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Abstract

The "CERN-BINP Workshop for Young Scientists in e+e− Colliders" was organised in the framework of the
CREMLIN project funded by the European Union. The workshop took place from August 22nd to August 25th

2016 at CERN. At this occasion some 30 scientists from Budker Institute BINP and 20 scientists from CERN,
as well as 10 further participants from Austria, China, France, Germany and Turkey gathered to present and
discuss their research on electron-positron colliders. Within CREMLIN, BINP and CERN coordinate a work
package focusing on a future Super-Charm-Tau factory at BINP. Whilst BINP is preparing for the BINP Super
Charm-Tau factory, which aims at producing e+e− collisions at unprecedented intensity up to 5 GeV centre-
of-mass energy, CERN is hosting design studies for two different e+e− colliders, FCC-ee and CLIC, with very
high centre-of-mass energies ranging from 90 GeV to 3 TeV. In matters of physics, design and technologies the
BINP and CERN studies address technological and scientific questions of common interest. Similar issues are
dealt with in the framework of other flavour factories and energy frontier e+e− colliders worldwide.
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Executive Summary

"Overview on technological requirements and R&D progress, linking European and worldwide know-how to
the new generation of highly efficient lepton colliders"

The Super Charm-Tau factory (SCT) at BINP, Novosibirsk is designed as a low energy electron-positron
collider with unprecedented high luminosity of 0.5 − 1 · 1035 cm−2s−1 at a centre-of-mass energy between
2 GeV and 5 GeV with possibility to exploit longitudinally polarized electrons at the interaction point (IP). The
main aim of the SCT project is the study of charmonium and tau-lepton physics. SCT will provide excellent
possibilities for search of new physics and for high-precision measurements of known phenomena. It is essen-
tial to create an overview and identify synergies and complementarities between the various lepton colliders
worldwide, in particular those under development at CERN, in order to maintain a global basis for the SCT
collaboration.

Other lepton colliders operating or planned are CLIC and FCC-ee at CERN, BEPC II and CEPC in China,
SuperKEKB and ILC in Japan and DAFNE in Italy LNF/INFN. Despite the fact that all these facilities have
different energy ranges (from 0.5 GeV per beam at DAFNE, up to 1 TeV at ILC and 3 TeV final energy at
CLIC), different sizes (from 100 m for DAFNE up to 100 km for FCC-ee), different configurations (linear
versus circular) and luminosities differing by orders of magnitude, there are still many similarities in the collider
designs. The reason is that all these colliders operate at the cutting edge of accelerator physics and technology
to achieve their superior performance and therefore they should all use the most advanced solutions.

The Novosibirsk SCT factory will apply a Crab Waist collision scheme (originally proposed in 2006 by
Pantaleo Raimondi for the Italian SuperB factory) with a large crossing angle, a large Piwinski parameter and
low emittance beams. A novel collision technology was extensively studied and implemented at DAFNE, and
the experience of the Frascati φ-factory is of great importance for the SCT project realisation. Generally, the
same approach is used for DAFNE (where it is called a nano-beam scheme) and FCC-ee. The major features
of the lepton colliders stipulating a basis for synergetic collaboration with SCT are listed below:

• An extremely low vertical beta function at the IP (1 mm for FCC-ee and SCT and 0.3 mm for Su-
perKEKB) and, consequently, a very high vertical beta in the first final-focus quadrupole (up to several
kilometres) result in the same problems for all three factories with local chromaticity correction and dy-
namic aperture and momentum acceptance limitations. The very high beta function in the final-focus
quadrupoles requires low nonlinear contents of the quadrupole field, high production accuracy and tough
tolerances for assembly and alignment.

• Crab Waist beam-beam effects for high-density colliding-beam studies require fast and effective simula-
tion codes. One of the most popular and widely used codes to explore the beam-beam effects in colliders
and to optimize the luminosity is called LIFETRAC. It was developed at BINP and presently it is inten-
sively used at DAFNE, SuperKEKB and FCC-ee. Another popular program was developed at KEK in
Japan and is frequently used for crosschecks. The powerful CERN computer cluster is required for this
sophisticated and time-consuming computation.

• One of the critical parts of Crab Waist colliders is their final-focus arrangement. Due to the extremely low
vertical beta at the IP, the first quadrupole is located closely to the IP inside the detector area. A design of
the extremely compact high-gradient (up to 100 T/m) quadrupole magnet is a challenging task. Presently
the BINP design of the double-aperture final-focus quadrupole with iron yoke, originally proposed for
SCT, is also considered as a possible candidate for the FCC-ee final-focus magnet. Another option based
on double-helix superconducting coils was suggested for the Italian SuperB factory and is also studied at
FCC-ee and SCT.
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• Concerning the machine-detector interface (MDI): the final-focus quadrupole magnets inside the detector
volume, the detector solenoid, the anti-solenoids to compensate the solenoid field, as well as the detection
equipment (such as the luminometer) render the interaction-region design very complex for both FCC-
ee and SCT. Nevertheless, despite the fact that ILC and CLIC are linear colliders, their MDI region
with strong quadrupole magnets, solenoid system and local compensation of the IP chromaticity is very
similar to the MDI region of circular super-factories, providing a good example of synergetic design and
complementarity.

• Another topic common to SCT, FCC-ee and SuperKEKB relates to the high beam current. For SCT and
FCC-ee (at the Z-pole energy) the total beam current in each ring is about 1.5 A while for SuperKEKB
it exceeds 2 A. High current effects, including beams interacting with their environment, cause lots of
dangerous collective instabilities, ion clouds (in the electron ring) and electron clouds (in the positron
ring), as well as the heating of vacuum components by the RF bunch field. These effects were care-
fully studied at PEP (SLAC, USA), KEKB and DAFNE. Unfortunately at BINP the maximum current
circulating in the electron-positron colliders is smaller (around 0.5 A). Therefore, relevant assistance to
the SCT project in the domains of theoretical calculations and simulations, low-impedance vacuum duct
design, HOM free RF cavity design and fast-feedback system development would be extremely useful.

• Due to their high luminosity all the future lepton colliders require intensive and efficient electron and
positron sources. The laser driven RF electron source is one of the key elements for such future electron-
positron colliders. Similar electron guns with high productivity and beam quality (emittance, stability,
energy spread) are necessary for modern synchrotron light sources and free electron lasers. Therefore the
relevant laboratories could contribute to the SCT project in the area of electron gun development.

• There is another good example of the synergy between future circular e+e− colliders and the light
sources. The Crab Waist concept requires beams with very low emittance (the FCC-ee vertical emittance
at 45 GeV is 1 pm). This is also an intrinsic feature of light source storage rings. Possible collaboration
between the European synchrotron light facilities (ESRF, SOLEIL, PETRA III, MAX IV, etc.) and the
Novosibirsk SCT factory (as well as with the CERN FCC-ee project) could be very promising and fruit-
ful. Accurate energy calibration is essential for the FCC-ee experiments at Z and WW centre-of-mass
energies. It is planned to measure the Z-boson mass at FCC-ee with an expected statistical accuracy of
∼ 2·10−6 for precise tests of the Standard Model. For this purpose the resonant depolarisation technique,
which provides the most precise beam-energy measurement, will be used at FCC-ee. BINP is one of the
world leading laboratories exploiting the resonant depolarisation method for beam energy calibration.
Presently BINP has a record relative accuracy of the beam energy determination of∼ 10−6 at the VEPP-
4M collider. The BINP team collaborates with the FCC-ee project for the beam energy measurement by
resonant depolarisation or by other methods, such as Compton backscattering or magnetic spectrometers.

Finally we mention briefly some examples of other accelerator technology aspects, which might form a
solid basis for collaboration between the SCT factory and other modern electron storage rings (colliders and
light sources):

• precise magnets with high-quality magnetic field;

• vacuum chambers with coatings and/or surface treatments to suppress electron clouds;

• superconducting RF systems and solid-state RF generators;

• beam-position monitors with approx 1µm accuracy;

• control system software based on the EPICS or TANGO platforms.

Concerning synergies in the design and technology development for the physics experiments at the various
e+e− colliders mentioned above, the situation can be summarised in a similar way. Comparing experiments at
SCT in Novosibirsk, CLIC and FCC-ee at CERN, BEPC II in China, DAFNE and ILC in Japan and DAFNE
in Italy, there are large overlaps in technology considerations despite the different energy ranges. The BES III
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detector at BEPC II and the KLOE detector at DAFNE have collected data since several years. The BELLE
II detector at SuperKEKB is currently under construction, while future detectors at SCT, ILC, FCC-ee, CEPC
and CLIC are in a design and technology development phase. As the most advanced technologies are of prime
interest for the following discussion, we concentrate on the experiments currently in a construction phase or
in a design and technology development phase. The corresponding facilities aim for high luminosities in the
range of 1034 cm−2s−1 to 1036 cm−2s−1, depending on the collider energy. As e+e− colliders are inherently
very accurate physics probes, ultimate accuracy is also required for the design and technology choices of the
experiments.

As a result, the detector requirements can be summarised as follow:

• excellent momentum resolution for charged particles;

• good energy resolution for photons an electrons (flavour factories) as well as for jets (high-energy collid-
ers);

• ultimate particle-identification capabilities (flavour factories) or good particle-identification capabilities
(high-energy colliders);

• excellent flavour-tagging capabilities;

• digitisation and data acquisition systems capable of recording and transmitting data at high rates;

• a high-performance trigger system, required at high-luminosity flavour factories or CEPC/FCC-ee oper-
ating at the Z pole.

In practice, going outwards from the interaction point, the experiments are composed of:

• a thin vacuum chamber, typically beryllium of 0.6 mm to 1 mm thickness in the central detector region. In
the case of flavour factories and circular high-energy colliders the vacuum chamber includes a thin inner
metal layer (e.g. gold, copper) for the absorption of synchrotron radiation or for conductivity reasons
related to RF bunch effects;

• a highly accurate vertex detector, located as close as possible to the beam (at radii from 14 mm to 50 mm).
The required single point resolution is as small as 3µm at CLIC and ILC. In the case of CLIC hit time-
stamping capability of a few ns is required in order to reduce the impact from beamstrahlung particles.
The technology choices for the vertex detector are either thin silicon pixel detectors (Belle II, ILC, CLIC,
SCT) or a low-mass TPC (Time Projection Chamber) gas detector (SCT);

• a low-mass main tracker. The most prominent choices for the main tracker are a large drift chamber
(SCT, Belle II, FCC-ee), a TPC (ILC, CEPC) or a silicon tracking system (ILC, CLIC, FCC-ee). While
the gas detectors offer sizeable low-mass volumes and many measurement points for excellent pattern
recognition, the silicon-based tracking option offers the most accurate single point resolution;

• a particle-identification detector system based on aerogel ring-imaging technology (SCT, Belle II) or
Cherenkov time-of-propagation technology (Belle II). The need for such highly selective particle-identification
systems is specific to flavour factories;

• an electromagnetic calorimeter, based on pure CsI crystals (Belle II, SCT) or CsI(Tl) crystals (Belle II)
or based on highly granular particle-flow calorimetry with silicon sensors (ILC, CLIC, CEPC, FCC-ee)
or dual readout calorimetry with scintillating fibres (FCC-ee, CEPC);

• a hadron calorimeter based on highly granular particle-flow calorimetry using scintillator tiles as sensors
(ILC, CLIC, FCC-ee, CEPC) or dual readout calorimetry (FCC-ee, CEPC);

• a superconducting solenoid with a magnetic fields strength ranging from 1 T to 5 T;

• an iron yoke with an embedded muon system. The muon system comprises detectors of large area.
Typical technology choices are RPCs or plastic scintillators.
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Several of the technologies listed above are forefront detector R&D subjects, exploiting recently developed
ideas or are based on technologies, which have become available only recently. One example is the TPC using
modern micro-pattern gas detector technology. Micro-pattern gas detector structures, GEM or Micromegas,
provide several advantages over traditional wire planes. They offer high-gain signal amplification with superior
rate capability as well as new schemes for reducing ion backflow, allowing the TPC to be read out in continuous
mode. Moreover they offer superior spatial resolution and allow for more flexible geometries compared to
traditional wire planes. So far, the operational experience with TPCs based on GEMs or Micromegas in collider
experiments is still limited. Large R&D efforts are ongoing in preparation for such TPC detectors for the
upgrade of the ALICE experiment, for the PANDA experiment at FAIR and for the ILD experiment at ILC.
BINP has built and operated GEM detectors for the tagging system of the KEDR experiment and for the VEPP-
3 deuteron facility. Moreover BINP is developing GEM-based TPCs for the upgrade of the CMD-3 experiment
and for SCT. These developments efforts involve ongoing broad international cooperation.

Another example is the novel ring-imaging aerogel technology, such as the multilayer focusing aerogel
RICH (FARICH) for SCT. It is able to provide high µ/π separation below 1 GeV/c and excellent π/K/p separa-
tion for high momentum particles. At SCT the Cherenkov photons will be detected by silicon-photomultipliers
(SiPM). About a million SiPM will be needed for FARICH. The high-energy e+e− colliders ILC, CLIC and
FCC-ee foresee a similar number of SiPM for their fine-grained hadron calorimeters with small scintillator tiles
as the active medium. SiPM development and mass production are therefore a prominent example of synergy,
where Russian producers are already playing an important role.

Numerous examples of the e+e− accelerator and detector concepts and technologies listed in this summary
are described in more detail in these proceedings.

Eugene Levichev and Lucie Linssen
(On behalf of the Organizing Committee)
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Towards an Optimized Monochromatization for Direct Higgs Production
in Future Circular e+e− Colliders

M.A. Valdivia García*1,2 and F. Zimmermann1,2

CERN, Geneva, Switzerland
University of Guanajuato, Mexico

Abstract
Direct s-channel Higgs production in e+e− collisions is of interest if the
centre-of-mass energy spread can be reduced to be comparable to the width
of the standard model Higgs boson. A monochromatization principle, previ-
ously proposed for several earlier lower-energy colliders, could be employed
to achieve the desired reduction, by introducing a non-zero horizontal disper-
sion of opposite sign for the two colliding beams at the interaction point. In
high-energy, high-luminosity circular colliders, beamstrahlung may increase
the energy spread and bunch length. Horizontal emittance increase due to
beamstrahlung, a new effect that was not present in past monochromatization
proposals, may degrade the performance, especially the luminosity. We study,
for the FCC-ee collider at 62.5 GeV beam energy, how to optimize the inter-
action point optics parameters (β∗x, D∗x), along with the number of particles
per bunch, so as to obtain maximum luminosity at a desired target value of the
collision energy spread.

Keywords
Monochromatization; beamstrahlung; collider; high energy; high luminosity;
storage ring.

1 Introduction
Monochromatization is a technique that was proposed several decades ago to reduce the centre-of-mass
energy spread at e+e− colliders [1], but has never been used in any operational collider. A decrease
in collision energy spread σω can be accomplished without reducing the inherent energy spread σε of
either of the two colliding beams. To achieve this goal, opposite correlations between spatial position
and energy are introduced at the interaction point (IP). In beam-optical terms, this can be accomplished
through a non-zero dispersion function for both beams of opposite sign at the IP. The dispersion is
determined by the respective lattice [2].

The concept of monochromatic collision allows for an interesting option presently under study for
the FCC-ee collider [3,4], namely the possibility of direct Higgs production in the s channel, e+e− → H ,
at a beam energy of 62.5 GeV. This could result in an acceptable Higgs event rate on the Higgs resonance
and also provide the energy precision required to measure the width of the Higgs particle [5].

Implementation of a monochromatization scheme has been explored for several colliders in the
past [1,2,6–11], but, to our knowledge, no such a scheme has ever been applied, or tested, in any operating
collider.

The FCC-ee collider design considers two horizontally separated rings for electrons and positrons.
For such a double ring collider, where the two beams circulate in separate beam pipes with independently
powered magnets, it will be rather simple to modify the dispersion function for the two beams independ-
ently. In particular, a horizontal dispersion at the IP could be generated with opposite sign for the two
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Fig. 1: Monochromatization factor versus D∗
x at fixed β∗

x = 0.25 m, for constant emittance and energy spread,
equal to σδ = 0.06 and εx = 0.17 nm.

beams. The impact of this monochromatization on the luminosity and energy spread must be analysed,
taking into account the effect of beamstrahlung.

2 Monochromatization principle
For a standard collision, the centre-of-mass energy W = E

b
+ +E

b
− = 2Eb, with relative spread Σw =

σw/W , is a factor of
√

2 less than than the r.m.s. relative beam energy spread σw =
√
σ2
δ
+ + σ2

δ
− =√

2σδ, namely:
(Σw)standard =

σδ√
2
. (1)

In a monochromatic collision, we introduce IP dispersion of opposite sign for the two beams, so
that particles with energy E + ∆E collide on average with particles of energy E −∆E and the spread
in the centre-of-mass energy is reduced by the monochromatization factor λ,

stable (Σw)λ =
σδ√

2

1

λ
, (2)

where this factor is defined, for a horizontal IP dispersionD∗x+ = −D∗x− 6= 0 and a vertical IP dispersion
D∗y+ = D∗y− = 0 , by

λ =

√
D∗x

2
σ2δ

εxβ
∗
x

+ 1 . (3)

Figure 1 illustrates the dependence of the monochromatization factor λ on the IP dispersion D∗X , for
fixed relative energy spread σδ and horizontal emittance εx.

In practice, beamstrahlung affects the values of σδ and εx, and its effects will be included in the
subsequent analysis.
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3 Beamstrahlung
When charged particles pass through the magnets of a storage ring, synchrotron radiation is emitted
as a discrete random process, producing statistically independent discrete changes in the energy of the
charged particle. For the beam particles, the cumulative effect of the energy loss introduces a noise
excitation of the longitudinal and transverse oscillations, causing their amplitudes to increase until they
are balanced, on average, by the radiation damping. This damping depends only on the average rate of
emission of energy and not on any of its other statistical properties, whereas the excitation is due to the
fluctuation of the radiation about its average rate.

A different type of synchrotron radiation, known as beamstrahlung [12–16], is encountered during
the interaction with the opposite beam. For short bunch lengths and small transverse beam sizes, the
effective bending radius due to the field of the opposing bunch is exceptionally small compared with
the typical arc bending radius. At high collision energies, especially for extremely small bunches where
the classical critical photon energy during the collision becomes comparable to the beam energy [16], a
quantum mechanical description of the radiation process is necessary.

3.1 Describing the radiation
Synchrotron radiation from charged particles is emitted over a typical time interval of order ρ/(γc),
where ρ denotes the radius of curvature of a particle trajectory, c the speed of light, and γ the relativistic
Lorentz factor. This time can normally be considered instantaneous compared with the betatron and
synchrotron oscillation periods.

The strength of the beamstrahlung is characterized by the parameter Υ, defined as [15, 16] Υ ≡
B/Bc = (2/3)~ωc/Ee, with Bc = m2

ec
2/(e~) ≈ 4.4 GT, the Schwinger critical field, ωc the critical

energy as defined by Sands [17], and Ee the electron energy before radiation. If the energy of an emitted
photon is a few per cent of its initial energy, the emitting particle may fall outside of the momentum
acceptance and be lost.

For the collision of Gaussian bunches with r.m.s. sizes σx, σy, and σz , the peak and average values
of Υ are given by [16]

Υmax = 2
r2eγNb

ασz(σ
∗
x + σ∗y)

, and Υave ≈
5

6

r2eγNb

ασz(σ
∗
x + σ∗y)

, (4)

where α denotes the fine structure constant, α ≈ 1/137, and re the classical electron radius; re ≈
2.8× 10−15 m.

The general emission rate spectrum (photons emitted per second per energy interval) of this radi-
ation is described by [16]

dWγ

dω~
=

α√
3~πγ2

(∫ ∞

ξ
K5/3(ξ

′)dξ′ +
y2

1− yK2/3(ξ)

)
, (5)

where y ≡ ω/Ee and ξ ≡ (2/3)(ω/Υ(E − ~ω) have been introduced. In the classical regime (Υ→ 0),
this reduces to the well-known expression [17]

(
dWγ

dω~

)

classical

=
α√

3πγ2

∫ ∞

ξ
K5/3(ξ

′)dξ′ . (6)

The number of photons radiated per unit time is obtained by integrating over ω:

dNγ

dt
=

∫ Ee/~

0

dWγ

dω
dω . (7)

3

TOWARDS AN OPTIMIZED MONOCHROMATIZATION FOR DIRECT HIGGS PRODUCTION IN . . .

3



The number of photons emitted during a single collision can be obtained by integrating Eq. (7) over time
and averaging over the bunch distribution, taking into account the variation of Υ. The result for head-on
collision of Gaussian bunches has been derived previously [16].

All proposed high-energy circular colliders operate in a parameter region where Υ � 1 and
σx � σy, implying that in this case we can approximate the average number of photons per collision
as [16]

nγ ≈
12

π3/2
αreNb

σx + σy
≈ 12

π3/2
αreNb

σx
, (8)

and the average relative energy loss as

δB ≈
24

3
√

3π3/2
r3eγN

2
b

σz(σx + σy)
2 ≈

24

3
√

3π3/2
r3eγN

2
b

σzσ
2
x

. (9)

The average photon energy normalized to the beam energy 〈u〉, i.e., the ratio of δB and nγ , is given by

〈u〉 =
δB
nγ
≈ 2
√

3

9

r2eNbγ

ασzσx
. (10)

In the classical regime, the average squared photon and the average photon energies are related via [17]

〈u2〉 ≈ 25× 11

64
〈u〉2 . (11)

Noting that, in the general case,

〈u〉 ∝
∫ Ee

0
ω(dWγ/dω)dω , 〈u2〉 ∝

∫ Ee

0
ω2(dWγ/dω)dω , (12)

we can use the general photon distributions of Eq. (5) to examine the applicability of this relation as a
function of Υ. The validity of Eq. (11) up to Υ ∼ 10−3 is illustrated in Fig. 2.

The excitation term {nγ〈u2〉} for a single collision will be required in the following. According
to Eqs. (8) and (11), for small Υ this can be written as

nγ〈u2〉 ≈ 1.4
r5eN

3
bγ

2

ασ2z(σx + σy)
3 ≈ 192

r5eN
3
bγ

2

σ2zσ
3
x

. (13)

3.2 Energy loss and damping time
The longitudinal damping time in the presence of beamstrahlung is

τE,tot =
TrevEbeam

U0,SR + nIPU0,BS
≈ τE,SR

(
1− nIP

U0,BS

U0,SR

)
, (14)

where Trev denotes the revolution period, Ebeam the beam energy, U0,SR the average energy loss per
turn due to synchrotron radiation in the arc, and U0,BS the average energy loss due to beamstrahlung in a
single collision. Using Eq. (9), the average energy loss per collision due to beamstrahlung is given by

U0,BS = δBEe ≈ 0.84
r3eEeγN

2
b

σz(σx + σy)
2 . (15)

For all proposed future circular colliders, we have U0,BS � U0,SR, τE,tot ≈ τE,SR, and σx � σy.
In the following, we will assume these conditions to be fulfilled.
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Fig. 2: Mean square photon energy normalized by the square of the mean energy according to Eq. (11) versus Υ

3.3 Self-consistent energy spread without IP dispersion
Consider first the case of zero IP dispersion. The energy spread due to the additional excitation from
beamstrahlung at the collision point increases as

σ2tot = σ2δ,SR + σ2δ,BS , (16)

with
σ2δ,BS =

nIPτE,SR
4Trev

nγ〈u2〉 ≈
A

σ2z
, (17)

where the parameter A is defined as

A ≡ nIPτE,SR
4Trev

nγ〈u2〉 =
275

36π
3
2

nIPτE,SR
4Trev

r5eN
3
bγ

2

ασ3x
. (18)

Using the relation σz,tot = σδ,totσz,SR/σδ,SR, self-consistency requires [18]

σ2δ,tot − σ2δ,SR = A

(
σδ,SR
σδ,tot

1

σz,SR

)2

, (19)

where σz,SR refers to the bunch length. The energy spread σδ,SR is computed with arc synchrotron radi-
ation only, and the explicit solution for the total energy spread is [18]

σδ,tot =


1

2
σ2δ,SR +

(
1

4
σ4δ,SR +A

σ2δ,SR

σ2z,SR

)1/2


1/2

, (20)

which is solved for the FCC-ee example parameters listed in Table 1, yielding the indicated values of
σz,tot and σδ,tot, for the cases without monochromatization.
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Table 1: Baseline beam parameters for FCC-ee crab-waist collisions at Z pole and WW threshold [4], compared
with newly proposed parameters for operation on the Higgs resonance (beam energy Ee = 62.5 GeV), in simple
head-on collision scheme, and with ‘baseline’ or ‘optimized’ monochromatization, for nIP = 2 identical inter-
action points.

Ee [GeV] 45.6 62.5 62.5 62.5 80
Scheme Crab-waist Head-on Monochromatization Monochromatization Crab-waist

baseline optimized
Ib [mA] 1450.3 408.3 408.3 408.3 151.5
Nb [1010] 3.3 1.05 3.3 11.1 6.0
nb [1] 91500 80960 25760 7728 5260
nIP [1] 2 2 2 2 2
β∗x [m] 1 1.0 1.0 1.96 1
β∗y [mm] 2 2 2 1 2
D∗x [m] 0 0 0.22 0.308 0
εx,SR [nm] 0.09 0.17 0.17 0.17 0.26
εx,tot [nm] 0.09 0.17 0.21 0.70 0.26
εy,SR [pm] 1 1 1 1 1
σx,SR [µm] 9.5 9.2 132 185.7 16
σx,tot [µm] 9.5 9.2 144 188.5 16
σy [nm] 45 45 45 32 45
σz,SR [mm] 1.6 1.8 1.8 1.8 2.0
σz,tot [mm] 3.8 1.8 1.8 1.8 3.1
σδ,SR [%] 0.04 0.06 0.06 0.06 0.07
σδ,tot [%] 0.09 0.06 0.06 0.06 0.10
θc [mrad] 30 0 0 0 30
circ. C [km] 100 100 100 100 100
αC [10−6] 7 7 7 7 7
frf [MHz] 400 400 400 400 400
Vrf [GV] 0.2 0.4 0.4 0.4 0.8
U0,SR [GeV] 0.03 0.12 0.12 0.12 0.33
U0,BS [MeV] 0.5 0.05 0.01 0.01 0.21
τE/Trev 1320 509 509 509 243
Qs 0.025 0.030 0.030 0.030 0.037
Υmax [10−4] 1.7 0.8 0.3 0.85 4.0
Υave [10−4] 0.7 0.3 0.1 0.35 1.7
θc [mrad] 30 0 0 0 30
ξx [10−2] 5 12 1 2.22 7
ξy [10−2] 13 15 4 6.76 16
λ [1] 1 1 9.2 5.08 1
L [1035cm−2s−1] 9.0 2.2 1.0 3.74 1.9
σw [MeV] 58 53 5.8 10.44 113
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3.4 Self-consistent emittance
In the presence of non-zero dispersion at the IP, not only the energy spread, but also the transverse
emittance increases due to the beamstrahlung. The non-zero dispersion may arise either from optics
errors or by design, e.g., for a monochromatization scheme [19]. Under these conditions, the dynamics
is similar to the well-known effect of horizontal dispersion and conventional synchrotron radiation in the
storage ring arcs. The total emittance becomes

εx,tot = εx,SR +
τxnIP
4Trev

{nγ〈u2〉}H∗x , (21)

where τx denotes the horizontal (amplitude) damping time due to synchrotron radiation. The non-zero
dispersion invariantH∗x [17] is given by

H∗x ≡

(
β∗xD

′
x
∗

+ α∗xD
∗
x

)2
+D∗x

2

β∗x
, (22)

and β∗x, α∗x, D∗x, and D′x
∗

denote the optical beta and alpha functions (Twiss parameters), the dispersion,
and the slope of the dispersion at the collision point, respectively.

The relative momentum spread is described by

σ2δ,tot = σ2δ,SR +
nIPτE,SR

4Trev

{
nγ〈u2〉

}
, (23)

where the bunch length, appearing in Eq. (13), is related to the energy spread via [17]

σz,tot =
αCC

2πQs
σδ,tot , (24)

with αC the momentum compaction factor, C the circumference, and Qs the synchrotron tune.

Equations (21) and (23) are coupled through the excitation term nγ〈u2〉 (Eq. (13)), leading to
the formulation of a set of equations for the longitudinal and transverse plane, which must be solved
self-consistently for the two unknowns σx and σz .

Simplified solutions can be obtained depending on whether D∗xσδ,tot �
√
β∗xεx (as usual for zero

dispersion), or D∗xσδ,tot �
√
β∗xεx (monochromatization).

In the monochromatization approximation, τx = 2τE ; using Eq. (13), Eqs. (21) and (23) can be
rewritten as

εx,tot ≈ εx,SR +
2BH∗x
D∗x

3
σ5δ,tot

, (25)

σ2δ,tot = σ2δ,SR +
B

D∗x
3
σ5δ,tot

, (26)

with

B ≡ 48
nIPτE,SR
Trev

r5eN
3
bγ

2

(αCC/(2πQs))
2 . (27)

After solving Eq. (26) for the relative energy spread σδ,tot, the emittance follows from Eq. (25).
Using Eqs. (26) and (25), we obtain the total bunch length and emittance for the two cases of D∗x 6= 0
(the second and third column) at 62.5 GeV in Table 1. In the standard limit, i.e., the opposite case, we
find

εx,tot ≈ εx,SR +
2BH∗x

σ2δ,totβ
∗
x
3/2
ε
3/2
x,tot

, (28)
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σ2δ,tot = σ2δ,SR +
B

σ2δ,totβ
∗
x
3/2
ε
3/2
x,tot

. (29)

Equations (28) and (29) are coupled, and must be solved together. Equations (28) and (29) then yield the
total bunch length and emittance shown in Table 1 for the three columns with D∗x = 0.

The bunch length always follows from Eq. (24).

4 Baseline monochromatization
In a classical monochromatization scheme, with fixed emittance, energy spread, IP beta function, and
only adding opposite IP dispersion for the two beams, the resulting luminosity L scales as λ−1. However,
for the FCC-ee, owing to the beamstrahlung in the presence of non-zero dispersion, changes in the
horizontal equilibrium emittance are not negligible. A self-consistent calculation of the beam parameters
then determines the actual luminosity, which tends to be less than the corresponding standard value.
Moreover, the monochromatization factor deviates naively from the value expected, without taking into
account the effect of the changing horizontal emittance. The self-consistent parameters must be used to
compute the true values of λ and L .

Table 1 presents the nominal FCC-ee parameters for (non-monochromatic) collisions at 45.6 GeV
and 80 GeV [4], with an interpolated head-on collision scheme at 62.5 GeV, a ‘baseline mono-
chromatization scheme’ at the same energy (obtained by adding IP dispersion to the former), and an
optimized monochromatization, for which the bunch charge and IP beta functions have been re-optimized
(plus the value of the IP dispersion in proportion to

√
β∗x).

Given the resonance width of the standard model Higgs of 4.2 MeV and the much larger nat-
ural r.m.s. energy spread of the electron and positron beams at 62.5 GeV of about 40 MeV, the mono-
chromatization factor should be large, at least λ ∼ 5 [20].

Requesting λ ∼ 10, to have some margin, while considering the emittance and energy spread due
to arc synchrotron radiation alone, from Table 1, the necessary value of the IP dispersion is given by

D∗
2

x β
∗−1
x ≈ 10−2 m. Using this value, the baseline monochromatization scheme in the second 62.5 GeV

column of Table 1 was obtained from the first column. The value includes the effect of beamstrahlung
[21].

5 Optimized monochromatization
The smaller the horizontal beta function can be made, the smaller the horizontal beam size becomes,
and the smaller the luminosity loss compared with a zero-dispersion collision. As long as the resulting
horizontal beam size with monochromatization, dominated by the dispersion, is much larger than the
corresponding beam size for a standard collision scheme, the effects of beamstrahlung are small, at least
in the longitudinal plane [21].

In an attempt to profit from the larger horizontal beam size, we may tentatively modify the bunch
chargeNb (along with the number of bunches nb) and the IP beta functions, until we reach the maximum
luminosity for the selected value of λ.

For operation on the Z pole and at the WW threshold, FCC-ee applies a crab-waist scheme with
θc = 30 mrad full horizontal crossing angle. The crossing angle also reduces the beam–beam tune shift,
especially in the horizontal plane.

For our dispersion-based monochromatization scheme, we may need to avoid the crossing angle
and (effectively) operate with head-on collisions. For head-on collisions, the beam–beam parameters
(almost equal to the beam–beam tune shifts) are:

ξx,y =
β∗x,yreNb

2πγσx,y(σx + σy)
. (30)
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Fig. 3: λ including beamstrahlung effects

Assuming monochromatization, this can be rewritten as

ξx ≈
β∗xreNb

2πγσ2δD
∗
x
2 , ξy ≈

β∗yreNb

2πγσδD
∗
xσ
∗
y

. (31)

Through the constant value of the total current (limited by the synchrotron radiation power), the
bunch population also defines the number of bunches per beam, nb, and the overall luminosity

L ≈ frevnbN
2
b

4πσ∗yD
∗
xσδ
≈ Ibγ

2ere

ξy

β∗y
, (32)

where frev denotes the revolution frequency (3 kHz).

Horizontal emittance and energy spread are normally determined by the optical lattice and the
synchrotron radiation in the collider arcs. However, in the FCC-ee, the transverse effect of beamstrahlung
may not always be neglected. This can be seen in Table 1, which shows horizontal emittance and beam
sizes first without and then with the effect of beamstrahlung [21].

Searching for an optimal point in solution space, we reduce β∗y from the nominal value of 2 mm
to 1 mm, which is permitted by the present collider optics [22]. We then apply the following parametric
transformation with parameter S (keeping λ without beamstrahlung fixed): Dx = S ∗ Dox, starting
from Dox = 0.22 m, and βx = S2 ∗ βox, starting from βox = 1.0 m. We introduce a second parametric
transformation with parameter T (ideally makingL ∝ T−1, for the case of no beamstrahlung and no limit
on the beam–beam tune shift): nb = nob ∗T andNb = Nob/T , so that the total beam current is constant.
All initial values for Dox, βox, nob, and Nob correspond to the parameters of the baseline scheme, where
λSR ≈ 10 (we here use λSR to denote the value of λ computed without the effect of beamstrahlung). The
actual monochromatization factor is reduced and no longer constant in (S, T ) parameter space when the
effects of beamstrahlung are included, as illustrated in Fig. 3.

Under the aforementioned conditions and assumptions, including the beamstrahlung effects, the
dependenciesL(εx,tot(T, S)) and λ(εx,tot(T, S)) are analysed simultaneously. This allows determination
of the maximum luminosity that can be achieved for a given λ. The result is displayed in Fig. 4.
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Fig. 4: Optimal luminosity as a function of λ

From this, we obtain a luminosity of L = 3.74×1035 cm−2s−1 at λ ≈ 5 (5.08), with the IP optics
parameters β = 4.41 m and Dx = 0.462 m.

6 Conclusions and outlook
We have derived FCC-ee IP beam parameters that would result in monochromatization by a factor of 5 to
10 at high luminosity. Accounting for the horizontal increase due to beamstrahlung and non-zero IP dis-
persion, for a baseline monochromatization scheme a luminosity of about 1035 cm−2s−1 can be achieved
at the Higgs resonance with an effective collision energy spread below 6 MeV. Beamstrahlung effects lead
to large horizontal increase and a concomitant degradation of the monochromatization. Nevertheless, by
increasing the number of bunches, reducing the bunch charge, and increasing the optical function in the
horizontal plane, beamstrahlung can be kept under control. Doing so, and keeping the beam current the
same as for the baseline monochromatization, for the minimum required monochromatization of λ ≈ 5
(about 10 MeV r.m.s. collision energy spread) our analytical expressions suggest that the luminosity can
be increased to about 4× 1035 cm−2s−1.

Optics and layout modification of the FCC-ee final-focus system [22] will represent the next chal-
lenge. We must develop a modified final-focus optics to generate the desired antisymmetric IP dispersion,
and, at the same time, transit from a crossing angle to a head-on collision scheme. Either the additional
bending magnets or electrostatic separators needed to realize the head-on collision that could be used to
generate the necessary IP dispersion, or we can maintain a crossing geometry and deploy crab cavities
together with horizontal IP dispersion.
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FCC-ee Pre-Booster Accelerators
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Abstract
CERN’s ambitious new project, Future Circular Collider-ee, will have four op-
erations as Z,W,H , and tt factories covering energies from 45.6 to 175 GeV.
The main challenge of Z-operation is to achieve currents as high as 1450 mA;
this will depend heavily on the injector. For this reason, we conclude that we
need a high bunch charge of 3.3× 1010, for both e− and e+, and fill 91 500 of
each of those bunches into the collider. To achieve the goal, we have designed
an S-band (2.856 GHz) normal conducting electron linac up to 6 GeV, which
we will use to create and accelerate both electrons and positrons. Positrons
will be created inside the linac at 4.46 GeV, will be accelerated up to 1.54 GeV
at the linac, and will then be transferred to the designed damping ring. In this
paper, we present the designed linac, damping ring, and the operational re-
quirements of the 100 km booster.

Keywords
Future circular collider; damping ring; linac; filling scheme; injection time
schedule; positron injector.

1 Introduction
The Future Circular Collider (FCC) is a prospective future project of CERN, and is meant to be the
successor of the Large Hadron Collider. The FCC has three different sub-projects for lepton–lepton,
hadron–hadron, and hadron–lepton collisions. In this paper, we would like to discuss the FCC-ee which
is going to collide positrons and electrons (e+e−) via four main operations. The FCC-ee is going to serve
as a precision machine with high luminosity by colliding leptons with different energy ranges while
varying the bunch population and the number of bunches, as demonstrated in Table 1.

The FCC-ee pre-injectors consist of three main parts: a linac, a damping ring, and a pre-booster.
These pre-injectors will be followed by a 100 km booster, which would fill the 100 km collider as a top-
up injector. Pre-injectors are designed in such a way as to cover all the operations. The linac is crucial
to supply the total charge needed. The total charge is the number of bunches per beam multiplied by
the bunch population, which is a maximum for the Z-operation, whereas the Z-operation requires the
smallest geometric emittance. Therefore, if the pre-injectors can provide the total charge and smallest
geometric emittance required for Z-operation, then it can be safely said that the pre-injectors can cover
all operations, excluding the final energy, which will be a matter for the pre-booster or booster, which is
beyond the scope of this paper.

Table 1: FCC-ee baseline parameters

Operation type Z W H tt

Final energy (GeV) 45.6 80 120 175
Number of bunches per beam 91 500 5260 780 81
Bunch population 3.3× 1010 6× 1010 8× 1010 1.7× 1011

Horizontal emittance (nm) 0.09 0.26 0.61 1.3
Vertical emittance (pm) 1 1 1.2 2.5
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Table 2: Emittance evolution for electron flow [1]

Location Energy εgeo,x εgeo,y
(GeV) (nm) (nm)

Collider aims 45.6 0.09 0.001
Collider accepts 45.6 27.3 2 .0
Booster exit 45.6 0.09 0.13
Booster entrance 6 0.7 1.0
Linac exit 6 0.7 1.0
Linac entrance 0.012 350 500

Pre-injectors are to operate alternatively to create and accelerate electrons and positrons. An elec-
tron linac of 6 GeV has been designed, and positrons will be created at 4.46 GeV of the linac. These
positrons will be accelerated in the rest of the linac, 1.54 GeV, and then delivered to the damping ring. The
acceleration of the damped positrons is continued at the linac by re-injection at an energy of 1.54 GeV
and the positrons are accelerated up to 6 GeV. As a result, the electrons and positrons are at the same
energy and emittance when they are transferred directly to the 100 km booster without an intermediate
booster in the case of Z-operation.

All the designs and simulations are made using SAD (Strategical Accelerator Design) [2], which
has proven successful in the design and commissioning of many linear and circular accelerators. How-
ever, before the designs can be prepared, a discussion of the evolution of the emittance throughout the
accelerators is of great importance in determining the initial parameters. The values in Table 2 have been
calculated by assuming that the normalized emittances are to be conserved at approximately 8/12 µm
(hor/vert) throughout the electron acceleration at the pre-boosters.

1.1 The first fill of accelerators
A well-planned time schedule is necessary for the pre-injection complex, owing to the multi-use of
accelerators. The booster fill time is suggested as 4 s, plus 6 s for the acceleration of the available bunches.
The electrons are injected within a frequency f = 100 Hz from the linac as two bunches per RF pulse;
the repetition is chosen to be easily feasible in current technology. Therefore, the booster will accumulate
and accelerate 800 bunches to the designated energy in each 10 s period. Firstly, the electron bunches are
accumulated in the collider, which is filled with 92 000 bunches in about 19 min. Secondly, the positrons
would arrive late because they follow a different path, owing to their creation and re-transfer to the linac;
in addition, they have to go through the damping ring. The time schedule also determines the available
time to reach the designated emittance for the positrons, therefore we have decided to follow the schedule
outlined in Table 3.

This scheme continues with a periodicity of T = 20 ms, finally reaching 400 bunches in 4050 ms.
What is important is that each pair of bunches of positrons spends 50 ms inside the damping ring.

2 Linac
An S-band normal conducting linac operating at 2855.98 MHz will work with a repetition of 100 Hz. The
RF frequency was chosen based on previous experience using that famous frequency. Some parameters
of the linac are shown in Table 4.

The cavities and their wakes are taken from KEK-ATF [3], with a length of 2.97 m (27 1/3 wave-
lengths), having an aperture size of 11 mm at the entrance and 9 mm at the exit to keep the field uniformity
inside the cavity. The linac will accelerate 4× 1010 particles per bunch, which is intentionally more par-
ticles than the full charge for Z-operation presented in Table 1, leaving margin for probable transmission
loss throughout the linac. The initial emittance of the electrons is taken from Table 2, and we assume a
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Table 3: Time schedule of the positrons in FCC-ee pre-injectors

RF time Linac Damping ring Booster
(ms)

0–20 2 bunches of e− 2 bunches of e+ Empty
20–40 2 bunches of e− 4 bunches of e+ Empty
40–50 2 bunches of e− 6 bunches of e+ Empty
50–60 2 bunches of e+ 4 bunches of e+ 2 bunches of e+

60–70 2 bunches of e− 6 bunches of e+ 2 bunches of e+

70–80 2 bunches of e+ 4 bunches of e+ 4 bunches of e+

80–90 2 bunches of e− 6 bunches of e+ 4 bunches of e+

90–100 2 bunches of e+ 4 bunches of e+ 6 bunches of e+

100–110 2 bunches of e− 6 bunches of e+ 6 bunches of e+

Table 4: Linac design parameters

Parameter Value
Initial energy (MeV) 12
Final energy (GeV) 6
Length (m) 257.3
Initial geometric emittance (h/v) (µm) 0.35/0.5
Final geometric emittance (h/v) (nm) 0.7/1.0
Number of cavities 80
Gradient (MV/m) 25
Gradient through accelerator (MV/m) 23

Gaussian beam for the simulation of the beam envelope; the resulting optics are presented in Fig. 1.

The beam profile of the designed linac has a two-horn distribution in the energy dispersion graph,
as shown in Fig. 2, because of the wakefields and because the RF phase is chosen as −94◦. In addition,
the acceleration gradient has been kept low, such that the SLED [4] scheme can be applied and the
energy difference between the two bunches in the same RF pulse is also low. The linac elements are
tightly allocated for the time being. Some errors are to be introduced in cavity, quadrupole and injection
alignments to study robustness of the linac. Therefore, as some beam diagnostic elements are introduced
and the orbit correction study continues to keep the transmission high, the designed linac will extend and
evolve.

3 Damping ring
The positrons will be created by colliding 4.46 GeV electrons with crystalline and amorphous targets. The
positrons’ emittance and energy spread would be high as a result of this statistical process; therefore, a
damping ring is needed to match the conditions of the electrons for the collisions. After an adiabatic
matching section and an energy compressor, we assume that we will produce an emittance compatible
with KEKB [5] at the entrance of the damping ring. To produce an initial kick, we adopt the parameters
for the SuperKEKB, provided by Iida and Miyahara (KEK), to our bunch charge and energy; the damping
necessity of the FCC-ee pre-injection system will then evolve as in Table 5.

The damping ring must have a very low natural emittance, down to 1 nm; meanwhile, the damping
time should be small, such that damping from the micrometre to the nanometre level can occur in less
than 50 ms. However, a very large dynamic aperture is a fundamental necessity, since there are orders
of magnitude difference in the emittance values of the incoming and outgoing beams. Another issue is
the bunch spacing, which is again chosen to be easily feasible; the bunch separation is determined to be
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Fig. 1: Linac optics

Fig. 2: Linac beam profile

Table 5: Emittance evolution for positron flow

e+ accelerators Energy εgeo,x εgeo,y
(GeV)

Damping ring entrance 1.54 0.76 µm 0.71 µm
Damping ring exit 1.54 2.66 nm 3.9 nm
Booster exit 45.6 0.09 nm 0.13 nm
Collider aims 45.6 0.09 nm 1 pm
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Table 6: Damping ring design parameters

Parameter Value
Energy (GeV) 1.54
Number of trains 3
Bunches per train 2
Circumference (m) 178.6
Number of cells 60
Dipole field (T) 0.74
Bending radius (m) 6.96
Kicker time (ns) <300
Bunch spacing (ns) 99
τx (ms) 10.6
τy (ms) 11.2
Horizontal natural emittance (nm) 1.7
Vertical natural emittance –

(a) FODO lattice unit cell (b) Dispersion suppressor

Fig. 3: Damping ring sections (horizontal axis in m)

around 100 ns for any two consecutive bunches in the damping ring. Some parameters of the damping
ring are shown in Table 6.

The damping ring consists of two arcs and two straight sections linking these arcs; each arc con-
sists of 30 FODO cells. The tune values per unit cell are 0.311 rad horizontally and 0.125 rad vertically.
The spacing between the elements in the unit cell is optimized individually, as shown in Fig. 3(a). The
straight sections are dispersion suppressors and have 3.36 m long normal conducting 1.74 T wigglers.
The dispersion suppressor is shown in Fig. 3(b). Finally, the damping ring, shown in Fig. 4, has around
1 nm of natural emittance horizontally and about 11 ms of damping time in both planes. According to
Eq. 1, the damping necessities stated in Table 5 can be reached well below 50 ms:

ε(t) = εinje
−2t/τ + εnat(1− e−2t/τ ) . (1)

Conclusions
The linac is normal conducting with a length of 257.3 m, deploying 80 cavities and 22 quadrupoles, with
modest and achievable requirements. Furthermore, some dipoles and beam diagnostic elements will be
included in the next phase of the study.
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Fig. 4: Damping ring optics

The dynamic aperture of the damping ring is continuously being enhanced, even though we have
already surpassed 60 sigmas in the transverse axis, which is sufficient to accept 99% of the positrons,
based on experience with KEK positron data [5]. However, additional work is still required to enlarge the
dynamic aperture to outstretch the expected shrink in dynamic aperture, owing to probable misalignment
errors.

Accelerating more than two bunches per RF pulse is also under consideration, since it is intended
to reduce the fill time from the beginning. Conclusively, the scheme presented would enable the collider
to be filled with 91 500 bunches of electrons in 19 min, and 91 500 bunches of positrons in 27 min.
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Preliminary Design Study of a Pre-booster Damping Ring for the FCC e+e− 
Injector 

O. Etisken,1 Y. Papaphilippou,2 and A.K. Ciftci1,3 
1Ankara University, Ankara, Turkey 
2CERN, Geneva, Switzerland 
3Izmir University of Economics, Izmir, Turkey 

Abstract 
The aim of the FCC e+e− lepton collider is to collide particles in the energy 
range 40–175 GeV. The FCC e+e− injector complex needs to produce and 
transport high-intensity e+e− beams at a fast repetition rate of about 0.1 Hz to 
top up the collider at its collision energy. A basic parameter set exists for all 
collider energies, assuming a 10 GeV linac operating with a large number of 
bunches accumulating in the existing SPS, which serves as pre-accelerator and 
damping ring before the bunches are transferred to the high-energy booster. 
The purpose of this study is to provide the conceptual design of an alternative 
damping and accelerator ring, replacing the SPS in the current scheme. This 
ring will have an injection energy of around 6 GeV and an extraction energy 
of around 20 GeV. Apart from establishing the basic ring parameters, the final 
study will include the optics design and layout, and single particle linear and 
non-linear dynamics optimization, including magnetic and alignment error 
tolerances. The study will also involve some basic estimation of collective 
effects, including intrabeam scattering, single and multibunch instabilities and 
impedances, two-stream effects (e-cloud and ion instabilities) and address the 
issue of synchrotron radiation handling. In this document, as part of these 
studies, basic ring parameters, first results of optical design after some 
analytical calculations, and layout studies are presented. 
 

Keywords 
FCC; damping ring; pre-booster ring. 
 

1 Introduction 
The current design plan considers the SPS (super proton synchrotron) as a pre-booster damping ring but 
there may be issues with it: machine availability, synchrotron radiation, new RF system, etc. For these 
reasons, a ‘green-field’ alternative design was found interesting; the study is concentrated on a new 
design for pre-accelerating the bunches before they are transferred to the main booster ring. First, it was 
planned to design a pre-booster ring design with an injection energy of 6 GeV and an extraction energy 
of 30 GeV. For this goal, the ring design was studied with parameter scaling and basic calculations to 
determine general parameters. After investigating parameter scaling of the pre-booster with 30 GeV 
extraction energy, our results forced us to concentrate on an extraction energy of 20 GeV for the pre-
booster, since it gives a more logical perimeter for the machine [1]. Following this determination of the 
extraction energy as 20 GeV, a parameter scaling study and basic calculations were made and the 
conceptual design and straight sections were studied; in presenting these studies, phase advance, 
chromaticity, and emittance changes were also investigated. 
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2 Parameter scaling 
Some important parameters, investigated to determine general parameter scaling of the machine, are: 

— energy loss per turn; 

— damping times; 

— energy spread; 

— emittance. 

All these parameters are correlated with the circumference and filling factor (FF), so this gives an 
opportunity to compare all the parameters with each other easily: 
 FF = 𝑁𝑁.𝑙𝑙

𝐶𝐶
 , (1) 

where N is dipole quantity, l is dipole length, and C is circumference. 

Figure 1 shows a plot of energy loss per turn for the extraction energy of 30 GeV. 

 
Fig. 1: Scaling of energy loss per turn with filling factor FF and circumference C for 30 GeV 

Not having much more than 50 MeV energy loss per turn was one of the assumptions that we 
made during the study. It is shown in the graph that a circumference shorter than 10 km is not possible 
for the ≈50 MeV energy loss per turn, and having a freshly designed pre-booster 10 km long could not 
be logical, considering that the existing plan for the SPS is nearly 7 km long [2]. 

These results motivated us to study 20 GeV extraction energy. Thus, scaling of energy loss per 
turn was investigated for 20 GeV extraction energy, as shown in Fig. 2. 
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Fig. 2: Scaling of energy loss per turn with filling factor FF and circumference C for 20 GeV 

From Fig. 2, it can be seen that 20 GeV enables us to have a circumference of about 2.5 km. With 
this good result for the machine, it became reasonable to review all other parameters, as shown in Figs. 
3–5, for this energy. 

As seen from Fig. 2, considering that the FF could be between 0.5 and 0.8, the circumference 
would have to be between 2 km and 5 km. These parameters give us the necessary frame for considering 
the other plots. 

 

 
Fig. 3: Scaling of energy spread with filling factor FF and circumference C for 20 GeV 

Figure 3 shows that the energy spread is acceptable and does not vary too much in the frame that 
was determined for our scaling. The same comments can be made for damping time, as can be seen in 
Fig. 4. 
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Fig. 4: Scaling of damping time with filling factor FF and circumference C for 20 GeV 

After reviewing Figs. 1–4, emittance scaling could also be a good parameter to investigate for the 
machine: 

 𝜀𝜀s = 𝐹𝐹lattice.𝐶𝐶q.𝛾𝛾2.(2𝜋𝜋)3.𝑙𝑙3

FF3.𝐶𝐶3
 . (2) 

The result shown in Fig. 5 gives us emittance values between 10 and 30 nm.rad for the frame. 
 

 
Fig. 5: Scaling of emittance with filling factor FF and circumference C for 20 GeV 
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3 Preliminary design 

3.1 Assumptions and basic calculations 

At the starting point of an accelerator design, there are important assumptions to be made and limitations 
to be determined, such as magnetic fields of magnets, energy loss per turn, and emittance. For this pre-
booster design, the energy loss per turn is the main limitation. In the study, it is assumed that the energy 
loss per turn should be, at most, ≈50 MeV per turn, and the emittance can be taken to be 10 nm.rad. 
Some basic calculations show that this gives a dipole magnetic field of around 0.2–0.3 T with a total 
number 𝑁𝑁 of about 260, and a bending angle of about 1.3°. Considering 140° for phase advance could 
be a good starting point. This gives us about 0.6–0.7 m-2 for the quadrupole strength. After all these 
assumptions and basic calculations, we find that our machine can be around 2.5 km long. Of course, 
these values will change after detailed calculations are made, as can be seen in the following part of this 
document. However, these calculations showed us that our studies were progressing in the right 
direction. 

3.2 Chromaticity, phase advance and emittance 

Chromaticity, phase advance and emittance: these three parameters are correlated with each other, as 
can be seen from Eqs. (3)–(7). Thus, in order to choose the optimized point for all three parameters, it 
is necessary to check how they change according to each other for a period of phase advance. For this, 
Figs. 6 and 7 are calculated from the relations [3–7]. 
 𝜀𝜀fodo = 𝐹𝐹fodo 𝐶𝐶𝑞𝑞𝛾𝛾3θ3 , (3) 

 𝐹𝐹fodo =
1− 34sin

2�𝜙𝜙 2� �

sin3�𝜙𝜙 2� �cos�𝜙𝜙 2� �
𝐽𝐽𝑥𝑥−1 , (4) 

 𝜉𝜉𝑥𝑥0 = − 1
4π∮𝛽𝛽𝑧𝑧𝑘𝑘d𝑧𝑧 , (5) 

 𝜉𝜉𝑦𝑦0 = 1
4𝜋𝜋 ∮ 𝛽𝛽𝑦𝑦𝑘𝑘𝑑𝑑𝑧𝑧 , (6) 

 𝜙𝜙 = arc �1
2� trace (𝑀𝑀)� . (7) 

The emittance (𝜀𝜀) depends on the lattice design factor (𝐹𝐹) and the Lorentz factor (𝛾𝛾); 𝐶𝐶𝑞𝑞 is 3.83x10–3, θ 
is the total dipole bending angle in Eq. (3). 𝐹𝐹 changes with phase advance (𝜙𝜙) as can be seen in Eq. (4), 
𝐽𝐽𝑥𝑥 ≈ 1 is the damping partition number. Eqs. (5)–(6) shows the chromaticities in x and y directions. The 
chromaticity comes from the quadrupoles (𝑘𝑘 is the quadrupole strength) and it is proportional to the 
betatron function (𝛽𝛽𝑧𝑧,𝑦𝑦). Eq. (7) shows the dependency of the phase advance on the transfer matrix (𝑀𝑀),  

To see the relations between these parameters, Figs. 6–8 show ‘chromaticity–phase’, ‘chromaticity–
emittance’, and ‘phase–emittance’ plots. All three of these plots are important but a study of the details 
of Fig. 8 could give us more information than the others in defining the optimum point. 

Chromaticity increases with increasing phase advance for the period considered, as shown in 
Fig. 6. 
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Fig. 6: Relation between chromaticity and phase 

Figure 7 shows how emittance changes according to variations in phase advance. 

 
Fig. 7: Relation between emittance and phase advance 

Figure 8 shows how emittance and chromaticity change with changes in phase advance. This 
graph also indicates that after some point the emittance does not vary so much, while the chromaticity 
changes very sharply. Therefore, this graph gives us useful information about choosing an optimized 
point for the machine. 
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Fig. 8: Relation between chromaticity and emittance 

3.3 Conceptual design 

All results of abovementioned calculations and plots are evaluated, providing the most optimum design. 
A FODO type cell is chosen as the main cell for this ring. The ring comprises two arcs and two straight 
sections. In this design, the ring is 2321.95 m long and the corresponding FODO type cell is illustrated 
in Fig. 9.  

 
Fig. 9: Main cell of FODO, red shapes symbolize the focusing and defocusing quadrupole magnets, while blue 
represents bending magnets and green shows possible sextupole magnets. 

Since natural chromaticities ξx / ξy = -44.195/-42.358 are high, it is also assumed to use sextupole 
magnets. In total, 260 dipole magnets (0.06 T/0.248 T) and 266 quadrupole and sextupole magnets are 
used in the ring. However, using sextupole magnets causes dynamic aperture problems. To limit the 
dynamic aperture effect, sextupole magnets with low strength are used in each cell instead of using only 
few sextupole magnets with high strength.  

The beta function of the whole ring is shown in Fig. 10. For a booster ring, a straight section with 
zero dispersion must be allocated, because it is necessary for injection, extraction elements and for RF 
accelerating structures. From this figure, it can be seen that two straight sections are created in the design 
and the dispersion is decreased to zero with a matching cell in these sections. 
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Fig. 10: Betatron functions of the whole ring; the maximum betatron functions (red and blue) around the ring is 
about 65 m and the dispersion (green) is zero in the straight sections. 

The main parameters were calculated and are shown in Table 1. 

Table 1: Main parameters 

 Injection energy Extraction energy 

Energy 5.0 GeV 20 GeV 

Perimeter 2393.54 m 2393.54 m 

Emittance ɛx/ɛy 1.809 nm.rad 28.987 nm.rad 

Energy spread (10−3) 0.258 1.034 

Energy loss per turn 201.5 keV 51586.2 keV 

Natural chromaticity ξx/ξy −44.195/−42.358 −44.195/−42.358 

Cell type FODO FODO 

 

4 Conclusion 
In this study, we have applied parameter scaling with respect to several radiation-related parameters and 
have proceeded with a preliminary design based on a FODO cell including sextupole magnets. The 
study presented in this document is a good starting point to see the general framework of the pre-booster 
by approaching it through analytical parameter scaling and studying the main parameters such as 
chromaticity, emittance and phase advance. In future studies, the calculations and preliminary design 
study will be compared with a study, which will use numeric approaches. It is expected that further 
studies like dynamic aperture, errors of momentum, alignment and multipolar will give additional 
limitations influencing the design of the pre-booster. Finally, by evaluating both analytic and numeric 
approaches, the design will converge further. 
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Comparative Study of the Tuning Performances of the Nominal and Long
L∗ CLIC Final Focus System at

√
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Abstract
Mitigation of static imperfections for emittance preservation is one of the most
important and challenging tasks faced by the Compact Linear Collider (CLIC)
beam delivery system. A simulation campaign has been performed to recover
the nominal luminosity by means of different alignment procedures. The state
of the art of the tuning studies is drawn up. Comparative studies of the tuning
performances and a tuning-based final focus system design optimization for
two L∗ options are presented. The effectiveness of the tuning techniques ap-
plied to these different lattices will be decisive for the final layout of the CLIC
final focus system at

√
s = 380 GeV.

Keywords
Linear collider; CLIC; final focus system; alignment; tuning; long L∗.

1 Introduction
The Compact Linear Collider (CLIC) rebaselining foresees a staged machine with an initial centre-of-
mass energy of 380 GeV [1], for which the design optimization and tuning of the final focus system
(FFS) is presented in this paper. The FFS aims to demagnify the beams down to the nanometre level. The
small values of the β-functions at the collision point (Table 1) are provided by two strong quadrupoles
(QF1 and QD0), with QD0 located at a distance L∗ from the interaction point (IP). Beam size growth,
arising from chromatic and higher-order aberrations, is controlled by optics arranged according to the
local chromaticity correction scheme [2]. The distance L∗ is planned to be 4.3 m [3] for the nominal
lattice, forcing QD0 to be integrated inside the experiment and protected by an anti-solenoid, to avoid
interplay between the quadrupole and the solenoid fields. Machine detector interface issues are removed
with an alternative longer L∗ of 6 m [4] but one has to expect a reduction in the maximum luminosity
achievable, owing to the increase in chromaticity propagated to the IP (Table 1).

∗Corresponding author.

Table 1: CLIC 380 GeV design parameters for both L∗ options

L∗ [m] 4.3 6
Final focus system length [m] 553 770
γεx/γεy [nm] 950/20 950/20
β∗x/β

∗
y [mm] 8.2/0.1 8.2/0.1

σ∗x,design [nm] 145 145
σ∗y,design [nm] 2.3 2.3
Ltot, design [1034 cm−2s−1] 1.5 1.5
L1%, design [1034 cm−2s−1] 0.9 0.9
Chromaticity ξy (≈L∗/β∗y ) 43000 60000
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Fig. 1: Relative luminosity and average strength of the last three sextupoles versus dispersion increase through the
final focus system. Left: L∗ = 4.3 m; right: L∗ = 6 m.

The small tolerances of the FFS on magnet position stability renders the luminosity tuning strategy
very challenging. In the presence of realistic transverse magnet misalignments of a few micrometres, the
luminosity can decrease by several orders of magnitude. It is thus necessary to prove that the proposed
FFS lattice design fulfils the tuning requirements. The FFS designs have been optimized by targeting the
optimal luminosity and momentum bandwidth of a perfectly aligned system. A first tuning simulation
campaign, comparing both L∗ options, has demonstrated the need for changes in the FFS layout to
increase the effectiveness of the luminosity tuning. In this paper, it is proposed to promote the tuning
efficiency as a figure of merit for the design of our system.

2 Final focus system design optimization with L∗ = 4.3 m and L∗ = 6 m
Two optimized lattices with nominal and long L∗ have been proposed in previous studies [5] for the first
stage of CLIC at

√
s = 380 GeV. The nominal beam delivery system layout was based on the

√
s =

500 GeV beam delivery system design planned in the old staging strategy [6]. A scan of the bending
magnet angles of the FFS has been performed in both cases in order to find the optimal dispersion level
by considering the total and peak luminosities of an error-free system. Sextupoles need to be coupled
with dispersion to correct chromatic aberrations; their strengths can then be reduced by increasing the
dispersion level in the FFS, as shown in Fig. 1. According to the scan results in Fig. 1, the optimum
performances are found with no changes in the bending magnet angles for the L∗ = 4.3 m option and
with 70% of dispersion increase for L∗ = 6 m. Details of the performances and the optimization process
of the beam size at the IP including the effect of high order aberrations [7, 8] can be found in Ref. [5].
The resulting Twiss functions along the FFS are shown in Fig. 2.

3 Tuning algorithm applied
The tuning procedure aims to mitigate the effect of static displacements in the horizontal and vertical
planes [9] of the quadrupoles, sextupoles, and beam position monitors of the FFS. This procedure uti-
lizes beam-based alignment techniques [10, 11], to correct the beam orbit throughout the system, and
sextupole tuning knobs, to combat the linear aberrations at the IP. In the tuning simulation discussed
here, these optics are randomly misaligned with σRMS = 10 µm, according to the pre-alignment speci-
fication for the CLIC beam delivery system [12]. Magnet strength, tilt, and roll errors have not yet been
implemented. Random misalignments are applied to 100 machines. The beam-based alignment begins
with a one-to-one correction technique [13] that aims to steer the beam through the centre of each beam
position monitor using transverse kickers. The effectiveness of the orbit correction is compromised by
the misaligned beam position monitors, leading to a dispersive orbit. To remove the remaining disper-
sion deviations from the nominal dispersion profile along the FFS, the so-called dispersion-free steering
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Fig. 2: Comparison of L∗ = 4.3 m and L∗ = 6 m after optimization. Left: Twiss functions βx,y; right: dispersion
ηx. IP, interaction point.

technique [14] is applied. The dispersion is evaluated by collecting two orbit readings, ~x∆E+ and ~x∆E− ,
of two beams, with energy deviations of ±∆E. The dispersion is obtained as:

~η =
~x∆E+ − ~x∆E−

2∆E
. (1)

The value of the corrector kicks km for the correction of the orbit and dispersion is obtained by
minimizing:

χ2 =
∑

BPMs

x2
i + ω2

∑

BPMs

(x∆E,i − xi)2 + β2
∑

Correctors

k2
m , (2)

where i and m are the indices of the beam position monitors and kickers, respectively. The weighting
factors ω and β are used to limit the value of the applied corrector kicks.

Linear aberrations at the IP created by the misaligned optics are corrected using pre-computed
combinations of sextupole displacements in the transverse plane. Each set of sextupole knobs is con-
structed to be orthogonal, so that the chosen aberrations are corrected independently. Horizontal and
vertical sextupole offsets ∆x and ∆y introduce feed-down normal and skew quadrupole fields (Eqs. (3)
and (4)), which create distortions in the βx,y and ηx,y functions and introduce betatron coupling at the
IP:

∆Bx = Bρ
[
(k2∆x)y + (k2∆y)x+ k2∆x∆y

]
, (3)

∆By = Bρ

[
(k2∆x)x− (k2∆y)y +

1

2
k2

(
∆x2 −∆y2

)]
, (4)

with

∆k1n = k2∆x, ∆k1s = k2∆y , (5)

whereBρ is the magnetic rigidity, k2 is the normalized sextupole strength, k1n and k1s are the normalized
normal and skew quadrupole strengths, respectively. Knobs for shifting the waist position ∆ωx,y and
horizontal dispersion ∆η∗x aberrations are constructed by moving the sextupoles in the horizontal plane.
Vertical dispersion ∆η∗y and coupling aberrations are corrected using the vertical displacement of the
sextupoles [15,16] . As the knobs are not fully orthogonal, one must scan the knobs iteratively to increase
the luminosity further. In the tuning procedure applied here, the set of knobs is scanned twice with a large
knob amplitude and twice with a smaller amplitude for better determination of the optimal luminosity.
Finally, we define the four tuning steps as the first iteration of the linear knobs:
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1. one-to-one correction;
2. dispersion-free steering;
3. sextupole knob tuning;
4. second iteration of linear knob tuning.

4 Tuning simulation results
4.1 Final focus system tuning comparison: nominal versus long L∗

The following tuning simulations were applied on the optimized designs of the nominal and long L∗

options presented in Section 2. The average results at each tuning iteration, for the four tuning steps
described in Section 3, are compared for both lattices in Figs. 3 and 4. One can see that the luminosity,
after beam-based alignment and linear knob tuning, is better recovered for the L∗ = 6 m case, thanks to
higher luminosity after transverse optics misalignments, as shown in Fig. 3.

To quantify the tuning effectiveness, one must consider the number of machines that recover the
design luminosity (L0 = 1.5 ×1034 cm−2s−1). As shown in Fig. 4, for L∗ = 4.3 m, only 35% of the
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Fig. 5: Tuning simulation results of 100 machines achieving L/L0 for the final focus system optimized in Ref. [5]
after several iterations of the linear knobs. Left: L∗ = 4.3 m; right: L∗ = 6 m.

machines achieve L0, compared with 60% for L∗ = 6 m after the first iteration of the knobs. Despite
a smaller achievable maximum luminosity, the long L∗ option shows better tuning efficiency than the
nominal one. This can be improved by applying iterations of linear knobs until no further increase of
the luminosity is observed. However, the tuning time is also a concern, owing to the impact of ground
motion. Here, one iteration of linear knobs corresponds to ≈720 luminosity measurements. Figure 5
compares the luminosity increase after several knob iterations applied to both designs. The impact of the
linear knobs reaches its limit after the third iteration for L∗ = 4.3 m, with 75% of the machines achieving
L0. For L∗ = 6 m, the limit is reached at the second iteration, with 70% of the machines recovering the
design luminosity.

4.2 Tuning-based design optimization
From the comparative study described in Section 4.1, one may suspect that the tuning efficiency could
be improved by optimizing the dispersion level in the FFS. The design optimization strategy applied in
this study involves tuning a set of FFS lattices with different bending magnet angles. The tuning results
of the dispersion scan will help to decide the optimal layout that maximizes the luminosity and tuning
effectiveness.

All lattices have been randomly misaligned by σRMS = 10 µm in the transverse plane. When
the sextupoles are displaced horizontally, feed-down normal quadrupole kicks are generated and the
corresponding changes in the IP spot size are evaluated by:

∆σ∗x = ks∆xβx,sσ
∗
x0 , (6)

∆σ∗y = ks∆xβy,sσ
∗
y0 , (7)

where βx,s and βy,s are the β-functions at the sextupole location. Vertical sextupole displacements gener-
ate skew quadrupole kicks that increase the spot size by

∆σ∗y = ks∆yσx,s |Rs→∗34 | , (8)

where σx,s is the horizontal beam size at the sextupole location and Rs→∗34 is the matrix element from
the sextupole to the IP. As a consequence of the chromatic correction, the strength of sextupoles k2
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Fig. 7: Tuning effectiveness comparison between different dispersion levels from 0% to 100% increase. Left:
L∗ = 4.3 m; right: L∗ = 6 m.

decreases when dispersion is increased, as shown in Fig. 1. From Eqs. (6)–(8), one can see that the
impact of the sextupole misalignments on the beam size at the IP is reduced when k2 decreases. In
Fig. 6, the comparison of the beam sizes of the 100 machines after misalignment shows how the lattice
becomes more tolerant to misalignment with an increase of dispersion in the FFS by a factor of two. A
tuning simulation campaign has been performed on lattices with dispersion level intervals of 10% for the
nominal and long L∗ options; the results are presented in Fig. 7.

Increasing the dispersion level by 60% results in an increase in the number of machines that
achieve L0, from 35% to 88% with only a 7% loss of maximum luminosity achievable for L∗ = 4.3 m.
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Increasing the dispersion by 20% (from +70% to +90%) results in 99% of the machines recovering L0

with almost no loss in luminosity, considering an error-free lattice.

5 Conclusions
Optimizing the FFS by targeting the luminosity of an error-free lattice is not sufficient to prove its feasi-
bility. Introducing tuning effectiveness as a new figure of merit for the design optimization is a more
realistic approach in evaluating the performances of FFSs. It has been shown that reduction of the sex-
tupole strengths is very helpful for tuning the machine, especially in the nominal L∗ case, where the
tuning performance has been significantly improved. More tuning iterations of the new optimized lat-
tices are needed in order to determine the final layout of the FFS for both L∗ options. One must balance
between maximum luminosity achievable and tuning time, according to the need of the machine during
operation.
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Abstract
The Compact Linear Collider (CLIC) is a concept for a future linear collider
that would provide e+e− collisions at up to 3 TeV. The physics aims require
a detector system with excellent jet energy and track momentum resolution,
highly efficient flavour tagging and lepton identification capabilities, full geo-
metrical coverage extending to low polar angles, and timing information of
the order of nanoseconds to reject beam-induced background. To deal with
these requirements, an extensive R&D programme is in place to overcome
current technological limits. The CLIC detector concept includes a low-mass
all-silicon vertex and tracking detector system and fine-grained calorimeters
designed for particle flow analysis techniques, surrounded by a 4 T solenoid
magnet. An overview of the requirements and design optimisations for the
CLIC detector concept is presented.

Keywords
CLIC; CLICdp; CLIC detector; new detector concepts.

1 Introduction
The LHC has pushed the energy frontier to new heights. For the precision frontier to maintain the pace,
a high-energy lepton collider is needed. The Compact Linear Collider, CLIC, is a proposed concept for
such a lepton collider. The study, hosted by CERN, aims to provide e+e− collisions at up to

√
s = 3 TeV

in the post-LHC era.

CLIC offers a unique sensitivity to particles produced in electroweak interactions. The rich physics
programme includes precision measurement of Higgs and top quark properties as well as direct and
indirect searches of physics beyond the Standard Model. An overview of the physics potential of CLIC
is given in Ref. [1] and a more detailed view on Higgs physics can be found in Ref. [2].

2 The CLIC accelerator
For a linear collider to be able to accelerate particles to multi-TeV energies at reasonable lengths, the
accelerating structures must operate at very high electrical field gradients. This excludes the use of super-
conducting RF structures because their maximum gradient is intrinsically limited by the critical field of
the used material. Normal conducting cavities, however, have been shown to hold accelerating gradients
of 120 MV/m with reasonable breakdown rates when operated at a frequency of several GHz [3]. For
CLIC, the goal is to obtain gradients of 100 MV/m at a frequency of 12 GHz.

To power the accelerating cavities efficiently at this frequency, CLIC is based on a novel two-beam
acceleration scheme, shown in Fig. 1. The idea is to use a high-intensity but rather low-energy electron
beam, the so-called drive beam, and restructure it into 12 GHz bunches via a series of delay loops and
combiner rings. This beam is then decelerated in dedicated cavities and the extracted 12 GHz power is
transferred via wave guides to the accelerating cavities of the main electron and positron beams. The
resulting beam structure shows a bunch spacing of 0.5 ns with 312 bunches making up one train. The
repetition rate is 50 Hz.
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Fig. 1: Two-beam acceleration scheme for CLIC, used to accelerate electrons and positrons to 3 TeV. A low-energy
but high-intensity drive beam is bunched and decelerated to power the cavities for the main beam at the desired
frequency of 12 GHz. This allows for accelerating gradients of 100 MV/m. Figure is taken from Ref. [3].

To achieve the desired luminosity of 5.9×1034 cm−2s−1, the beam sizes at the interaction point are
focused to σx ≈ 40 nm and σy ≈ 1 nm at 3 TeV. The strong focusing, together with the beam structure
of the two-beam acceleration scheme, creates very high charge densities. As a result, beamstrahlung
reduces the energy of individual electrons and positrons. Collisions therefore take place over a wide
range of energies. At 3 TeV, 35% of all collisions are within 1% of the nominal

√
s value [1]. This

distribution, called the luminosity spectrum, must be measured and deconvoluted in every physics study.

Due to the wide range of the physics programme, it is convenient to build CLIC in several energy
stages, each one optimised for a certain part of the programme. The current baseline foresees three stages,
of 380 GeV, 1500 GeV, and 3000 GeV. These energy stages have recently been revisited and updated [4].

3 Detector requirements
The design requirements for the detector are driven by the desired precision of the physics measurements.
The track momentum resolution determines the feasibility and precision of many physics studies, e.g.,
via the reconstruction of the di-muon invariant mass. The aim is set to σpT /p

2
T ≈ 2 × 10−5 GeV−1.

Another crucial parameter is the jet energy resolution. A value of σE/E ≈ 3.5% for jet energies above
100 GeV allows for about 2.5σ separation of W and Z candidates in hadronic decays [1]. Moreover,
efficient identification of secondary vertices for flavour tagging of heavy quark states is needed. The
derived requirement is a transverse impact parameter resolution of σrφ ≈ (5⊕ 15/p[GeV] sin

3
2 θ) µm.

In addition to the physics-driven detector requirements, the strongly focused beams and short
bunch spacing set requirements on pile-up mitigation and background suppression. Incoherent e+e− pairs
and low pT hadronic jets from the beamstrahlung interactions are the dominant background processes.
Owing to the boosted nature of this production, tagging of very forward particles plays an important role
in improving the efficiency of background identification. Therefore, a large geometrical coverage in the
forward region is desired. Time stamping capabilities of 1–10 ns and a high granularity throughout the
detector are also required.
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Ultra-low mass vertex detector 
with 25 µm pixels

All-silicon main tracker with 
large pixels and/or short strips

Forward region with 
LumiCal and BeamCal
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Particle Flow Analysis

λ = 1 + 7.5

Return yoke (iron) 
with detectors for 

muon ID

Solenoid magnet 
B = 4 T, R_in = 3.4 m

11.4 m

12.9 m

Fig. 2: Top view of CLIC detector model

4 The CLIC detector
Starting from the ILD and SiD concepts [5, 6], adaptations were made towards CLIC’s specific require-
ments. The resulting two concepts were consequently merged into one optimised detector model (Fig. 2).
The innermost layer of the CLIC detector is a low-mass vertex detector followed by an all-silicon tracker.
The detector is optimised for particle flow algorithms; therefore, the calorimeters must be placed inside
the magnet and as close to the tracker as possible. The electromagnetic calorimeter has a depth of 23X0

and the hadronic calorimeter is 7.5λI deep. A superconducting solenoid that produces a 4 T magnetic
field and an iron return yoke with interleaved muon chambers are located on the outside. The forward
region is equipped with two additional calorimeters for extended geometrical coverage and luminosity
measurements. The overall dimensions of the detector are 11.4 m in length and 12.9 m in height.

4.1 Vertex detector
The requirements for the vertex detector are determined mainly by the desired momentum resolution and
flavour tagging capabilities as well as the need for efficient background suppression. To achieve the aims
outlined in the previous section, the goal is to reach a single-point resolution of σx,y ≈ 3 µm and time
stamping capabilities of better than 10 ns. In addition, for occupancy reasons, the pixel pitch should not
exceed 25 × 25 µm2. Another challenge comes from the low material budget. The goal of 0.2%X0 per
layer translates to an equivalent of roughly 200 µm of silicon for sensor, readout, cooling, support, and
cabling. The geometry of the vertex detector is shown in Fig. 3. It is designed in three double layers and
has an overall length of 560 mm. The innermost barrel layer is located 31 mm from the interaction point.

A concept based on hybrid silicon pixel detectors is under development to fulfil the requirements.
Due to the low material budget, the sensors and readout ASICs are both foreseen to be thinned to 50 µm
thickness. As sensors, either capacitively coupled HV-CMOS sensors or bump-bonded active-edge planar
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Fig. 3: Geometry of CLIC vertex detector. A barrel design with spiral endcaps, together with power pulsing of the
electronics, allows for forced gas flow cooling. This is necessary to fulfil the strict material budget.

sensors are considered. The capacitive coupling of the HV-CMOS sensors to the readout ASIC is realised
via a layer of glue. CLICpix, a demonstrator chip in 65 nm technology with 25× 25 µm2 pixel pitch, has
been developed for the readout. The chip enables simultaneous time and energy measurements via time-
over-threshold and time-of-arrival counters. An improved version, CLICpix2, is currently in the final
verification stage.

To avoid the need for liquid cooling, the layout of the vertex detector is optimised for low power
dissipation. This is achieved via power pulsing of the electronics: taking advantage of the pulsed beam
structure, most of the electronics is powered down after every particle train and only switched back on a
few µs before the next. Together with an optimised spiral geometry in the endcaps, this allows for forced
air flow cooling.

4.2 Tracking detector
For the tracker, a single-point resolution of σrϕ ≈ 7 µm in the rϕ plane and time stamping capabilities of
better than 10 ns are needed to achieve the desired momentum resolution and background suppression.
Moreover, track reconstruction requires that occupancies should be kept below 3%. An all-silicon tracker
is under development to meet these requirements. The maximum cell pitches needed are between 1 mm
and 10 mm in the z direction, depending on the position inside the detector. In the rϕ plane, a 50 µm pitch
is needed to reach the required single-point resolution. Several monolithic silicon pixel technologies are
being evaluated as possible sensor candidates.

The mechanical design is divided into inner and outer regions with separate supports. The inner
tracker consists of three barrel layers and seven forward discs; the outer tracker of three barrel layers
and four forward discs. A radius of 1.5 m together with a 4 T magnetic field were chosen to achieve
the required momentum and jet energy resolution at a reasonable field strength and bore radius. The
variations of the magnetic field across the tracker volume are below 9%. The overall length of the tracker
is 4.4 m.

A lightweight support is needed to meet a total material budget of ≈1.5%X0 per layer. To achieve
this goal, a carbon fibre support frame is envisaged. A prototype to validate this concept has been built
and is under evaluation.
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Fig. 4: Event display of a t̄tH decay event at
√
s = 1.4 TeV in the CLIC_SiD detector. The high granularity of

the calorimeter enables tracking of the shower development and can be used as input to a particle flow algorithm.
Figure taken from Ref. [2].

4.3 Calorimetry
To achieve a jet energy resolution of approximately 3.5%, the CLIC calorimeter is optimised for particle
flow calorimetry. The basic principle here is to improve the jet energy resolution by resolving energy de-
positions of the individual particles in a jet and using the most precise energy measurement available for
those particle types. For example, the energy measurement for charged hadrons is typically far more pre-
cise in the tracker than in the hadronic calorimeter. The jet energy resolution is then strongly dependent on
error contributions coming from wrongly associated depositions [7]. These contributions are represented
by a newly introduced confusion term that contributes to the uncertainty of the jet energy resolution.
Any detector dedicated to particle flow calorimetry must be carefully optimised to minimise this term.
Effectively, this approach changes the problem of summing up energy depositions in the calorimeters
into a problem of pattern recognition. Dedicated software to reconstruct the particle flow is necessary for
the analysis. For CLIC, Pandora PFA is used [8, 9].

4.3.1 Electromagnetic and hadronic calorimeter
To resolve the individual shower components and minimise the confusion term, a high cell granularity
and precise time information are required (see Fig. 4). The granularity choices for the CLIC detector
are 5 × 5 mm2 in the electromagnetic calorimeter and 30 × 30 mm2 in the hadronic calorimeter. The
timing requirements are set to σt ≈ 1 ns at the cell level. Current technological choices are silicon pad
sensors and tungsten absorbers for the electromagnetic calorimeter and scintillating tiles with silicon
photomultiplier readout and steel absorbers for the hadronic calorimeter. Developments in R&D and
prototyping in this area are pursued within the CALICE collaboration [10] and have strong synergies
with other projects, such as the planned upgrade of the CMS forward calorimeters [11].

4.3.2 Forward calorimeters
The very forward region consists of two additional calorimeters that extend to very low angles. Fig. 5
displays this region. The BeamCal is used for forward tagging of high-energy electrons and can deliver
fast luminosity estimation. For precise luminosity measurement, the LumiCal is used. It measures the
absolute luminosity via the number of Bhabha scattering events at low angles. To determine the shape
of the luminosity spectrum, information on large-angle scattering from the tracker and calorimeter are
also used [12]. The LumiCal and BeamCal cover polar angles of 38–110 mrad and 10–40 mrad, respect-
ively. The final focusing magnet QD0 is situated outside the detector. Design efforts for both forward
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ECAL

LumiCal
BeamCal

Graphite

Fig. 5: Forward region of the CLIC detector. The BeamCal is used to tag forward-boosted high-energy electrons;
the LumiCal delivers a precise luminosity measurement. A block of graphite is used to reduce the flux of back-
scattered particles into the interaction region.

calorimeters are performed within the FCAL collaboration [13].

One issue is the flux of backscattered particles from the forward region into the interaction region.
To minimise this flux, a graphite block is situated upstream of the BeamCal. For the BeamCal, radiation-
hard sensors are also important, as this device will see radiation doses of several MGy in the innermost
regions. Both GaAs and CVD diamond sensors are under consideration [14].

4.4 Muon identification system
The most import task of the muon system is to identify muons with high efficiency and purity. The system
is arranged in six layers interleaved in the return yoke. It does not improve the momentum resolution any
further but the first layer acts as a tail catcher to improve the jet energy resolution. The time resolution
needed is σt ≈ 1 ns and cell sizes of 30 × 30 mm2 are used to keep the muon tagging efficiency close
to 1 and occupancies at manageable levels. Resistive plate chambers or scintillating tiles with silicon
photomultiplier readout are considered to fulfil these requirements.

5 Conclusions
The physics goals and accelerator design set challenging requirements on a future CLIC detector. This
includes an excellent jet energy and track momentum resolution, efficient flavour tagging capabilities,
large geometrical coverage, and efficient suppression of the beam-induced background. A detector con-
cept to meet these requirements has been presented. It is optimised for particle flow calorimetry and
builds on fast timing capabilities and high cell granularities throughout the detector. An extensive R&D
programme to show the technical feasibility of the detector design is in progress.
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Abstract
Set to begin data taking at the end of 2018, the Belle II experiment is the
next-generation B-factory experiment hosted at KEK in Tsukuba, Japan. The
experiment represents the cumulative effort from the collaboration of exper-
imental and detector physics, computing, and software development. Tak-
ing everything learned from the previous Belle experiment, which ran from
1998 to 2010, Belle II aims to probe deeper than ever before into the field of
heavy quark physics. By achieving an integrated luminosity of 50 ab−1 and
accumulating 50 times more data than the previous experiment across its life-
time, along with a rewritten analysis framework, the Belle II experiment will
push the high precision frontier of high energy physics. This paper will give
an overview of the key components and development activities that make the
Belle II experiment possible.

Keywords
Belle II; SuperKEKB; B physics.

1 Introduction
The Belle II experiment is a detector based high energy physics experiment designed to make precision
measurements of heavy quark and lepton physics processes. The experiment has two key components:
the SuperKEKB e+e− collider which will produce a large volume of B meson pairs, and the Belle II
detector which will record the products of the decays of the B mesons. The Belle II collaboration was
formed in 2009 with the aim of taking everything learned from the predecessor Belle experiment and
using it to build a high statistics B physics factory detector that would be sensitive enough to probe for
New Physics (NP). The goal was for the detector to achieve a performance similar to or better than that of
the Belle detector in the harsher beam background environment produced by the upgraded SuperKEKB
collider. There was already a decade–long history of success at e+e− colliders from not only Belle, but
also its companion experiment BaBar. Most notably for Belle was the confirmation of the Kobayashi–
Maskawa–mechanism with the charge–parity (CP) asymmetries in the decays of b–quarks which led
to the Nobel prize being awarded to Kobayashi and Maskawa in 2008 [1]. Other great achievements
in flavour physics including measurements of unitarity triangle angles, time–dependent CP violation
(CPV), new resonances [2], etc., are summarised nicely in Ref. [3]. The Belle collaboration is currently
sustaining∼ 20 publications a year with further analyses ongoing. The latest hint of new physics to come
out of these ongoing analyses is from the measurement of the ratio R(D(∗)) = B̄0→D∗+τ−ν̄τ

B̄0→D∗+`−ν̄`
(` = e, µ)

using semi–leptonic tagging [4]. When averaged with BaBar and LHCb they show a 4.0σ disagreement
with Standard Model (SM) predictions, as seen in Fig. 1 [5].

With the 50 ab−1 of data expected to be collected at Belle II the hope is to give insight into some
of the big questions that plague the SM. One of these being to look for new sources of CPV, as the SM
does not provide enough to explain the matter–antimatter asymmetry we see in the universe today. In
addition, NP searches in semi–leptonic and leptonic decays can be performed, along with investigations
of other NP areas such as lepton flavour violation, dark sector, etc. More details on NP opportunities at
Belle II can be seen in Ref. [6], and the theoretical prospects for B physics are discussed in Ref. [7].

There are several unique experimental advantages to using a B–factory as opposed to measuring
B decays from a hadron collider as is done at LHCb. Most prominently the environment is exceptionally
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Fig. 1: Measured values and SM prediction of R(D) and R(D∗) [5]

clean: only two B mesons are produced and their initial energy is very well known. This allows us to
fully reconstruct everything that happened inside the detector which is exceptionally useful in the case
of making time–dependent CPV measurements. The ability to look at higher order decays makes us
sensitive to particles with masses above those that can be produced directly at the colliders energy. This
opens the door to a whole range of NP particle searches. Additionally, the clean environment allows us
to look for invisible final states.

In addition to an upgrade of the hardware, the analysis software framework is also undergoing a
major upgrade. The new framework, called the Belle AnalysiS Framework 2 (basf2), has been rewritten
mostly from scratch with an emphasis on efficient use of resources and collaboration wide consistency.
Making use of a central repository of common analysis modules, basf2 manages the processing of data
and interaction with a central data store. The fact that each physics event is independent also allows for
trivial parallelisation, either across a single machine’s cores or multiple machines in a batch system.

2 SuperKEKB
The Belle II detector experiment is based at the Japanese High-Energy Accelerator Research Organisa-
tion (KEK) in Tsukuba, Japan. It will use SuperKEKB (Fig. 2), the upgraded KEKB electron–positron
collider. SuperKEKB is an asymmetric e+e− collider with a 7 GeV electron high energy ring (HER) and
a 4 GeV positron low energy ring (LER) inside a ∼ 3 km circumference tunnel which has been reused
from KEKB. The energies are selected such that they are at the Υ(4S) resonance, which is at almost
exactly double the B meson rest mass. This results in a very high production rate of B meson pairs which
are essentially at rest in the centre-of-mass (CoM) frame. The key changes made from KEKB are the
so called Nano–Beam scheme which will squeeze the electron bunches and increase the instantaneous
luminosity, and a change in the beam energies from 8 and 3.5 GeV to reduce emittance. The Nano–Beam
scheme squeezes the electron bunches by minimizing the longitudinal size of the interaction point (IP)
overlap region to effectively limit the minimum value of the beta function via the hourglass effect. The
resulting Lorentz boost factor of the CoM system will be γ = 0.28, two thirds of that in Belle.

SuperKEKB is expected to achieve a peak instantaneous luminosity of 8 × 1035 cm−2s−1 (Belle
achieved: 2.11 × 1034 cm−2s−1). Over the six year lifetime of the experiment this will result in a total
integrated luminosity of 50 ab−1 (Belle: 1 ab−1). The projected luminosity profile is shown in Fig. 3,
from which we expect roughly 55× 109 BB̄ events, 186× 109 qq̄ hadronisation events (the main source
of background), and 46× 109 τ+τ− events.
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Fig. 2: The SuperKEKB accelerator.
Fig. 3: Instantaneous and integrated luminosity projec-
tions for SuperKEKB.

3 The Belle II Detector
The Belle II detector is the centrepiece of the experiment. It is a 7 × 7.5 m full–solid–angle detector
with many sub-detector layers surrounding the interaction point. The detector is based on the design
of the predecessor Belle detector with the goal of maintaining the performance of the Belle detector
in the presence of considerably higher background levels. A sketch of the Belle II detector is shown
in Fig. 4. The detector is comprised of the following sub-detectors which will be described in detail
in the next sections: Vertex detector (VXD), Central drift chamber (CDC), Particle identification (PID)
detector, Electromagnetic calorimeter (ECL), K–Long and Muon detector (KLM). The key changes from
the Belle detector are [3]:

– The beam pipe radius at the interaction point has been reduced from 15 to 10 mm allowing the ver-
tex detector to be closer to the interaction point. This allows for more precise vertex reconstruction
but also increases the backgrounds faced by the innermost layers which increases roughly with the
inverse square of the radius.

– The inner two layers of the silicon strip detector, immediately outside the beam pipe, will be
replaced with a two–layer pixel detector to provide high precision track position measurements.
This will provide excellent spatial resolution complementary to the fast timing resolution of the
silicon strip detectors, while also being radiation hard enough to handle the high occupancy close
to the beam pipe.

– The remaining silicon strip detector will be extended to larger radius. This will allow for a higher
quality of track reconstruction and occupies the full volume inside the CDC.

– The CDC will have a larger volume and smaller cell sizes than in Belle, resulting in a much better
momentum and dE/dx resolution.

– Particle identification will be performed by entirely new devices using Čerenkov imaging with
faster read–outs than in Belle. The upgrade is necessary to cope with a higher background envi-
ronment and also improves the K/π separation.

– The end–cap scintillator crystals, CsI(Tl), in the ECL will be replaced with faster, more radiation
tolerant pure CsI crystals, and new electronics will be used. This allows the ECL to be resistant to
the radiation induced degradation and pile-up noise caused by the increased luminosity.
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– The end–cap and inner layers of the KLM are to be replaced with scintillators to allow for a shorter
dead time and shielding from neutrons and other ambient backgrounds.

electron (7GeV)

positron (4GeV)

KL and muondetector:
Resistive Plate Counter (barrel)
Scintillator + WLSF + MPPC (end-caps)

Particle Identification 
Time-of-Propagation counter (barrel)
Prox. focusing Aerogel RICH (fwd)

Central Drift Chamber
He(50%):C2H6(50%), Small cells, long 
lever arm, fast electronics

EM Calorimeter:
CsI(Tl), waveform sampling (barrel)
Pure CsI + waveform sampling (end-caps)

Vertex Detector
2 layers DEPFET + 4 layers DSSD

Beryllium beam pipe
2cm diameter

Fig. 4: Cross–section of planned Belle II detector [8]

3.1 Vertex Detector
The vertex detection module is comprised of two sub-detectors: a pixel detector (PXD) and a silicon
vertex detector (SVD). The PXD contains two layers of the DEPleted p–channel Field Effect Transistor
(DEPFET). The SVD is made of four layers of Double Sided Strip Detectors (DSSD). The primary
purpose of the vertex detection system is to measure the vertices of the two B meson decays for mixing–
induced CPV measurements and the vertices of D meson and τ lepton decays. Given the lower CoM
boost in SuperKEKB, the two B meson decay vertices will have a smaller separation than in Belle.
Despite this, the smaller beam pipe width at the interaction region and the larger radius of the SVD will
allow Belle II to have as good as or better vertexing performance than Belle.

3.1.1 Pixel Detector
At the high luminosity expected the detector components closest to the beam pipe will experience incred-
ibly high hit rates coming from beam–related backgrounds (e.g. Touschek effect) and low–momentum–
transfer QED processes (e.g. photon–photon interactions). The beam pipe radius at the IP is only 10 mm,
and since the background increases roughly with the inverse square of the radius strip detectors can no
longer be used for the innermost layer due to the large fraction of channels hit in each triggered event
(i.e. larger occupancy). Thus pixel detectors, which have a larger number of channels, will be used for
the two innermost layers of the vertex detector. The two layers of the PXD will be at radii 14 mm and
22 mm from the beam line. Pixel detectors have been successfully used in detectors at the LHC [9] [10],
however the lower energy of SuperKEKB means that thinner sensors need to be used. The DEPFET
technology will allow for sensors as thin as 50 microns which only require air cooling and that are suffi-
ciently radiation hard. A schematic of the DEPFET sensor layout in the PXD can be seen in Fig. 5, note
the ladder structure to ensure full coverage of the acceptance region. The pixels, shown in Fig. 6, per-
forms both detection and amplification in one [3] [11]. The inner layer of the pixel detector will contain
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8 modules (ladders) with a total of 3.072 M pixels. The outer layer will have 12 modules with a total
4.608 M pixels. Two of the PXD modules have been produced and undergone beam tests along with the
SVD. The remaining modules are still in production with ongoing lithography and quality tests.

Fig. 5: Ladder structure of pixel detector modules. Fig. 6: Single DEPFET pixel components.

3.1.2 Silicon Vertex Detector
The SVD comprises the outer four layers of the vertex detection sub-detector at radii 38, 80, 115, 140 mm
[12]. Comparing this with Belle, which had its outermost SVD layer at a radius of only 88 mm, the
reconstruction efficiency of low–momentum particles and long–lived particles is expected to improve
significantly. The SVD in Belle II will cover the full detector acceptance range of 17◦ < θ < 150◦. The
hit occupancy will be required to be less than 10% to ensure that hits in the SVD are correctly associated
with tracks in the CDC. The higher beam current and luminosity will increase the required trigger rate to
30 kHz, compared to the ∼ 1kHz trigger rate required in Belle.

Three sizes of double–sided silicon microstrip detectors (DSSDs) are used for the outer, inner,
and forward sections. Each DSSD will be 123 mm long, and 300 or 320 µm thick. The DSSDs on the
innermost SVD layer (layer 3 of the VXD) will have a width of 38 mm while the remaining layers will
have DSSDs which are 58 mm wide. The DSSDs provide excellent timing resolution (∼ 2-3 ns) which
will complement the excellent spatial resolution of the PXD. The SVD ladders are still in construction;
however, recently a test setup of the SVD and PXD (VXD mock–up) underwent beam tests at The
Deutsches Elektronen-Synchrotron (DESY) in Hamburg, Germany, to measure the spatial resolution and
hit efficiency.

3.2 Central Drift Chamber
The CDC is the main tracker for charged particles in Belle II. It contains 14,336 sense wires and 42,240
field wires, while a superconducting solenoid coil surrounding the ECL supplies a 1.5 T magnetic field.
The CDC has three key roles in Belle II: to reconstruct charged tracks with high momentum precision, to
provide particle identification information using measurements of energy loss (e.g. for identifying low
momentum tracks which do not reach the PID detector), and to provide efficient and reliable trigger sig-
nals for charged particles. Given the success of the CDC design in Belle the same design structure will
be used in Belle II. A comparison of the major parameters in Belle and Belle II can be seen in Table 1.
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The key changes to the CDC design are:

– New readout electronics will be used to handle the higher trigger rates with less deadtime.
– The CDC inner radius and outer radii will be changed to avoid high backgrounds near the IP and

to make room for the new, larger VXD.
– The CDC will generate 3D trigger information using a trigger in the z-direction.

The CDC has recently undergone cosmic ray testing in partnership with the barrel PID sub-detector and
is now being calibrated and moved into its final position.

Table 1: Comparison of main CDC parameters in Belle and Belle II.

Belle Belle II
Radius of inner cylinder (mm) 77 160
Radius of outer cylinder (mm) 880 1130
Radius of innermost sense wire (mm) 88 168
Radius of outermost sense wire (mm) 863 1111.4
Number of layers 50 56
Number of sense wires 8,400 14,336
Gas He− C2H6 He− C2H6

Diameter of sense wire (µm) 30 30

3.3 Particle Identification
The PID sub-detector is completely new in Belle II and contains two components: a Time Of Propagation
(TOP) detector and an Aerogel Ring Imaging Čerenkov (ARICH) detector. The TOP detector is used
for particle identification in the barrel region of Belle II, while the ARICH detector performs particle
identification in the forward end–cap region.

3.3.1 Time of Propagation Detector
The goal of the TOP detector is to improveK/π separation while coping with the increased backgrounds
expected from SuperKEKB. Overall the TOP contains sixteen modules, each module comprised of: two
2.7 m long quartz bars, a spherical mirror on one end of the bars, and an expansion prism with an array of
photo–detectors attached on the other. The setup of a single TOP module can be seen in Fig. 7. It will use
micro–channel–plate photomultiplier tubes (MCP–PMTs) and waveform sampling electronics for high
precision position and timing measurements. The Čerenkov ring is reconstructed in three–dimensions
from the measured time and the x − y position of the Čerenkov photon hits on the MCP–PMTs. TOP
modules have been tested at SPring-8 at LEP in 2013 during beam tests and met the required timing
resolution of ∼ O(100 ps). The modules have been installed in Belle II and are undergoing background
tests and timing calibration.

3.3.2 Aerogel Ring Imaging Čerenkov Detector
The ARICH detector will be used for particle identification in the forward end–cap. Each detector module
contains two adjacent layers of aerogel (20 + 20 mm thick) separated by an expansion volume (200 mm)
from an array of 420 Hybrid Avalanche Photo Detectors (HAPD). The two layers of aerogel have dif-
fering refractive indices to provide overlapping of the Čerenkov rings for a better photon yield. The
focusing of the ARICH has been optimized to seperate kaon Čerenkov photons from pion Čherenkov
photons across most of their momentum range, while also discriminating between pions, muons, and
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electrons in the momentum range below 1 GeV/c. An example of how kaons and pions can be discrimi-
nated between is shown in Fig. 8. The aerogel crystal installation will be completed in September 2016,
with full system testing sheduled for January 2017.

Fig. 7: Single TOP detector module components [13].

Fig. 8: ARICH setup demonstrating how kaons and pi-
ons with the same momentum can be dicriminated be-
tween [13].

3.4 Electromagnetic Calorimeter
Following the success of the ECL in Belle, the Belle II ECL will follow the same design with upgrades
to handle the higher backgrounds expected. The CsI(Tl) barrel crystals from Belle will be reused while
in the end–cap they will be replaced with pure CsI crystals [14]. New electronics will also be used with
bias filtering and waveform sampling for faster readouts. The coverage of the ECL will be 12.4◦ <
θ < 155.1◦, excluding two ∼ 1◦ gaps where the barrel and end–caps join. The key roles of the ECL
will be to: detect photons with precision measurements, identify electrons, take on–line and off–line
luminosity measurements, and help detectK0

L together with the KLM. Performance studies are currently
being carried out on the new crystals, whilst the electronics have been installed and tested.

3.5 KL and µ Detector
The KLM in Belle II will be made of alternating layers of 470 mm thick iron plates and detector com-
ponents. The resistive plate chambers (RPCs) that were used throughout the entire Belle KLM to detect
charged particles will not be efficient enough to handle the ambient hit rate expected in the Belle II end–
caps and barrel inner–layers. Instead scintillators will be used in the entire end–cap and first two layers
of the barrel section, with RPCs used for the remaining barrel layers. In the barrel there are 15 detector
components and 14 iron plates. In the forward (backward) end–cap there are 14 (12) detector layers and
14 (12) iron plates. The iron plates also serves as a magnetic return flux for the solenoid and provide
interaction material in which K0

L mesons can shower hadronically. The total coverage of the KLM (bar-
rel + end–caps) will be 20◦ < θ < 155◦. The barrel KLM was the first sub-detector to be installed in
Belle II in 2013. The end–caps were installed in 2014. The end–cap hardware is finished and undergoing
software geometry and alignment calibration, while the final barrel components are being installed and
tested. Cosmic ray testing for the entire KLM is ongoing.
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4 Milestones
Currently the Belle II collaboration has ∼ 650 members from 99 institutes in 22 countries, and is on
track to begin data taking by the end of 2018. The first electrons circulated SuperKEKB at the beginning
of 2016 as part of the first of three major phases in the Belle II experiment schedule. Phase 1, which ran
from February until June this year, involved the beam commissioning with the dedicated detector BEAST
II used to take beam background measurements. Phase 2 is currently scheduled to begin in December
2017 when SuperKEKB will begin to tune the collisions. At this point the Belle II detector, without the
VXD, will be in place taking measurements. The start of the full physics run, the so-called phase 3, is
set to begin in November 2018, at which point the completed Belle II detector will be installed and fully
operational.

5 Summary
Having proved themselves as invaluable tools in the precision flavour frontier, B–factories offer a unique
angle from which to probe the Standard Model and beyond. The Belle II experiment will play an im-
portant role in new physics searches as a complement to searches at other experiments. The upgraded
luminosity of SuperKEKB will provide the high statistics needed for precision measurements, while im-
provements in all sub-detectors from its predecessor Belle will allow the Belle II detector to record clean
data in the presence of the expected high backgrounds. The construction and testing of hardware and
software components are progressing well, with the Belle II experiment set to begin taking data in 2018,
with the aim of collecting a total of 50 ab−1 by the end of 2024.
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Radiation Hardness Study of CsI(Tl) Crystals for the Belle II Calorimeter
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Abstract
The Belle II calorimeter consists of CsI(Tl) scintillation crystals which have
been used at the Belle experiment. A radiation hardness study of typical Belle
crystals is performed and it is found that light output reductions are accept-
able for the Belle II experiment where the absorption dose can reach 10 krad
during the detector operation. CsI(Tl) crystals have high stability and low
maintenance cost and are considered a possible option for the calorimeter of
the future Super-Charm-Tau Factory (SCT) in Novosibirsk. The study also
demonstrates sufficiently high radiation hardness of CsI(Tl) crystals for SCT
conditions.

Keywords
Belle II calorimeter; CsI(Tl) crystals; radiation hardness; light output.

1 Introduction
The Belle detector [1] operated at the KEKB factory [2] from 1999 until 2010 was a universal magnetic
detector including several sub-detectors and had excellent performance. The electromagnetic calorimeter
(ECL) of the Belle detector contained 8736 CsI(Tl) scintillation crystals. Each crystal has a truncated
pyramid shape of an average size about 6 × 6 cm2 in cross section and 30 cm (16.1X0) in length. The
Belle calorimeter based on these crystals demonstrated high quality and performance. Additionally, it
had multiple functions.

– The ECL allowed to detect photons in a wide range of energies (from a few MeV to a few GeV)
with excellent resolution. The energy resolution achieved at 1 GeV was 1.8% and about 4% at
100 MeV.

– The ECL provided the determination of photon space coordinates. The space resolution was about
5 mm/

√
E(GeV).

– The Belle calorimeter also served for the separation of electrons and hadrons.
– Information from the ECL was used for the formation of a neutral trigger signal.
– The ECL provided the luminosity measurement independent from the data acquisition system.

The absorbed dose collected by the crystals during the operation of the Belle experiment is shown
in Fig. 1 (see Ref. [3]). The measured integrated dose for the luminosity of 1000 fb−1 is about 100 rad
for the barrel crystals and 400 rad for the highest-dose endcap crystals. The light output degradation
corresponding to the integrated absorbed dose and shown in Fig. 2 is about 7% in the barrel and up to
13% in the endcap parts of the ECL. The results shown in Figs. 1, 2 are in good agreement with previous
measurements of the radiation hardness for a large set (55 samples) of the Belle typical crystals [4]. This
study has been performed for a distributed absorbed dose up to 3700 rad. However the expected dose for
the Belle II endcap crystals is up to 10 krad after 10 years of the Belle II experiment operation. It has
been decided to keep all the CsI(Tl) crystals in the Belle II calorimeter, at least at the first stage of the
experiment [3]. Thus, the Belle II conditions require an additional measurement of the radiation hardness
for the CsI(Tl) crystals. This problem is discussed in Ref. [5]. For our study four crystals produced for the
Belle calorimeter but rejected due to their geometry specifications or small mechanical defects have been
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Fig. 1: Integrated absorbed dose collected by the Belle calorimeter based on CsI(Tl) crystals
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Fig. 2: Light output loss after 10 years of the Belle experiment

selected. Their scintillation properties met Belle requirements. These crystals have shapes of truncated
pyramids with slightly different sizes and have been used in a previous study [4] which was held in 2003.
Thus, their characteristics are known from this previous radiation hardness study. The measured light
output degradation for the studied crystals is shown in Fig. 3. Prior to previous measurements all these
crystals were polished, wrapped in 200 µm porous teflon and covered with a 20 µm thick aluminized
mylar film. These wrappers are kept in the study.
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Fig. 3: Light output degradation for the selected crystals 83, 84, 94 and 95 measured in Ref. [4]

2 Crystal irradiation
The studied samples are irradiated with the industrial electron accelerator ELV-6 [6] at Budker Insitute
of Nuclear Physics in Novosibirsk. The ELV-6 accelerator provides a continuous electron beam with the
energy of 1.4 MeV and a beam current up to 100 mA. The specific features of the ELV-type accelerators
are the simplicity of design, convenience and ease in control and also reliability in operation. The scheme
of the irradiation setup is shown in Fig. 4. The electron beam hits the converter in which bremsstrahlung

γ

Compressed Air

Water

cooling

Electrons

1.4 MeV

Accelerator ELV-6

Pb convertor

Al radiator

Wood plate

Sample

Dose sensor

Computer

ADC

R
V

Fig. 4: The setup for irradiation of the crystals with the ELV-6 accelerator

photons are created due to the electron scattering in the converter material. Two different types of con-
verters are used: lead and tantalum. The lead converter containing a 3 mm lead plate and cooled by
a water radiator and air flux is used with absorbed doses less than 7 krad. For higher doses the power
absorbed in the converter can melt the lead plate. In this case the tantalum converter is used consisting
of 0.5 mm of Ta, 2 mm of water and 2 mm of stainless steel. The photons from these converters have a
wide energy spectrum with an average value around 0.6 MeV and uniformly irradiate the crystals over
an area which is the horizontal surface at about 1m distance below the converter. The wood plate over
the crystals is used to suppress the electrons scattered in air.
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The average bremsstrahlung photon interaction length in CsI material is about 3 cm. Since the
transverse size of the irradiated crystals is about 6 cm, the absorbed dose in the upper side of the crystal
is a few times higher than at the bottom one. To compensate this nonuniformity, each sample is irradiated
with equal doses from opposite sides.

To control the dose absorbed in the crystals during the irradiation two special designed dose sen-
sors are placed together with the crystals. The dose sensor shown in Fig. 5 consists of a CsI(Tl) crystal
with the dimensions 1× 2× 2 cm3 coupled with an optical contact with silicon-based photodiode (PIN
diode) Hamamatsu S2744-08 which has an active area of 1×2 cm2. One more photodiode identical with

CsI(Tl)

PIN Diode

Dose sensor

Fig. 5: The dose sensor for the dose rate measurement during the irradiation

the previous one is placed without light connection with the crystal. The second photodiode is needed
to control the dark current during irradiation. Currents from two photodiodes are recorded each 100 ms
using control resistances and an ADC L-CARD E14-440 connected to a PC. The difference between
these currents is taken as the signal current I .

The dose rate dD/dt = kI absorbed in the sensor is proportional to the current I and can be
calculated from the average energy deposition per photon Ē, the counting rate ν and the crystal mass M :

dD

dt
=
Ēν

M
. (1)

Thus, to calibrate the dose sensor, the coefficient k = Ēν/M/I has to be determined.

3 Dose sensor calibration
To determine k, two radioactive 137Cs sources with intensities J ∼ 105 Bq and J ∼ 108 Bq are used.
Two sources are necessary because the current I cannot be measured with a lower intensity source and
the source with higher intensity leads to a significant pile-up effect. Thus, Ē is determined from the
spectrum of the lower intensity source shown in Fig. 6. The measured energy threshold is about 100 keV.
To take into account the spectrum region below this threshold, a constant approximation is used. Another
problem is measuring the counting rate νhigh(0) for the higher intensity source with null distance from
the dose sensor surface. The counting rate νlow(0) for the source with J ∼ 105 is well measured. To
calculate νhigh(0), the relation

νhigh(0) =
νhigh(r)

νlow(r)
νlow(0) (2)

is used, where the counting rates νhigh(r) and νlow(r) are measured for a finite distance r perpendicular
to the sensor surface when the pile-up effect is not significant. The ratio νhigh(r)/νlow(r) is permanent
with good accuracy for control distances r.

The coefficient k measured by this method has an uncertainty of about 15%. The main effect is
due to the current measurement I .
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Fig. 6: The spectrum from the 137Cs radioactive source with constant approximation to the region below the
threshold.

4 Light output measurements
To measure the scintillation properties of the crystals the testbench shown in Fig. 7 is used. The crystal
under study is placed on the input window of the photomultiplier (PMT) Hamamatsu R1847S without
optical contact. The PMT R1847S has a bialkali photocathode and a ten dynode system of electron
multipliers with a typical gain of the order of 107. The radioactive source of 137Cs placed in the lead

ComputerMotor Control

Motor
HV Supply

Digitizer

RC

Camac

PMT

CsI(Tl)

Collimator

662 KeV

Photons

Cs
137

Fig. 7: Testbench for light output measurement

collimator, which can move along the crystal axis and irradiates the crystal with 662 keV photons. The
measurements are carried out in nine positions with a step size of 30 mm. The PMT signal after shaping
(based on an RC-circuit with the time constant τ = 75 ns) is digitized continuously at a frequency of
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250 MHz by a 12 bit multifunctional desktop waveform digitizer CAEN DT5720A [7]. The digitizer
houses USB 2.0 which allows data transfers up to 30 MB/s. The digital pulse processing firmware [8]
provided with this device allows to record the input signal, integrate the pulse waveform samples within
a programmable acquisition gate and save the pulse integral spectrum to a text file. For each spectrum,
corresponding to the collimator position, the total absorption position Ai (i = 1, . . . , 9) is determined.
The light output of the studied sample is defined relative to the light output for the reference crystal as

Li =
Ai
A0
, (3)

where A0 is the photoelectric peak position for the reference crystal, which is a standard CsI(Tl) crystal
of 15 mm height and 15 mm diameter packed in the aluminium container.

The average light output is defined as:

L̄ =
L1 + . . .+ L9

9
(4)

and the light output non-uniformity along the crystal axis is defined as

∆L

L̄
=
Lmax − Lmin

L̄
, (5)

where Lmax and Lmin are the maximum and minimum values of the light output.

5 Results
Four expositions for selected crystals are performed with the total dose of 30 krad and their light outputs
are measured using the above described testbench. Results for the average light output L̄ are shown in
Fig. 8 (a) for the crystals 83, 84 and in Fig.8 (b) for the crystals 94, 95.
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Fig. 8: Time dependencies of average light output for crystals (a) 83, 84 and (b) 94, 95. Vertical lines show the
dose absorbed in the crystals during one exposition.

Different degradations of the average light output are observed. The light output loss for the crystal
94 is not essential after a dose of 500 rad but significantly increases with higher doses (drop of 25% after
a dose of 10 krad and 37% after 30 krad). Another effect is observed for the crystals 83, 84 and 95: the
light output deterioration is 7 to 10% after a dose of 10 krad and 16 to 18% after 30 krad.
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Fig. 9: Time dependence of non-uniformity for the crystals 83, 84, 94 and 95. Vertical lines demonstrate exposition
moment.

The measured light-output non-uniformity is shown in Fig. 9. A deterioration of the light output
non-uniformity is observed except for the crystal 94, where the opposite tendency takes place after the
fourth exposition. The non-uniformity after all expositions is less than 14% for all samples. There are
no any stringent requirements on the CsI(Tl) non-uniformity measurements for the Belle II calorimeter
because all the crystals used at Belle are kept to be used at Belle II. The non-uniformity for the Belle
experiment was required to be less than 9% for all crystals and less than 7% for 90% of total crystals.

It is interesting to combine the results for selected samples with the previous study (see Fig. 3).
Since the absolute light output is not measured, the results are normalised to the previous measurements
for the crystal 95. This is under the assumption, that the natural recovery of the light output for the
crystal 95 is absent and its light output is stable during the period between the studies. The average
light output in dependence of the absorbed dose for studied crystals is shown in Fig. 10. The dashed
lines in Fig. 10 represent the previous study and the solid lines show the new results. The last values of
the previous study are close to the first points of the new study. Thus, the assumption is valid. Fig. 10
also demonstrates that the light output drops slower after increasing the dose for all samples. Another
feature is that the behavior of the curves for the average light output loss obtained from the previous
measurements is similar for each studied crystal. For example, the crystal 94 has maximum light output
loss in both studies.

The degradation of the light output versus the absorbed dose is shown in Fig. 11. As before, the
dashed lines correspond to the previous study [4] and solid lines demonstrate the new measurements. The
light output loss is described by similar curves for the crystals 83, 84 and 95. The light output degradation
after a total dose of about 35 krad is 30% for the crystals 83, 84, 95 and 50% for the crystal 94. The light
output drops significantly after all expositions.

According to the latest simulation of a beam-induced background at SuperKEKB, the radiation
dose rate for the most radiation loaded parts of the calorimeter can exceed 600 rad/year. Our estimation
of the light output degradation at expected doses is demonstrated in Fig. 11. This degradation results
in the deterioration of the energy resolution mostly due to the increasing of energy equivalent of the
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Fig. 11: The distribution of the light output degradation over the total absorbed dose for the crystals 83, 84, 94
and 95 obtained in previous study [4] (dashed lines) and in this study (solid lines).

electronic noise (especially for low energies). The average output signal of the Belle crystals is about
5000 photoelectrons per 1 MeV while the electronic noise level is about 300 keV. The light output loss
for the worst tested sample 94 is 40% at the total Belle II expected dose of 10 krad. In such a case, the
noise level increases proportionally up to 500 keV. However, the pile up noise with the level of about
2− 5 MeV caused by the soft background photons substantially exceeds the electronic noise (< 1 MeV)
even for the crystals with relatively low radiation hardness like the crystal 94 [9]. Therefore, the radiation
damage of the CsI(Tl) crystals is not the serious problem for the Belle II calorimeter.
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6 CsI(Tl) crystals for the calorimeter of the Super Charm-Tau Factory
The future detector of the Super Charm-Tau (SCT) Factory in Novosibirsk should include an electromag-
netic calorimeter. Since most of the photons produced in the conditions of this experiment have energies
of the order of 100 MeV, the calorimeter needs good resolution for these energies. The Belle calorimeter
based on the CsI(Tl) scintillation crystals had excellent performance for the photons in the range of en-
ergies. Thus, CsI(Tl) crystals could be considered as possible option for a future SCT calorimeter. These
crystals have high light output (5 × 104 photons per MeV) and an emission spectrum with a maximum
of about 550 nm matching with the high sensitivity region of the silicon photodiodes. Since the designed
SCT luminosity is expected to be 1× 1035 cm−2s−1, the integrated absorbed dose can reach 1 krad after
5 years of detector operation. This study together with the studies in Refs. [4, 5] demonstrates sufficient
radiation hardness of CsI(Tl) crystals for the conditions of e+e− colliders including the SCT factory.
One more advantage of CsI(Tl) crystals is their low maintenance cost. They are approximately two times
cheaper than pure CsI crystals. It is also worth noting that the scientific group from Budker Institute of
Nuclear Physics in Novosibirsk has considerable experience of working with alkali-halide crystals such
as CsI(Tl).

7 Conclusion
A radiation hardness study of CsI(Tl) crystals produced for the Belle calorimeter has been performed to
investigate their scintillation characteristics in conditions of the Belle II experiment. Selected crystals
have been exposed in an earlier study with a total dose of about 3.5 krad. In this study four expositions
with the integrated dose of 30 krad have been investigated. The results are consistent with the previous
measurements. The light output falls faster for doses less than 1 krad and it has more slower degradation
for higher doses. The total degradation is about 30% for the three studied samples and 50% for the worst
crystal. The relative behavior of the light output loss obtained in the previous measurements for the
studied samples remains the same in the study. Measured light output non-uniformity is less than 14%
after a dose of about 35 krad.

In summary, the scintillation properties of the Belle CsI(Tl) crystals are acceptable for the Belle II
experiment as well as for a SCT factory conditions.
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X-ray Tomography using Thin Scintillator Films
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Abstract
2-14 µm thin CsI:Tl scintillation screens with high spatial resolution were pre-
pared by the thermal deposition method for low energy X-ray imaging applica-
tions. The spatial resolution was measured as a function of the film thickness.
It was proposed that the spatial resolution of the prepared conversion screens
can be significantly improved by an additional deposition of a carbon layer.

Keywords
CsI:Tl; thin scintillation films; high spatial resolution; X-ray imaging; vacuum
deposition method; carbon layer.

1 Introduction
CsI:Tl scintillator films are widely applied as the conversion screens for indirect X-ray imaging.

CsI:Tl is characterized by one of the highest conversion efficiencies of any known scintillators [1]. Many
authors have studied different approaches to the performance of the scintillation films. The methods
to fabricate thin scintillators using a vacuum deposition process have been developed since the 1960s
by C.W. Bates [2]. In general, there are two approaches to improve the spatial resolution of the X-ray
image obtained using scintillators. The first one consists of the growth of the CsI:Tl scintillator with
micro-columnar structure [3–5]. The micro-structure of the crystals decreases the lateral spreading of
the scintillating light. The second approach considers post-deposition additional coating by carbon to
decrease multiple scattering of photons inside the scintillator volume [6]. It is observed that the intrinsic
properties of the structured CsI:Tl screens are heavily influenced by post deposition carbon coating.
In this work the influence of carbon layer on the spatial resolution and the light output of the films with
different thicknesses and energy of incident X-ray photons is studied. Additionally, the paper is dedicated
to demonstrate the X-ray imaging applications of thin scintillation films.

2 Experimental Setup
2.1 Preparation of CsI:Tl Scintillation Films
The CsI:Tl scintillation films were manufactured by the thermal deposition method. Glass substrates with
150 µm thickness and 25x25 mm2 area have been used. The source material CsI:Tl is held in a tantalum
boat. The doping concentration of Tl is about 0.08 mol%. During the deposition process the tantalum
boat temperature was set to 680◦C as nominal value. To achieve homogeneous substrate coverage of the
scintillator a relatively low deposition rate (17±2 Å/s) was used. All samples were prepared at a pressure
of 5·10−3 Pa and a substrate temperature at 25◦C as recommended by the Thornton Zone Model [8]. A
rotated disk with substrates was situated at a distance of 65 cm from the tantalum boat. Four thicknesses
of CsI:Tl films were prepared: about 2, 4, 8 and 14 µm.

It was observed that the Tl concentration decreases with the increase of deposition time. The
Tl density in the 8 µm sample is 80% the one of the 2 µm sample, due to larger evaporation velocity
of Tl relative to CsI. The deposited CsI:Tl scintillator is characterized by sufficient Tl concentration
for thicknesses less than 10 µm. For larger thicknesses a serial deposition procedure has to be used
increasing the CsI:Tl layer step by step. The scintillator morphology of the CsI:Tl film deposited on
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Fig. 1: The cross section of the CsI:Tl film deposited on a glass substrate with thickness 14.4±0.4 µm

the glass substrate was investigated by a scanning electron microscope and is shown in Fig. 1. The film
consists of a well-defined grain structure with a typical size of the grain about 3±2 µm.

In order to the improve spatial resolution of the prepared screens an additional carbon layer is
deposited on the CsI:Tl surface by the magnetron deposition method using the AUTO 500 Vacuum
Coater (BOC EDWARDS). All images that will be shown below were generated using CsI:Tl films with
a 70 nm carbon layer, unless otherwise stated.

2.2 Micro-structure measurement and quantification of X-ray imaging performance
The examination of the thin film scintillators was carried out at the "Microscopy and tomography" beam-
line of the VEPP-3 synchrotron source (BINP, Novosibirsks). The stability of the electron orbit in the
VEPP-3 storage ring was better than 50 µm and the electron bunch with a size of 0.5x1.5 mm2 pro-
vided a spatial resolution around 1 µm. The X-ray working wavelength was selected by a double-crystal
Si(111) monochromator used in the parallel Bragg-geometry and installed at a distance of 14.5 m from
the synchrotron radiation (SR) emission point. The energy of the photons of the X-ray monochromatic
beams, used in the experiments, varied from 5 to 40 keV. Slits installed upstream the sample were ap-
plied for suppression of parasitic reflections from the monochromator and formed a 2x2 mm2 collimated
X-ray beam. The scintillator was placed at a distance of 16.5 m from the SR source. The scintillator was
pre-aligned in a translated axis with an accuracy of 10 µm and in a rotation axis with an accuracy of 0.01
degrees. The visible light from the scintillator was collected by the precise digital camera Hamamatsu
ORCA-Flah2.8, placed at a distance of 5 cm from the scintillator screen. The CsI:Tl film was fixed
facing to the X-ray source while the glass substrate was directed to the optical detector.

3 Results and Discussion
3.1 Spatial resolution
In order to test the intrinsic spatial resolution of the resulting system images of gold patterns produced
at BINP are taken. The patterns are manufactured by e-beam lithography (SEM HITACHI S 3400 type
II with Nanomaker system). The PMMA 950k e-beam positive tone resist with a 2 µm thickness was
used. The X-ray absorber pattern was obtained by gold electroplating. Fig. 2 was obtained using the
X-ray imaging technique with a 2 µm thick CsI:Tl screen where the numbers indicate the width of the
corresponding gold line. The image of the pattern with 6 µm width can be reasonable resolved. The
image also demonstrates that the response of the X-ray conversion screen is uniform across the area of
the film. The total spatial resolution of the system is caused, predominantly, by the following factors:
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Fig. 2: Image of gold patterns obtained by X-ray imaging technique using CsI:Tl films

non-collinearity of the incident X-ray beam, mechanical oscillation of the holder of the detector relative
to beam line and lateral spreading of visible photons inside the scintillator volume. The last two effects
contribute about equally. An anti-vibration platform is used to reduce the contribution of the vibrations.

In order to perform a measure of the ability of our imaging detector to reproduce image contrast
at various spatial frequencies in the range of 0 to 160 line-pairs/mm (lp/mm) the modulation transfer
function MTF(f) is given by the following equation:

MTF (f) =
FFT [LSF ](f)

FFT [LSF ](f = 0)
(1)

where f means the spatial frequency (the inverse of the frequency equals the distance in millimeters
between two resolved lines), FFT - the Fast Fourier Transform and LSF - the line spread function. A
steel plate placed in front of the scintillator with thickness 1 mm is utilized to obtain the edge image,
from which the oversampled LSF is calculated [9]. The MTF at each line-pair frequency can be defined
as a function of the brightness of the line pairs as (max. brightness - min. brightness)/(max. brightness +
min. brightness). So, the higher MTF corresponds to the better sharpness and resolution of an image.

Fig. 3 shows the MTFs for screens of various thicknesses. It is seen that there is a reduction in
resolution with increased film thickness due to lateral light spreading and imperfect channeling inside
the scintillator volume. This dependence is in agreement with previous results reported in Refs. [6, 7]
and illustrates that the scintillation screens are characterized by micro-columnar structure. The most
thin 2 µm screen provides the highest spatial resolution required by low energy micro-tomography of
biological objects as well as the high stopping power of the X-ray beam. For example, the conversion
efficiency of the X-ray beam in the 2 µm screen is still 20% at 9 keV energy of the incident X-ray.

In order to demonstrate the improvement of resolution, related with the carbon deposition, MTF(f)
of patterns with different conditions are calculated. Lines 1, 2, and 3 in the Fig. 3 correspond to a screen
with 14 µm thickness of CsI:Tl and with 0, 70, and 140 nm of carbon, respectively. The improvement can
be explained as following. The additional carbon layer suppresses the reflection of scintillation photons
on the interface between the carbon layer and the CsI:Tl, removing the multiple scattering of visible
photons inside the scintillator volume. Simultaneously, the additional carbon layer leads to a decrease of
light output by a factor 3±1. The factor is significantly larger than 2, indicating the presence of multiple
reflection between scintillator surfaces. Also the MTFs were investigated as a function of the incident
X-ray energy. It was observed that there is no significant improvement of the spatial resolution with an
increase of the X-ray energy from 5 to 40 keV.
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Fig. 3: Measured MTF curves with different thicknesses of CsI:Tl scintillating screens and carbon layers

200 mkm

Fig. 4: The example of the tomography of drosophila

3.2 3-D tomography
The high resolution images obtained by the screens were used to reconstruct 3D structures of different
samples with the X-ray computer tomography method. Each tomography scan consists of 720 projections
with an angular step of 0.25◦ (from 0◦ to 180◦) obtained at monochromatic beam with photon energy of
15 keV. Small angle SR deviation of about 0.2 mrad makes it possible to use an algorithm for a parallel
beam geometry, which simplifies the process of the 3D reconstruction of the object and significantly
improves the quality of the image. The example of the tomography of drosophila can be found in Fig. 4.

To nondestructively investigate objects which are bigger than field of view of the detector the local
computed tomography mode and a polychromatic beam with an average photon energy of about 25 keV
are used. For example, kimberlite is an important source of diamond deposits that contain xenoliths.
One of the possible types of xenoliths are garnet peridotite depleted of silicon and aluminum and rich
of magnesium and iron. The study of diamondiferous xenoliths by X-ray computer tomography allows
to determine the spatial distribution of rock-forming minerals and to characterize genetic relationships
and the process of crystallization in the deep areas of our planet. Fig. 5 depicts a 3D image of garnet
distribution on the diamondiferous rock.
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Fig. 5: 3D image of garnet distribution on the diamondiferous rock

3.3 Other prospects
Also thin CsI:Tl films deposited on mylar substrates can be used for non-destructive diagnostics of the
spatial profiles of low energy beams of charged particles (such as muon beams at the MEG experiment).
The proposed method allows to perform the beam monitoring simultaneously with the experimental
data acquisition. Also the developed technique of CsI:Tl deposition allows to perform low cost X-ray
converters with arbitrary thickness, that can be used in medicine and other fields.

4 Conclusion
The technique of the production of thin CsI:Tl films with the thermal deposition method has been de-
veloped. The spatial resolution of the produced conversion screens can be significantly improved by
additional deposition of a carbon layer with a thickness of about 100 nm which is designed to absorb
photons propagating in backward direction. All X-ray low energy radio-graphic methods can be em-
ployed with films in polychromatic and monochromatic modes to investigate the internal structure of a
large variety of objects varying from 10 µm of biological tissue up to 10 cm of dense rock.
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Abstract
The general purpose detector CMD-3 has been collecting data since 2010 in
an energy range 0.32–2 GeV at the e+e− collider VEPP-2000 at the Budeker
Institute of Nuclear Physics. The detector physics program includes the study
of the e+e− annihilation into hadrons. To supply high registration efficiency
for neutral particles the CMD-3 has an electromagnetic calorimeter consisting
of three subsystems: BGO endcap calorimeter and barrel with an inner part
based on LXe and an outer one based on CsI crystals. The main parameters
of calorimeters, cluster reconstruction and calibration procedures with perfor-
mance results are described.

Keywords
Calorimetry; liquid xenon; scintillation crystals.

1 Introduction
The VEPP-2000 [1, 2] is an e+e− collider at the Budker Institute of Nuclear Physics (Novosibirsk, Rus-
sia). It operates in a center-of-mass (c. m.) energy range from 0.32 to 2 GeV. The designed luminosity
of the collider at 2 GeV c. m. energy is 1032 cm−2 s−1. In order to reach the design luminosity in a
single-bunch mode the novel round beam technique developed at the BINP is used. The beam energy is
monitored with a precision of ∆E/E = 6 ·10−5 using the Compton backscattering process [3, 4]. There
are two interaction points at the collider and two detectors are mounted there: the Spherical Neutral
Detector (SND) [5, 6] and the Cryogenic Magnetic Detector (CMD-3) [7]. Data taking started in 2010.
The integrated luminosity collected by each detector during three years of operation is about 60 pb−1. In
2013 the collider operation was stopped for a collider and detectors upgrade, and it has been resumed in
2017.

The physical program [8, 9, 10] includes measurement of the e+e− → hadrons cross sections,
study of the properties of known and search for new vector mesons, measurement of nn̄ and pp̄ cross
sections near their thresholds and search for exotic hadrons. These tasks require a detector with high
efficiency for multiparticle events and good energy and angular resolutions for both charged particles
and photons.

The CMD-3 is a general purpose detector. Its layout is presented in Figure 1. The electromagnetic
calorimeter is one of the most important systems of the CMD-3 detector. Its main goals are measurements
of energy and coordinate of the photons, the separation of electrons from hadrons and a generation of
signals for the neutral trigger. The calorimetry of the detector consists of barrel and endcap parts. The
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barrel calorimeter combines the inner liquid xenon calorimeter (LXe) [11] and the outer one based on
CsI crystals [12]. The endcap calorimeter [13] is based on the bismuth germanium oxide Bi4Ge3O12

(BGO) crystals. The total solid angle coverage of the CMD-3 calorimeter is equal to 0.94× 4π.

Fig. 1: The CMD-3 detector layout: 1 — beam pipe, 2 — drift chamber, 3 — BGO endcap calorimeter, 4 —
Z-chamber, 5 — superconducting solenoid, 6 — liquid xenon calorimeter, 7 — time-of-flight system, 8 — CsI
calorimeter, 9 — yoke

2 General description
The inner LXe calorimeter is a set of 14 ionization chambers with 7 cylindrical cathodes and 8 anodes
divided by 10.2 mm gaps between them. The calorimeter is placed in the same vacuum vessel with
a superconducting solenoid to reduce passive material in front of the calorimeter. The electrodes are
made of a 0.5 mm thin G-10 plate foiled with copper. The conductive surfaces of the anode cylinders
are divided into 264 rectangular pads (8 along the Z-axis and 33 in the r − φ plane) forming so-called
“towers” oriented to the beam interaction point. Pads within one tower are electrically connected. The
average tower size is 8 × 10 × 15 cm3. The signals from the towers are used to measure the deposited
energy. The cathode cylinders are divided into 2112 strips to provide a precise coordinate measurement
together with the measurement of specific energy losses. Each side of the cathode cylinder contains
about 150 strips. The strips on the opposite sides of the cylinder are mutually perpendicular. One signal
strip consists of four joined 2 mm width strips. Such semi-transparent electrode structures provide charge
induction on both sides of cathode electrode. That allows one to determine both coordinates of the photon
conversion point using the information from one gap only. The design of the liquid xenon calorimeter is
described in detail in [14, 11].

Since the LXe calorimeter is rather thin (5.4 X0) it is surrounded by the CsI scintillation crystals
calorimeter to improve the energy resolution. The CsI calorimeter consists of 1152 6× 6× 15 cm3 Na-
or Tl-doped CsI crystals assembled in 8 octants. Each octant consists of 9 rows (modules) of crystals.
The modules are oriented along the Z-axis. Both sides of the modules of each octant have a special
truncated shape in order to avoid gaps between octants. Each module consists of 16 counters. The length
of the crystals corresponds to a thickness of 8.1 X0. The total sensitive material thickness of the barrel
calorimeter for a normal incident particle is equal to 13.5 X0. The thickness of the passive material in
front of the barrel calorimeter is 0.35 X0 and passive material between LXe and CsI parts of the barrel
calorimeter is 0.25 X0. The design of the CsI calorimeter is described in detail in [12].
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To increase the solid angle coverage the CMD-3 is equipped with the endcap calorimeter. It
consists of 680 BGO crystals of 2.5 × 2.5 × 15 cm3 arranged in two identical arrays. The endcap
calorimeters cover polar angles from 17◦ to 50◦ and from 130◦ to 163◦. The length of the crystals
corresponds to the thickness of 13.4 X0. The design of this calorimeter is described in detail in [15].

3 Cluster reconstruction

Fig. 2: Cluster reconstruction in the LXe calorimeter from strip information

The standard cluster reconstruction procedure in crystal and LXe calorimeters begins with search-
ing for a calorimeter element with energy deposition, greater than 5 MeV, a seed. Then all neighbour
elements having at least 2 MeV of energy deposition are grouped together in one cluster and the pro-
cedure is repeated. This algorithm introduces a limitation on the minimal distance between clusters in
the LXe calorimeter to be properly reconstructed. The distance equals a tower size corresponding to
∼ 40 mrad. This is not sufficient for multiparticle processes and for high energy π0 decaying into two
photons. Because of that the development of the new reconstruction algorithm [16] has been started to
separate close incident photons based on LXe strip information. Firstly, using simulation the most prob-
able radius ∆i of an electromagnetic shower for each cathode layer was determined. Then for a tower
cluster the conversion point — closest to the interaction point cross-section of strip clusters — is treated
as a seed to which the connection of strip clusters with respect of ∆i is performed, see Figure 2. Groups
of leftover strips in the tower cluster are considered as another photon. At the next step sorting of strip
photons by energy calculated from strip information is done and the top two energetic photons are saved,
the others are rejected. In the end one has precise knowledge about the photons’ conversion points and
their combined energy measured with the anode structure and rough energy estimation of each photon by
cathode signals. A test of the new algorithm was done with simulation data of the e+e− → π0γ process
for energies from 1 GeV to 2 GeV in the centre of mass frame. The result shows a significant growth in
the detection efficiency for high energies.

4 Calibrations and resolutions
Several procedures are used for the calorimeter calibration. Electronic channel calibration with a
pulse generator provides the measurement of the pedestals, electronic gain and electronic noise of each
calorimeter channel. For crystal calorimeters cosmic ray particles in special calibration runs are used.
Since the standard CMD-3 trigger does not suppress all cosmic rays events the experimental data sample
contains such events and they are also used for the calibration. This type of calibration is used for both
endcap and combined barrel calorimeters. For LXe calorimeter a calibration with e+e− elastic scattering
events is used. For the endcap calorimeter the energy corrections are performed using the two-photon
annihilation process, e+e− → γγ, to obtain absolute energy calibration. The calibration procedures for
the joined barrel calorimeter are described in [17] and for the endcap calorimeter in [13].

Two-photon annihilation and Bhabha events were used to obtain the energy and spatial reso-
lutions of the calorimeters. The results are shown in Figure 3 and Figure 4.The problems in the
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calorimeter electronics in 2010–2013 caused the rise of LXe+CsI σE/E for high beam energies in
Figure 3. The electronics were fixed during the collider shutdown. The energy resolution for the
barrel calorimeter can be parametrized as σE/E = 0.034/

√
E/GeV ⊕ 0.020 and for the endcap as

σE/E = 0.024/
√
E/GeV⊕ 0.023.

Fig. 3: Energy resolution of calorimeters Fig. 4: Spatial resolution of calorimeters

To obtain the spatial resolution of the calorimeters the distribution of the azimuth angle acollinear-
ity ∆φ = π − |φ1 − φ2| was used, where φ1 and φ2 are the azimuth angles of the photons. This
distribution was approximated by a Gaussian function, the angular resolution of the calorimeter σφ was
defined as the standard deviation of the Gaussian function. The coordinates of most (95%) photons de-
tected in the barrel calorimeter are measured using LXe strips data with an angular precision of about
0.005 rad, which slightly depends on the photon energy. In this case the angular resolution can be fitted
as σϕ/mrad = 3.70 + 0.33/(0.25 +E/GeV). For about 5% of events the conversion point is not recon-
structed by strip data and the photon coordinates are determined as the centre of gravity of the cluster.
For such a case the correction function for the photon coordinates was determined from the simulation.
The angular resolution in this case can be fitted as σϕ/mrad = 37.0 + 3.6/(0.1 + E/GeV).

The spatial resolution of the endcap calorimeter was calculated as σx = σϕ ·Z0 · tan θ/
√

2 where
Z0 is the distance from the interaction point to the front plane of the endcap and θ is the polar angle of
the photon. The resolution can be fitted as σx/mm = 3.03/ 4

√
E/GeV.

Finally, to demonstrate the calorimetry performance Fig. 5 and Fig. 6 contain the distribution of
photon invariant masses obtained during analyses of e+e− → π+π−π0 and e+e− → π0γ, ηγ with
pseudo-scalars decaying into two photons. For the first process the π0 mass resolution is about 8.5% and
5.8% for η-meson in the second process.

5 Conclusion
The calorimeters were installed into the CMD-3 detector and have been used in the experimental data
taking since 2010. The calibration procedures of the calorimeters have been developed and used during
all three physics seasons. The standard photon energy reconstruction procedures have been developed
and applied, the new algorithm using strip information to separate close photons is under design. The
energy and spatial resolutions at 1 GeV have been determined to be 4.5% and 2 mm for the barrel
calorimeter and 3.5% and 3 mm for the endcap calorimeter respectively.
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Fig. 5: The distribution of the two photon invariant
mass in the e+e− → π+π−π0 process before kine-
matic reconstruction. The comparison of experimen-
tal (open blue) and simulation (closed red) data is pre-
sented.

Fig. 6: The distribution of the two photon invariant
mass in the e+e− → 3γ process before kinematic re-
construction. The signal peak shown from e+e− →
ηγ.
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Abstract
This paper describes a currently being developed procedure of the charged
particle identification for the CMD-3 detector, installed at the VEPP-2000 col-
lider. The procedure is based on the application of the boosted decision trees
classification method and uses as input variables, among others, the specific
energy losses of charged particle in the layers of the liquid Xenon calorimeter.
The efficiency of the procedure is demonstrated by an example of the extrac-
tion of events of the e+e−→K+K− process in the center of mass energy range
from 1.8 to 2.0 GeV.

Keywords
Particle identification; specific energy losses; boosted decision trees.

1 Introduction
The electron-positron collider VEPP-2000 [1], installed at the Budker Institute of Nuclear Physics (Novosi-
birsk, Russia), was operating in 2010-2013 and currently is undergoing the final stage of modernization,
which will allow it to reach a luminosity of 1032cm−2s−1 at its maximum center of mass (c.m.) energy of
2 GeV. At the two beam intersection points the SND [2] and CMD-3 [3] particle detectors are installed,
the main task of which is the measurement of the exclusive cross sections of the electron-positron an-
nihilation into hadrons. Such measurements are necessary to reduce the uncertainty of the hadronic
contribution to the anomalous magnetic moment of muon ahad,LOµ [4, 5].

The tracking system of the CMD-3 detector consists of a cylindrical drift chamber (DC) and a
double-layer cylindrical multiwire proportional Z-chamber, installed inside a superconducting solenoid
with 1.0–1.3 T magnetic field (see CMD-3 layout in Fig. 1). Amplitude information from the DC wires
is used to measure the specific ionization losses (dE/dxDC) of charged particles. Bismuth germanate
crystals of 13.4 X0 thickness are used in the endcap calorimeter. The barrel calorimeter, placed outside
the solenoid, consists of two parts: external (based on CsI crystals of 8.1 X0 thickness) and internal
(based on liquid Xenon (LXe) of 5.4 X0 thickness) [6].

The LXe calorimeter consists of 14 cylindrical ionization chambers formed by 7 cylindrical cath-
odes and 8 anodes with a 10.2 mm gap between them (see Fig. 2). Each anode is divided into 264
rectangular pads (8 along the z−axis and 33 in the r − φ plane), forming so-called "towers" oriented to
the beams interaction point (see Fig. 1). Signals from pads within one tower are summed up and this
information is used to measure the particle energy deposition. Cathodes are divided into 2112 strips
∗Corresponding author.
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Fig. 1: The CMD-3 detector layout: 1 - beam pipe, 2 - drift chamber, 3 - BGO endcap calorimeter, 4 - Z-chamber,
5 - superconducting solenoid, 6 - LXe calorimeter, 7 - time-of-flight system, 8 - CsI calorimeter, 9 - yoke.

to provide precise coordinate measurement along with the measurement of the specific energy losses
(dE/dxLXe) in each of 7 double anode-cathode-anode layers (see Fig. 3). Each side of the cathode
cylinder contains about 150 strips. The strips on the opposite sides of the cathode are mutually perpen-
dicular, which allows one to measure z and φ coordinates of the "hit" in the strips channels. The total
amount of material in front of the LXe calorimeter is 0.13 X0, which includes the solenoid, the radiation
shield and vacuum vessel walls.

Fig. 2: LXe calorimeter electrodes structure. Fig. 3: Anode-cathode-anode layer of the LXe
calorimeter. A strip structure of cathode is shown.

For a more accurate measurement of the exclusive cross sections one has to extract a sufficiently
background-free sample of the events of the studied process, which requires the development of the effec-
tive particle identification (PID) procedure. This paper describes a currently being developed procedure
of the charged PID for the CMD-3 detector, which involves the dE/dxDC and dE/dxLXe, as well as the
energy depositions of charged particles in the LXe (ELXe) and CsI (ECsI) calorimeters. The efficiency
of the procedure is demonstrated by an example of the extraction of the events of the e+e−→K+K−

process in the c.m. energy range from 1.8 to 2.0 GeV.
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2 Charged particle identification with the use of dE/dxLXe

In this paper we will focus on the issue of identification of charged kaons. The separation of the
single kaons from pions or muons using only dE/dxDC can be reliably performed only for parti-
cle momenta lower than 450 MeV/c. This is seen from Figure 4, which shows the distribution of
dE/dxDC versus particle momentum for the events of the final state K+K−π+π−, selected in the ex-
periment [7]. With the use of the energy-momentum conservation law, in the case of this final state a
reliable K/π-separation can be performed even up to momenta 700 MeV/c. But for the final states
K+K−, K+K−π0, K+K−π0π0 at high c.m. energies it is hard or impossible to obtain a sufficiently
background-free sample of signal events using only dE/dxDC and the energy-momentum conservation
law. Hence the dE/dxLXe should be used for PID purposes.

2.1 Binding of the tracks in the DC and LXe
Since the tracks in the DC (DC-tracks) and LXe calorimeter (LXe-tracks) are reconstructed indepen-
dently, their mutual connection is required. From the kinematics of spiral motion one can derive the
rotation angle φrot of the DC-track in the magnetic field B of the solenoid, the expected LXe-cluster
polar angle θLXe,exp (measured relative to the central point of the detector) and the penetration angle
αpen of the particle to the LXe (the angle between the particle velocity vector and the tangent plane to
the surface of the calorimeter at the entry point of the particle):

φrot = sign(q)arcsin

(
1.515·RLXe[cm]·B[T]

p⊥[MeV/c]

)
, (1)

θLXe, exp = arctg

(
RLXe

|zDC + 2Rcurvctg(θDC)arcsin
(
RLXe
2Rcurv

)
|

)
+ (2)

π(1− sign(zDC + 2Rcurvctg(θDC)arcsin
( RLXe

2Rcurv

)
)),

αpen = arcsin

(
sin(θDC)

√√√√1−
(
RLXe

2Rcurv

)2)
, (3)

where q is the particle charge, RLXe = 38 cm the radius of the first cathode cylinder, p⊥ the transverse
particle momentum, zDC is the z-coordinate of the point of the particle origin (lying on the axis of the
beams), θDC the polar angle of the DC-track, Rcurv the curvature radius of the DC-track in the r − φ
plane. To bind the DC and LXe tracks we apply the following conditions:

|δφ| ≡ |φLXe,meas − φDC + φrot| < 0.03 rad, (4)

|δθ| ≡ |θLXe,meas − θDC, exp| < 0.03 rad, (5)

where φDC is the azimuthal angle of the departure of DC-track from the beams interaction region,
φLXe,meas and θLXe,meas the measured azimuthal and polar angle of the first strips hit, associated with a
reconstructed LXe-track. The |δφ| vs |δθ| distribution in the simulation is shown in Figure 5. It is seen
that the mutual connection of the tracks can be performed with a precision of about 0.02 rad for both
azimuthal and polar angles.
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Fig. 4: The dE/dxDC versus particle momentum dis-
tribution for the events of the process K+K−π+π−,
selected in the experiment. All energy points from the
reaction threshold up to 2 GeV are combined.

Fig. 5: The |δφ| vs |δθ| parameters distribution for the
simulated charged kaons with the momenta, uniformly
distributed from 0.04 to 1.0 GeV/c.

2.2 dE/dxLXe vs dE/dxDC: general considerations
Distributions of the dE/dxLXe in seven LXe double layers depending on the particle momentum in the
DC for the simulated single electrons, muons, charged pions and kaons are shown in Figs 6–7. The
following are the most important DC-LXe differences:

– since the particle is inhibited in the layers of calorimeter, dE/dxLXe on average increases layer by
layer (see Fig. 8);

– due to dead material in front of LXe calorimeter, and since the procedure of LXe-track reconstruc-
tion requires at least 4 strips "hits", there are different momentum thresholds pthr for (anti)protons,
kaons, pions, muons and electrons, below which the track in the LXe does not exist or cannot be
reconstructed (e.g. for kaons pKthr~300− 350 MeV/c (see Fig. 6));

– the values of pthr, as well as the distributions of dE/dxLXe in each layer, depend on the parameter
d = 1/sin(αpen), which characterizes the dependence of the distance passed by the particle in the
dead matter and liquid Xenon on the penetration angle αpen of the particle to the LXe;

– in the LXe the kaon and pion interactions with nuclei play important roles. Since the simulation of
such interactions can be unreliable, the careful study of the Monte Carlo-experiment differences is
required.

2.3 General idea of the particle identification procedure
The idea of the particle identification procedure presented here is the following: for each DC-track, for
which the corresponding LXe-track was found, one calculates 10 values of the responses Resp of some
multivariate classifier (taken from TMVA package [8]), trained for the separation of the corresponding
pairs of particles in the particular momentum p and d parameter ranges δpi and δdj (see Table 1). For
the training of the classifiers we simulate 4·106 events with single e±, µ±, π±, K±, p±, having the
momentum and d parameter uniformly distributed in the ranges from 0.04 GeV to 1.1 GeV and from
1.0 to 1.4 correspondingly. Currently we use uniform partitions δpi = 20 MeV/c and δdj = 0.1 of the
whole available ranges of these parameters, having 53×4 cells in total.

2.4 The most powerful classifier
Since the K/π separation for 450 MeV/c < p < 900 MeV/c is very demanding, the most powerful
classifier from about 40 classification methods, proposed by the TMVA package is chosen. 4·104 simu-
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Fig. 6: dE/dxLXe in each of the 7 layers vs particle
momentum in the DC for the simulated charged kaons
and pions, with the momenta uniformly distributed
from 0.04 to 1.0 GeV/c.

Fig. 7: dE/dxLXe in each of the 7 layers vs particle
momentum in the DC for the simulated charged muons
and electrons, with the momenta uniformly distributed
from 0.04 to 1.0 GeV/c.

Fig. 8: dE/dxLXe in 7 layers for the simulated charged kaons and pions with the momenta in range from 0.475 to
0.5 GeV/c.

lated kaons and pions are used for training and testing different classifiers, using as the input variables 7
dE/dxLXe values, dE/dxDC, ELXe and ECsI. In Fig. 9 the dependence of the background rejection ef-
ficiency on the signal selection efficiency (so-called ROC-curve) is shown for the different classification
methods. It is evident, that the globally most powerfull method (at default classifiers settings) is BDT
(Boosted Decision Trees). In addition, BDT, compared to different implementations of projective like-
lihood estimation (PDE) and multi-layer perceptron (MLP), is trained faster. In Fig. 10 one can see the
ROC-curves for K/π separation using BDT for different particle momentum ranges from 300 MeV/c to
900 MeV/c.

2.5 Example: selection of e+e−→K+K− events for
√
s ∈ {1.8GeV; 2.0GeV}

The operation of the described PID procedure can be illustrated by a simple example: the extraction of
the events of the e+e−→K+K− process in the c.m. energy range from 1.8 to 2.0 GeV. This selection
is performed in the experiment on the basis of 11 pb−1 of integrated luminosity, collected by CMD-
3 at 18 c.m. energy points in 2011-2012. The events of signal and the major background processes
(e+e−→π+π−, µ+µ−, e+e−) at the same c.m. energy points are simulated.
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Table 1: The responses of the multivariate classifiers, trained for the separation of the different pairs of particles
in the δpi and δdj cell.

e± µ± π± K±

µ± Respi,j(µ
±/e±) - - -

π± Respi,j(π
±/e±) Respi,j(π

±/µ±) - -
K± Respi,j(K

±/e±) Respi,j(K
±/µ±) Respi,j(K

±/π±) -
p± Respi,j(p

±/e±) Respi,j(p
±/µ±) Respi,j(p

±/π±) Respi,j(p
±/K±)

Fig. 9: The ROC-curves forK/π separation at the mo-
menta 870 MeV/c for different classification methods
trained and tested.

Fig. 10: The BDT ROC-curves for the K/π separation
in the different momentum ranges from 300 MeV/c to
900 MeV/c.

First of all, in the experiment and simulation events having two oppositely charged DC-tracks with
polar angles θ1,2DC ∈ (1.0;π − 1.0) and satisfying the conditions of collinearity |θ1DC + θ2DC − π| < 0.25
and ||φ1DC − φ2DC| − π| < 0.15 are selected. Further, Figs. 11a–11c show the sum over all c.m. energy
point distributions of the average of the positively and negatively charged particles BDT response for the
simulated events of signal and the major background processes.

The distribution of the average energy deposition of the charged particles in the calorimeter vs the

parameter ∆E≡
√
~p2
K+ +m2

K +
√
~p2
K− +m2

K − 2Ebeam in the experiment and simulation is shown

in Fig. 12a. In addition to the clusters of K+K−, π+π−, µ+µ−, e+e− final states the horizontal band
of cosmic muons is visible. Small dislocations, indicated by arrows, are caused by the tracks passing
through the endcap BGO-calorimeter before arriving at the LXe. The long tails to the left of K+K−

and π+π− clusters are caused by the initial state radiation. To suppress the contribution of the e+e−

final state, the selection criteria on the averaged BDT response (BDTK+/e+ + BDTK−/e−)/2 > 0.2
(see Fig. 11a) are used. As a result the e+e− cluster is almost completely disappeared (see Fig. 12b).
Further, to suppress the µ+µ− background, (BDTK+/µ+ + BDTK−/µ−)/2 > 0.1 (see Fig. 11b) is
required. As result the contribution of e+e−→µ+µ− process, as well as the background from the
cosmic muons are significantly suppressed (see Fig. 12c). Finally, to suppress the π+π− background
(BDTK+/π+ + BDTK−/π−)/2 > 0.05 (see Fig. 11c) is required, and as a result we obtain an almost
background-free sample of K+K− events (see Fig. 12d).
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Fig. 11: The distributions of the averaged over the positively and negatively charged particles BDT response for
the simulated events of signal and e+e−→e+e− (left), e+e−→µ+µ− (middle), e+e−→π+π− (right) processes.
All c.m. energy points are combined. The number of events in each histogram bin is the expected number of events
in this bin, in accordance with the luminosity, process cross section and detection efficiency.

Fig. 12: The distribution of the average energy deposition of the charged particles in the calorimeter vs the ∆E

parameter in the experiment and simulation before background suppression (a), after e+e− background suppres-
sion (b), after e+e−, µ+µ− and cosmic backgrounds suppression (c), after e+e−, µ+µ−, cosmic and π+π−

backgrounds suppression (d).

3 Plans
Plans for the near future are the following:

1. To allow participation in the PID procedure for the DC-tracks, for which the corresponding LXe-
track does not exist or was not reconstructed (which is typical for kaons and (anti)protons at p <
pK,p

∓
thr );

2. To study the Monte Carlo-experiment differences, especially in the efficiency of LXe-tracks re-
construction:

7
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– for e± - on the base of the events of BhaBha scattering;
– for µ± - on the base of cosmic muons;
– for π± - on the base of a pure π± sample from the 2π+2π− final state;
– for K± - on the base of a pure K± sample from the K+K−π+π− final state;
– for p± - on the base of p+p− events at low momenta and on the base of protons, ejected from

the residual gas at high momenta;

3. To add the response of the muon veto system as a classifier input variable.

4 Conclusion
In this paper the currently being developed charged particle identification procedure for CMD-3 detector
was described. The procedure uses, among other input, the information about the specific energy losses
of charged particles in the layers of the liquid Xenon calorimeter. Particle identification is based on
the responses of 10 multivariate classifiers, trained for the optimal separation of the different types of
particles. About 40 different classification methods, provided by TMVA package, were trained and
tested, and the most powerful and fast of them was found to be BDT method. The efficiency of the
described procedure was demonstrated by an example of the extraction of events of the e+e−→K+K−

process in the c.m. energy range from 1.8 to 2.0 GeV.
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Abstract 
The specialized data acquisition system designed for CMD-3 detector is 
presented at the electron-positron collider VEPP-2000 to the Budker Institute 
of Nuclear Physics, Novosibirsk, Russia. The structure of electronic hardware 
and firmware is described. 

Keywords 
Data acquisition; signal processing; fast electronics; trigger; digitizer. 

1 Introduction 
The electron-positron collider VEPP-2000 [1] is installed at the Budker Institute of Nuclear Physics 
(Novosibirsk, Russia). The design parameters of the VEPP-2000 collider are the following: the center-
of-mass (c.m.) energy covers from 0.3 GeV up to 2 GeV. The peak luminosity is 1032 cm-2 s-1 at c.m. 
energy of 2 GeV. Two detectors SND[2] and CMD-3[3,4] are installed at the interaction regions of the 
collider. One of the goals of experiments at VEPP-2000 is the study of electron-positron annihilation 
into hadrons at the available energies. In particular, the precise measurement of cross sections of 
electron-positron annihilation into hadrons is extremely important for calculating the contribution of 
hadron polarization of vacuum to the anomalous magnetic moment of the muon [5]. 

 
Fig. 1: The CMD-3 detector 

The CMD-3 (Cryogenic Magnetic Detector) is a general-purpose detector shown in Fig. 1. The 
detector includes a magnetic spectrometer and an electromagnetic calorimeter. The magnetic 
spectrometer consists of the cylindrical drift chamber (DC) and the two layer multiwire proportional 
chamber (ZC), placed outside the DC. Coordinates, angles and momentum of charged particles are 
measured by the DC of a hexagonal wire structure. The ZC provides measurement of the Z coordinate 
of the track with an accuracy of about 0.5 mm. The magnetic spectrometer is immerged in a magnetic 

Proceedings of the CERN-BINP Workshop for Young Scientists in e+e− Colliders, Geneva, Switzerland, 22 – 25 August 2016, edited
by V. Brancolini ans L. Linssen, CERN Proceedings, Vol. 1/2017, CERN-Proceedings-2017-001 (CERN, Geneva, 2017)

2518-315X– c© the Author/s, 2017. Published by CERN under the Creative Common Attribution CC BY 4.0 Licence.
https://doi.org/10.23727/CERN-Proceedings-2017-001.85

85

https://doi.org/10.23727/CERN-Proceedings-2017-001.85


 2 

field produced by a thin superconducting solenoid, placed between the DC and barrel the calorimeter [6]. 
The average field strength is 1.3 T. 

The energy deposition of particles is measured by the electromagnetic calorimeter. The 
electromagnetic calorimeter is divided in the three path liquid Xenon-based internal barrel, outer CsI 
crystal based barrel and the Bi4Ge3O12 (BGO) crystal based endcap calorimeter. The detector also 
includes the time-of-flight (TOF) counters, placed between two barrel calorimeters, and the muon range 
system (Mu system), placed outside the magnet yoke. 

The CMD-3 is equipped with a data acquisition (DAQ) system specially developed for the 
experiments. The DAQ system of the CMD-3 detector solves several problems simultaneously: data 
acquisition and transfer to first-level trigger systems, generation of synchronization signals for time 
meters, triggering of measurements, collection of digitized data, interaction with accelerator facility, 
calibration of coefficients and efficiency, and monitoring of the status. The CMD-3 DAQ capacity is to 
process some 12k channels with mean trigger rates up to 1kHz thus producing about 3.8Gbps data rate. 
Here the structure of the electronic hardware and firmware of the CMD-3 DAQ is described.  

2 The CMD-3 DAQ system 
The overview picture of the CMD-3 DAQ electronics is shown in Fig. 2. The analog signals from the 
detector subsystems are amplified and shaped in the front-end electronics. Then it goes into the trigger 
electronics, which is organized as a pipeline and makes decisions at the collision rate (each 80 ns). If 
the first level trigger takes a positive decision the digitized data from digitizing electronics are readout 
by the DAQ. 

 
Fig. 2: The CMD-3 data acquisition electronics layout 

The MCHS board (“Master Chronopher System board”) receives information from the first level 
trigger, resynchronizes it with the RF cavity frequency because it is the source with lowest possible jitter 
and the highest stability to the bunch position. Then the MCHS initiates the transaction with a command 
to start measurements which fanout to each digitizer of the CMD-3 DAQ via a C-Link, which is 
described in detail below. It is a special interface for synchronization and the data transport in the CMD-
3 DAQ system. The fanout is provided by the General Interface Board for Data Delivery (GIBDD). 
Each digitizer sends data back to the GIBDD. Here these data are buffered in memory, packed and 
transmitted with a local Ethernet network to the Event Builder. Each GIBDD board can be connected 
by C-Links to up to 30 boards. To increase the number of C-Links GIBDD boards can be cascaded. 

The first-level trigger system consists of interface boards (interface of first level trigger (IFLT), 
adder discriminator adder module (ADAM)) that prepare arguments for Finders (track and cluster 
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 3 

finders, see Fig. 2). The arguments are transferred from interface boards to Finders via an F-Link (Fast-
Link). It is a serial line of data transfer with a rate of 375 Mbit/s. The operation of the triggering 
electronics is based on the pipeline algorithm of data processing. 

The digitizing electronics is presented by three unified families of boards (referred as T2Q, 
UFO32 and AWF) designed for different types of measurements. Each family has several modifications 
unified in terms of the base of elements, basic internal architecture solutions, and overall design. More 
details about CMD-3 electronics can be found in the article “The CMD-3 TOMA DAQ 
Infrastructure” [7]. 

3 The CMD-3 C-Link 
A unified approach for the data transport and synchronization was used during the development of the 
CMD-3 DAQ. A special interface has been developed, referred to as C-Link. The unified requirement 
on the data transport allows using a single method for different tasks, such as physical data and scaler 
data readout or digitizer status control. So each link transaction is associated with an event. If an event 
occurs the transaction starts. And the end of the transaction terminates the current event. 

The C-Link provides massage transport to the boards and data gathering from the boards. On 
physical level it is low voltage differential signal (LVDS) based two twisted pairs serial bus, which 
allows low electromagnetic interference (EMI), low power and low cost. The basic parameters of the C-
Link for CMD-3 are listed in Table 1. 

Tab 1: Technical parameters of C-Link 

Modulation Two levels: log.0 = high, log.1 = low 
Data transfer rate 25 Mbit/s (50 and 100 Mbit/s also possible) 
Voltage levels LVDS, 4 mA, as in the IEEE1394 standard 
Transfer environment Two twisted pairs 
Electrical connector USB, type A 

The clock signal is always transferred through one twisted pair from the transmitter (Down-Link) 
to the receiver (Up-Link). This is a meander whose frequency is 25 MHz. It is used for synchronization 
of time meters rather than for synchronization of data. The data are transferred through the second 
twisted pair. No special interface hardware is used – the signals are transmitted and readout directly by 
the C-Link. The logical part of the C-Link is FPGA-based. 

 
Fig. 3: C-Link transaction format 

The C-Link is designed for asymmetric traffic (see Fig. 3). This means that in response to a short 
C-Link command a large amount of data is returned. The exchange between the transmitter and receiver 
occurs in two phases. The first phase of transaction sends a command, event number and eight data 
words from the DAQ to the digitizer. The second phase of transaction returns status and data from the 
digitizer to the DAQ.  
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4 The CMD3 “Skeletal" project for the board’s unification 
During the DAQ system development, particular attention was paid to the unification of the internal 
block structure of the electronic boards. For this purpose, a special “Skeletal” project was developed for 
a field programmable gate array (FPGA). The internal structure of the “Skeletal” project is shown in 
Fig. 4. 

 
Fig. 4: The “Skeletal” project structure 

The main goal of the “Skeletal” project development is to use the same solutions in different 
devices and their versions. The project is a set modules, possessing unified interfaces and common 
methods of their implementation.  

The hardware part of the project is described in the form of isolated modules aimed at solving 
particular problems performed by the electronic devices. The basis of the “Skeletal” project is the 
internal bus and the bus arbiter module. All modules are connected to the internal bus of the project in 
a standard manner, which simplifies the connection of new modules and their arrangement in the address 
space. This bus has a 16-bit width both for data and for addresses of the modules connected to it. The 
rectangles in Fig. 4 show the service modules implemented in most electronic boards of the CMD-3 
DAQ system. 

Three types of modules are available on the bus: master, slave and arbiter modules (see Fig. 5). 
The master module can request access to the bus. The slave module supports data transfer only. The 
arbiter module can initiates the bus cycle, provides the bus for the data transfer and prevents conflicts 
by building a request queue. 

 
Fig. 5: Bus access control 

The access cycle time can vary due to the response of the slave module, so a handshake 
mechanism is used. It is based on the readiness acknowledgement signal. In Fig. 6 the sequence of the 
bus states during the data exchange cycle is shown. 

A.N. KOZYREV ET AL.

88



 5 

 
Fig. 6: The access cycle to the internal bus  

To perform a data exchange the master module activates the signal "access request". This signal 
goes to the bus arbiter. If several requests arrive simultaneously, the arbiter uses the priority diagram to 
choose which master module request will be processed first. The arbiter returns the “access valid” signal 
to the selected master module. The master module sets the address of the slave module to the internal 
bus and sends the “address correct" signal. The slave module decodes this address. It sets the 
acknowledgement signal "slave ready" if the address is identified. This signal is transferred to the arbiter. 
In response, the arbiter sets the “data strobe” signal for one period of the clock generator. The slave 
module takes the data by this signal. The “data strobe” signal finishes the cycle of exchange on the 
internal bus. After that, the next cycle of exchange on the internal bus can be started. If none of the slave 
modules responds, the cycle is terminated after the timeout period, and the arbiter sets the error signal. 

5 Performance example 
One of the parts of the CMD-3 detector tracking system is the drift chamber [8]. It has uniform structure 
of hexagonal cells with size of about 0.9 cm. The charge division technique is used to measure hit 
coordinates along the wire. The maximal drift time at the nominal high voltage value and magnetic field 
of 1.3 T is 650 ns. To process DC signals a special digitizing board (T2Q) was designed and produced. 
Each T2Q board allows to measure two amplitudes and one time from 16 independent cells in the DC. 
The spatial resolution of the CMD-3 detector drift chamber is shown in Fig. 7. 

 
Fig. 7: The spatial resolution of the CMD-3 Drift Chamber  

The average time resolution is less than 100 μm which corresponds to the DC project parameters. So 
the CMD-3 DAQ system does not limit the time resolution of the detector subsystem. 
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6 Conclusion 
The CMD-3 detector has been collecting experimental information for a few years. During experimental 
runs design parameters of the DAQ system were achieved, the system demonstrated good performance 
and stability. All electronic blocks were designed and produced by experts at BINP. The electronics for 
each physical subsystem of CMD-3 have reached the target parameters. All data transfer rate 
requirements have been met. The CMD-3 DAQ system does not limit the time resolution of the detector 
subsystem. At the moment about 300 electronic blocks are in operation in the CMD-3 DAQ. The CMD3 
DAQ can be scaled to the DAQ for a super c-tau factory. 
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Abstract
The conversion decay ω → π0e+e− was studied in the centre-of-mass energy
range 760–840 MeV using about 8 pb−1 of data collected with the CMD-3
detector at the VEPP-2000 e+e− collider in Novosibirsk. The visible cross-
section of the process ω → π0e+e− was measured. The current status of the
analysis is presented.

Keywords
Conversion decay; close tracks; vertex.

1 Introduction
The interest in the decay ω → π0e+e− is related to the transition form factors of the ω meson that
can be measured in this decay [1]. The precise value of the decay branching ratio can be useful for
interpretation of experiments on quark–gluon plasma [2, 3]. This analysis is based on 8 pb−1 of data,
which were collected in the centre-of-mass energy range 760–840 MeV by the CMD-3 detector. This
data sample is twice as large as the sample previously used at the former CMD-2 detector.

The general purpose detector CMD-3 has been described in detail elsewhere [4]. The tracking
system consists of the cylindrical drift chamber and double-layer multiwire proportional Z-chamber,
both also used for the trigger. The tracking system is placed inside a thin superconducting solenoid with
a field of 1.3 T. Electromagnetic calorimeters are place outside the solenoid: a LXe barrel calorimeter
with a thickness of 5.4X0 and CsI crystals with a thickness of 8.1X0. An endcap calorimeter is made of
BGO scintillation crystals, with a thickness of 13.4X0.

2 Data analysis
The decay ω → π0e+e− has been studied using the π0 dominant decay mode π0 → γγ. It corresponds
to a final state with two opposite charge particles and two photons. One of the significant resonant back-
grounds comes from the ω → π+π−π0 decay, which has the same topology as the final state and more
than three orders of magnitude larger probability. Another source of resonant background is the ω → π0γ
decay, followed by the Dalitz decay of the π0 or γ-quantum conversion in the material in front of the
drift chamber. The non-resonant background includes contributions from the following quantum electro-
dynamics (QED) processes with the same final state topology: e+e− → e+e−γγ, e+e− → 3γ followed
by γ-quantum conversions, e+e− → e+e−γ with one background photon as well as a two-quantum
annihilation followed by a γ-quantum conversion and one background photon in the calorimeters.

To select events of the process under study, we used the following criteria.
*Corresponding author.
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Black line shows selection cut.

Fig. 2: Total momentum of charged particles Ptr

versus angle between the most energetic photon
and Ptr. The red line presents the selection cut.

– Nγ ≥ 2 with energy 40 MeV < Eγmax 0,1 < 2 · Ebeam to suppress background photons in the
calorimeters.

– The impact parameter of the tracks ρ < 1 cm and the Z-coordinate of the vertex |Zvert| < 5 cm
to reject cosmic rays and beam background events.

– Two ‘good’ tracks in the drift chamber (with transverse moment P tr
1,2 > 40 MeV/c and with polar

angle 0.9 < Θ1,2 < π − 0.9).
– The opening angle between tracks ∆ψ < 1 rad to suppress events of the ω → π+π−π0 decay.
– Noncollinear tracks in the R–φ projection |π − |φ1 − φ2|| > 0.15.
– The angle between the total momentum of the tracks and each photon is greater than 1.5 rad to

suppress QED events.
– The angle between photons is less than 1.6 rad to suppress events from the decay ω → π0γ.
– The recoil mass of photon pairs, where it is understood that they originated from the π0 decay
M2

rec = (2 · Ebeam)2 − 4EbeamEπ0 + m2
π0 , where Eπ0 = Eγ,1 + Eγ,2, and Eγ,i is the energy of

photon i in the calorimeter. The recoil mass of photon pairs is shown in Fig. 1. The black line in
Fig. 1 presents the selection cut.

– The dependence of the total momentum of charged particles (Ptr) from the angle between the
most energetic photon and Ptr is used to suppress ω → π+π−π0 events as well as ω → π0γ
events followed by the Dalitz decay of π0. The red line in Fig. 2 is used for selection.

– The invariant mass of the electron–positron pair and the most energetic photon Minv(e+e−γmax0)
is less than 1.9 · Ebeam to suppress e+e− → γγ events followed by the conversion of the γ.

3 Separation of π0e+e− and π0γ (with γ conversion on detector material)
The only difference between the π0e+e− and π0γ with γ conversion on the detector material is that the
vertex of tracks is shifted from the beam by 1.7–2 cm (vacuum tube) in the transverse plane. To analyse
these events, we use γγ events, in which one γ is converted on the material. For separation, we use a
neural network with input parameters:

– the angle between the tracks;
– The total momentum normalized to beam energy;
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lation of π0e+e− (black dots) and γγ with photon conversion on material (red dots).

– the track momentum normalized to beam energy;
– the distance from the vertex to the centre of the beam. The sign of the distance is ‘+’ when the

angle between the beam point direction to a cross-point and the average momentum of the tracks
is sharp and ‘−’ otherwise. In the transverse plane, circles from tracks have two cross-points: the
first is the vertex and the second is additional. These parameters are shown in Fig. 3.

The output parameter of the neural network determines the event type (signal (π0e+e−) or back-
ground (conversion γ on the detector material). Using this option to separate the events, we achieved the
following efficiency of suppression: for π0γ − 84% (for γγ − 90%), while we lost 2% of signal events.

4 Reconstruction efficiency of close tracks
Since Monte Carlo simulation does not completely describe the experiment, a correction ε∆ψ for a
difference between the reconstruction efficiencies of close tracks in simulation and experiment was in-
cluded. Its value was obtained using events of ω → π+π−π0 decays followed by the conversion decay
π0 → e+e−γ with a similar ∆ψ distribution. ε∆ψ is calculated by averaging the integral in Eq. (1) for
simulation events (ω → π0e+e−):

ε∆ψ =

∫
ε−∆ψ,exp(P−⊥ )

ε−∆ψ,sim(P−⊥ )
·
ε+

∆ψ,exp(P+
⊥ )

ε+
∆ψ,sim(P+

⊥ )
f(P−⊥ )f(P+

⊥ )dP−⊥ dP+
⊥ , (1)

where ε−∆ψ,exp(P−⊥ ) is the efficiency of track reconstruction depending on the transverse momentum (for
e− or e+, and for simulation or experiment) (see Fig. 4):

ε∆ψ = 0.970± 0.008± 0.020 . (2)

5 Results
The detection efficiency, επ

0e+e−
det = 23%, was determined using Monte Carlo simulation based on the

GEANT4 [5].

The number of signal and background events has been obtained from a fit of the γγ invariant mass
distribution at each energy point. The signal was described by a two-Gauss function, the background
shape was described by a Gauss function and a constant. The shapes of the signal and background curve
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Fig. 4: Efficiency of track reconstruction versus transverse momentum for e− for experimental data
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Fig. 5: Invariant mass of γγ for experimental data in energy range 760–840 MeV

Table 1: Results from current and other experiments

Experiment Br(ω → π0e+e−) Events Data, pb−1

ND [6] (5.9± 1.9) · 10−4 43
CMD-2 [7] (8.19± 0.71± 0.62) · 10−4 230 3.3
SND [8] (7.61± 0.53± 0.64) · 10−4 613 9.8
CMD-3 (preliminarily)a (8.81± 0.35) · 10−4 (stat.) 1380 8
a The trigger efficiency and the contributions of ω → π+π−π0, ω → π0γ were not taken into account.

were fixed from the fit of experimental data in the energy range 760–820 MeV (see Fig. 5), so the varying
parameters at each energy point were the number of signal and background events. These values were
used to determine the visible cross-section of the signal (see Fig. 6), using Eq. (3) and background events
(see Fig. 7), using Eq. (4):

σvis =
Nsig,i

Li(1 + δi) · εdet · ε∆ψ · Br(π0 → γγ)
, (3)

σvis bg =
Nbg,i

Li · εdet
. (4)

The current value of Br(ω → π0e+e−) (the trigger efficiency and the contributions of ω →
π+π−π0, ω → π0γ were not taken into account) obtained and the most important results from other
experiments are presented in Table 1.

The study of the trigger efficiency, a test of the method of determining π0γ/π0e+e−, and separa-
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tion using QED events and analysis of systematics are included in our plans for the future. We also plan
to measure the transition form factor of the ω meson.
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Current Status of Luminosity Measurement with the CMD-3 Detector at
the VEPP-2000 e+e− collider
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Abstract
The CMD-3 detector has taken data at the electron-positron collider VEPP-
2000 since december 2010. The collected data sample corresponds to an inte-
grated luminosity of 60 pb−1 in the c.m. energy range from 0.32 up to 2 GeV.
Preliminary results of the luminosity measurement are presented for various
energy ranges and its accuracy is estimated to be 1%.

Keywords
Luminosity; VEPP-2000; CMD-3 detector.

1 Introduction
The electron-positron collider VEPP-2000 [1] has been operating at Budker Institute of Nuclear Physics
since 2010. The collider is designed to provide a luminosity of up to 1032cm−2s−1 at a maximum center-
of-mass energy of

√
s = 2 GeV. There are two detectors, CMD-3 [2] and SND [3], installed in the two

interaction regions of the collider. Both detectors have high detection efficiency and good energy and
angular resolutions for charged particles and for photons.

Precise luminosity measurement is a key requirement for many experiments studying hadronic
cross sections at e+e− colliders. As a rule, the systematic error of the luminosity determination is
one of the largest sources of uncertainty, which can cause significant reduction in the hadronic cross
section accuracy. Therefore it is very important to have several well-known QED processes such as
e+e− → e+e−, µ+µ−, γγ to determine the luminosity. The combined usage of them will help to
better understand and estimate the systematic accuracy of the luminosity measurement. The CLEO
collaboration was the first to show in practice how a combined usage of the processes e+e− → e+e−,
µ+µ− and γγ helped to achieve a 1% accuracy for luminosity [4].

The process e+e− → γγ has essential advantages in luminosity determination [5, 6] over the first
two ones. This process is free of effects due to radiation of the final state particles and Coulomb interac-
tion. It is also of importance that the corresponding Feynman graphs do not contain photon propagators
affected by vacuum polarization effects. Events of this process have two collinear photons with similar
energy depositions in calorimeters, providing a clean signature for their selection among other events.
These reasons are the main motivation to explore this process as an independent tool for luminosity
determination. Preliminary results of the luminosity determination are presented in a wide energy range.
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Fig. 1: The CMD-3 detector: 1 – beam pipe, 2 – drift chamber, 3 – BGO, calorimeter, 4 – Z-chamber, 5 – SC
solenoid (0.13X0, 1.3T ), 6 – LXe calorimeter, 7 – TOF system, 8 – CsI electromagnetic calorimeter, 9 – yoke, 10
– VEPP-2000 SC solenoids (13T ). The outer muon range system is not shown.

2 CMD-3 detector and dataset
The Cryogenic Magnetic Detector, CMD-3, is a general purpose detector, shown in Fig. 1. The cylindri-
cal drift chamber (DC) measures the coordinates, angles and momenta of charged particles. The position
resolution in the r-φ plane is ∼120 µm. The resolution along the beam axis is ∼2 mm as measured from
charge division along the wires. The proportional Z-chamber mounted outside the DC provides a more
accurate z-coordinate measurement of the tracks. The resulting z-coordinate resolution is∼400 µm. The
signals coming from the anode wires are used for the first level trigger and have a time jitter of ∼5 ns.

The calorimeter consists of three subsystems. The endcap BGO calorimeter with a depth of
13.4X0 is placed on both sides of the DC flanges. The barrel part, which is placed outside the su-
perconducting solenoid with a 1.3 T magnetic field (0.13X0), consists of two systems: an inner Liquid
Xenon calorimeter (5.4X0) and a calorimeter based on CsI crystals with a depth of 8.1X0. The latter
comprises 1152 crystals, which are spread over 8 octants. The LXe calorimeter has a tower structure (264
channels) and seven cylindrical double layers with strip readout (2112 channels). The strip information
allows one to measure coordinates of the photon conversion point with a precision of about 1-2 mm.

The outer muon range system, located outside the iron yoke, consists of 36 scintillation counters
in the barrel part and 8 counters in the endcap. This system is used as a cosmic veto and has a time
resolution of ∼1 ns.

In 2011 the energy range from 1 to 2 GeV was scanned up and down with a step size of 50
MeV. At each energy point an integrated luminosity of ∼500 nb−1 was collected. During the scan down
the energy points were shifted by 25 MeV with respect to the previous scan. The data were collected
at an average luminosity of ∼4·1030s−1cm−2. At the highest energies the peak luminosity reached
approximately 2·1031s−1cm−2 and was limited by the positron storage rate in the booster. The design
luminosity of ∼1032s−1cm−2 will be reached only with the new positron injection facility, starting in
2016. In 2012 the luminosity was measured at 16 energy points from 1.32 GeV to 1.98 GeV and the
collected luminosity was about ∼14 pb−1.

In 2013 the energy range from 0.32 GeV to 1 GeV was scanned with 10 MeV steps. Integrated
luminosities of about 8.3 and 8.4 pb−1 were collected around the ω and φ mesons, respectively. In 2013
an integrated luminosity of ∼25 pb−1 was collected.

The average trigger counting rate was about 200 - 400 Hz and strongly depended on the fine tuning
of the beam optics.
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3 Event selection
At first, collinear events with back-to-back tracks in the DC were selected according to the following
criteria: two tracks with opposite charge were reconstructed in the DC; the distance from both tracks to
the beam axis in the r-φ plane was less than 0.5 cm; the distance from both tracks along beam axis to the
interaction point did not exceed 10 cm; the acollinearity angle between the two tracks in the scattering
plane (containing the beam axis) |∆Θ| = |Θ1 − (π − Θ2)| ≤0.25 rad; the acollinearity angle between
the two tracks in the azimuthal plane (perpendicular to the beam axis) |∆Φ| = |π − |Φ1 − Φ2|| ≤0.15
rad; the average polar angle of the two tracks [Θ1 + (π −Θ2)]/2 should be between 1 and (π − 1) rad.

Samples of collinear events e+e−, µ+µ−, π+π−, K+K− and cosmic background were selected
for the luminosity determination. Correlation between energy depositions in calorimeters for these events
is presented in Fig. 2 for a beam energy of 950 MeV. It is clearly seen that Bhabha events are located
predominantly in the upper right corner, whereas other particles are concentrated in the bottom left
corner. Collinear events are accepted as Bhabha events if the energy deposition of each particle is within
the interval from 0.5Ebeam to 1.5Ebeam. Thus, the integrated luminosity can be determined from selected
Bhabha events:

∫
L · dt =

Nee

σee · εrad · ε
, (1)

whereNee is the number of selected Bhabha events, σee is the Bhabha cross section integrated within the
detector acceptance, εrad ∼0.947± 0.002 is the radiative correction calculated according to [7] and ε is
the event detection efficiency.

Events of the process e+e− → γγ were also used to determine the integrated luminosity. It is
worth noting that this method has completely different systematic uncertainties. It is important that this
method has absolutely different systematic errors as compared to the method based on the Bhabha events.
The γγ neutral collinear events were selected according to the following criteria: back-to-back clusters
in the barrel calorimeters; the energy of each cluster is required to be within the interval from 0.5Ebeam
to 1.5Ebeam; no tracks in the DC coming from the interaction region and no hits in the Z-chamber sectors
associated with the clusters. The last condition helps to eliminate Bhabha events which slip through
the previous cuts. The polar angle of the cluster is calculated by the center-of-gravity method using the
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information from strips in the LXe calorimeter [8]. A two dimensional plot of the energy deposition Eo
vs E1 is presented in Fig. 3.

The detection efficiency of the e+e− → e+e− events is determined as ε = ε2tr · εtrg · εcal ·
ε2en, where ε2tr is the track reconstruction efficiency in the DC, εtrg is the trigger efficiency, εcal is the
cluster reconstruction efficiency, εen is the cluster selection efficiency for the energy depositions in the
calorimeters.

The detection efficiency of the e+e− → γγ events is determined as ε = εcal · ε2en · εntr, where εcal
is the cluster reconstruction efficiency, εen is the cluster selection efficiency for the energy deposition in
the calorimeters, εntr is the neutral trigger efficiency. The radiation length of the LXe calorimeter for
photons is about 5X0 only, resulting in a ∼99% interaction probability of one photon in this calorimeter.

Since the Bhabha and γγ cross sections are complex functions of the polar angle θ, systematic
corrections have to be applied bacause of the finite angular resolution σθ. For example, for σθ ∼0.03
rad and polar angle θ = 60◦ the correction is about 0.5% for Bhabha events. Bhabha events were used to
determine the calorimeter angular resolution. To this end the tracks from the DC were extended to the
intersection with the LXe calorimeter. The width of the distribution of the difference in the coordinates
determined by the strips and by the track serves as the angular resolution. It is better than ∼0.05 rad.

4 Systematic uncertainties
The fiducial volume of the CMD-3 detector can be determined independently with the LXe calorimeter
and Z-chamber. It allows one to monitor the detector operation stability during data collection. The
possibility of cross-checking a z-scale measurement with two subsystems will allow one to keep the
systematic uncertainty from this source at a level of ∼0.1%. Measurement of the beam energy by the
Compton back scattering of laser light with a precision σE below 50 keV [9] will keep the systematic
uncertainty from this source below 0.1%.

Another important source of systematic uncertainty is the theoretical precision of radiative cor-
rections [10]. Additional studies are required in this field and a comparison with experimental data is
necessary. We expect that this uncertainty can be reduced to 0.1%.

The axis of the CMD-3 detector has a slight slope with respect to the beam axis and this parameter
is unstable in time. Therefore the measured luminosity can change by up to 0.4% and thus a careful
monitoring is required. Event selection criteria for collinear tracks also contribute to the systematic
error of the integrated luminosity, as well as energy and momentum resolutions, angular resolution, the
stability of the z-scale in the DC and similar factors.
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5 Results, Conclusion, Summary
The VEPP-2000 collider successfully operates with a goal to collect ∼1 fb−1 in 5-10 years and provide
new precise results on hadron physics. Two types of the first level triggers, "CHARGED" and "NEU-
TRAL", delivered independent information, thereby enabling the determination of trigger efficiencies
and estimation of their uncertainties. The collected integrated luminosity is ∼60 pb−1 with about 34.5
pb−1 above the φ resonance energy, 8.3 and 8.4 pb−1 at the ω and φ resonances respectively, and 9.4
pb−1 from a scan below the φ. A peak luminosity of ∼2·1031s−1cm−2 was reached. It is currently
limited by the deficit of positrons and the maximum beam energy of the booster (825 MeV now). Data
analysis is in progress. The already collected data sample has the same or better statistical precision for
the hadronic cross sections than achieved in previous experiments. An upgrade of the injection facility
will increase the luminosity ten-fold at least. The current integrated luminosity of the collider was mea-
sured using two well known QED processes e+e− → e+e− and γγ. The luminosity ratio determined
using the two processes as a function of energy is shown in Fig. 4 and Fig. 5, where only statistial
errors are shown. It is worth noting that the systematic uncertainties of the luminosity measurement are
totally different for the e+e− and γγ processes and cannot be compensated in their ratio. The current
luminosity accuracy is estimated to be 1%. The study of the different systematics is still in progress. In
the forthcoming future we hope to reduce it to a ∼0.5% level.
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iLCDirac and Continuous Integration: Automated Testing for Distributed
Computing
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Abstract
Detector optimization studies for future high-energy physics experiments re-
quire the simulation and reconstruction of many physics processes and detector
geometries. As an efficient way of accessing the necessary computational and
storage resources, DIRAC has been developed and extended to form iLCDirac,
which is specialized for the applications used in the context of linear col-
lider detector studies. We give a short introduction of grid computing and the
concept of high-throughput computing behind DIRAC before explaining the
unique features of DIRAC and iLCDirac. With this preparation we explain
how we leveraged continuous integration to provide smooth day-to-day oper-
ations and ensure that changes to the underlying code base do not cause an
interruption of the service.

Keywords
Continuous integration; iLCDirac; grid computing; quality assurance.

1 Introduction
To design experiments for future e+ e− linear colliders that would take the place of the Large Hadron
Collider (LHC), extensive studies on different variations are performed. These Monte Carlo simulations
require vast computational resources that are provided by grid computing, specifically by the Worldwide
LHC Computing Grid [1], as well as the Open Science Grid [2, 3]. To use these resources as efficiently
as possible, the LHCb experiment developed the grid middleware DIRAC [4], which handles software
installation, job scheduling, workload management, data bookkeeping, and replica management. The re-
sources of the International Linear Collider (ILC) and Compact Linear Collider (CLIC) communities are
bundled and shared via the ILC virtual organization. The iLCDirac extension [5], which was developed
on top of DIRAC, offers workflow modules for the linear collider software. The members of the virtual
organization share the software for event generation, detector simulation, event reconstruction, and data
analysis, as well as their computational resources.

Thus, iLCDirac has been developed to offer a simple interface for users and has been adopted
generally by the linear collider community. Originally developed for the CLIC Conceptual Design Re-
port [6], iLCDirac has been used successfully for data production and analysis for the Silicon Detector
concept in the ILC Detailed Baseline Design document [5,7] and is now also in use for the International
Large Detector concept. The available resources are mostly opportunistic, i.e., not guaranteed to be avail-
able at all times; for example, there can be another user with higher priority but when the resource has
been idle for some time the resource is allocated to the grid. At most, around 20,000 concurrent jobs are
handled by the system [8].

2 Grid computing and high-throughput computing
2.1 Introduction to grid computing
Grid computing refers to a special kind of distributed computing, with the machines usually being
heterogeneous (using hardware with differing architectures, different operating systems, or preinstalled
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libraries), geographically dispersed (worldwide) and connected to reach a common goal. It is used to pro-
vide the LHC experiments with the enormous amounts of computational resources and storage capacities
necessary for functioning. The ideas of the grid were pioneered in the 1990s, mainly by Foster et al. [9].
In 2002, Foster released a three-point checklist [10] to determine whether a system can be called a grid.
It states:

I suggest that the essence of the definitions [. . . ] can be captured in a simple checklist,
according to which a grid is a system that:

1. co-ordinates resources that are not subject to centralized control [. . . ];
2. using standard, open, general-purpose protocols and interfaces [. . . ];
3. to deliver nontrivial qualities of service.

Unlike conventional supercomputers, machines of a single grid can be spread across the world.
This means that, for example, the round-trip time will be rather high and the data transmission rate not
as high as it would be if the machines were in the same building. This is offset by several advantages
of distributed systems, e.g., not containing a single point of failure. In the case of simulations for high-
energy physics it is also noteworthy that the problems are of such a kind that two machines do not have
to communicate in order to finish their computation, so-called embarrassing parallelism. This is also
referred to as a loose coupling of parallel tasks, which can be seen as a characteristic of grid computing
(again as a result of the long-range connection). There are also designated (including undersea) cables
deployed for CERN and the LHC experiments, further alleviating the issues.

2.2 The high-throughput computing paradigm
Most physical supercomputers follow the high-performance computing paradigm, aiming to maximize,
e.g., the number of floating point operations per second (FLOPS) that the machine can perform. How-
ever, scientific computation tasks, such as those that arise in high-energy physics, can take much longer,
making the number of floating point operations per month or year (FLOPM or FLOPY) a much more
realistic and thus important metric. Owing to general downtime, idleness, and inefficiencies of the sys-
tem, and many other reasons, the number of FLOPS cannot simply be scaled up to FLOPM or FLOPY.
For this reason, high-throughput computing was developed, focusing on the reliability and robustness of
a system that executes a large number of jobs in parallel.

To maximize the computational efficiency with the allotted resources, DIRAC follows the high-
throughput computing paradigm and introduced novel concepts such as pilot jobs, which are described
in Section 3.1, to grid computing.

3 DIRAC and iLCDirac
This section discusses the grid software developed by the LHCb experiment, DIRAC, as well as the
extension for the ILC community, iLCDirac. DIRAC was originally developed to fulfil the grid needs
of LHCb. However, to encourage reuse of the general-purpose DIRAC code for other applications, the
LHCb-specific code was moved to its own extension, LHCbDirac. Today, DIRAC is also used by many
researchers outside of collider-based high-energy physics, for example in using the Cherenkov Telescope
Array [11] and the Fermi Large Area Telescope [12].

3.1 DIRAC grid middleware
DIRAC was developed to provide common services exclusive to LHCb. A special focus was put on the
system requiring as little manpower for site management as possible and on the need to scale to forty or
more sites easily. A pull model has been implemented for scheduling so that instead of a centralized job
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queue looking for resources for its jobs, each free resource site will ask a central service for a free job
to execute. This has benefits for scalability and efficiency in the high-performance computing paradigm.
An innovation introduced to grid computing by DIRAC is the introduction of so-called pilot jobs, which
are first sent to a free resource. As opposed to actual jobs, these pilot jobs do not require large input
files, making them a lot cheaper to send; their purpose is to check whether a following normal job can be
executed in this environment. If this check fails, a real job is not sent and much time is saved, compared
with the case in which the normal job is sent immediately. This extra step before an actual job submission
is an improvement, since grid resources can be unreliable. Without pilot jobs, a defective site would con-
tinuously request jobs, putting unnecessary strain on the system and not doing anything productive. Since
the resources of the grid are, by nature, heterogeneous, the purpose of DIRAC is to provide homogeneous
access to these heterogeneous resources; this is achieved through the job interface—a user is usually not
concerned with selecting sites on which the jobs are run.

3.2 Extending DIRAC for the linear collider community
To use DIRAC in the linear collider community, the iLCDirac extension has been developed. Analogous
to LHCbDirac for LHCb specifics, this system encapsulates the software specifics for the needs of the
linear collider community. It builds on DIRAC by using the core, configuration, and general framework
of DIRAC, as well as the file catalogue, workload management for job handling, workflow management
for job submission, and existing transformation system. Owing to the linear-collider-specific software
necessary for grid jobs, the software installation in iLCDirac changed to downloading tarballs from the
grid, which was later extended to optional use of the shared area for software installations. Interfaces for
the aforementioned specific applications were added, to simplify job submission for the users, as well as
some internal modules for typical ILC use cases.

4 Software testing
Since all sufficiently complex software contains bugs the need for quality assurance in software develop-
ment arises. This is especially true for the large-scale programs being developed today, as the hardware
and maintenance costs of the necessary data centres are high. Testing has been researched extensively in
the past, with, e.g., Dijkstra stating “Testing shows the presence, not the absence of bugs.” [13]. Owing
to the complexity of distributed computing and the importance of providing a working system to the
physicists working with DIRAC/iLCDirac, extensive testing is paramount.

There are many ways to categorize software testing. One of the most important is automated
testing, by contrast with manual testing; automated testing refers to small test programs that test a larger
piece of software.

Another important distinction is the knowledge of the underlying system: in whitebox testing, the
test knows how the system under test works internally and can use this information, whereas a blackbox
test only knows the public application program interface (API) of the software and thus provides an
input and checks the final output of the program. Since all types of testing generally have advantages and
disadvantages, it is usually advised to mix different categories in real software projects with the concrete
distribution, depending on the specific software under test.

4.1 Test hierarchy
Simultaneously with the proposal of agile programming methods, such as extreme programming, test
automation became an important topic in software development and is a core part of many agile methods.
In short, agile software development is based on many small iterations, which means that a small part of
the system is planned in close collaboration with the customer and implemented as well as deployed in a
short timeframe. This flexibility contrasts with the long planning phases used previously, which often did
not adequately reflect customers’ needs. Owing to this workflow, core parts of the software are changed

3

ILCDIRAC AND CONTINUOUS INTEGRATION: AUTOMATED TESTING FOR DISTRIBUTED . . .

105



multiple times, requiring the entire software package to be tested again after each small change. This
presents an excellent use case for automated tests, as they can be run quickly and at no cost.

Writing smaller programs that test a large piece of software automation presents several advan-
tages.

– It is much faster than executing the same test manually (although, in some cases manual tests might
in fact be faster than automated ones).

– When a test suite is developed, its execution for each new version guarantees that the old function-
ality (for which the tests check) is not broken with the update, preventing so-called regressions.

– It allows for new software development models, such as test-driven development, in which the
tests are specified first and then the actual code is developed.

– It facilitates the development of new features, since the developer can concentrate on his or her
part of the program only.

– For the same reason, it saves a lot of work when refactoring older parts of the code since the basic
functionality is ensured. Without these tests, a developer tasked with refactoring faces the vicious
circle that the code is too complex to be tested before refactoring, but the refactoring might change
the behaviour of the code.

To structure the problem better, automated tests are usually divided into several types. Unit tests
are the most low-level tests and should usually be the most numerous. They are specific to a ‘unit’ of
software—in object-oriented languages, usually an object or a method—and test whether it fulfils its
design contract by setting a state, providing an input, and checking for the correct output and the correct
new state of the system. Dependencies on other parts of the code should not be tested and are usually
avoided through special mock objects that replace the original dependencies. This process is colloquially
known as mocking. A unit test should make as few assumptions about its environment as possible and
run as quickly as possible (a usual aim is of the order of several milliseconds). This means that all calls
to databases, file systems, network connections, etc., in the original code should be mocked.

To check for the correct interaction of code units, integration tests are written. Depending on
the application, these tests can take much longer than unit tests. For example, an integration test might
involve setting up a database with some basic values, performing actions in a graphical user interface
(GUI), and checking whether the correct results are displayed. Owing to these more complex interactions
between modules and, e.g., interactions of a user with a GUI, these tests can be more difficult to automate.

Finally, system tests test the basic functionality of the system as it would be used later, e.g., not
setting up any system state beforehand. These tests are usually very complex; thus, only a few of them
will be written. They can take a very long time to run and may require special infrastructure to be
executed. System tests can be even harder to automate than integration tests and may also be performed
manually.

The correct use of these types of test is very specific to the software project in question. For
example, a custom sophisticated data structure implementation will require many unit tests with a large
underlying dataset and predefined expected behaviour, whereas a simple application for a non-tech-savvy
user with a GUI will require a larger proportion of system tests.

4.2 Testing metrics
Especially in commercial software development, project metrics are an important factor to measure with
respect to, e.g., the progress and success of a project. However, these metrics are always just a heuristic
and the specific project will determine many of the testing requirements. For example, a compiler would
need as many tests as possible and every line should be touched at least several times, whereas simple
end-user application code does not have such high requirements, since the code complexity is far lower.
For test coverage, different metrics have been proposed, each with its own shortcomings.
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The most simple metric is statement coverage. This involves leaving all lines of code untouched
by default, then executing the test suite and marking every line that is being executed as touched. At the
end of the test, the coverage is the number of touched lines or statements divided by the number of total
lines. This is a very weak metric and should not be used, for many reasons. It is easily possible for code
still to contain lots of bugs even though the statement coverage is 100%.

A slight improvement is branch coverage, which is concerned with the amount of branches that
the code contains. An if-condition has two branches, the if-part and the else-part. Similarly, loops can
be executed at least once or never. Then the coverage is calculated as the number of executed branches
divided by the number of total branches. This metric should be seen as the bare minimum; more complex
metrics can lead to an improvement in software quality. To give an intuition of how defects can still
happen with this metric, consider a method that consists of two if-conditions. The bug occurs when the
first if evaluates to true and the second if to false but the two test cases that have both ifs evaluate to
true and false, respectively, achieve 100% branch coverage.

A theoretical metric is path coverage, which considers all possible paths through a program. This
could lead to provable correctness but the number of tests required for this metric leads to a combinatorial
explosion even in very simple programs. Writing a test suite with 100% coverage could be replaced by
simply writing a table that maps all possible input values to the correct output values, defeating the
purpose of the software in the first place.

4.3 Continuous integration
Continuous integration is a concept that is critical for most agile methods. It revolves around writing a
large base of unit tests that can be executed very quickly and then setting up an automatic system that
executes these tests whenever a developer commits a change to the code base. This prevents regressions
by adding a unit test for every bug that has been found and fixed. If a new change breaks old behaviour,
the corresponding test will fail and the code base can be fixed very quickly, since the developers get
almost immediate feedback. Aside from the benefits this has for larger collaborations due to a healthy
code base and preventing repeating the same work again, this technique also allows for fast release cycles.

5 Continuous integration in iLCDirac
The iLCDirac team uses continuous integration to ensure that bugs do not reach production. Since the
project uses GitLab, this is implemented using GitLab-CI. Several dedicated test machines run the suites
on each commit in parallel, resulting in short feedback times (around 10–15 min for all suites, including
system tests). While executing the tests, we also measure and report branch coverage and use tools to
analyse overall code quality. The tests are run on both CERN CentOS 7 and Scientific Linux CERN 6
(as both operating systems are in use) using docker images. This has the additional advantage of being
able to use test specific environments.

Several test suites have been written.

1. Code style checks and checks for basic errors with Pylint. Since Python is a dynamic and inter-
preted language, this is necessary to display some basic errors that a compiler would catch. A
common code convention is necessary for any software project.

2. A large suite of unit tests, which is currently being extended. These are written on a per-class basis
and test individual methods, using blackbox testing for public API methods and whitebox testing
for private methods.

3. System tests, mainly sample job submissions for the simulation software used by the linear collider
community. A collection of configuration and input files for tests is used and success of the job is
expected.

4. System tests for the storage elements used on the grid. These upload a file with random bits to
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storage elements, replicate it to and delete it on several storage elements, and retrieve the copies
and the original file. Consistency between the original and the downloaded file is expected and all
operations are checked for success.

Where necessary, a script performs a full installation of DIRAC and iLCDirac in a docker image
before executing these suites. To perform manual testing as well, newest versions are not automatically
pushed to production. These updates are handled manually once a certain maturity of a version has been
proved. During my technical studentship, branch coverage has improved from 32.2% to 52.1%.

6 Summary
To conclude, we established an automated testing system for iLCDirac that leverages several types of
automated tests to provide high software quality and prevent regressions. Since it is automatically exe-
cuted on each commit to the main code base, we ensure a healthy code base and are able to pinpoint new
bugs to concrete commits very quickly. As anecdotal evidence, we recently updated to a new DIRAC
version without any major problems. The usage of continuous integration revealed bugs in the original
DIRAC that could be fixed before causing problems in production. Continuous integration also proved
useful for refactoring code, which is a large part of everyday work. The current development focus in the
continuous integration area is the further extension of the unit test suite.
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Abstract
Experiments on high precision mass measurement of particles require precise
beam energy calibration. The most accurate method of beam energy measure-
ment is the resonant depolarization technique. This article describes the beam
energy measurement at the VEPP-4M storage ring using this method together
with a Touschek polarimeter. The accuracy achieved is about 10−6. More than
thousand energy calibrations were used in the KEDR detector for the precise
experiments on the measurement of J/ψ, ψ(2S), ψ(3770), D+, D0 meson and
τ lepton masses.

Keywords
Beam energy measurement; resonant depolarization; Touschek, intra-beam
scattering; Compton backscattering; polarized beam; VEPP-4M; KEDR.

1 Introduction
High precision measurements in high energy physics requires accurate knowledge of the initial state of
the colliding particles. In particular, precise measurement of the mass of elementary particles requires
precision measurement of the beam energy. The most accurate method of beam energy calibration is the
resonant depolarization (RD) technique. It is based on the measurement of the spin precession frequency,
which is associated with the Lorentz factor of the beam and the well known normal and anomalous part
of the magnetic moment of the electron due to the Thomas precession. The spin precession frequency is
determined from the frequency of resonant destruction of beam polarization. The polarization degree can
be measured via intra-beam scattering (Touschek), Compton backscattering or the synchrotron radiation
process.

The VEPP-4M [1] accelerator complex (Fig. 1) with the KEDR [2] detector is designed for ex-
periments in charm-tau physics in the E=1–5.5 GeV energy range. High precision mass measurement
experiments on J/ψ ψ(2S) [3], ψ(3770) [4], D0, D+ [5] mesons and τ lepton [6] were done using
the resonant depolarization method. The main advantage of the resonant depolarization method is the
best accuracy (10−6 for VEPP-4M) among other methods. However, it requires a polarized beam and a
special run to prepare a polarized beam and perform an energy measurement. During a luminosity run
the beam energy is interpolated with an accuracy of 10 – 30 keV using NMR and temperature sensors in
the storage ring.

2 Resonant depolarization method
The method of resonant depolarization has forty years of successful history. It was first proposed in [7]
and applied in experiments on Φ meson mass measurement [8] at Budker Institute of Nuclear Physics
(Novosibirsk, Russia) in 1975. Later on it was used in the high precision mass measurement of K+ [9]
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Fig. 1: The VEPP-4M storage ring with the KEDR detector. The location of eight scintillator counters of the
Touschek polarimeter at VEPP-4M are labeled by numbers.

mesons at VEPP-2M with the OLYA detector, K0 [10] and ω [11] mesons at VEPP-2M with the CMD
detector, J/ψ and ψ(2S) [12,13] at VEPP-4 with the OLYA detector, Υ(1S), Υ(2S) and Υ(3S) mesons
at VEPP-4 with the MD-1 detector, at CESR with the CUSB detector [14] and at DORIS-II with the
ARGUS and Crystal Ball detectors [15], Z boson [16] at LEP with the OPAL, DELPHI, L3 and ALEPH
detectors. It was also used in the recent storage ring lattice calibration at SPEAR3 and AS [17] as well.

The spin evolution is described by the following equation:

d~s

dt
= 2µ

~s× ~B′

γ
+ (γ − 1)

~s× [~v× ~̇v]

v2
, (1)

where ~s is the spin direction; ~v is the electron velocity; γ is the Lorentz factor; µ is the magnetic moment
of the electron. The first part of the equation corresponds to dynamic spin rotation in a magnetic field
B′ in the electron rest frame. The second term corresponds to the pure relativistic kinematic effect,
which was discovered by Thomas [18] and is called the Thomas precession. Bargmann, Michel, and
Telegdi have derived the full relativistic equation [19]. In a storage ring it gives the spin precession with
a frequency Ω:

Ω = ω0

(
1 +

E

me

µ′

µ0

)
, (2)

where ω0 is the revolution frequency. It depends on a = µ′/µ0, the anomalous and normal parts of the
electron magnetic moment ratio (magnetic moment anomaly), the beam energy E and the electron mass
me

1. The electron mass and magnetic moment anomaly are known with great accuracy: δa ≈ 2.3×10−10

and δme ≈ 2.2× 10−8 [20], which allows one to calibrate the beam energy through measuring the spin
precession frequency. Earlier experiments of ψ and Υ meson mass measurement were revised [21] after
improvement of the electron mass measurement accuracy. Now the beam energy accuracy is limited
only by the width of the spin line which is formed by the beam orbit disturbance in the presence of field

1Here and further the system of units with ~ = 1 and c = 1 is used
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quadratic non-linearity and by magnetic field fluctuations. For example, the spin line width is about
5× 10−7 at VEPP-4M.

The spin precession frequency is determined by the moment of resonant destruction of the beam
polarization in an external electromagnetic field with ωd. The resonant condition is Ω = nω0 ± ωd,
where n ∈ Z. Thus one can calculate the beam energy as follows:

E = (440.6484431± 0.0000097) [MeV]×
(
n− 1± ωd

ω0

)
, n ∈ Z. (3)

3 Radiative polarization
A polarized beam is obtained by the well known effect of radiative polarization, which was described by
Sokolov and Ternov in 1963 [22]. The synchrotron radiation (SR) intensity of electrons in the storage
ring has a small part of spin flip contribution: W ↑↓ ≈ W0

4
3(ωc/E)2, where W0 is the total SR intensity

and ωc is the SR critical photon energy. It results in beam polarization with the characteristic time

τp =
8
√

3

15

λ̄C
c

1

αγ2

(
H0

H

)3

, (4)

and maximum polarization degree P0 = 8
√

3/15 ≈ 92.4%. Here λ̄C is the Compton wavelength of the
electron; H0 = m2

ec
2/e~ ≈ 4.41 × 1013 Gs is the Schwinger magnetic induction; H is the magnetic

field of the storage ring; α ≈ 1/137 is the fine structure constant. Radiative polarization was first seen
at VEPP-2 [7] in 1970 and at the ACO storage ring [23] in 1971. Then it became the main method of
obtaining polarized beams for storage rings. A storage ring has a number of depolarizing spin resonances
which satisfy the condition for the spin tune ν = Ω/ω0 − 1 = k + lνx + mνy + nνs, where k, l, m,
n ∈ Z; νx, νy and νs are the horizontal betatron, vertical betatron and synchrotron tunes, respectively.
Depolarizing resonances reduce the maximum polarization degree and polarization time by the factor
G = τd/(τp + τd). The polarization process is described by the following dependence:

P (t) = P
(

1− e−t/τ
)
, (5)

where P = P0G is the reduced maximum polarization degree and τ = τpG is the relaxation time of
polarization. Calculation of the G-factor shows the possibility of obtaining polarization at ψ and Υ
energies except of the Υ(4S) resonance. It is impossible to polarize a beam in VEPP-4M at low energies
E=1.5–2 GeV because of the large polarization time (∼ 100 hours). The beam is polarized in the VEPP-3
storage ring and injected into VEPP-4M. The non-planar injection channel results in a degradation of the
vertical beam polarization. A 2.5 T·m pulsed solenoid is used to increase the polarization degree of the
positrons [24]. The threshold energy E = 1777 MeV of τ lepton production is in a close vicinity to the
ν = 4 integer spin resonance, so there are special efforts were made [6, 25] for obtaining polarization.

4 Depolarizer device
The beam is depolarized by the TEM wave which is created by two matched striplines (Fig. 2). They
are connected to a high frequency generator with tunable frequency, which is computer controlled. The
depolarization time is:

1

τd
= 2

(2µ′Hld2πω0)
2

c2∆ωd
|F ν |2, (6)

where H is the magnetic field of the TEM wave; ld is the depolarizer length; ∆ωd ≈
√
ω̇d/2π is the

width of the depolarizer frequency, which depends on the frequency scan speed ω̇d. F ν is the spin
response function, which depends on the depolarizer azimuth in the storage ring and the beam energy.
The amplitude of the TEM wave H0 is adjusted to get τd ∼ 1 s. The frequency generator and the
VEPP-4M revolution frequency are stabilized by a rubidium atomic clock with stability of 10−10.
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5 Polarization measurement
There are several methods of polarization measurement in storage rings. One of the most effective
methods at lower energies (. 2 GeV) is the Touschek polarimeter, which is based on the polarization
dependence of the intra-beam scattering intensity. Another method for higher energies is the Comp-
ton backscattering polarimeter, which relies on up-down asymmetry of the Compton backscattering of
circularly polarized photons on vertically polarized electrons. The principal scheme of the resonant de-
polarization method with the Touschek and the Compton polarimeters is shown on Figure 2. The third
method is based on the polarization dependence of the synchrotron radiation intensity.

5.1 Intra-beam scattering
The well known process of intra-beam scattering, which is called the Touschek (AdA) effect [26], is
the main factor which limits the beam life time. In 1968 Baier and Khoze noticed [27] that the beam
life time depends on beam polarization. This effect can be used for polarization measurement. In 1970
G. Tumaikin suggested [7] to use scintillator counters for the measurement of the intensity of intra-
beam scattering. The problem associated with intra-beam scattering is the fast intensity and polarization
contribution, decreasing at higher energies.

Pioneer work [27] assumed non-relativistic approximation with a flat beam. The calculation in [28]
uses a two-dimensional beam; [29] takes into account relativistic effects, which become sufficient at en-
ergies of & 5 GeV, and in [30] the Coulomb effects are concerned. Thus the intra-beam scattered inten-
sity for a 2D relativistic (in the bunch rest frame) beam with the only assumption of small momentum
transition ε = ∆p/p� 1 has the following form:

dN

dt
= − 2πr2ecN

2

γ2Vbε2δxδy
(I1 + I2P

2)
v→1≈ −4πr20cN

2

γ2Vbε2

(
1− εP 2

2δxδy

)
, (7)

where I1,2 are some integrals [30]; re is the classical electron radius; N is the number of particles in a
beam; γ is the Lorentz factor; Vb is the effective beam volume; δx and δy are the horizontal and vertical
momentum spreads in the mec units, respectively; ε = ∆p/p is the relative momentum transition after
scattering; v is the velocity of the electrons in the center of mass frame of the interacting particles. To
calculate the count rate for a specific storage ring one has to take into account the betatron oscillation,
location and distance to the beam orbit from the counters. Such calculations for VEPP-4M were done
in [31]. The polarization effect ∆ = Ṅpol/Ṅupol − 1 is about 3.5 % for E = 1.85 GeV and 2.5 %
for E = 1.5 GeV, where Ṅpol and Ṅunpol are the count rate from the polarized and unpolarized beams,
respectively. The intra-beam scattering intensity and polarization effect ∆ decrease quickly at higher

4

V.E. BLINOV ET AL.

112



depolarizer plate scintillator

bellows

cups RF signal input
light guide

Fig. 3: Profile of the Touschek polarimeter with scintil-
lator counters and depolarizer plates.

Fig. 4: View of the Touschek polarimeter.

energies. In the ultra relativistic limit v → 1 the count rate behaves as Ṅ ∝ E−5 and has the polarization
contribution ∆ ∝ E−4. The measurement of the energy dependence of the count rate is described in [32].
At the Υ mesons energy region the Touschek count rate and the depolarization effect are expected to be
10 kHz and 0.1 %, respectively, for 10 mA beam current. This is a reason to use another method for the
polarization measurement.

5.2 Compton backscattering
For higher energies E & 4 GeV, the Compton backscattering polarimeter is useful. This method was
first proposed in 1968 by Baier and Khoze [33]. The first realization of the laser polarimeter was done
in 1979 at SPEAR [34]. Later on this method was applied at VEPP-4 [35], CESR [14], DORIS [15] and
LEP [16].

The Compton cross section of the scattering of circularly polarized photons on polarized electrons
in the rest frame is described by the following equation:

dσ = dσ0 −
r2e
2

(
ω′

ω

)2 1 + cos θ

m

(
~k′ − ~k cos θ

)
~PV dΩ, (8)

where ~P is the polarization of the electron; V is the Stokes parameter of the circular polarization of the
initial photon; dσ0 is the Compton cross section of the unpolarized particle; ω and ω′ are the initial and
final photon energy in the electron rest-frame; ~k and ~k′ are the initial and final photon momentum; θ is the
azimuthal angle between the scattered and backward photon directions. The total up-down asymmetry is

A =
Nup −Ndown

Nup +Ndown
≈ −3

4

ω0E

m2
e

V P⊥, (9)

where P⊥ is the vertical electron polarization. A laser [14–16, 34, 35] or a synchrotron [36–40] can be
used as a source of photons. The asymmetry is proportional to the initial photon energy ω0. This effect
depends on the source of polarized photons and its value varies from ∼ 1% to ∼ 10%.

6 Touschek polarimeter at VEPP-4M
The Touschek polarimeter at VEPP-4M has eight scintillator counters located at different locations
around the VEPP-4M storage ring (Fig. 1). The counters are grouped into pairs inside and outside

5

BEAM ENERGY MEASUREMENT BY RESONANT DEPOLARIZATION METHOD AT VEPP-4M

113



0 100 200 300 400 500 600
410

420

430

440

450

460

470

480

490

500
- - 18

51
.8

56
03

5
18

51
.8

62
01

6
18

51
.8

68
12

7
18

51
.8

74
12

4
18

51
.8

80
25

9
18

51
.8

86
26

8
18

51
.8

92
38

2
18

51
.8

98
45

4
18

51
.9

04
44

8
18

51
.9

10
45

1
18

51
.9

16
46

3
18

51
.9

22
45

4
18

51
.9

28
47

2
18

51
.9

34
53

8
18

51
.9

40
67

9
18

51
.9

46
67

6
18

51
.9

52
71

5
18

51
.9

58
72

7
18

51
.9

64
80

8
18

51
.9

70
82

1
18

51
.9

76
83

0
18

51
.9

82
84

2
18

51
.9

88
95

3
18

51
.9

94
99

5
- - - -

2008-10-30 13:56:55
Run 3202

E185
1855.01

2008-10-30 13:56:55
Run 3202

E185
1855.01

t, s

depolarizer scan

depolarization
moment

0 100 200 300 400 500 600

-0.002

0

0.002

0.004

0.006

0.008

depolarizer scan

t, s

depolarization
moment

2008-10-30 13:56:55
Run 3202

E185
1855.01

t, sec
0 100 200 300 400 500 600

-0.016

-0.014

-0.012

-0.01

-0.008

-0.006
/ ndf 2χ 27.68 / 26

T 2.369±361.4 
DELTA 0.000375±0.004516 
CONST 0.0002567±-0.01227 
SLOPE1 1.175e-06±3.593e-06 
SLOPE2 1.822e-06±3.145e-06 

/ ndf 2χ 27.68 / 26
T 2.369±361.4 
DELTA 0.000375±0.004516 
CONST 0.0002567±-0.01227 
SLOPE1 1.175e-06±3.593e-06 
SLOPE2 1.822e-06±3.145e-06 

- - 18
51

.8
56

03
5

18
51

.8
62

01
6

18
51

.8
68

12
7

18
51

.8
74

12
4

18
51

.8
80

25
9

18
51

.8
86

26
8

18
51

.8
92

38
2

18
51

.8
98

45
4

18
51

.9
04

44
8

18
51

.9
10

45
1

18
51

.9
16

46
3

18
51

.9
22

45
4

18
51

.9
28

47
2

18
51

.9
34

53
8

18
51

.9
40

67
9

18
51

.9
46

67
6

18
51

.9
52

71
5

18
51

.9
58

72
7

18
51

.9
64

80
8

18
51

.9
70

82
1

18
51

.9
76

83
0

18
51

.9
82

84
2

18
51

.9
88

95
3

18
51

.9
94

99
5

- - - -

2008-10-30 13:56:55
Run 3202

E185
1855.01 UP

0.000713 MeV±E = 1851.939977 1.324 Hz±F = -652878.532 

2008-10-30 13:56:55
Run 3202

E185
1855.01 UP

0.000713 MeV±E = 1851.939977 1.324 Hz±F = -652878.532 

2008-10-30 13:56:55
Run 3202

E185
1855.01 UP

0.000713 MeV±E = 1851.939977 1.324 Hz±F = -652878.532 

depolarizer scan

depolarization
moment

a b c

Fig. 5: (a) Count rate behavior during depolarizer frequency scan. It is hard to recognize the depolarization jump
due to the wide range of count rate changes. (b) Count rate behavior with slope dependence removed. There is
clear evidence of the beam depolarization, but count rate instabilities still exist. (c) Count rate from the polarized
beam normalized on the unpolarized one. Instabilities of count rates are suppressed.

the beam orbit and can be moved inside the vacuum chamber in order to adjust their distance to the beam
orbit and optimize the count rate (Fig. 3, 4). They have a water cooling shield to protect from synchrotron
radiation heating. The typical count rate is about 50 kHz/mA2 per counter. The total count rate of all
counters is about 1–2 MHz. The counters share the same amount of Touschek electrons, and thus if
a counter is moving, then the others change their count rate. Two counters are used in routine energy
calibrations in order to simplify the counter position tuning and reduce the overall energy calibration
time.

The data acquisition system (DAQ) is based on the CAMAC electronic standard and allows to
measure the count rate from four electron or positron bunches with coincidence of counters in each pair.
Using the coincidence allows to suppress the background from inelastic scattering on the residual gas
because the Touschek events have two scattered electrons, which go inside and outside the beam orbit.
Because of the features of particle tracking inside VEPP-4M, there turned out to be many events when
only one electron from a scattered pair hit a counter. The probability of both counters hit is around 20%
of that of only one counter hit. The high rate of scattered electrons results in a high random coincidence
rate.

Figure 5.a shows the sum of count rates during a depolarizer frequency scan. Because of the wide
range of the count rate variation it is hard to recognize a depolarization jump. When the slope of the
count rate is removed by a special fit in an assumption of no depolarization, the depolarization jump
is seen. However, there are count rate instabilities, which may complicate the depolarization moment
determination (Fig. 5.b). This issue is solved using the following compensation technique. Two polarized
and unpolarized bunches are prepared. After injection into VEPP-4M their currents are aligned to a level
of 1% by step by step kicking of the inflector plates. The value ∆ = Ṅpol/Ṅunpol − 1 of relative
difference of count rate from polarized and unpolarized bunches is under observation. This effectively
suppresses the beam orbit or beam size instabilities, as one can see in Figure 5.c.

7 Laser polarimeter at VEPP-4M
It is planned to use a laser polarimeter at VEPP-4M for polarization measurement at energies around Υ
mesons. A general view of the measurement scheme is shown on Figure 6. A solid state Nd:YLF pulse
laser with a wavelength of 527 nm is used as a source of initial photons. The circular polarization is
prepared by the KD*P Pockels cell or via rotation of the λ/4 phase plate. The left-right polarization
switching has a frequency of about 1 kHz for the Pockels and 1 Hz for the phase plate. The motorized
expander and mirrors focus the laser beam on an electron bunch at the azimuth between the quadrupole
lenses and the bending magnet where a minimum vertical angular spread of 60 µrad at 5 GeV is expected.
The Compton backscattered photons are detected by the two-dimensional coordinate detector based on
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Fig. 7: Observation of the radiative polarization by the laser polarimeter at E = 4.1 GeV. P⊥ is the vertical
electron polarization.

GEM [41] with a 12 mm thick lead photon converter. First experiments with this polarimeter were done
in 2016. With a 2 kHz pulse repetition rate and a 180 µJ pulse, the energy counting rate is about 600
Hz/mA. The radiative polarization measured is presented on Figure 7.

The polarization time measured is 36 minutes, and the polarization degree is 41±4%. The system
requires improvement on the mirror quality and focusing. A new GEM detector is being designed and
will be created. We expect the count rate to be about 16 kHz for a 10 mA beam current. It allows to
measure the beam energy with an accuracy of 10−6.

8 Energy calibration
During experiments on J/ψ, ψ(2S) [3], ψ(3770) [4], D±, and D0 [5] mass measurement, the following
procedure is used. Energy calibration is performed a) at the beginning and at the end of the resonance
energy scan point; b) after a VEPP-4M magnetic cycle; c) after a large (∆H/H & 10−4) change in
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the magnetic field; d) after a large (& 1◦C) change in the cooling water temperature. The magnetic
field is measured by the nuclear magnetic resonance (NMR) method every two minutes. Power supply
stabilization by NMR measurement feedback was done [42].

A single beam is prepared and polarized in VEPP-3 for 1.5 hours at 1.5 GeV and 1 hour at
1.85 GeV. Successful polarization requires control of the vertical and horizontal betatron tunes to avoid
depolarizer resonances and depends on the working energy. After polarized beam injection into VEPP-
4M and adjustment of the VEPP-4M betatron tunes, the second unpolarized beam is prepared and in-
jected into VEPP-4M. Their currents are adjusted with an accuracy of 1%. The counters are moved to
their working position to achieve a count rate of around 100 kHz per each counter. Final current align-
ment is done through count rate measurement from each bunch. An electrostatic separation in VEPP-4M
should be turned off to satisfy beam orbit conditions during luminosity run.

In the τ mass measurement experiment in [6,25], the polarized beam is prepared in a different way
due to close vicinity to the ν = 4 spin resonance. The beam is polarized at an energy of 1850 MeV in
VEPP-3; after injection into VEPP-4M the beam energy is lowered to the τ threshold; after 30 minutes
of magnetic field relaxation, resonant depolarization is done by common way. Between RD energy
calibrations the energy is controlled by the alternative Compton backscattering edge method [43].

The beam energy uncertainty defines the depolarizer scan mode. At the beginning of the mass mea-
surement scan we know the energy with an accuracy of around 1 MeV. The depolarizer has a 10 keV/s
(∼ 20 Hz/s) scan speed to cover the 4 MeV energy region. The subsequent energy calibration, already
tied with the NMR measurement and energy can be predicted with accuracy . 0.2 MeV and thus the
depolarizer scan speed is 0.3 keV/s and covers the 400 keV energy range. With a scan speed of 10 keV/s
the energy calibration accuracy is about 10–20 keV, thus the energy calibration is repeated with a new
polarized beam and a scan speed of 0.3 keV/s. The depolarizer amplitude is adjusted to get a depolariza-
tion time of about 1 s and partial beam depolarization that allows to perform two energy measurements
with the same polarized bunch. The second scan is done in the opposite direction to determine the sys-
tematic error associated with the depolarization process for a finite spin line width. Another reason for
the second opposite scan is to exclude depolarization on the side 50 Hz (25 keV) spin resonance caused
by a 50 Hz magnetic field pulsation. The efficiency of the Touschek polarimeter and the method of partial
depolarization is shown on Figure 8 via triple energy calibration on the same polarized bunch.

During and between energy calibration, the magnetic field is measured by the NMR method; the
beam orbit is measured by beam position monitors; the temperatures of the cooling water, magnets
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and wall of the tunnel where the ring is located are measured. This VEPP-4M parameters are used to
interpolate the accelerator energy between energy calibrations [3]. An example of energy interpolation
in the τ mass experiment is shown of Figure 9. The accuracy of interpolation depends on the energy
calibration rate and the operation mode of the accelerator and was about 10–30 keV.

9 Conclusion
The resonant depolarization method for beam energy measurement is the most precise method of beam
energy calibration. The high efficiency Touschek polarimeter at VEPP-4M is used in high precision mass
measurement of J/ψ, ψ(2S), ψ(3770), D+,0 mesons and τ lepton masses. More than three thousand
energy calibrations were done. The Touschek polarimeter is used now for new D meson mass measure-
ments with the KEDR detector. The VEPP-4M laser polarimeter will be used in new measurements of
the mass of the Υ mesons. The resonant depolarization technique could also be applied in new τ mass
measurements at the future Super Charm-τ factory [44].
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Fast and Precise Beam Energy Measurement using Compton
Backscattering at e+e− Colliders

V.V. Kaminskiy, M.N. Achasov, N.Yu. Muchnoi and V.N. Zhilich
Budker Institute of Nuclear Physics SB RAS, Novosibirsk, Russia
Novosibirsk State University, Novosibirsk, Russia

Abstract
The report describes a method for fast and precise beam energy measurement
in the beam energy range of 0.5-2 GeV and its application at various e+e− col-
liders. Low-energy laser photons interact head-on with the electron or positron
beam and produce Compton backscattered photons, whose energy is precisely
measured by HPGe detector. The method allows measuring the beam energy
with a relative accuracy of ∼ 2−5 · 10−5. The method was successfully ap-
plied at VEPP-4M, VEPP-3, VEPP-2000 (BINP, Russia) and BEPC-II (IHEP,
China).

Keywords
Compton effect; e+e− collider; beam energy measurement; HPGe detector;
laser.

1 Motivation
For precise experiments on e+e− colliders an accurate beam energy measurement is needed. There are
a number of beam energy measurement methods with different precision, time performance and energy
range.

For instance, the resonant depolarisation technique is extremely precise; its uncertainty is 10−6 of
the beam energy. It was applied at various colliders such as VEPP-2, VEPP-4M, LEP, etc., where it gave
precise results in high-energy physics (e.g., masses of ω, J/ψ, Z). But the cost of such a precision is a long
measurement time (e.g., hours to prepare transverse beam polarisation according to the Sokolov-Ternov
mechanism at GeV energy range machines) and technical difficulties (polarisation is very sensitive to
beam conditions).

Another method actually is not a beam energy measurement, but worth to be mentioned: collider
energy scale calibration using narrow hadron resonances with well-known energy such as J/ψ, ψ(2S),
ψ(3770), etc. The precision reaches 10−5 of the beam energy in particular points within hours of data-
taking time.

Field measurement can be used for rough and very fast energy determination. Usually it is NMR.
The energy is calculated: E0 [MeV] ≈ 300 [MeV/T/m] B [T] ρ [m] , where ρ is a bending radius in a
field B. The intrinsic accuracy is 10−2, though when calibrated with a more precise method (e.g., reso-
nant depolarisation) and provided with magnet temperature and sextupole field corrections, the method
can define the beam energy with a 10−3−10−4 accuracy within some time.

In this report we discuss a fast and precise method based on measuring the energy of the spectrum
edge of Compton backscattered photons. It is applicable at the beam energy range of 200–2000 MeV or
even wider. This method has an accuracy of 2−5 · 10−5 within 20–60 minutes of data-taking time.

2 Compton backscattering
Compton backscattering (CBS, or inverse Compton effect) in our context, is a head-on inelastic interac-
tion of a low-energy photon and an ultra-relativistic electron (or positron). The scattered photon energy is
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strictly coupled with the scattering angle θγ [1]. When θγ = 0, the photon energy reaches the maximum:

ωmax =
E0λ

1 + λ
≈ 4γ2ω0 , λ =

4E0ω0

m2
, (1)

and the scattered electron energy reaches the minimum:

Emin =
E0

1 + λ
. (2)

Here E0 and γ are the energy and the Lorentz factor of the initial electron, respectively; ω0 is the initial
photon energy; m is the electron rest energy (c = 1).

So, the CBS photon spectrum looks like a plateau with a narrow edge at ωmax, see Fig. 1 and Fig. 2,
right upper corner.
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Fig. 1: Theoretical spectrum of Compton backscattered photons. The initial electron energy is 1500 MeV; initial
photon energies are 0.117 eV and 0.229 eV (corresponding to particular lasers discussed in this paper).

3 Concept
The procedure of beam energy measurement looks as follows:

– A mid-IR laser beam interacts with an electron (or positron) beam. For this purpose an automated
optical system is needed, providing proper focusing and transverse positioning of the laser beam
at the interaction point.

– The high-purity germanium (HPGe) detector with an ultimate energy resolution (1–2 keV at
1 MeV, see Fig. 2, middle) registers MeV-range Compton backscattered photons.

– The HPGe detector energy scale is calibrated using monochromatic photons with well-known ener-
gies from gamma-emitting isotopes (see Fig. 2, left upper corner). Additionally, the HPGe detector
is calibrated using a precision pulse generator to take into account its digital signal processor non-
linearity (see Fig. 2, bottom). In Fig. 2 some detector characteristics are shown. For details see
particular experiment papers referred in Section 4.

– The energy of the Compton spectrum edge (Fig. 2, right upper corner) is found and the beam
energy is calculated according to equation 1:

E0 =
ωmax

2


1 +

√
1 +

m2

ω0ωmax


 ≈ m

2

√
ωmax

ω0
. (3)
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Fig. 2: HPGe detector characteristics and performance. Top left: energies of isotopes used for energy scale
calibration vs. corresponding beam energy (CBS with 10 µm laser). Top right: CBS photon spectrum edge.
Middle: detector energy resolution. Bottom: detector residual nonlinearity; solid curve: nonlinearity measured
with a precision pulse generator; asterisk: ωmax with 10 µm laser and 1.0 GeV electron beam energy. In the latter
two plots, red circles: isotopes photopeaks; green squares: precision pulse generator peaks. Source: Ref. [2].
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– The uncertainty of the beam energy is
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The uncertainty is mostly defined by the first term. It comprises detector issues, such as energy
scale calibration, response function, etc., and the beam energy spread. The second term is the un-
certainty and stability of the laser photon energy; the third term is the extremely small uncertainty
of the electron rest energy. Both of them do not exceed 10−7. The total beam energy uncertainty
is typically 5 · 10−5.

– Additionally, the beam energy spread can be found with an accuracy of 10% through measuring
the spectrum edge width and deconvolving the detector response function.

4 Implementation
At the first time the method under discussion was implemented at the «Taiwan Light Source» SR ring in
1996, see Ref. [3]. There a 0.1% precision was achieved at a beam energy 1300 MeV. At the end of the
nineties the method was applied at the SR ring BESSY-I in Berlin, and later at the successor, BESSY-II,
see Refs. [4, 5]. The accuracy achieved was 3 · 10−5. The latter results showed that the method under
discussion could be sufficient for colliders, especially for precise high-energy physics. It was decided to
apply the method at BINP colliders and other installations. In this section the beam energy measurement
facilities created by BINP team in 2005–2014 are discussed.

4.1 VEPP-4M
VEPP-4M at Budker Institute of Nuclear Physics (Novosibirsk, Russian Federation) is the e+e− collider
with beam energies of 1.5 GeV to 5.5 GeV designed for precise experiments such as measurement of
τ -lepton, J/ψ, ψ(2S), ψ(3770) masses andR (the ratio of total hadrons production cross-section to that of
leptons) at the KEDR detector. For this purpose the beam energy is measured by resonant depolarisation
technique at some energies. At the τ threshold and some other important points the beam polarisation is
destroyed by the machine resonances, and thus another beam energy measurement method was needed.
In 2005 the CBS installation was constructed at VEPP-4M. It was in operation until 2014. The layout
of the installation is shown in Fig. 3. Since both electron and positron beams move in the same magnet
system, only the electron beam energy was measured. A CO2 laser with a wavelength of 10.56 µm
(ω0 = 0.117 eV), 50 W CW power was used.

Fig. 3: Layout of the CBS facility at VEPP-4M

In this experiment the best accuracy of the method was 2 · 10−5 (1.5 hours of data-taking); typical
accuracy was 4 · 10−5 (within 20 minutes). This accuracy was confirmed in simultaneous beam energy
measurement by the resonant depolarisation technique. More details can be found in Ref. [6].

The method was used in a precise τ -lepton mass measurement, see Ref. [7].
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4.2 VEPP-3
An experimental study of electromagnetic form factors of the proton was performed at the VEPP-3 stor-
age ring at BINP in 2009–2012. The goal of the experiment was to measure the two-photon contribution
in elastic ep scattering through comparison of the e−p and e+p scattering cross-sections. The electron
and positron beams were scattered one by one on cold polarised protons. The beam energy was 1.0 GeV
and 1.6 GeV. To reduce systematic errors, the e+ and e− beam conditions should be as identical as pos-
sible; for instance, the e+ and e− energy difference should be kept less than 1 MeV (10−3). For this task
the CBS method was applied for VEPP-3 beam energy measurement. A layout of the facility is shown
in Fig. 4. The CO2 laser mentioned above (10.56 µm, 50 W CW) was used.

Fig. 4: Layout of the CBS facility at VEPP-3. Source: Ref. [2]

Here a precision pulse generator was applied for the first time for the detector energy scale cali-
bration in the experiments under discussion. It allows measuring the nonlinearity of the HPGe detector
multi-channel analyser (a digital signal processor for acquiring photon energies from the detector), which
appeared to be a major source of integral nonlinearity. Fig. 2, bottom, shows this residual nonlinearity.
These measures improved the calibration precision to a level of 10−4 or even better.

The typical accuracy of the beam energy measurement was 5 · 10−5. See long-term energy be-
haviour in Fig. 5. More details of the experiment can be found in Ref. [8]; more details of the CBS
method implementation can be found in Ref. [2].

4.3 BEPC-II
BEPC-II at IHEP (Beijing, China) is a high luminosity e+e− collider in the energy region of 1–2 GeV.
Precise experiments on τ , J/ψ, ψ(2S) with the BES-II detector required accurate beam energy mea-
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Fig. 5: VEPP-3 beam energy behavior. Source: Ref. [2]

surement. Because of the strong depolarization impact (due to the increased luminosity), the resonant
depolarisation technique is not applicable. The CBS beam energy measurement system was installed in
2010. BEPC-II has two separate beamlines for positrons and electrons. It was decided to use one CO2

laser (λ0 = 10.84 µm, ω0 = 0.114 eV, 50 W) and one HPGe detector for measuring the energies of both
beams, as shown in Fig. 6.

Fig. 6: Layout of the CBS facility at BEPC-II. Source: Ref. [9]

The typical accuracy of the beam energy measurement was 5 · 10−5; the accuracy was measured
using a scan of narrow hadron resonances. More details of the method can be found in Ref. [9]. Some
precise results at the BES-III detector (e.g., τ lepton mass) are shown in Ref. [10].

4.4 VEPP-2000
In 2012 the CBS facility was constructed at VEPP-2000 (BINP), the e+e− collider operating in the
beam energy range of 0.5–1.0 GeV for precise experiments with the SND and CMD-3 detectors. A
CO2 laser (λ0 = 10.56 µm, ω0 = 0.117 eV, 50 W) and CO laser (λ0 ∼ 5 µm, 2 W) were used. The
Compton interaction occurs in the dipole magnet, see Fig. 7, top, unlike similar CBS facilities described
in this paper. This fact led to an unusual Compton spectrum shape: a wider edge and distinguishable
oscillations, see Fig. 7, bottom.
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This unusual spectrum shape is indeed a newly observed phenomenon. Unlike previous experi-
ments, here the photon interacts with the electron in a magnetic field, and thus the electron can be treated
as a bound one. The phenomenon can be described both in QED and quasi-classical frameworks. The
quantum solution is derived from the Dirac equation in Ref. [11]. In the quasi-classical approach the
phenomenon can be treated as interference of MeV-range photons emitted in an arc electron trajectory
(see Fig. 8 and Ref. [12], details of the experiment at VEPP-2000 can also be found there). Multiplied
by the Klein-Nishina cross-section, a quasi-classical expression becomes similar to a quantum one with
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a slight difference: the difference in energy is less than 10−6. The theory is in a good agreement with
the experiments, see the analytically defined function and the spectrum in Fig. 7, bottom. Some precise
results obtained at the CMD-3 detector are given in Ref. [13]

5 Conclusion
– Beam energy measurement using the spectrum edge of Compton backscattering photons was suc-

cessfully implemented at various accelerators and colliders: VEPP-4M, VEPP-3, VEPP-2000, and
BEPC-II. The BINP team has a large experience.

– The method is fast, precise, and non-invasive and does not require special beam conditions.
– The method has an accuracy of 2−5 · 10−5 of the beam energy, which can be achieved within

20–120 minutes of data-taking time.
– The method can be applied at various low-energy e± accelerators, including the Super charm-tau

Factory (project of a high-luminosity 1–5 GeV e+e− collider at BINP).
– Interference of MeV-range photons was observed.
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Abstract
Compact Linear Collider RF structures need to be able to achieve the very high
average accelerating gradient of 100 MV/m. One of the main challenges in
reaching such high accelerating gradients is to avoid vacuum electrical break-
down within CLIC accelerating structures. Accelerating structure tests are car-
ried out in the klystron-based test stands known as the XBoxes. In order to in-
vestigate vacuum breakdown phenomena and its statistical characteristics in a
simpler system and get results in a faster way, pulsed dc systems have been de-
veloped at CERN. To acquire sufficient breakdown data in a reasonable period
of time, high repetition rate pulse generators are used in the systems for break-
down studies, so-called pulsed dc system. This paper describes the pulsed dc
systems and the two high repetition rate circuits, which produce high-voltage
pulses for it, available at CERN.

Keywords
CLIC; vacuum breakdown; pulsed dc system; breakdown rate.

1 Introduction
The Compact Linear Collider (CLIC) is one of the candidates for the next generation high-energy linear
colliders. In order to reach up to the target 3 TeV and maintain an acceptable length, the accelerating
gradient must be around 100 MV/m. This results in surface electric fields of more than 200 MV/m on the
copper surface of accelerating structures. With such fields, vacuum breakdowns sometimes occur and
these breakdowns disrupt the accelerated beam. Breakdowns are one of the main performance limitations
for CLIC and other high-gradient linacs. Whenever a breakdown happens, it results in partial or full loss
of luminosity for that pulse. The breakdowns have a certain probability of occurring and obtaining a low
breakdown rate (3 · 10−7 breakdowns per pulse per meter) in CLIC accelerating structures is a critical
requirement for a successful operation.

A vacuum breakdown is a sudden exchange of charge occurring between two electrodes with a
high potential difference in vacuum conditions and results in large currents [1]. Vacuum breakdown is
one of the main limitations to achieve the required accelerating gradient in CLIC. This effect can produce
strong back reflection of the incident RF, reduction of the luminosity of the accelerator complex, surface
damages and other undesirable effects [2].

For understanding breakdown phenomena in vacuum and for finding the best materials, treatment
methods and study the conditioning process for accelerating structures of future colliders several pulsed
dc systems have been developed at CERN. The first system, its opportunities and results are described in
several publications [1–4]. The initial electrical circuit for the pulsed dc systems was based on a mechan-
ical relay and gave possibilities to apply voltage at a maximum repetition rate of 0.5 Hz [3]. Breakdown
field strengths, evolution of field enhancement factor for different materials and other measurements
were done [5, 6].

2 Pulsed dc systems
For studying values related to breakdown (breakdown rate, dark current, delay to breakdown and etc.),
for finding better parameters of conditioning process with similar surface electric field as in RF structures
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a pulsed dc system capable for much higher repetition rates was designed and built. This system helps
to get results much faster than in RF measurements. For example, the same amount of data taken in RF
measurements with 50 Hz in 1 months could be taken with a pulsed dc system at 1 kHz during about 2
days.

The pulsed dc system is used for studying breakdown phenomenon between two electrodes. It
includes as main parts: a vacuum chamber with electrodes inside, an electrical circuit or generator, and
a DAQ system.

2.1 Vacuum chamber for pulsed dc system
Currently the Large Electrodes System (LES) is used as a vacuum chamber for pulsed dc system (Fig. 1).
It is a compact vacuum system which contains two plane electrodes. High voltage with a positive polarity
is applied to one of them (an anode), while the second electrode is grounded (a cathode). They are
held apart by a ceramic ring mounted away from the high-field area, which results in a gap between the
electrodes, typically in the range of 60 µm for the experiments described in this report. As both electrodes
are planar and the gap distance is small compared to the diameter of their working surfaces, 60 mm, they
can be treated like a parallel plate capacitor. The electric field could be estimated as E = V/d, where V
is applied voltage and d is gap distance.

Fig. 1: Large Electrodes System: (a) photo, (b) 3D model

The vacuum level required for the tests is 10−8−10−10 mbar and is achieved by using two pumps:
a roughening pump for initial pumping from atmospheric pressure to the mbar range, and turbo pump to
reach a lower pressure.

2.2 High repetition rate generators for pulsed dc system
In order to obtain data on the breakdown phenomenon in d.c. with a rate of about 1 ·10−7 breakdown per
pulse and in a reasonable period of time a high-voltage generator with high repetition rate is required.

A first high-voltage pulse generator, so-called High Repetition Rate circuit (HRR circuit), for
pulsed dc system was designed and built by R.H. Soares and M.J. Barnes [7]. The following perfor-
mances were achieved: the circuit provides the possibility to apply pulses with voltage up to 12 kV with
repetition rate up to 1 kHz across the samples in the pulsed dc system. Following the system specific
features, the circuit has two modes:
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– Running mode - without breakdown - during applying high voltage pulse, if breakdown doesn’t
happen, the voltage should not drop more than 1% of its maximum value.

– Breakdown mode - during applying high voltage pulse the increasing of current should be detected
and pulsing should be stopped for several seconds. When breakdown occurs, the circuit should
deliver a rectangular current pulse of several 10’s of Amps and 2 µs duration.

HRR circuit was build based on MOSFET switch technology and a BEHLKE HTS 181-25-B is
used as a switch. The electrical circuit and a photo are shown in Fig. 2.

Fig. 2: HRR circuit: (a) schematic of electrical circuit; (b) photo together with Large Electrodes System

After few years of testing pulsed dc systems with the HRR circuit, a new generator started to be
exploited. As in RF tests the pulse is roughly rectangular and has 200 ns length, the new generator had
this additional requirement: a rectangular pulse shape and pulse length closer to range used in RF. This
should make d.c. results more comparable with RF.

The new generator was produced by the Portuguese company "Energy Pulse Systems" [8]. A
EPULSUS-FPM1-10 incorporates a positive-voltage Marx generator, with 15 stages, based on state of the
art SiC MOSFET technology. The EPULSUS-FPM1-10 (hereinafter simply called as Marx generator)
was designed especially for pulsed dc system.
The Marx generator circuit generates a high-voltage pulse from a low-voltage d.c. supply [9]. This is
achieved by charging the 15 capacitors of the device which are connected in parallel, then discharging
them in series using very fast switching devices. The simplified diagram of the generator is shown in
Fig. 3.
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Fig. 3: The Marx generator for pulsed dc system: (a) the simplified positive solid-state Marx generator circuit, (b)
a photo with Large Electrodes System.

The Marx generator can deliver up to 10 kV and 50 A square wave repetitive pulses with ad-
justable length. Small rise and fall times are provides square-shaped high-voltage pulses. The maximum
frequency 6 kHz limited by the internal power dissipation. The d.c power supply in this circuit is external
medium voltage power supply reaching up to 1250 V and 250 mA.

The typical waveforms taken with Large Electrodes System for both circuits are shown in Fig. 4.
When the capacitor charges a current pulse is produced. If no breakdown occurs, in the HRR circuit the
current is discharged slowly through the R7 and R8 resistors (Fig. 2 (a)), while for the Marx generator the
discharge is shown by a negative current signal at the end of the pulse (Fig. 4 (d)). If a breakdown occurs,
the current increases rapidly to several 10’s of Amps (Figs. 4 (c) and (d)). This current increase is used
for breakdown detection in both circuits. The current starts getting higher than usual charging current
and breakdown is detected. The voltage drops almost to zero during breakdown. Both circuits (HRR
circuit and Marx generator) have implemented, in different ways, a so-called "delay after breakdown",
i.e. a period during which the current between the electrodes is sustained after a breakdown. The 2 µs
delay after breakdown for both circuits is shown in Figs. 4 (c) and (d).

According to Fig. 4, if a 5 µs signal is sent to the controller, the HRR circuit will produce a pulse
with effective pulse length 21.3 µs±10% (voltage signal higher than 90%), while the Marx generator’s
pulse will be 5 µs ± 5%. Table 1 shows the main parameters for both generators. The big fall time for
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the voltage signal generated with the HRR circuit (130 µs from 90% to 10% voltage signal amplitude at
4 kV from sending 5 µs signal to the switch) led to the requirement to change the circuit.

Fig. 4: Typical waveforms taken with the Large Electrodes System and: (a) HRR circuit without breakdown at
4 kV and 5 µs pulse signal sent to the controller, (b) Marx generator without breakdown at 4 kV and 5 µs pulse
signal to the controller, (c) HRR circuit with breakdown at 2.9 kV; (d) Marx generator with breakdown at 5.12 kV.
Current signals are shown in green, voltage signals are shown in blue.

Table 1: Comparison of main parameters HRR circuit and Marx generator.

Parameter HRR circuit Marx generator
Maximum voltage 12 kV 10 kV
Maximum frequency 1 kHz 6 kHz
Pulse length (switch control signal) 3 - 7 µs 400 ns - 100 µs
Delay after breakdown 2 µs 600 ns - 2.3 µs
Stored energy (for 10 kV) ∼1.4 J ∼1.4 J
Rise time (for 4 kV) 200 ns 180 ns
Fall time (for 4 kV) 130 µs 100 ns

3 Results and conclusions
Pulsed dc systems are being used at CERN for studying breakdown phenomenon. A comparison of data
from RF and d.c. conditioning experiments is shown at Fig 5. The scaled gradient is the value taken for
better comparison the results from pulsed dc system and RF measurements. It is:

Escaled =
E(MV/m) · t1/6p (ns)

BDR1/30
(1)

where E is the electric field in MV/m, tp the pulse length taken in ns, BDR the breakdown rate
(or breakdown probability) defined as:

BDR =
Breakdowns

Pulses
(2)
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For d.c. tests the copper electrodes followed the same heat treatment procedure as in RF accel-
erating structures. Also the algorithm for conditioning tests in a pulsed dc system was adapted to RF
measurements to make it more similar [10]. The pulsed dc system’s data shown in Fig. 5 were taken
with the HRR circuit. Results from d.c. tests have similar behavior as from RF measurements. Experi-
ment in the pulsed dc system with a pulse shape and length similar to the RF pulse will produce data for
understanding the difference in magnitude of the scaled electrical field between RF and d.c. results.

Fig. 5: Comparison of the scaled electric field versus the accumulated number of pulses for d.c and RF results [10]

Two high repetition circuits used as generators for applying high voltage pulses are described and
compared in this paper. The Marx generator is a significant improvement of the system for studying
breakdown phenomena. It produces a pulse shape and pulse length range closer to the RF case. Also the
Marx generator provides more variables for possible future tests with pulsed dc systems.
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Low Energy Electron Cooler for NICA Booster 

A.P. Denisov and V.V. Parkhomchuk 
BINP, Novosibirsk, Russia 

Abstract 
BINP has developed an electron cooler to increase the ion accumulation 
efficiency in the NICA (Nuclotron-based Ion Collider fAcility) heavy ion booster 
(JINR, Dubna). Adjustment of the cooler magnetic system provides a highly 
homogeneous magnetic field in the cooling section 𝐵"#$%&/𝐵()%* ≤ 4 ∙ 1001, 
which is vital for efficient electron cooling. First experiments with an electron 
beam performed at BINP demonstrated the target DC current of 500 mA and 
electron energy of 6 keV. 

Keywords 
NICA; booster; electron cooling; solenoid; magnetic field shape. 

1 Introduction 

1.1 NICA project 

The main goal of the NICA project is to study the properties of dense baryonic matter including strong 
interaction and transition between baryonic matter and QGP (Quark-Gluon Plasma) [1]. This is studied in 
collisions of high-energy heavy ion beams; however, the most sophisticated part is to provide such beams. 
NICA Nuclotron will accelerate fully stripped ions up to an energy 4.5 GeV per nucleon, but since the 
Nuclotron is not able to strip ions by itself, a Booster will be added. 

The NICA Booster will accumulate ions and accelerate them up to an energy, at which the ion 
stripping is the most efficient, and then send them to the Nuclotron. The Booster will include the low energy 
electron cooling system performing two main functions: to increase the ion accumulation efficiency and to 
cool the ion beam before stripping. 

1.2 The electron cooler for the NICA Booster 

The electron cooler will operate with ions at two different energies: an injection energy of 3.2 MeV per 
nucleon and an intermediate energy of 65 MeV per nucleon. The electron cooler for the NICA Booster 
provides an electron beam with energy ranging from 1.5 keV to 60 keV, which is necessary to match the 
energies of the electron and ion beams. More information about electron cooling can be found in [2]. The 
schematic layout of the cooler is shown in Fig. 1. 

The most important part of the cooler is the cooling section. The quality of the magnetic fields in this 
section determines the efficiency of the cooling process. To achieve cooling times around one second the 
straightness of the magnetic field in the cooling section should be better than 10-5 rad. However, many 
factors such as assembly errors and magnetization of the magnetic elements affect the magnetic field 
straightness. These factors can change during the electron cooler operation, so one needs to compensate for 
them. Therefore, this article emphasises on the methods of magnetic measurements and adjustments of the 
magnetic system. 
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Fig. 1: The magnetic system of the electron cooler. A,E – solenoids of gun and collector; B,D – bending magnets and 
dipoles; C – the cooling section including the main solenoid. 

2 Magnetic measurements 

Magnetic measurements discussed in this section include only measurements of magnetic field on the main 
solenoid axis. Two different measuring devices were used: Hall sensor and compass. The Hall sensor is 
widespread, so it is not described in this article. Using the Hall sensor, we measured magnetic fields along 
the cooling section created by each individual magnetic element, providing a rough estimate of their 
magnetization (Fig. 2). The compass is actually the magnetic needle, so it can measure the direction of 
magnetic field force lines with an accuracy about 1003	𝑟𝑎𝑑. 

  
Fig. 2: Hall measurements of magnetic fields created by the vertical corrector in the cooling section. The graph on the 
left represents raw data, and on the right the processed response function of the corrector is shown. The corrector 
current is 5 A. 

The scheme of magnetic measurements with the compass is shown in Fig. 3. The feedback system 
has laser optics whose optical axis aligns with the magnetic axis of the main solenoid. A laser beam 
propagates along the optical axis and reflects from a mirror placed on the compass. The reflected beam 
reaches a photo sensor that measures the displacement of the laser beam. In the presence of a transversal 
magnetic field in the cooling section, the compass is tilted from the solenoid axis. While it is tilted, the 
feedback system controls a compensating transverse magnetic field created by special coils placed near the 
compass to set the tilt of the compass to zero. By performing measurements with the compass along the 
cooling section the profile of the transverse magnetic field is measured. 

-2 

3

8

-200 -100 0 100 200

B y
	,	G

au
ss

Z,	cm

Field	of	the	corrector Magnetization

-1 
1

3

5

7

-200 -100 0 100 200

B y
,	G

au
ss

Z,	cm

A.P. DENISOV AND V.V. PARKHOMCHUK

136



 
Fig. 3: The principal scheme of compass measurements 

The ideal situation for the electron cooling is when there is no transverse magnetic field in the cooling 
section. However, due to assembly errors in magnetic elements and magnetization, the real magnetic 
profiles are always non-zero. In order to control the shape of the magnetic profiles the magnetic system of 
the electron cooler includes special correctors. Those correctors and methods of compensation of transverse 
magnetic fields are discussed in the next sections. 

3 Magnetic field straightness 

As noted in section 2, the magnetic profiles are always non-zero due to such factors as magnetization and 
solenoid assembly errors. However, these profiles can be corrected by using a special construction of the 
main solenoid. 

The main solenoid consists of many independent coils, each of which can slightly rotate from its 
original position (Fig. 4). As a rotated coil contributes to the transverse magnetic profile, the right 
combination of coil rotations can reduce the magnetic profiles to zero. 

 
Fig. 4: One coil of the main solenoid. Moving the two upper handles, the coil can be rotated with respect to its pivot 
point, located at the bottom of the coil. 

The procedure of compensation includes several steps. The initial profile is measured. Subsequently 
a correction to the position of one of the coils is applied and the profile is measured again. The difference 
between these two measurements, normalized to the correction value, gives the response function of the 
coil (Fig. 5). We assume that all corrections are small and the response functions have a linear dependence 
on these corrections. Assuming that the response functions are the same for all coils the compensating field 
is modeled (1). 
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Fig. 5: Measurements of the coil response function 

Values of the corrections can be calculated using the least squares method. 
 ( ) ( )( ) min, 22

®×+-= åå
j

j
i

ii agzaBbaL , (2) 

where 𝑓(𝑧) is the response function of the coil, 𝑎< is the value of the coil correction, 𝑏> and 𝑧> are values of 
the transverse magnetic field and the coordinates of the measurement location, g is the coefficient limiting 
the area of influence of each individual coil. g = 0 corresponds to the case when each coil affects unlimited 
area and the corrections with no limitation become too large (Fig. 6). However, if g > 0 the constructed 
field compensates the magnetic profile incompletely, and the procedure has to be iterated several times. 

 
Fig. 6: Correction values for different given damping coefficients 

After several iterations of applying corrections to the solenoid coils, the straightness of the magnetic 
field in the cooling section reached 4 ⋅10−5 rad  (Fig. 7). Nevertheless, it is not enough to adjust the coils 
of the main solenoid only once. During experiments with electron cooling the operational fields of the 
cooling system can change, thus the magnetization of those elements changes. Since the efficiency of the 
electron cooling strongly depends on the quality of the magnetic field, the changing magnetization must be 
compensated in real time. The scheme of compensation of the magnetization is discussed in the next section. 
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Fig. 7: Profiles of the vertical magnetic field in the cooling section 

4 Magnetization 

Magnetization of the magnetic elements contributes to the transversal magnetic field and depends on 
operational magnetic fields. In this section, the number of presented operational regimes is reduced, because 
the goal is to demonstrate the methodology rather than display all the results. The list of discussed 
operational regimes is presented in Table 1. 

Table 1: Operational regimes used in measurements and corresponding operational currents of magnetic elements. 

Regime name Supply current of magnetic elements 
Main solenoid Bending magnets and vertical solenoids Dipoles 

Regime 1 167.4 A 500 A 221.2 A 
Regime 2 134.4 A 400 A 178 A 
Regime 3 100 A 300 A 132.7 A 

The first well-known problem due to magnetization is non-repeatability of magnetic profiles (Fig .8). 
However, this problem has a well known solution called cycling, which consists of ramping the magnets 
down and up to reduce hysteresis effects. To achieve repeatability, the cycling is applied every time the 
operational regime is changed, and thus, for the same regimes we get the same profile curves while the 
shape of curves related to different regimes can differ (Fig. 9). 

 
Fig. 8: Non-repeatability of measurements. Curves (1) and (3) correspond to Regime 2, (2) and (4) to Regime 3. 
Regimes were changed in the following order: from (1) to (2) without cycling, then to (3) and then to (4) with cycling. 
States (2) and (4) both correspond to Regime 3, but the profiles are different. 
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(a) 

 
(b) 

Fig. 9: Magnetic profiles at different operational regimes. (a) shows horizontal profiles, (b) shows vertical profiles. 
States 1,2 and 3 represent regime numbers which are described in Table 1. 

For simplicity we assume that the longitudinal component of the magnetic field in the cooling section 
depends only on the operational current of the main solenoid. Now we can take into account the 
displacement of the measured profile curves. In Section 2, we noted that the optical axis of the compass 
feedback system is aligned with the magnetic axis of the main solenoid. If there is a tilt between these two 
axes, the longitudinal field contributes to the measured value of the transversal field (Fig. 10). The 
contribution is proportional to the longitudinal field, so it can be calculated by comparing several 
measurements at different operational regimes and then be excluded from further consideration. 

 
Fig. 10: Systematic measurement error due to the tilt between the optical axis and the axis of the main solenoid. 
BC

* = B|| ⋅sinα , where 𝛼 is a tilt value, ||B  is the longitudinal magnetic field strength, *
CB  is an addition to the 

measured transverse component of the magnetic field. 

Another issue is the slope of the magnetic profile changing with operational current (Fig. 9(b) and 
Fig. 11(a)). During magnetic measurements made at BINP the magnetic field strength in the cooling section 
was varied from 400 Gauss to 1 kGauss. Changing operational currents in all magnetic elements 
proportionally (with respect to the operational current of the bending magnets), the slope of the magnetic 
fields changes linearly with the operational current (Fig. 11(b)). Such profiles are compensated by special 
corrections of the coils of the main solenoid. As Figure 12 shows, as a result of such corrections, the slope 
of the magnetic field does not depend on the operational current anymore. 
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(a) 

 
(b) 

Fig. 11: Slope of the profile of the vertical magnetic field. Graph (a) is the profile limited by boundaries of the cooling 
site. Graph (b) demonstrates that if the operational currents are changed proportionally, the slope behaves according 
to a linear function of the operational current. 

 
Fig. 12: By changing the operational current proportionally, a special correction to the coils of the main solenoid is 
applied, such that the shape of the vertical profile doesn’t depend on the operational current. 

The last question is how the magnetic profile changes, when the operational current is changed only 
in one symmetrical pair of the magnetic elements. In this case the measurements are similar to the previous 
ones. One varies only one operational current, measures the profiles and calculates the normalized 
difference, called the magnetization response function of the magnetic element. As shown in Fig. 13, the 
magnetization response function slightly depends on the operational current while the shape of the response 
function in the cooling section can be considered as constant. The total magnetization response is expected 
to be a linear function of all operational current deviations 332211 IkIkIkBy D×+D×+D×=D , where 3,2,1k  
are magnetization response functions of different pairs of elements. 

 
(a) 

 
(b) 

Fig. 13: Measurements of the magnetization response function of the main solenoid. (a) shows series of measurements, 
(b) shows the magnetization response functions for different combinations of the main solenoid operational current. 
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To prove this concept, we compared the measured profile curves and the curves calculated by Eq. (3) 
(Fig. 14(a)). 
 Bi = B0 + k1 ⋅ ΔI1

i + k2 ⋅ ΔI2
i + k3 ⋅ ΔI3

i , (3) 

where 0B  is the original magnetic profile corresponding to regime 1, iI 3,2,1D  are deviations of operational 
currents of i -th regime from the currents corresponding to regime 1. 

Going further one can say that the operational currents are just deviations from the zero-state 
corresponding to the residual magnetization. As a result, one can obtain the profile of the residual 
magnetization by simply subtracting the modelled curves of profiles from the measured ones using Eq. (4) 
(Fig. 14(b)). 
 iiimeas

i
res
i IkIkIkBB 332211 ×-×-×-=  (4) 

 
(a) 

 
(b) 

Fig. 14: Using magnetization response functions to recover the profile of the residual magnetization. (a) shows 
comparison of modelled and measured profiles, (b) shows calculated profiles of the residual magnetization. Presented 
curves are separated artificially. 

As expected from the previous results, the residual magnetization does not depend on the operational 
currents. 

With information about the residual magnetization and the magnetization response functions of 
magnetic elements one can predict changes of the magnetic profiles resulting from changes in operational 
magnetic regimes. Thus, such changes can be compensated by the magnetic correctors of the cooling 
section. 

5 First experiments with an electron beam 

Before disassembling the electron cooler and sending it to JINR (Dubna) we performed several experiments 
with an electron beam at an energy 6 keV. The most interesting parameters are the perveance of the cathode 
and the current losses (Fig. 15). After one week of cathode training, the electron beam DC current reached 
500 mA and the current losses were less than 1 µA. As Fig. 15(b) shows, initially current losses increase 
with increasing beam current. However, at some point a beam space charge creates a potential barrier near 
the suppressor that locks the secondary emission from the collector. 
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The subsequent increase of the beam current can lead to the opposite effect. If the potential barrier is 
too high and the electron beam is not able to reach the collector, in most cases the beam will die on the 
walls of vacuum chambers. In other words, it results in a rapid increase of current losses. 

 
(a) 

 
(b) 

Fig. 15: Measurements of the perveance of the electron gun (a) and the electron beam current losses (b) 

6 Conclusion 

For efficient electron cooling it is vital to have high quality magnetic fields in the cooling section of the 
electron cooler system. This article covers basic aspects of measuring the magnetic fields and controlling 
the shape of the magnetic profile in the cooling section. However, obtained results are applicable for an 
operational field strength equal to or less than 1 kGauss. After the electron cooler is sent to JINR (Dubna), 
we will conduct further experiments with magnetic field strengths up to 2 kGauss and electron beam 
currents up to 3 A at an energy of 60 keV. 
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Abstract 

The CEPC is a next generation circular e+ e- collider proposed by China. The 
design of the full energy booster ring of the CEPC is especially challenging. 
The ejected beam energy is 120 GeV, but that of the injected beam is only 6 
GeV. In a conventional approach, the low magnetic field of the main dipole 
magnets creates problems. We propose operating the booster ring as a large 
wiggler at low beam energies and as a normal ring at high energies to avoid 
the problem of very low dipole magnet fields. 

Keywords  

CEPC; Booster; Alternating Magnetic Field; style.  

1 Introduction 

The CEPC (Circular Electron and Positron Collider) was proposed as an electron and positron collider 
ring with a circumference of 50-100 km to study the Higgs boson [1-3]. The CEPCB (the CEPC Booster) 
is a full energy booster ring of the same length, which ramps the beam from 6 GeV to 120 GeV. At the 
injected beam energy, the magnetic field of the main dipole is about 30 Gs; a low magnetic field will 
create problems for magnet manufacturing [4]. 

A preliminary design has been proposed in the Pre-CDR [5], but the problems of low field of the 
main dipole and dynamic aperture are not solved.  

In this paper, we focus on these problems and find a reasonable solution. The wiggler scheme, 
which splits a normal dipole into several pieces with different magnet field direction, is adopted to avoid 
the problem of very low dipole magnet fields [6-8]. An analytic map method (Differential algebra) [9] 
is used to derive the Twiss functions of arbitrary order of the energy spread, such as β function, phase 
advance function or dispersion function. These functions are analytic functions dependent on the 
sextupole strength. First optimization of the high order chromaticities is done, and then a good dynamic 
aperture for both on-momentum and off-momentum particles is obtained. 

2 Design goal 

At present, the emittance of the CEPC is about radm ⋅× −9100.2 , which is much lower than that 
in the Pre-CDR because of the crab waist. This makes the CEPCB harder to design because the emittance 
of the CEPCB at high energy is also reduced, which causes much stronger chromaticities and poses 
challenges to our design at the same time. 
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Figure 1 shows the x direction injection scheme. It assumes that the dynamic aperture of the CEPC 
at a 0.5% energy spread is 20-fold sigma and the beta function is 590 m. 

The total space for injection: 

0.0217(m) 20590100.2 9 =××× −
 

8 sigma is retained for the circulating beam to get enough quantum life time: 

0.0087(m)  8590100.2 9 =××× −
 

6 sigma is retained for the injection beam to lose fewer particles: 

0.0086(m)  6590105.3 9 =××× −
 

Under this condition, 4 mm is retained for the septum. So, radm ⋅× −9105.3  seems to be a 
reasonable option for the emittance of the CEPCB at 120 GeV. 

Below are listed the design goals of the CEPCB: 

The emittance of the CEPCB at 120GeV is about radm ⋅× −9105.3 . 

1% energy acceptance for enough quantum life time. 

The dynamic aperture results must be better than 6 sigma (normalized by an emittance of 
radm ⋅× −7103 , which is determined by the beam from the linac) for both on-momentum and off-

momentum (1%) particles. 

 
Fig. 1: Injection scheme 

2.1 Linear lattice 

The layout of the CEPCB is shown in Fig. 2. It is composed of 8 arcs and 8 straight sections with a total 
length of 63.8 km. The RF cavities are distributed in each straight section. The lattice for the CEPCB 
has been chosen to use the standard FODO cells with 90-degree phase advances in both transverse 
planes, which gives us a smaller emittance and a clear phase relationship between the sextupoles. 
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Fig. 2: Layout of CEPCB 

    A standard FODO cell with a 90-degree phase advance is shown in Fig. 3. The length of each 
bend is 30.4 m; the length of each quadrupole is 1.2 m, while the distance between each quadrupole and 
the adjacent bending magnet is 1.7 m. The total length of each cell is 70 m. 

    In order to make the main dipole stronger to avoid the problem of low magnetic field, we split 
the 30.4 m bend into 8 pieces. Adjacent dipoles in the pieces have different magnetic field directions, 
but the integral field strength of dipoles is the same as that of the normal dipole. We call this scheme 
the “wiggler scheme”, as shown in Fig. 4. The orbit off-set (the red curve in Fig. 4) in the dipoles 
decreases during the beam ramp up until the negative dipole changes the sign of the field and all the 
dipoles become normal bending magnets at 120 GeV. Figure 5 shows the bending angle of positive and 
negative magnets as a function of the ramping time. 

 
Fig. 3: Beta functions and dispersion function of a standard FODO cell with a 90/90-degree phase advance in the 
CEPCB. 
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Fig.4: Twisted orbit in a FODO cell 

 
Fig. 5: Bending angle of the positive and negative magnet as a function of the ramping time 

3 Sextupole scheme 

The sextupole scheme of the CEPCB is shown in Fig. 6. “SF” and “SD” means focusing and defocusing 
sextupole. The long space means a 180-degree phase advance and the short space means a 90-degree 
phase advance. The “--” indicates a 45-degree phase advance between the focusing and defocusing 
sextupole. The FODO in Fig. 6 means that a FODO cell is inserted between two repeated sextupole 
arrangements. In total, 8 families of sextupoles are used. 

 
Fig. 6: Sextupole scheme of CEPCB 

    In this scheme, the geometric terms are minimized because of the non-interleaved sextupole 
scheme. Two identical sextupoles stand apart by a 90-degree phase advance to cancel the beta-beat 
effect of off-momentum particles. Our goal is reducing the 2nd and 3rd order chromaticities to enlarge 
the energy acceptance. The analytic map method (Differential algebra) [9] is used to derive the 2nd and 
3rd order chromaticities analytically, which contain the information of the 8 sextupole families. 

When we optimize the 8 sextupole families using the 2nd and 3rd order chromaticities we have 
derived, we find that it is not enough to make the 2nd and 3rd order chromaticities as small as we expect. 
So, a tune shift between ARCs is considered. The analytic map method is also used in finding a right 
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phase advance between two ARCs, and we find the 43.3 degree is a good choice [7]. Figure 7 shows the 
tune as a function of the energy spread. 

4 Dynamic aperture results and CEPCB parameters 

To make the CEPCB more real, multi-pole errors are added. We estimate that the error of the CEPCB 
is at the same level as that of the LEP [10]; Table 1 shows the error estimation. 

The tune we are using is 0.61/0.88, because it avoids some strong resonance lines. This tune is a 
rough estimation; tune scanning is needed to find a better tune. 

With the error, cavity on and 0% and 1% energy spread, the dynamic aperture result is shown in 
Figs. 8 and 9. In the x direction, the dynamic aperture is 0.06 m and 0.04 m, and in the y direction, the 
dynamic aperture is 0.023 m and 0.016 m for on-momentum and 1% off-momentum particles. Figures 
8 and 9 also show the tune shift depending on the amplitude, which is also constrained in a reasonable 
range. The parameters of the CEPCB are listed in Table 2. 

 
Fig. 7: Tune as a function of energy spread 

 

Table 1: CEPCB multi-pole error estimate 

 Bend Quad Sext 

Quadrupole 8×10-4   

Sextupole 2×10-4 6×10-4  

Octupole 7×10-5 5×10-4 1.7×10-3 
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Fig. 8: Dynamic aperture and tune shift for the on-momentum particles 

 
Fig. 9: Dynamic aperture and tune shift for the 1% off-momentum particles 
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Table 2: CEPCB parameters 

6 GeV Unit Value 120 GeV Unit Value 

Beam off-set 
in bend cm 1.20 Beam off-set 

in bend cm 0 

Momentum 
compaction 

factor 
 2.33×10-5 

Momentum 
compaction 

factor 
 2.54×10-5 

Strength of 
dipole  Gs -129/180 Strength of 

dipole  Gs 516.71 

NB/beam  50 NB/beam  50 

Beam current 
/ beam mA 0.92 Beam current 

/ beam mA 0.92 

Bunch 
population  2.0×1010 Bunch 

population  2.0×1010 

RF voltage  GV 0.21 RF voltage  GV 6 

RF frequency GHz 1.3 RF frequency GHz 1.3 

Synchrotron 
oscillation 

tune 
 0.21 

Synchrotron 
oscillation 

tune 
 0.21 

Energy 
acceptance RF % 5.93 Energy 

acceptance RF % 4.57 

SR loss / turn GeV 5.42×10-4 SR loss / turn GeV 2.34 

equilibrium 

Energy spread 
% 0.0147 

equilibrium 

Energy spread 
% 0.12 

Horizontal 
emittance          

equilibrium 
m*rad 6.38×10-11 

Horizontal 
emittance          

equilibrium 
m*rad 3.61×10-9 

5 Summary 

In this paper, a possible implementation for the CEPCB is proposed. The low field problem is solved 
by the wiggler scheme. The strength of the main dipole increases from 30 Gs to -129.18/+180.84 Gs. 
The damping times are much shorter, 4.7 seconds. 

With the error, cavity on and 0% and 1% energy spread, the dynamic aperture is 9.2 sigma and 
6.6 sigma in the x direction and 9.6 sigma and 6.4 sigma in the y direction. 

In contrast to the design goal we proposed in the second section, this design is reasonable and 
meets the requirements. Further studies are required to include the effect of the earth magnetic field; 
shielding or correcting is needed. 
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Application of a Low-Energy Electron Beam as a Tool for Ultrashort Bunch 
Length Measurement in Circular Machines 
 
D.A. Nikiforov, A.A.Starostenko, P.V.Logatchov, K.Rusinov 
Budker Institute of Nuclear Physics, Novosibirsk, Russia 
D.Malyutin, A.Matveenko 
Helmholtz-Zentrum Berlin, Berlin, Germany 

Abstract  
A new diagnostic device designed for non-destructive ultrashort bunch length 
measurement is described. The operating principle of the device and the 
measuring technique are described. The possible scheme of arrangement of 
the device elements is described. The results of simulations of Electron Beam 
Probe application for different beams under investigation are presented. The 
quality requirements of the low-energy testing beam are considered and the 
resolving detector ability is determined.  

Keywords  
Bunch length; electron beam probe; low energy electron beam.  

1 Introduction 
The experiments in particle physics and high-energy physics and the commissioning of new generation 
facilities for applied research and experiments with synchrotron radiation require continuous 
improvement of parameters of charged particle beams (particularly their intensity and luminosity). Such 
an improvement can be realised by means of advancement of techniques for diagnostics of charged 
particle beams. Ideally, these diagnostics methods should not affect the quality of the studied beam. 
Non-destructive methods for diagnostics are based on the measurement of electromagnetic fields that 
are generated by the beam under investigation. These techniques use electromagnetic interaction of the 
studied beam with various “probing elements” such as the vacuum chamber of accelerators, the residual 
gas or gas flow, a testing laser beam or the external low energy electron beam. Synchrotron radiation, 
which is generated in bending magnets, is also widely used for nondestructive diagnostics [1]. 

In this study, a low energy electron beam is considered as the possible instrument for ultra-short 
bunch length measurement for two accelerator facilities [2]: BESSY VSR [3] and ERL bERLinPro [4]. 
The main parameters of such a facilities are presented in Table 1. The device that uses low-energy 
electron beam is called electron beam probe (EBP) [5]. Besides length measurements this device can be 
used for the reconstruction of transverse and longitudinal charge distributions in a bunch under 
investigation.   

Table 1. BESSY VSR and bERLinPro main parameters 

Parameter Unit  BESSY VSR bERLinPro 

Beam energy 
Max.average current 
Bunch charge 
Bunch length  
Emittance (normalised) 

MeV 
mA 
pC 
ps 

π mm mrad 

1700 
300 

100-8000 
0.3 – 15 

 

50 
100 
< 77 
0.1-2 
< 1 
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 In the case of BESSY VSR, it is possible to carry out a bunch length measurement by means of 
streak camera, but for bERLinPro with energy 50 MeV and low current, it will be hard to detect 
synchrotron radiation from a single bunch. Thus, EBP can be used as an alternative diagnostics method.  

2 Basic operational principles of the EBP 
A very thin electron beam with low current moves across the trajectory of an intense ultra-relativistic 
bunch with offset parameter ρ (see Fig. 1). An ultra-relativistic bunch moves in Z direction with the 
velocity of light c (β=1). A probe electron beam (PB) moves in X direction, perpendicularly to the Z 
axis, with the velocity βc. The particles of a probe electron beam suffer the deflection in the 
electromagnetic fields of an ultra-relativistic bunch. Each particle of a probe beam has θy and θx 
deflection angles after passing the interaction region. The transverse sizes of both beams are much 
smaller than the offset parameter ρ. The longitudinal distribution of charge density in an ultra-relativistic 
beam under investigation is given as a function n(z) at the time moment t=0. At the same time (t=0) 
each particle of a probe beam has its own value of coordinate x. As a result of scattering in the 
electromagnetic fields of the beam under investigation, PB describes a closed curve on detection screen 
(see Fig. 1). The detection screen is placed in a plane parallel to the Y-Z plane at distance L from the Z 
axis.  
 

 
 

Fig. 1: Diagram illustrating the operating principle of the EBP  

A small kick for the probe beam electron can be expressed as:  
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One can use also the simple correlation between t and z for an ultra relativistic bunch (z=ct). For 
Z direction it is easy to find: 
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Finally the dependenciesError! Bookmark not defined. can be written as: 
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where er  is the classical electron radius, ρ is the impact parameter,
c
v

=β  is the ratio of the probe-

beam (PB) velocity to the velocity of light, 
21

1
β

γ
−

=  is the relativistic factor of the PB, x is the 

coordinate of the PB particle at moment 0=t  and )(zn is the dependence of the linear electron density 
in the relativistic bunch on longitudinal coordinate z. 

2.1 Determining the length of a Gaussian relativistic bunch 

In the case of an exact collision (ρ=0) of the beams, when their trajectories intersect at a right angle (see 
Fig. 2) and the transverse size of the PB is larger than that of the beam under investigation, quite 
pronounced peaks in the vertical and horizontal deflection angles of the probing particles are observed. 
These maxima are determined from maximum horizontal and vertical sizes of the image on the detection 
screen (see Fig. 3).  

 
Fig. 2: Diagram illustrating of an exact collision of the beams 

In this case, the total maximum deflection angles may be expressed as:  
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where rσ is the transverse RMS size of the studied bunch and lσ  is the longitudinal RMS size of 
the studied bunch and )(zn  is a Gaussian distribution.  

In this way, measuring the vertical yθ  (horizontal zθ ) deflection angle of the PB, and the charge 
and the transverse sizes of the studied beam it is possible to restore the bunch length. In this analytical 
model (Eq.3) only PB particles with coordinate 0=x  will have the maximum vertical deflection [2]. 
An example of maximal vertical deflection angle on impact parameter ρ for electrons with coordinate 

0=x and different transverse sizes of the studied beam is shown in Fig.4. Dependence of the maximal 
deflection angle versus the bunch length (Eq.3) is shown in Fig.5.  

 
Fig. 3: Numerical simulations of the image on the EBP screen: 1 – maximum vertical deflection, 2 – maximum 
horizontal deflection. L = 40 cm. Simulations were performed by means of CST Particle studio. 

 
Fig. 4: Deflection angle yθ as a function of the impact parameter ρ . RMS bunch length is equal to 1 ps 
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Fig. 5: Maximal vertical deflection angle yθ as a function of the bunch length for different transverse RMS sizes 
( rσ ) of a studied beam. The charge of the studied beam is equal to 100 pC. 

As can be seen in Fig.5, the dependence is quite significant, particularly between 0.5 ps and 3 ps. It 
means that it is possible to achieve a good time resolution for such a method. For example for a bunch 
length of 1 ps and transverse size of 80 um the time resolution will be around 4.0± ps, (see Fig.5) [2].  

3 Typical experimental setup of EBP 
The schematic diagram of the EBP layout is shown in Fig. 6. A probe electron beam is generated and 
accelerated in an electron gun (1) with energy up to 100 kV. An axial magnetic focusing lens (3) forms 
a minimal probe beam size in interaction region (5); also, the PB can be adjusted by means of two-
coordinate magnetic correctors (2). The detection system (9) consists of a micro channel plate (MCP) 
(6), a phosphor screen (7) and a CCD camera (8).  

 
Fig. 5: The scheme of installation of EBP:1 – electron gun, 2 – magnetic corrector, 3 – axial magnetic lens, 4 – 
sweep plate, 5 – interaction region, 6 – MCP, 7 – phosphor screen, 8 – CCD camera, 9 – detection system.  
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4 Simulations 
Particle tracking simulations were performed by means of CST Particle studio [6]. The studied bunch 
has 100 pC charge, transverse and longitudinal Gaussian distributions and a 100 um transverse RMS 
size. The probe beam has an energy of 100 keV, 120 um radius and a uniform longitudinal distribution. 
The results of the numerical simulations are presented in Fig. 6: the dashed line corresponds to Eq.3, the 
solid line corresponds to CST simulations for different bunch lengths.  

**  
Fig. 6: Maximum vertical deflection angle as a function of the studied bunch length: the dashed line corresponds 
to Eq.3, the solid line corresponds to particle-tracking simulations. 

The particle tracking results are in good agreement with the analytical model.  
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Abstract
This paper describes the K/π separation technique based on ionisation losses in
the drift chamber of the CMD-3 detector. First the procedure of the ionisation-
loss calibration is described. Then methods of K/π separation are discussed
for the example process e+e− → K+K−π+π−.

Keywords
Drift chamber; Ionisation losses calibration; VEPP-2000; CMD-3 detector.

1 Introduction
The electron-positron collider VEPP-2000 [1] was commissioned at the Budker Institute of Nuclear
Physics (BINP) in 2010. The machine covers a center-of-mass energy range from E = 0.32 GeV to
2 GeV and employs a novel so-called round beam technique to reach luminosities of up to 1032 cm−2s−1

at 2 GeV.

The CMD-3 [2] detector occupies one of two interaction regions of VEPP-2000. The detector
layout is shown in Fig. 1. The tracks of charged particles are detected by the cylindrical drift chamber
(DC) with hexagonal cells. The fiducial volume for charged tracks is precisely determined by the Z-
chamber, a Multi Wire Proportional Chamber (MWPC) with dual anode and cathode readout. The barrel
electromagnetic calorimeter, placed outside of the superconducting solenoid (0.08 X0, 13 T), consists of
two systems: the Liquid Xenon (LXe) calorimeter (about 5.4 X0) and the Cesium Iodine (CsI) crystal
calorimeter (about 8.1 X0)) that surrounds the LXe calorimeter. The LXe calorimeter has 7 layers and
utilizes dual readout: the anode signals are used for measurement of the total energy deposition while
signals from the cathode strips provide information about the shower profile. Also they are used for the
measurement of the coordinates of photons with high precision (about 1-2 mm). The endcap Bismuth
Germanate (BGO) crystal calorimeter (about 13.4 X0) operates in the main magnetic field. The Time-
Of-Flight (TOF) system, designed to identify the particle species, is placed between the two layers of
the barrel calorimeter. The calorimeters are surrounded by the so-called muon range system based on
scintillation counters. The full detector has a radius of 1.5 m and a length of 2 m.

During the first experimental run from 2010 to 2013, the detector has collected about 60 pb−1 of
integrated luminosity. An average luminosity above 1031 cm−2s−1 was reached at VEPP-2000, which
is still below the design luminosity. The main limitation at high energies was a deficit of positrons.
After the VEPP-2000 upgrade, started in 2013, which included the commissioning of the new positron
injection facility and an increase of the maximum energy of the booster ring, one of the pre-accelerators,
a gain in the maximum luminosity of up to a factor of 10 is expected.

The main task of the CMD-3 detector is the measurement of the exclusive cross sections of the
electron-positron annihilation into hadrons. For the measurement of events including charged kaons
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Fig. 1: CMD-3 detector: 1 – beam pipe, 2 – drift
chamber, 3 – BGO calorimeter, 4 – Z-chamber, 5 – SC
solenoid (0.08X 0, 13 T), 6 – LXe calorimeter, 7 – TOF
system, 8 – CsI calorimeter, 9 – yoke. Outer muon
range system is not shown.

Fig. 2: Drift chamber layout.

a kaon identification procedure is needed, where pions represent the largest background. This paper
describes the method of K/π separation using ionisation losses (dE/dx) in the DC and the calibration of
the dE/dx measurement with the DC.

2 Drift chamber
The drift chamber is the main tool of the CMD-3 detector for charged particle reconstruction. A sketch
of the DC is shown in Fig. 2. 1218 identical hexagonal cells of a cell side of 9 mm and a sense to
field wires ratio of 1:2 cover the full sensitive volume of the chamber. The charge division technique is
used to measure the coordinate along the sense wires which have 15 mm diameter and are made of gold
plated tungsten-rhenium alloy with a resistance of 1 kΩm. The field wires have a diameter of 100 mm
and they are made of titanium. The DC end plates are 7 mm thick spherical segments made of carbon
fibers. As gas mixture Ar:C4H10 is used with a proportion of 80:20. A simulation with Garfield [3] has
shown a maximum drift time in the 1.3 T magnetic field of about 600 ns while the beam revolution time
is 80 ns. The mixture is prepared using two Bronkhorst gas flow controllers. Direct measurements of the
magnetic field in the DC volume have shown an agreement with calculations: the maximum deviation
of the magnetic field does not exceed 1% along the beam axis and 0.2% from the interaction point to the
outer shell.

3 Ionisation losses calibration
Cosmic muon events are used for the estimation of the DC gain for each wire. Also the reconstructed
track parameters allow one to know the position at which a particle crosses a cell and calculate a geo-
metrical amendment for the collected ionization. The calibration includes corrections on the following

2
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parameters:

– distance from track to the wire ρ,
– polar angle of track θ,
– longitudinal position of the track z,
– amplitude difference between wires.

As shown in Fig. 3, the ionisation losses is constant for central values of z while at the borders of
the DC it shows a linear dependence on the longitudinal track position. The dE/dx dependence on the
distance between track and wire (ρ) is different for different polar angles (see Fig.4). Hence, the mean
ionisation loss as a function of the polar angle (see Fig. 5) are approximated for different values of ρ.
These approximations are then used for the detector calibration.

For the calibration of the dE/dx scale, we use "one-proton" events with a momentum of 350 MeV/c
and cosmic muon events with a momentum of higher than 500 MeV/c. The mean dE/dx measured with
the wires of DC is presented in Fig. 6. Red points correspond to protons, blue points correspond to
cosmic muon events. We set mean ionisation losses value on 10000 arbitrary units for protons and
2000 arbitrary units for cosmic muon events. The final dE/dx measurement resolution is 10%-13% for
minimum ionisation particles.

Fig. 3: Dependence of the mean dE/dx on the longitude
position of track z.

Fig. 4: Dependence of the mean dE/dx on the distance
between track and wire ρ for three different polar an-
gles.

Fig. 5: Dependence of the mean dE/dx on the polar
angle of track θ.

Fig. 6: dE/dx for all wires of the DC for proton events
and cosmic muon events.
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4 Kaon identification
The dE/dx distribution for collinear events (two tracks with ∆θ = 0.15 rad and ∆φ = 0.1 rad) at
E = 1.019 GeV is presented in Fig. 7. The momentum of kaons are about 110 MeV/c. A cut based
event selection shown as black lines allows to identify events of the process e+e− → K+K− with less
than 0.5% background [4].

The dE/dx in the DC versus the particle momentum for e+e− → K+K−π+π− events is presented
in Fig. 8 for E = 1.8 GeV. For the K/π separation for particles with a momentum of larger than 400
MeV/c, a probability density function (PDF) with momentum and dE/dx dependence is used to extract the
number of pions and kaons in the event. It is constructed for kaons fK(p,dE/dx) and pions fπ(p,dE/dx)
as

fK ,π(p,dE/dx) = NG ×G(< dE/dx >, σG) + NGl ×Gl(< dE/dx >, σGl , η). (1)

where G(< dE/dx >, σG) is the Gaussian function, Gl(< dE/dx >, σGl , η) is the logarithmic Gaus-
sian function. The latter is necessary to describe the tails of the distribution of the ionization losses.
The average ionization losses <dE/dx>, standard deviations σG and σGl , asymmetry η, amplitudes NGl

and NG depend only on the particle momentum. The PDF parameters are extracted from the dE/dx
dependence on the particle momentum using a 7-dim. fit. First the fπ(p,dE/dx) is determined us-
ing a sample of e+e− → π+π−π+π− events, then the fK(p,dE/dx) is determined using a sample of
e+e− → K+K−π+π− events with fixed fπ(p,dE/dx). This procedure was performed for simulated and
experimental data at each energy point. An example of a PDF is shown in Fig. 9 for momenta of 400 -
450 MeV/c.

Fig. 7: Particle ionization losses in DC for collinear
events at E = 1.019 GeV.

Fig. 8: Pion and kaon ionization losses in DC as a func-
tion of the particle momentum in simulation.

Fig. 9: Pion and kaon ionization losses in DC for the
momentum interval from 400 to 450 MeV/c in simula-
tion.

Fig. 10: Distribution of the likelihood function
(LKKππ) for the four-track events in simulation. The
blue histogram corresponds to all four-track events, the
black one to π+π−π+π− events and the red one to
K+K−π+π− events.
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In the analysis of the process e+e− → K+K−π+π− the likelihood function (LKKππ) is defined
as

LKKππ = log
( ∏

i f
i
αi

(p,dE/dx)∏
i[f

i
π(p, dE/dx) + f iK(p,dE/dx)]

)
, (2)

where i is the track index, αi is the supposed type (K or π) of the particle corresponding to the ith
track. The LKKππ is constructed for events with three or four tracks in the DC, so the track index
changes from 1 to 3 or 4, respectively. LKKππ is constructed under the assumption that each event is
a K+K−π+π− event, so two tracks are identified as kaons and two as pions. Therefore, taking into
account all the permutations and charges of the particles, LKKππ receives four different values for each
event. The most probable combination of particle types provides a maximum of this function. The
distribution of LKKππ for simulated data at a center-of-mass energy of 2 GeV is shown in Fig. 10.
The blue histogram corresponds to all four-track events while the black and red ones correspond to
π+π−π+π− and K+K−π+π− events respectively. It is seen that the likelihood function value also is a
good parameter to select e+e− → K+K−π+π− events from background. The condition for the LKKππ
value to be larger than −2 was chosen as a selection condition, which allows to suppress background
events by a factor of 20 and it preserves more than 99% of signal events, according to simulation as
extracted from Fig. 10. Similar likelihood functions were used for analyses of the processes e+e− →
K+K−ω, K+K−π and K+K−η [6].

5 Conclusion
The CMD-3 tracking system based on the DC and Z-chamber participated in the data taking since 2010.
Calibration procedures of the dE/dx measurement have been developed and they were used during all data
taking periods. The DC ionisation losses resolution is 10%-13%. Information about ionisation losses in
the DC is successfully used in analyses of processes e+e− → K+K−ω, K+K−π,K+K−π+π− and
K+K−η.
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Abstract
Challenging detector requirements are imposed by the physics goals at the
future multi-TeV e+e− Compact Linear Collider (CLIC). A single point res-
olution of 3µm for the vertex detector and 7µm for the tracker is required.
Moreover, the CLIC vertex detector and tracker need to be extremely light
weighted with a material budget of 0.2%X0 per layer in the vertex detector
and 1 - 2%X0 in the tracker. A fast time slicing of 10 ns is further required
to suppress background from beam-beam interactions. A wide range of sen-
sor and readout ASIC technologies are investigated within the CLIC silicon
pixel R&D effort. Various hybrid planar sensor assemblies with a pixel size
of 25 × 25µm2 and 55 × 55µm2 have been produced and characterised by
laboratory measurements and during test-beam campaigns. Experimental and
simulation results for thin (50µm - 500µm) slim edge and active-edge pla-
nar, and High-Voltage CMOS sensors hybridised to various readout ASICs
(Timepix, Timepix3, CLICpix) are presented.

Keywords
Solid state detectors; hybrid detectors; electronic detector readout concepts
(solid-state).

1 Introduction
The Compact Linear Collider CLIC [1–4] is a proposed linear e+e− collider at CERN, with centre-of-
mass energies up to 3TeV. Precision measurements of Standard Model parameters and possibly of BSM
phenomena discovered by the LHC are one important part of the CLIC physics goals. In addition, CLIC
has a great potential to discover new physics, both through direct production and indirectly via the high
precision achievable to measure electroweak observables [2, 5]. The requirements for high precision
measurements at CLIC impose challenging constraints on the CLIC vertex detector and tracker. A single
point tracking resolution of 3µm in the vertex detector and 7µm in the tracker needs to be achieved. In
addition, the vertex detector and the tracker have to be low mass detectors, with a material budget of only
0.2%X0 per layer in the vertex detector and 1 - 2%X0 in the tracker. This demand of a very low material
budget does not allow for a liquid cooling system in the vertex detector. Forced air flow cooling is feasible
only for a low power dissipation and is currently under investigation for the CLIC vertex detector. To
reach this, a pulsed power operation of the front end electronics is foreseen, taking advantage of the train
repetition of the CLIC machine operating at 50Hz and the low duty cycle. The strong focusing of the
beam at the interaction point, as well as the high centre-of-mass energy at CLIC, result in a high rate of
background particles from beam-beam interactions. To suppress this beam-induced background, a time
slicing of 10 ns needs to be achieved for the vertex detector and tracker. The compatibility of different
sensor and readout technologies has been studied in various test-beam campaigns, performed at DESY
with a beam of 5.6GeV electrons and at the CERN SPS with 120GeV pions. As a reference system for
the particle track reconstruction, either the AIDA telescope [6] or the CLICdp Timepix3 telescope have
been used.

*This article is also published in JINST for the proceedings of the IWORID2016: M. Munker, Silicon pixel R&D for CLIC,
http://dx.doi.org/10.1088/1748-0221/12/01/C01096 (2017).

Proceedings of the CERN-BINP Workshop for Young Scientists in e+e− Colliders, Geneva, Switzerland, 22 – 25 August 2016, edited
by V. Brancolini ans L. Linssen, CERN Proceedings, Vol. 1/2017, CERN-Proceedings-2017-001 (CERN, Geneva, 2017)
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2 Planar sensor assemblies
To achieve the required low material budget and single point resolution in the vertex detector and tracker,
very thin planar sensors with small pixel sizes are investigated. In the following sections test-beam and
simulation results from Timepix and Timepix3 ASICs with a pixel size of 55 × 55µm2, as well as
CLICpix ASICs with a pixel size of 25 × 25µm2 are presented.

2.1 Timepix and Timepix3 assemblies
Timepix [7] and Timepix3 [8] readout ASICs are used as test vehicles due to their excellent performance
in terms of timing and analogue charge measurement. Planar sensors from Micron [9] and Advacam [10]
with different thicknesses ranging from 500µm down to 50µm and various edge designs have been
bump-bonded to Timepix and Timepix3 readout ASICs.

2.1.1 Sensor performance for different sensor thicknesses
Since the particles passing thin sensors create only small signals, the detection threshold needs to be
low in order to operate these thin planar assemblies at full efficiency. This, in turn, requires a low
noise level of the readout ASICs. The noise level of the Timepix and Timepix3 assemblies can be
sufficiently suppressed with a threshold of ∼ 1000 e−. The efficiency of the charge collection as a
function of the detection threshold has been investigated in test-beams. Figure 1 shows, that the low
noise of the Timepix3 assemblies allows to set the detection threshold below 1000 e−, where thin planar
sensor assemblies with a thickness of 50µm can be operated with an efficiency higher than 99 %.
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Fig. 1: Charge collection efficiency versus threshold for Timepix3 planar sensor assemblies with different thick-
nesses (from [11]).

The low signal in the thinnest assemblies indirectly also affects the position resolution: larger
cluster sizes provide better position resolution, but in thinner sensors generally smaller cluster sizes are
observed. This has been studied in detail with a series of sensors coupled to Timepix ASICs [12]. Results
are shown in Fig. 2, where the fraction of matched clusters as a function of sensor thickness is presented.
A cluster is considered to be matched if the distance between the reconstructed cluster position and the
interpolated telescope track position on the Device Under Test (DUT) is smaller than 100µm. The lower
fraction of matched clusters with size larger than 1 for thin sensors results in a loss of information in the
reconstruction of the spacial position, as shown in Fig. 3, where the position resolution is presented as a
function of the sensor thickness.
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The position resolution is defined as the difference between the position of the interpolated tele-
scope track and the hit position on the DUT. The hit position on the DUT was determined by charge
interpolation between the pixels in a matched cluster, applying an η-correction to correct for non linear
charge sharing effects [12].
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Fig. 2: Matched cluster fraction versus sensor thick-
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Fig. 3: Position resolution versus sensor thickness for
Timepix planar sensor assemblies (from [12]).

2.1.2 Edge efficiency
Active-edge sensors involve an extension of the backside potential to the edge of the sensor, to reduce
inactive sensor regions and provide for the possibility of seamless tiling. This reduces the fraction of
dead material and is thus an interesting technology to avoid the need for overlap due to inactive regions.
It therefore helps to reduce the overall material budget of the detector.

The active-edge sensors tested were produced by Advacam. The Deep Reactive Ion Etching
(DRIE) process was used to cut the sensors and extend the backside implant to this cut edge, result-
ing in a continuation of the electric field lines to the sensor edge. Charge created in the edge region gets
collected by the closest pixel at the edge, leading to efficient charge collection up to the sensor edge. The
closest pixel at the edge is in the following referred to as the last pixel. A very high potential gradient
between the cut edge and the last pixel may lead to an earlier breakdown of the sensor and has been
observed for a 50µm thin planar active-edge sensor without a guard ring. To smoothen the potential
gradient in this region, different guard ring designs are placed on the sensor surface between the active-
edge and the last pixel. Results using sensors with a thickness of 50µm without a guard ring, a floating
guard ring and a grounded guard ring are presented. For the layout with a grounded guard ring different
distances between the last pixel cell and the sensor edge are studied. The efficiency close to the edge
of the sensor for the different guard ring layouts is shown in Fig. 4. The design without a guard ring as
well as the design with a floating guard ring are fully efficient up to the cut edge of the sensor. For the
designs with a grounded guard ring the efficiency drops at the cut sensor edge. This can be understood
using a finite element TCAD [14] simulation of the described technology, as shown in Fig. 5. The figure
shows the electric field lines for various active-edge planar sensors tested. As can be seen, most of the
electric field lines are bent from the active-edge to the last pixel implant for the layout without a guard
ring as well as for the one with a floating guard ring. In this case, charge created in this region will be
collected by the last pixel at the sensor edge, leading to a fully efficient operation of the sensor right up
to the cut sensor edge. For the design with a grounded guard ring the electric field lines reach from the
active-edge to the grounded guard ring. Charge created in this region is thus directed away from the last
pixel, leading to a drop in efficiency at the cut sensor edge.
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Fig. 4: Charge collection efficiency close to the edge of the Timepix3 active-edge planar sensor assemblies with a
thickness of 50µm for different guard ring layouts. The dashed line marks the edge of the last pixel cell, whereas
the solid line marks the cut edge of the sensor. For the design with a grounded guard ring two layouts (a) and
(b) with different distances between the edge of the last pixel and the cut sensor edge have been investigated
(from [13]).
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Fig. 5: Electric field map (colour scheme) from a TCAD simulation of the active-edge planar sensor designs with
different guard ring layouts. The red colours indicate high electric field regions whereas the blue colours indicate
low electric field regions. The electric field lines are shown in black.

In conclusion of these studies, the active edge planar sensor design with a floating guard ring
was found to be a good compromise between operation stability up to higher bias voltages and efficient
charge collection up to the sensor edge.

2.2 CLICpix assemblies
The pixel size of 55 × 55µm2 of the Timepix and Timepix3 assemblies is not expected to allow for
the 3µm single point resolution needed for the CLIC vertex detector (see also figure 3). Therefore,
a CLICpix readout ASIC with a pixel size of 25 × 25µm2 was designed to meet the specific CLIC
requirements [15]. Planar sensors with different thicknesses were bump-bonded to CLICpix readout
ASICs, using a single chip bump-bonding process developed at SLAC [16]. Figure 6 shows the position
resolution for different bias voltages of a 200µm thick CLICpix planar sensor assembly. The position
resolution improves with increasing bias voltage up to the depletion voltage at ∼ 35V. A degradation
of the position resolution for higher bias voltages can be observed. The fraction of matched clusters
between 1 and 3 for different bias voltages is shown in Fig. 7. The fraction of clusters with a size
larger than 1 increases with increasing bias voltage up to the depletion voltage and decreases for higher
voltages. For a bias voltage below the depletion voltage the active thickness of the sensor increases with
the bias voltage, explaining the increase of the cluster size and the improvement of the position resolution
up to the depletion voltage. For a bias voltage larger than the depletion voltage the electric field in the
sensor increases and gets more homogeneous around the pixel implants, leading to less charge sharing
and a degradation of the position resolution, as observed in Figs. 6 and 7. Overall, a position resolution
of 3 - 4µm has been achieved for CLICpix planar sensor assemblies with a thickness of 200µm. To
further explore the feasibility of this technology with respect to the CLIC requirements, 50µm thin
planar sensors meeting the requirement of a low material budget are currently under investigation.
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2.3 Simulation of planar sensors
To gain a detailed understanding as well as a validation of the results presented in Sections 2.1 and 2.2
a simulation chain has been developed to simulate the performance of tracking sensors. This simulation
chain consists of four steps. First, a GEANT4 [17] simulation is performed to obtain the spacial energy
deposit of a specific particle in the bulk silicon of the sensor. Secondly, the sensor response is simulated
with a finite element TCAD simulation, using the obtained distribution of the spacial energy deposit from
the GEANT4 simulation to model the track of the particle in the sensor. In the next step, the impact of
the digitisation, noise and energy fluctuation on the readout signal is simulated using a fast parametric
model. Finally, a reconstruction is performed, including an η-corrected position reconstruction and a
model of the resolution of the reference tracks from the telescope. A comparison of the simulation to
Timepix planar sensor test-beam results is presented in Figs. 8 and 9. A good agreement can be observed
for the spacial residual distribution and the dependence of the mean cluster size on the incident angle
of the particle track. The Root Mean Square (RMS) from the simulated residual distribution of 13µm
reproduces well the RMS of 14µm of the residual distribution from the test-beam data.
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The good agreement between simulation and test-beam data confirms the results from the planar
sensor test-beam analysis and validates the developed simulation chain, which can be further used to
explore other sensor designs.

3 HV-CMOS active sensors and capacitive coupling to CLICpix readout ASICs
Alternatives to the technology of planar sensor assemblies are investigated in the framework of the CLIC
silicon pixel R&D programme. As an example, studies of active HV-CMOS sensors with capacitive
coupling to the readout ASICs are presented in the following sections.

3.1 CLICpix assemblies
Capacitively Coupled Pixel Detectors (CCPDs), are used as active sensors and are capacitively cou-
pled via a layer of glue to the CLICpix readout ASICs [18]. Sensors matching the CLICpix footprint
(CCPDv3) were produced in a 180 nm HV-CMOS process. Deep N-wells are implanted in the pixel
structure to shield the electronics from the substrate bias of ∼ 60V. A fast signal collection is obtained
by the drift of the created charges in the depleted region. The schematic of the CCPDv3 and CLICpix
pixels is presented in Fig. 10. The collected charge is amplified by a two stage amplifier implemented
in the CCPDv3. The amplification of the signal within the pixel allows for a capacitive coupling of the
CCPDv3 output signal to the CLICpix readout ASIC via a layer of glue with a thickness of ∼ 1µm.
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Fig. 10: Pixel schematic of the CCPDv3 and CLICpix assemblies. The interconnection between the CCPDv3 and
the CLICpix ASIC has been realised by capacitive coupling through a layer of glue (from [18]).

As presented in Fig. 11, a position resolution of 6µm can be achieved, which is limited by the small
amount of charge sharing due to the thin depletion layer. Moreover, Fig. 12 shows that the assembly can
be operated at close to 100 % efficiency. These first results of active HV-CMOS sensors with capacitive
coupling to the CLICpix ASICs serve as a proof of principle of this technology. More work is needed to
reach the required single point resolution of 3µm for the vertex detector.

3.2 Simulation of HV-CMOS sensors
A two dimensional finite element TCAD simulation of the HV-CMOS sensor has been performed by
implementing the detailed CCPDv3 structure in TCAD [19].

The calculated leakage current for different substrate resistivities as a function of the applied
voltage is shown in Fig. 13. A breakdown of the CCPDv3 at ∼ 90V can be seen, which has been
reproduced by laboratory measurements of the CCPDv3 [18]. The simulation of the CCPDv3 has been
used to identify the pixel layout as the reason for the breakdown at ∼ 90V and is improved in next
generations of CCPDs.
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To gain further understanding of the charge collection time with respect to depleted and non-
depleted regions of the CCPDv3, a transient simulation of particles entering the CCPDv3 sensor at the
centre position of the pixel has been performed separately in the depleted and the non-depleted regions of
the sensor. The collected charge versus time is shown in Fig. 14 separately for particles passing through
the depleted region (drift) and the non-depleted region (diffusion), as well as the combination of both
(sum).
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The charge created in the depleted region of the sensor is collected by the drift in the high electric
field within ∼ 10 ns, whereas charge created outside the depleted region is collected by diffusion over a
much longer timescale.

4 Summary
To address the challenging requirements for the CLIC vertex detector and tracker, various sensor and
readout technologies have been investigated.
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Test-beam results for thin planar sensors with a thickness as small as 50µm, read out by the
Timepix and Timepix3 ASICs with a pixel size of 55 × 55µm2 are presented. Hybrid technologies with
a pixel size of 25 × 25µm2 have been studied with planar sensors bump-bonded to the CLICpix ASICs.
The obtained results are well reproduced by simulation. Further, the feasibility of active HV-CMOS
sensors with capacitively coupling to the CLICpix ASICs has been demonstrated and a simulation of the
CCPDv3 pixel structure has been performed.
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GEM Detectors in Experiments at e+e− Colliders in BINP

T.V. Maltsev
Budker Institute of Nuclear Physics SB RAS, Novosibirsk, Russia
Novosibirsk State University, Novosibirsk, Russia

Abstract
Micro-pattern gaseous detectors possess a high spatial resolution in the tens
of microns, together with a high rate capability of up to 107 cm−2 s−1. In
addition, they have all the advantages of gaseous detectors, such as relatively
low cost per unit area and the possibility of equipping a large area, as well as
high uniformity. Detectors based on cascaded gas electron multipliers (GEMs)
are used in the collider experiments at the Budker Institute of Nuclear Physics
(BINP), and are being developed for a number of new projects. In this article,
a review of GEM-based detectors for the tagging system of the KEDR experi-
ment at the VEPP-4M collider and for the DEUTERON facility at the VEPP-3
storage ring is presented. The GEM detector application of the CMD-3 detec-
tor upgrade at the VEPP-2000 collider and the Super c–τ Factory detector are
discussed.

Keywords
KEDR experiment; DEUTERON facility; CMD-3 detector; Super c–τ Factory;
gas electron multiplier.

1 Introduction
Cascaded gas electron multipliers (GEMs) [1] provide an opportunity to create large area detectors that
are characterized by good spatial resolution and high rate capability [2–6]. Spatial resolution at the range
of 50–70 µm can be achieved for relativistic charged particles with triple-GEM cascades operating with
argon gas with a CO2 admixture of 25% [2, 6]. Tracking detectors based on triple-GEM cascades are
being developed and used in several experiments at the Budker Institute of Nuclear Physics (BINP).

In this paper, we will review the current status of the triple-GEM detectors for the tagging system
(TS) of the KEDR detector [7–9] at the VEPP-4M [10,11] collider and the light triple-GEM detectors for
the photon tagging system (PTS) of the DEUTERON facility [12, 13] at the VEPP-3 storage ring [14].
The KEDR detector is a general-purpose detector installed at the VEPP-4M collider for experiments
with electron–positron beams in the energy range 2–10 GeV in the centre-of-mass energy frame. The
VEPP-4M is the electron–positron collider at BINP, working in the energy range 1–5 GeV per beam.
The DEUTERON facility is a facility with an internal target at the VEPP-3 storage ring, intended for
experiments with electrons or positrons, interacting with protons and deuteron nuclei. The VEPP-3 is
the injection storage ring for the VEPP-4M collider; it can operate as a storage ring for electrons and
positrons up to 2 GeV. Also, the VEPP-3 can operate as a synchrotron radiation source and as a beam
source for the DEUTERON facility. We will discuss future GEM applications, including the large cylin-
drical triple-GEM detector for the cryogenic magnetic detector (CMD-3) at the VEPP-2000 collider and
GEMs for a vertex detector of the future Super c–τ Factory [15, 16].

The TS is designed for the detection of electrons and positrons scattered after two-photon inter-
action. It consists of a magnet system and eight so-called co-ordinate stations—four stations at the elec-
tron side and four stations at the positron side. Each co-ordinate station includes a hodoscope of drift
tubes and a triple-GEM two-dimensional detector. The TS is described in detail in Ref. [6].

The DEUTERON facility with internal target at the VEPP-3 storage ring [12,13] is focused on ex-
periments for the study of interactions of electrons, positrons, and photons with light nuclei. A major part
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of the experimental programme at DEUTERON is devoted to the measurement of polarized observables
in electro- and photo-nuclear reactions. Further progress in these experiments at VEPP-3 is associated
with the development of the ‘almost-real PTS’ [4, 17]. Here, an ‘almost-real photon’ is a virtual photon
with a virtuality Q2 = 8–15 fm−2. The PTS includes a set of magnets and high-resolution tracking de-
tectors that measure the momentum of an electron that has lost a large fraction of its energy via photon
radiation, producing a photo-nuclear reaction in the target. The results of spatial resolution measurements
of the triple-GEM detector for the DEUTERON facility are presented in this article.

The CMD-3 is installed at the VEPP-2000 collider [15, 18, 19] and is used for measurements of
the total cross-section of electron–positron annihilation to hadrons in the operating energy range from
0.32 GeV to 2.00 GeV. The CMD-3 enables the study of light vector mesons as well as nn and pp pro-
duction cross-sections near the threshold of the reactions in the energy range from 0.32 GeV to 2.00 GeV
in the centre-of-mass frame. Among other subsystems, the CMD-3 has a so-called Z-chamber, a thin
cylindrical multiwire proportional chamber (MWPC) surrounding the drift chamber. It measures a co-
ordinate position along the beam of tracks and provides a signal for the first-level trigger. This chamber
is about 20 years old and needs to be replaced. A new GEM-based cylindrical chamber was proposed for
this purpose with improved parameters, which include better spatial resolution, trigger segmentation, and
rate capability. Together with a new Z-chamber, new endcap GEM-based tracking detectors were pro-
posed. They will be installed between the flanges of the drift chamber and the endcap BGO (Bi4Ge3O12)
crystal-based calorimeters. These detectors will provide precise track angle determination and trigger
signals. The endcap tracker will significantly improve detection efficiency for multihadron events.

The Super c–τ Factory [16] is expected to be built at BINP. The electron–positron collider will
operate in the centre-of-mass energy range 2–5 GeV with a peak luminosity of about 1035 cm−2 s−1 and
longitudinally polarized electrons. The study of rare decays of D-mesons and τ-lepton decays requires a
general-purpose magnetic detector. It is anticipated that the detector will comprise standard subsystems.
GEM-based co-ordinate detectors are proposed for the time projection chamber (TPC) because GEMs
are considered to provide an acceptable rate capability (106 cm−2 s−1) as well as spatial resolution in the
scale of tens of microns.

2 Triple-GEM detectors for the tagging system of the KEDR experiment at the VEPP-
4M collider

The TS of the KEDR detector at the VEPP-4M electron–positron collider [7,20] is intended for the study
of two-photon processes in electron–positron interactions [8]. The TS uses the accelerator magnets as
a spectrometer, as shown in Fig. 1. Electrons and positrons leave the interaction point at a very small
polar angle after losing a fraction of their energy in photon–photon interactions. These particles pass
through an area with a vertical magnetic field and are deflected at a larger angle than the particles of the
initial energy (which have not interacted). Thus, electrons and positrons that participated in the photon–
photon interaction are taken away from the equilibrium orbit and are detected in one of four TS stations
(TS1–TS4). These particles will be referred to as scattered electrons in this paper. Particles of the initial
energy remain at the equilibrium orbit. The quadrupoles focus scattered electrons in such a way that their
transverse co-ordinates in the detector planes depend weakly on their emission angle. Thus, by measuring
the co-ordinates, one can determine the scattered electron energy with a resolution of better than 10−3

(r.m.s.) of the beam energy.

The TS includes eight stations based on drift tube hodoscopes combined with high-resolution two-
co-ordinate detectors based on triple-GEMs placed in front of each station. The GEM detectors improve
the spatial resolution from 300 µm to 65 µm in the orbit plane and provide the possibility of single
bremsstrahlung background rejection [6, 21, 22].

Each GEM detector comprises a cascade of three GEMs with a spacing of 1.5 mm. Each GEM
has a hexagonal structure of holes of 80 µm in diameter with a pitch of 140 µm. The GEM thickness is
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Fig. 1: KEDR tagging system

Fig. 2: PCB with small angle stereo readout. Straight strips are marked in green, stereo strips in black. Straight
sections of the stereo strips have different lengths, depending on their positions in the detector. This is marked as
1 mm and 5 mm pointing at the straight section.

50 µm. The distance between the bottom GEM and the readout printed circuit board (PCB) is 2 mm and
the distance between the top GEM and the drift electrode is 3 mm.

The PCB contains two layers, shown schematically in Fig. 2. The top layer contains straight,
60 µm wide strips. The bottom layer consists of 150 µm wide strips that are divided into straight sections
and bridges connecting neighbouring sections so that this strip is, on average, inclined at a certain angle
relative to the straight strips. The resulting inclined strips are called stereo strips. Such a configuration of
the bottom layer provides uniform charge induction that does not depend on the position along a strip.
Straight sections of the stereo strips have different lengths depending on their position in the detector. In
the central area, up to 1 cm from the central plane of the detector, the straight sections are 1 mm long;
this makes the angle between the stereo and straight strips equal to 30◦. Outside this area, the straight
sections are 5 mm long and the angle between the stereo and straight strips is close to 11◦. Such a layout
provides better spatial resolution in the vertical direction in the central area (than outside the central
area), which corresponds to the region where electrons and positrons hit the detector. In both layers, the
strip pitch is 0.5 mm. The strips in the bottom layer are shifted with respect to the strips in the top layer
by 250 µm. The GEMs and PCBs were produced by the CERN PCB workshop.
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A detailed discussion of the performance of the TS GEM detectors is presented in Ref. [6], as
well as the results from the first long run within the KEDR detector in 2010–2011. During the first run
with the KEDR detector, all the TS detectors demonstrated efficiencies between 95% and 98% at a gain
between 20 000 and 40 000 [4, 6]. The determined spatial resolution of the detectors for TS KEDR was
equal to (65± 3) µm for orthogonal electron tracks.

3 Light triple-GEM detectors for the DEUTERON facility at the VEPP-3 storage ring
The DEUTERON facility uses an internal gas target in the VEPP-3 electron storage ring for nuclear
physics experiments. This method was proposed and first used in the late 1960s at BINP [12, 13]. The
DEUTERON internal gas target [23] consists of polarized deuterium atoms injected in the form of a jet
with an intensity of 8×1016 atoms/s into a thin-walled T-shaped storage cell with open edges. A series
of experiments has been completed during the last decades, all utilizing the tensor-polarized deuterium
target to measure tensor asymmetries in fundamental nuclear reactions, such as elastic electron–deuteron
scattering and two-body deuteron photo-disintegration.

Further progress of the experiments focusing on the study of photo-nuclear processes can be
achieved with the ‘almost-real PTS’ [13]. The PTS will provide the possibility of performing new
measurements of the polarized observables in photo-nuclear reactions with higher photon energies—
up to 1.5 GeV—and with higher precision than was achievable before. For example, measurement of
tensor target asymmetry and photon beam asymmetry in the deuteron photo-disintegration experiment
at large photon energies becomes feasible. Such data are of special interest after the Jefferson Lab has
demonstrated that for unpolarized measurements the transition from a meson–nucleon to a quark–gluon
description of the reaction has already been observed at an energy of approximately 1 GeV [17].

The PTS is located inside the experimental straight-line section and does not disrupt the storage
ring beam optics (Fig. 3). It has three ‘warm’ dipole magnets (D1, D2, D3) building a chicane, with
magnetic field integrals of 0.248 T m, 0.562 T m, and 0.314 T m, respectively. The internal target stor-
age cell is placed between the first and second magnets. The second dipole magnet, together with the
tracking system, serves as a magnetic spectrometer for those electrons that lost a fraction of their energy
through radiation of an energetic photon producing a photo-reaction on the target. Such electrons are
deflected from the beam trajectory by the strong field (1.7 T for a 2 GeV electron beam) of the second
magnet, such that they leave through a thin beryllium window from the vacuum chamber of the storage
ring. The system of position-sensitive detectors based on cascaded GEMs determines the tracks of these
electrons. The trigger sandwich scintillator S2 is located behind the position-sensitive detectors. The
main background process for the reaction of a virtual photon exchange reaction is the bremsstrahlung
of electrons or positrons on the target nuclei. The veto sandwich scintillator (S1) detects photons from
bremsstrahlung processes on the target, which allows most of such background events to be rejected.
Three triple-GEM detectors have been planned for installation at the PTS. The first detector for the PTS
was mounted with new electronics and tested in the first half of 2013. In general, the detector design is
very similar to that of the detectors for the KEDR TS. The detector sensitive area is 160 mm × 40 mm.
The readout board contains two layers: the inclined and the straight strips. The inclination angle is 30◦.
Multiple scattering in the detector material affects the angular resolution in the PTS, unlike the KEDR
TS, where only one high-resolution detector is installed just after the outlet window at each station. To
minimize multiple scattering due to the detector elements, the thickness of copper on the electrodes at
each GEM side was reduced with respect to the regular GEM-based detector layout, to 1–2 µm. Such an
approach was investigated previously [24] and it was found that the thinning of copper layers does not
affect the detector performance.

The amount of material in the detector was measured, using 100 MeV electrons in the experimental
set-up shown in Fig. 4. The angular distribution of the tracks after multiple scattering in the detector
under study showed that the amount of material in the detector corresponds to X/X0 = (2.4 ± 0.5) ×
10−3. This value in turn means that the copper thickness in the GEMs and the PCB is approximately
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Fig. 3: ‘Almost-real photon tagging system’ (view from top). D1, D2, D3: three dipole magnets; QL1, QL2:
quadrupole lenses; PCM: target polarization control magnet; S1, S2: trigger sandwich scintillators; ABS: polarized
atomic beam source; SC: target storage cell; BRP: Breit–Rabi polarimeter for ABS jet atoms; CP1, CP2, CP3, GP:
cryogenic and getter pumps; V1, V2: gate valves of the experimental section.

Fig. 4: Set-up for measurement of the material budget and the spatial resolution of the detector

3 µm. The spatial resolution of the detector under study was measured with the same set-up (Fig. 4),
but the distances between the detectors were reduced to approximately 75 mm and the beam energy
was increased to 1 GeV (Fig. 5) to reduce multiple scattering. The uncertainties in Fig. 5 represent
the statistical errors. The curve in Fig. 5 was calculated using the formula of the quadratic sum of the
resolution for orthogonal tracks and track projection to the detector plane,

σ =

√
σ20 + (L× tan(α))2/12, (1)

where σ0 is chosen near the minimum value of the spatial resolution,L is the width of the drift gap, which
is equal to 3 mm, and α is a track angle. The effects of multiple scattering and limited spatial resolution
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Fig. 5: Spatial resolution of GEM detector at the DEUTERON facility as a function of track angle, determined
with 1 GeV electrons [25, 26]. Data are corrected for multiple scattering and the limited resolution of the tracking
detectors (details in the text). Only statistical uncertainties are shown.

of the tracking detectors were corrected. The contribution of the multiple scattering to the determined
spatial resolution was calculated, based on the value of material budget of the studied detector and the
distances between the detectors. This contribution was then quadratically subtracted from the resolution
and extracted from the primary co-ordinate residual distributions. The resulting value was divided by√
3/2 to correct the value of the determined spatial resolution for the limited spatial resolution of the

detectors in the experiment. The value
√
3/2 has a statistical origin and is based on the assumption that

the tracking detectors in the experiment have the same spatial resolution. The measured spatial resolution
of the studied GEM-based detectors for the DEUTERON PTS was extracted as (45± 3) µm for electron
tracks hitting the detector orthogonally.

4 Large cylindrical triple-GEM for the CMD-3 detector at the VEPP-2000 collider
Large cylindrical triple-GEM detectors (CGEMs) and flat triple-GEM endcap discs are proposed for the
upgrade of the CMD-3 detector at the VEPP-2000 electron–positron collider. The CMD-3 is a general-
purpose detector intended for studies of light vector mesons in the energy range between 0.3 GeV and
2.0 GeV [15]. Its structure is shown schematically in Fig. 6. The Z-chamber (ZC) has operated for about
10 years at the VEPP-2M collider [27] and 4 years at the VEPP-2000. Its main purpose is to measure
the track co-ordinates precisely along the beam axis (Z co-ordinate) and provide a trigger signal. Some
of the ZC parameters have degraded with time. The high-voltage plateau width was reduced from a
starting value of 250 V to 50 V, resulting in a decreased efficiency. Therefore, it is necessary to build a
new chamber with improved parameters. The CGEM was chosen as utilizing the best technique for this
purpose. The inner tracker of the KLOE-II experiment [28], with similar geometrical dimensions, has
been constructed, representing a good showcase for the ZC upgrade.

The CGEM is planned to be constructed with a digital readout. The front-end electronics will be
situated at the ends of the chamber. A fine segmentation of the anode readout structure can be imple-
mented with modern electronics, using multiplexing (Fig. 7). The double layer of the chamber with a
common cathode will allow for a reduction of the systematic errors in the Z co-ordinate determination,
owing to the magnetic field and the polar angle of the tracks. One of the most important advantages of
the CGEM is the absence of wires, which excludes possible mechanical damage of the wires, such as
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Fig. 6: CMD-3 detector with all subsystems indicated

Fig. 7: Structure of readout board of CGEM Z-chamber
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Fig. 8: General-purpose magnetic detector for Super c-τ Factory with general subsystems indicated. 1: vertex
detector; 2: drift chamber; 3: identification system based on FARICH; 4: calorimeter; 5: superconducting coil; 6:
yoke with muon system.

breakage or sagging. Another advantage is that the GEM structure has a counting rate capability more
than two orders of magnitude higher than the wire chambers. The GEM segmentation allows a part of
the chamber to be disconnected in case of damage and high-voltage short circuits after a breakdown; this
is impossible with the current ZC. An advantage of the CGEM is the smaller dependence of the effective
gain of the GEM cascade on the geometrical accuracy of the chamber than is achieved for the MWPC.

The chamber consists of two concentric triple-GEM detectors with common drift cathode and strip
readout boards on the inner and outer cylinders. The chamber diameter and length are both about 60 cm.
These dimensions allow one to fabricate each GEM from one piece, approximately 60 cm × 200 cm
rather than gluing several GEM pieces together, as used to be done in the case of the KHLOE-II Inner
Tracker [28].

Both the inner and outer readout boards have the same structure as shown schematically in Fig. 7.
The PCB has two layers with perpendicular strips, as in the triple-GEM detectors of the COMPASS
experiment at CERN [29]. The bottom layer is segmented into 1.9 mm wide strips with a pitch of 2 mm,
which provide a measurement of the Z co-ordinate. Each strip is connected through a metallized hole
to the opposite side of the PCB, where strips in the perpendicular direction provide signal outputs to the
cylinder end. The top layer of the readout board provides trigger signals. It is segmented in strips parallel
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to the cylinder axis (Z direction) that are 100–150 µm wide and have a pitch of 500 µm. The trigger strips
are connected to each other in groups of 1 cm to 6 cm in size, which will be divided into two halves by
the plane at Z = 0 mm. The total number of channels used to measure the Z co-ordinate is 300, while
the maximum number of trigger channels is 400. The effective pitch of the electronics channels at the
cylinder ends will be about 4 mm in this case.

To increase the solid angle coverage of the CMD-3 tracker we propose to set a two-co-ordinate thin
(approximately 15 mm) triple-GEM disc detector between the BGO calorimeter and the drift chamber
flanges. In this case, the tracker will cover polar angles down to 0.1 rad.

The endcap tracker will provide measurements of the charge asymmetry for the e+e− → µ+µ−

process, which has maximal cross-section at small angles. The high luminosity of the VEPP-2000 and
the endcap tracker will enable measurement of the pion form factor over a wide energy range using initial
state radiation—a new technique developed at BINP. These disc triple-GEM detectors will look like the
detectors built for the TOTEM experiment at CERN [30].

5 GEMs at a vertex detector of the Super c–τ Factory
The conceptual project of the Super c–τ Factory [16] was accepted by BINP in 2013. A study of rare
D-mesons and τ-lepton decays, as well as D0D0 oscillations, is the main aim of the Super c–τ Factory
physics programme. Another important aim is the search for lepton-flavor-violating decays of the τ-
lepton, particularly the τ → µγ decay, which has not yet been observed. The Super c–τ Factory is
expected to have a peak luminosity of 1035 cm−2 s−1 in the energy region from 2 GeV to 5 GeV in the
centre-of-mass energy frame. A universal collider detector with a magnetic field of approximately 1 T
will be mounted in the interaction point of the electrons and positrons. The detector comprises standard
subsystems, including a vacuum chamber, a vertex detector, a drift chamber, a particle identification
system, an electromagnetic calorimeter, a superconducting coil, and an iron yoke with a muon system
(Fig. 8).

Here, the TPC based on GEM detectors is proposed as a vertex detector. The reason for using
the GEM detectors for the TPC of the vertex detector is the high rate capability and the possibility of
operation in continuous mode, which is not possible for TPCs based on MWPCs. A modern example of
the GEM is the development, by ILC Collaboration [31], of a TPC with a continuous readout with GEMs.
Also, the ALICE TPC upgrade will utilize GEMs [32]. The continuous readout mode is achieved by a
reduction of the ion backflow by more than three orders of magnitude. The first prototypes were tested
with a gas mixture of Ar (95%), CF4 (3%), and C4H10 (2%) in a 5 T magnetic field, parallel to electric
field lines up to 15 cm from the readout plane. The spatial resolution in the tests was determined to be
approximately 50 µm, with sensitive pads with a surface of 2 mm × 6 mm. It is worth noting that TPCs
can implement particle identification based on energy measurements in gas, with dE/dx resolution of a
few per cent [31].

6 Conclusions
Tracking detectors based on triple-GEM cascades are being developed and applied in a number of ex-
periments at BINP. GEM detectors have operated at the TS of the KEDR experiment since 2010. The
efficiency of these detectors is between 95% and 98% at a gain of 20 000–40 000. The spatial resolution
is equal to (65±3) µm for orthogonal electron tracks. The PTS of the DEUTERON facility includes three
tracking GEM-based detectors. The detectors are characterized by a low material budget corresponding
to X/X0 = (2.4± 0.5)× 10−3. The spatial resolution of the detectors measured with a 1 GeV electron
beam is (45± 3) µm for orthogonal tracks.

Large cylindrical triple-GEM detectors and flat triple-GEM endcap discs are proposed for the
upgrade of the CMD-3 detector at the VEPP-2000 electron–positron collider. For the upgrade application,
the tracker will cover down to polar angles of 0.1 rad, and it will improve the sensitivity of the detector to

9

GEM DETECTORS IN EXPERIMENTS AT e+e− COLLIDERS IN BINP

183



processes with small characteristic angles. It is proposed that the vertex detector of the general-purpose
magnetic detector for the future Super c–τ Factory at BINP be based on a TPC with GEM detector
readout. The experience of the International Linear Collider Collaboration gives reasons to expect that a
vertex detector spatial resolution of 50 µm can be achieved.
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Abstract
The particle identification system of the KEDR detector is based on aero-
gel threshold Cherenkov counters called ASHIPH counters. The system con-
sists of 160 counters arranged in two layers. An event reconstruction program
for the ASHIPH system was developed. The position of each counter rela-
tive to the tracking system was determined using cosmic muons and Bhabha
events. The geometric efficiency of the ASHIPH system was verified with
Bhabha events. The efficiency of relativistic particle detection was measured
with cosmic muons. A π/K separation of 4σ in the momentum range 0.95 −
−1.45 GeV/c was confirmed. A simulation program for the ASHIPH counters
has been developed.

Keywords
Particle identification; ASHIPH; aerogel.

1 Introduction
The ASHIPH (Aerogel, SHifter, PHotomultiplier) method of Cherenkov light collection was suggested
in 1992 [1–3]. Cherenkov light produced by traversing charged particles in the aerogel is transported by a
wavelength shifter (WLS) placed in the middle of the counter to a photomultiplier (PMT). This method,
compared with direct light collection, helped us to significantly decrease the PMT photocathode area and
thus the cost of the system.

In 2014, the fully installed particle identification system of ASHIPH counters began operation in
the KEDR experiment at the VEPP-4M e+e−-collider. The system consists of 160 counters arranged in
two layers (80 barrel counters and 80 endcap counters) and covers 96% of the total solid angle (Fig. 1).
The counters are arranged in such a way that a particle travelling from the beam interaction point with
a momentum larger than 0.6 GeV/c passes through at least two layers of counters. Constructions of the
endcap and barrel counters are shown in Figs. 2 and 3, respectively. The total volume of the aerogel is
1000 litres. It has a refractive index n = 1.05. The system permits π/K separation for particles with
momenta from 0.6 to 1.5 GeV/c [4]. A total of 160 microchannel plate PMTs with a multi-alkali photo-
cathode with a diameter of 18 mm capable of working in a magnetic field of 2 T are used as the photon
detectors.

2 Operation of the ASHIPH system in the KEDR experiment
2.1 High voltage supply
The high voltage (HV) source for microchannel plate PMTs consists of six HV converters H40N (EMCO:
4000 V, 3.75 mA, 15 W) in one standard CAMAC 4M module and was developed at BINP. Ten HV
modules (PNPI, St. Petersburg) of 16-channel active HV dividers provide tuning of voltage for each
counter from 2500 to 4000 V [5].
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Z

Y

X

Fig. 1: Layout of the ASHIPH system
of the KEDR detector.

Fig. 2: Two barrel counters in a
single housing.

Fig. 3: Endcap counter.

2.2 Electronics
A charge from the photomultiplier anode is converted by the charge-sensitive preamplifier to the para-
phase (bipolar) signal that is brought out of the detector. It is then supplied to inputs of digitizing boards
via a long cable (40 m).

The data acquisition system of the KEDR detector is based on the KLUKVA electronic standard
developed at BINP [6]. The counters are read out by 28 dedicated A6 electronics boards, which work
in the pipeline mode. An A6 board has six channels. Basic elements of the circuit are a 10 bit flash
analogue-to-digital converter (ADC) and a shift register. The ADC measures an instantaneous voltage
value with a period of 55 ns. The shift register serves as data storage for the trigger-operation time. Five
values of voltage are read out for each pulse. There is a discriminator in the circuit to monitor the dark
count rates of the PMTs [5, 7].

2.3 Slow control system
The slow control system monitors the dark count rates of the PMTs and provides HV power control.
In an emergency, each counter is switched off by an active HV divider individually. The gain stability
and counter efficiency are monitored twice per week during calibration runs with LEDs and cosmic
particles [5].

3 Event reconstruction and alignment of the ASHIPH system
The event reconstruction program of the ASHIPH system consists of two stages. In the first stage, the
recorded pulse shape of five hit amplitudes is fitted to determine the amplitude and the time of arrival
of the signal. In the second stage, a track extrapolated into the ASHIPH system and intersections with
different parts of the counters are determined.

For the event reconstruction, the ASHIPH system needs to be aligned to the tracking system,
which consists of a drift chamber and a vertex detector. The directions of the co-ordinate axes X , Y ,
and Z are presented in Fig. 1. For the alignment of the systems with each other, cosmic muons and
Bhabha events (for the endcap) with at least one particle with a momentum of more than 1 GeV/c are
used. The amplitude of the signal created by a particle that crosses the WLS is several times larger than
from particles traversing the aerogel. We also know that the WLSs are each located at approximately
18◦ over the full azimuthal angle coverage (Fig. 4). This allows us to determine the position of each
counter relative to the tracking system with 0.5–1.0 mm accuracy. This accuracy is determined by the
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WLS geometry and co-ordinate resolution of the detector’s drift chamber. The position of the WLS could
be described by the relation between the co-ordinates of the tracking system and the geometric centre of
the ASHIPH system (Fig. 5):

αi = arctan

(
R · sin(βi − i · π/10) + ri · sin(ϕi)

R · cos(βi − i · π/10) + ri · cos(ϕi)

)
+ (π/10) · i , (1)

where i is number of the counter, from 0 to 159 and βi, ϕi, ri are parameters determined in the fit to
the experimental data (Fig. 6). R is the radius of the ASHIPH system, and was measured during the
installation of the system to the KEDR detector. The experimental data were fitted independently for
eight geometric parts of the ASHIPH system.

The displacement along the Z co-ordinate between the ASHIPH and the tracking system was
determined using the position of the midpoints of the barrel counters (Fig. 7). The rotation angle ϕ is
determined by the displacement of the WLS relative to zero in local co-ordinates. Displacement along the
angles θ and ψ of the ASHIPH system is not visible; therefore, these angles were fixed to zero. The final
shifts and rotations of the ASHIPH system after alignment relative to the tracking system are presented
in Table 1.

4 ASHIPH system efficiency
4.1 Geometric efficiency on Bhabha events
To measure the geometric efficiency of the system, e+e− → e+e− events called Bhabha events were
selected from the experimental data using information from the tracking system (two collinear tracks
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Table 1: Shifts and rotation of the ASHIPH system

4x, mm 4y, mm 4z, mm 4ϕ, rad
Barrel 2.30± 0.18 −4.10± 0.10 2.50± 0.20 0.046± 0.001
Left endcap 1.42± 0.16 0.27± 0.06 6.00± 0.23 0.035± 0.001
Right endcap 4.28± 0.02 6.18± 0.11 0.00± 0.20 0.035± 0.001

Table 2: Geometric efficiency for the case when at
least one layer is fired.

Area of counter with off-
set from walls

ε, %

1)‘Aerogel’–0 mm 95.7± 0.6%
2)‘Aerogel’–5 mm 86.1± 0.6%
3)‘Aerogel’–10 mm 76.2± 0.6%
4)‘All counter’–0 mm 99.5± 0.5%
5)‘All counter’–5 mm 99.1± 0.6%
6)‘All counter’–10 mm 98.4± 0.6%

Table 3: Geometric efficiency for the case when
both layers are fired.

Area of counter with off-
set from walls

ε, %

1)‘Aerogel’–0 mm 84.6± 0.6%
2)‘Aerogel’–5 mm 74.4± 0.6%
3)‘Aerogel’–10 mm 64.5± 0.5%
4)‘All counter’–0 mm 86.4± 0.6%
5)‘All counter’–5 mm 76.5± 0.6%
6)‘All counter’–10 mm 66.5± 0.5%

from the interaction point) and the calorimeter system (total released energy tracks should be more than
2 GeV). The geometric efficiency was determined by the expression:

ε =
Nashiph_tracks

Ntracks
, (2)

where Ntracks is the number of charged particle tracks and Nashiph_tracks is the number of charged particle
tracks that hit in the ASHIPH system. The events were selected by the calorimeter in a polar angle range
covering 20◦ < θ < 160◦ (corresponding to 94% of the full sphere surrounding the interaction point).

Two area types of the counter are considered in the following, called ‘Aerogel’ and ‘All counter’.
‘Aerogel’ is the area of the aerogel with cut-offs for the electronics and WLS and offset from the walls.
‘All counter’ is the area of the aerogel and WLS with cut-offs for the electronics and offset from the
walls. Tables 2 and 3 present the results for two different intersections of the track of the system. At least
one layer fired is the case when a particle hits at least one layer of the system. Both layers fired is the
case when a particle hits both layers of the system.

4.2 Efficiency of charged particle detection
The momentum dependence of the amplitude sum of the number of photoelectrons on cosmic muons for
both layers in the barrel part of the system is shown in Fig. 8 [5, 8]. The data in Fig. 8 are fitted by the
function:

µ = µ0 + µmax ·
p2 − p2thr
p2

, (3)

where p is momentum of the muon, pthr is the momentum corresponding to the Cherenkov emission
threshold (pthr = 322 MeV/c for n = 1.05), µ0 is the amplitude for subthreshold particles, and µmax is
the amplitude for relativistic particles.

The average amplitude of cosmic muons crossing the barrel counters for the first layer is 5.7± 0.1
photoelectrons, for the second layer, it is 4.0 ± 0.1 photoelectrons, and for the sum of both layers, it is
9.3 ± 0.4 photoelectrons. The inefficiency for a single layer is (1 ± 2)% if the threshold is 0.1 photo-
electrons while for two layers in OR mode, it is (1± 2) · 10−2%.
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Fig. 8: The amplitude dependence of the barrel counters on the momentum of the cosmic muons which crossed
two layers of aerogel in the KEDR ASHIPH system.

4.3 Investigation of detection efficiency
To evaluate the kaon identification efficiency and pion misidentification, a data set with muons of cor-
responding momentum were chosen from cosmic muons [5]. Muons with a momentum from 200 to
300 MeV/c were chosen as the under-threshold particles. They have the same velocities as kaons with a
momentum range of 940 < PK < 1430 MeV/c. Muons with a momentum range of 700 to 1100 MeV/c
were chosen as the relativistic particles. They correspond to pions with the same momentum, 940 <
Pπ < 1430 MeV/c. Several approaches for particle registration with two layers of the system were
investigated:

– ‘AND’—a relativistic particle gives a signal in both layers of the system;
– ‘OR’—a relativistic particle gives a signal in at least one layer of the system;
– ‘THICK’—the sum of the amplitudes in both layers exceeds the threshold.

For the approaches ‘THICK’, ‘OR’, and ‘AND’, the momentum dependencies of kaon registration effi-
ciency and pion misidentification are presented in Fig. 9. For the ‘THICK’ option, the threshold is equal
to 2.0 photoelectrons; for the two other approaches, the threshold is equal to 0.5 photoelectrons. The
working momentum region is shown by vertical dashed lines. From these data it is possible to determine
the separation power in terms of σ:

K[σ] = erf−1(−1 + 2εK) + erf−1(−1 + 2επ) , (4)

where εK is the identification efficiency for kaons and επ is the identification efficiency for pions. In the
momentum range 0.95–1.45 GeV/c, π/K separation of better than 4σ can be extracted.

5 Simulation of ASHIPH counters
The simulation is performed using a Monte Carlo code based on the Geant3.21 package. The Geant3.21
description of the ASHIPH counters is integrated into the KEDR full detector simulation, which is used
for KEDR performance studies and the production of simulated event data, needed for the data analysis.
The simulation of the ASHIPH system includes a realistic geometric description of all 160 counters (three
active media—aerogel, shifter, Teflon; electronics boxes; and HV outputs). For all counters, a realistic
aerogel refractive index was used and measured inhomogeneities in the light collection are taken into
account. The digitized amplitudes from calibrated single-photon spectra and pulse shapes are generated.
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Fig. 9: Momentum dependence of kaon identification efficiency and pion misidentification (obtained from cosmic
muons with corresponding velocity).

The full signal from a particle in the ASHIPH counter is the sum of the Cherenkov signal and the
scintillation signal in aerogel, shifter, and Teflon:

I = Ich_aer + Ich_sh + Ich_tef + Isc_aer + Isc_sh + Isc_tef . (5)

The magnitude of scintillation is proportional to the energy loss in matter:

Isci = αi∆Ei , (6)

where αi is the proportionality factor and i is the index of the geometric volume (aerogel, shifter, or
Teflon).

The number of Cherenkov photoelectrons from relativistic particles above the threshold is deter-
mined as:

Ichi =
dNi

dxi
= Ki · z2(1−

1

(niβ)2
) , (7)

where ni is the refraction index and Ki is the proportionality factor, taking into account the inhomo-
geneity of light collection, β = υ/c.

The proportionality factor from experimental data is determined as:

Ki =

Nph.e.
Ltrack

z2
(

1− 1
(niβ)2

) , (8)

where Nph.e. is the number of photoelectrons and Ltrack is the track length in counter. To account for
the inhomogeneity of the light collection in the counter, partition of aerogel and WLS was done for five
different types of counter. The proportionality factor for each area was determined using cosmic muons
with momentum more than 1 GeV/c (Figs. 10 and 11) and used in the simulation program. The results of
the inhomogeneity of the light collection are presented in Table 4.

The amplitude distribution of the number of photoelectrons is not described by the Poisson distri-
bution, owing to fluctuations in the gain. To generate a real amplitude, the function distribution is used,
which is obtained by a convolution of single-electron spectrum with a Poisson distribution:

F (x) =

n=25∑

n=0

Pnfn(x) , (9)
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Fig. 10: Distribution of proportionality factor aver-
aged over all long barrel counters of the first layer.

Fig. 11: Distribution of the proportionality factor
averaged over all endcap counters.

Table 4: Inhomogeneity of light collection (relative error) for five types of counter

Type of counter Inhomogeneity of light collection
Short counter of first layer ±26%
Long counter of first layer ±25%
Short counter of second layer ±32%
Long counter of second layer ±36%
Endcap counter ±19%
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Fig. 12: Distribution of the number of photoelectrons from cosmic muons in simulation and data

where fn(x) is given by

fn(x) =

∫
f1(y)fn−1(x− y)dy , (10)

Pn is the Poisson distribution, and f1(x) is the single-photoelectron spectrum.

Figure 12 presents a comparison of the distribution of the number of photoelectrons from cosmic
muons obtained in simulation with experimental data. The comparison of histograms was achieved using
the χ2 criterion. For example, the 21 counter has χ2/ndf = 1.06 and the 130 counter has χ2/ndf = 0.99.
The integral of the efficiency for these amplitude spectra is presented in Fig. 13. The detection efficiency
at a threshold of 0.5 photoelectrons is greater than 98%.

6 Summary
The ASHIPH technique of Cherenkov light collection was developed at BINP. It allowed us to decrease
significantly the necessary photocathode area and production costs. An event reconstruction program for
the ASHIPH system was developed. Alignment of the ASHIPH counters was performed. The average
number of photoelectrons for relativistic cosmic muons (> 1 GeV/c) that cross both counter layers is
9.3 ± 0.4. The detection efficiency for muons with (700 < pµ < 1100 MeV/c) is 99.3±0.1% for a
threshold at an amplitude sum equal to 2.0 photoelectrons. The detection efficiency for under-threshold
muons (200 < pµ < 300 MeV/c) using the same approach is 3 ± 1%. These data correspond to a π/K
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Fig. 13: Integral of the efficiency for amplitude spectra from simulation and data

separation better than 4σ in the momentum range 0.95–1.45 GeV/c. The geometric efficiency for Bhabha
events was measured. In the case when a particle hits at least one layer of the system, the geometric
efficiency is 96%. The inhomogeneity of the light collection of the ASHIPH counters with cosmic muons
was measured. The inhomogeneity of light collection for barrel and endcap counters is±30% and±19%
respectively. A simulation program for the ASHIPH counters was developed.
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Dynamical Aperture Control in Accelerator Lattices with Multipole
Potentials

I. Morozov and E. Levichev
Budker Institute of Nuclear Physics, Novosibirsk, Russia

Abstract
We develop tools for symbolic representation of a non-linear accelerator model
and analytical methods for description of non-linear dynamics. Information
relevant to the dynamic aperture (DA) is then obtained from this model and
can be used for indirect DA control or as a complement to direct numerical
optimization. We apply two analytical methods and use multipole magnets to
satisfy derived analytical constraints. The accelerator model is represented as a
product of unperturbed and perturbed exponential operators with the exponent
of the perturbed operator given as a power series in the perturbation parameter.
Normal forms can be applied to this representation and the lattice parameters
are used to control the normal form Hamiltonian and normal form transform-
ation. Hamiltonian control is used to compute a control term or controlled
operator. Lattice parameters are then fitted to satisfy the imposed control con-
straints. Theoretical results, as well as illustrative examples, are presented.

Keywords
Non-linear dynamics; dynamic aperture; analytical methods; optimization.

1 Introduction
The dynamic aperture (DA) is an important parameter for circular accelerators; it can be defined as a
stable area in phase space or, more practically, as an area stable for a fixed number of turns in co-ordinate
space. Reduction of DA is mainly caused by non-linear effects, which manifest themselves through
frequency dependence on the amplitude, appearance of resonances, and chaos. For DA optimization,
usually sophisticated numerical algorithms are used [1]. In this case, the DA is computed directly via
particle tracking. In this study, we try to increase the DA by constructing symbolic constraints with
analytical tools, such as normal forms [2–4] and Hamiltonian control [5, 6]. Thus, analytical results
can be used as a complement to direct DA optimization by providing good initial values for system
parameters and additional constraints; it can also be used for indirect optimization. We use a simple
FODO cell as an example for which a symbolic model is computed and analytical methods are applied
(Fig. 1).

2 Non-linear accelerator model
To study DA, one first needs to build a non-linear model of an accelerator lattice. Here, we use the
framework of single-particle Hamiltonian (or symplectic) dynamics. Relevant information about DA can
be extracted from the accelerator one-turn map:

x2 = f(x1) , (1)

where f is a one-turn map that describes propagation of a particle for one turn in an accelerator, x1 are the
initial co-ordinates, and x2 are the co-ordinates after one turn. It is well known [2,3,7] that single-particle
dynamics can be described in terms of compositional operators (Mfg)(x) := (g ◦ f)(x) = g(f(x));
then the lattice operator is given by

x2 = (MI)(x1) , (2)
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Fig. 1: FODO lattice with sextupole perturbation: (A) layout and lattice functions; (B) phase space trajectories
(black) and dynamic aperture (red); (C) frequency dependence on amplitude.

where I is an identity function and the reference to the associated one-turn map f is dropped from now
on.

For analytical (symbolic) calculations, we want to factorize the lattice operator M. Our goal is
to expressM as a product of unperturbed and perturbed parts and to obtain their exponential represen-
tations:

M =MLMN = exp([FL]) exp([FN ]) , (3)

whereML is the unperturbed part,MN is the perturbed part, [FL] and [FN ] are Lie operators, and the
Poisson bracket operator is defined as [f ]g := [f, g] = ∂qf∂pg − ∂pf∂qg. The non-linear perturbation
generator FN = FN

(1)ε + FN
(2)ε2 + . . . is computed up to some order of the formal perturbation

parameter ε.

Often, the unperturbed part is associated with linear motion and the perturbed part with non-
linear motion. For multipole perturbations, it is common to associate perturbation with homogeneous
polynomials, e.g., for 2D phase space with co-ordinates (q, p), one has

F
(k−2)
N = F (k,0)qk + F (k−1,1)qk−1p+ · · ·+ F (0,k)pk .

In the case of accelerators, it is convenient to express the lattice operator as a product of function-
ally independent parts, e.g., each part describes propagation through a certain accelerator element:

M =M1M2 . . .Mn , (4)

whereMα =Mα,LMα,N = exp([Fα,L]) exp([Fα,N ]) is an element operator that satisfies [2]

Mα
′ =Mα[−Hα] =Mα[−Hα,L −Hα,N ] , (5)

where Hα is the element’s Hamiltonian function, and Hα,L and Hα,N are its linear and non-linear parts,
respectively. The operatorM also satisfies this equation for the global Hamiltonian function H , but it
is far more complex than individual Hamiltonian functions and thus is not practical to use. Hence, we
first need to factorize the element’s operators; for the autonomous case, single-exponent representation
is straightforward:

Mα = exp([−sα(Hα,L +Hα,N )]) = exp([Fα,L]) exp([Fα,N ]) , (6)

where sα is the element length. It is not the required form, but the linear part is simple to identify:

Fα,L = −sαHα,L . (7)
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Decomposition of Eq. (7) can be motivated by symplectic integrators [8]. In this case, the element is first
split into slices and then factorized with BCH formulae [9] and operator identities. Another possibility
is to use BCH directly for exp([Fα,N ]) := exp([−Fα,L]) exp([Fα,L] + [Fα,N ]). This can be done for
each slice or an exact expression can be obtained in both cases for pure multipole magnets, i.e., when
Fα,L = Fα,L(p).

These decomposition methods can be used to obtain approximate factorization or exact factor-
ization in the special case. In the generic case, Magnus expansion [10, 11] can be used, which was
originally introduced to obtain an exponential solution Y (t) = exp(Ω(t))Y (0) of the matrix-differential
equation:

Y ′ = A(t)Y . (8)

The exponent Ω(t) satisfies the following differential equation with Ω(0) = 0:

Ω′ =
∞∑

k=0

1

k!
Bk{Ω}kA ,

where {X}Y := {X,Y } = XY −Y X denotes the commutator operator andBk are Bernoulli numbers.
This equation can be solved by iteration, Ω(t) = Ω1+Ω2+. . . , and one then has the following recursion:

Ω′1 = A , Ω′n =
n−1∑

k=1

1

k!
BkS

(k)
n , n ≥ 2 ,

S(1)
n = {Ωn−1}A , S(n−1)

n = {Ω1}n−1A , S(k)
n =

n−k∑

m=1

{Ωm}S(k−1)
n−m , 2 ≤ k ≤ n− 1 .

Explicit solutions can be obtained as multidimensional integrals:

Ω1(t) =

∫ t

0
A(t1)dt1 , Ω2(t) =

1

2

∫ t

0
dt1

∫ t1

0
dt2 {A(t1), A(t2)} .

For the Hamiltonian case, M′ = M[−H] with M = exp([F ]) and F = F1 + F2 + . . . one
only needs to replace A with −H and the commutator brackets with Poisson brackets, and change signs
Fn = (−1)n+1Ωn. Since the Hamiltonian has an unperturbed part, an additional step is required before
applying the Magnus expansion:

M′ =M[−H] =M[−HL −HN ] , M′L =ML[−HL] , ML = exp([FL]) ,

MM :=MLMNML
−1 , M′M =MM [−MLHN ] =MM [−HM ] ,

MM = exp([FM ]) = exp([FM,1 + FM,2 + . . . ])a , FN =ML
−1FM = exp([−FL])FM .

Here, the operatorMM is defined, for which the HamiltonianHM is first-order in perturbation. Thus, an
approximation of FM can be obtained with the Magnus expansion and FN can then be computed from
it. This formally solves the factorization problem for the element operator.

As an example, we give the factorization of a thick sextupole and a thick sextupole with a
quadrupole component. In the first case, the Hamiltonian is given by

H =
1

2
p2 +

1

3
kSq

3 ,

where kS is the sextupole amplitude. The linear part is FL = −L
2 p

2 and the non-linear part FN can be
computed up to some order with a Magnus expansion, e.g. first and second orders are given by

F
(1)
N =

1

12
kSL

4p3 − 1

3
kSL

3p2q +
1

2
kSL

2pq2 − 1

3
kSLq

3 ,

3
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F
(2)
N =

1

168
k2SL

7p4 − 1

24
k2SL

6p3q +
1

8
k2SL

5p2q2 − 1

6
k2SL

4pq3 +
1

12
k2SL

3q4 ,

where L is the element length, F (1)
N is the first-order perturbation given by a degree-three homogeneous

polynomial with coefficients that depend on sextupole parameters, and F (2)
N is a degree-four polynomial.

For a thick sextupole with a quadrupole component, the Hamiltonian is H = 1
2

(
p2 + kQq

2
)

+
1
3kSq

3, where kS and kQ are the sextupole and quadrupole amplitudes, respectively. FL =

−L
2

(
p2 + kQq

2
)

is the linear part and the first-order non-linear part F (1)
N = F

(3,0)
N q3 + F

(2,1)
N q2p +

F
(1,2)
N qp2 + F

(0,3)
N p3 is a degree-three polynomial with coefficients that now depend on the quadrupole

amplitude:

F
(3,0)
N = kS

(
−sin

(
L
√
kQ
)

4
√
kQ

− sin
(
3L
√
kQ
)

36
√
kQ

)
,

F
(2,1)
N = kS

(
−cos

(
L
√
kQ
)

4kQ
− cos

(
3L
√
kQ
)

12kQ
+

1

3kQ

)
,

F
(1,2)
N = kS


sin

(
3L
√
kQ
)

12k
3/2
Q

− sin
(
L
√
kQ
)

4k
3/2
Q


 ,

F
(0,3)
N = kS

(
−cos

(
L
√
kQ
)

4k2Q
+

cos
(
3L
√
kQ
)

36k2Q
+

2

9k2Q

)
.

Having obtained factorization of individual elements, we can go back to Eq. (4) and, with a slight
change of notationMα =Mα,LMα,N = exp([Fα,L]) exp([Fα,N ]) =M[α−1, α]M[α], the full lattice
operator can be written as

M =M[0, n]M̂[1] . . .M̂[n] , (9)

where M[0, n] = M[0, 1] . . .M[n − 1, n] is the linear part, the non-linear part is given by
M̂[1] . . .M̂[n], with transformed perturbation, M̂[α] = exp([M−1[α, n]Fα,N ]), and the operator iden-
tity exp([f ]) exp([g]) exp([−f ]) = exp([exp(g)f ]) was used. The product of linear operators is known
and the product of non-linear operators can be computed using BCH formulae [9]. Finally, the factorized
lattice operator is given by

M =MLMN =M[0, n] exp([F
(1)
N ε+ F

(2)
N ε2 + . . . ]) . (10)

The factorized operator can be used for the normal form and Hamiltonian control computations
with generic polynomial perturbation or can be used for geometric indirect optimization (see Section
5). A comparison of element-by-element tracking and analytical model implicit tracking for a FODO
example is shown in Fig. 2. We also note that non-linear perturbation computed analytically matches that
obtained with COSY INFINITY [12].

3 Normal form computation
In Section 2, it was shown that a circular accelerator can be viewed as a discrete dynamic system specified
by a lattice operator Eq. (10). This operator (or the one-turn map associated with it) contains all the
relevant information about single-particle non-linear dynamics and thus can be used to study non-linear
effects that influence the DA. In this section, for a system defined by x2 = f(x1), we want to obtain
a simpler representation y2 = g(y1), where f is a one-turn map of original system with x1 and x2 the
initial and final co-ordinates, and g is a normal form of f with y1 and y2 the initial and final normal form

4
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Fig. 2: Comparison of element-by-element tracking (black dots) and analytical model implicit tracking (red
dots): (A)ML exp([F

(1)
N ε]); (B)ML exp([F

(1)
N ε+ F

(2)
N ε2]); (C)ML exp([F

(1)
N ε+ · · ·+ F

(6)
N ε6]).

co-ordinates related to the original co-ordinates x by symplectic transformation x = h(y). From these
definitions we have

x2 = f(x1) = f(h(y1)) = (f ◦ h)(y1) ,

x2 = h(y2) = h(g(y1)) = (h ◦ g)(y1) ,

and since y1 is arbitrary, we obtain the functional relation h ◦ g = f ◦ h or g = h−1 ◦ f ◦ h. The goal of
normal form computation is to find a normal form g and a transformation h for a given one-turn map f .
This functional relation can be written in operator form:

Mg =MhMfMh
−1 , (11)

where the definition of the compositional operator Mfg := g ◦ f was used and all operators can be
represented by exponential operators or by the product of such operators, since the symplectic case is
assumed.

For a given lattice operatorMf ≡M =MLMN , we first want to normalize the linear partML;
to do so, we assume that linear motion is stable (a generic case can be found in Refs. [2,3]). In this case,
ML is conjugate to rotationR = AMLA−1 with transformation A. The normal form is given by

R = exp([−2πνI]) , (12)

where ν denotes the frequency, I = 1/2
(
q2 + p2

)
is the action, and q and p are normal form co-

ordinates. For the linear case, the normal form relation Eq. (11) can be written in terms of matrices
R = A−1MLA. If we use Courant–Snyder parametrization, then

ML =

[
cos(2πν) + α sin(2πν) β sin(2πν)

−γ sin(2πν) cos(2πν)− α sin(2πν)

]
, A =

[ √
β 0

− α√
β

1√
β

]
,

R = A−1MLA =

[
cos(2πν) sin(2πν)
− sin(2πν) cos(2πν)

]
,

where α, β, and γ = 1/β
(
1 + α2

)
are lattice functions and matrix R is a rotation. Operator R also

corresponds to rotation, for example:

Rq = exp([−2πνI])q = (1− [2πνI] +
1

2
[2πνI]2 − 1

6
[2πνI]3 + . . . )q

= q

(
1− 1

2
(2πν)2 +

1

24
(2πν)4 + . . .

)
+ p

(
2πν − 1

6
(2πν)3 +

1

120
(2πν)5 + . . .

)
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= q cos(2πν) + p sin(2πν) .

Having normalized the linear part, we can proceed with the non-linear part MN = exp([FN ])
normalization. The effect of linear normalization on operator M is to normalize its linear part and to
transform the non-linear part:

MF := AMLMNA−1 =
(
AMLA−1

) (
AMNA−1

)
= RA exp([FN ])A−1

= R exp(A[FN ]A−1) = R exp([AFN ]) =: R exp([FF,N ]) .

Thus, a new system to normalize is

MF = R exp([FF,N ]) = R exp([εF
(1)
F,N + ε2F

(2)
F,N + . . . ]) , (13)

where the unperturbed part is given by operator R defined by Eq. (12), the perturbation FF,N is given
in linear normal form co-ordinates, and each order is associated with homogeneous polynomials, for
example:

F
(1)
F,N = F

(3,0)
F,N q3 + F

(2,1)
F,N q2p+ F

(1,2)
F,N qp2 + F

(0,3)
F,N p3 .

In general, coefficients of these polynomials depend on lattice parameters, but we can keep this depend-
ence implicit and substitute actual coefficients in the final answer.

According to Eq. (11), the non-linear normal form can be written as

N = TMFT −1 , (14)

whereN = RK is a normal form ofMF ,K = exp([K]) = exp([εK(1) +ε2K(2) + . . . ]) is a non-linear
part of N , and the normal form transformation is T = exp([T ]) = exp([εT (1) + ε2T (2) + . . . ]). Then,
the non-linear part is

e[K] = R−1e[T ]Re[FF,N ]e[−T ] = e[R
−1T ]e[FF,N ]e[−T ] =: e[X]e[Y ]e[Z] .

The non-linear part can be computed order-by-order, using BCH formulae [9] and the relation between
commutator and Poisson brackets {[f ], [g]} = [[f, g]]. The order k equation is then

K(k) = X(k) + Y (k) + Z(k) +R(k) ,

where R(k) is known and depends on previous orders. To solve this equation, we expand all functions in
resonance basis with basis functions Q(n,m):

F (k) =
∑

n,m

F (n,m)Q(n,m) , Q(n,m) =
∏

q

I
1
2
nqeimqϕq .

And since auxiliary functions X(k) and Z(k) are related to transformation T (k):

X(k) =
∑

n,m

T (n,m)e−i2πmνQ(n,m) , Z(k) = −
∑

n,m

T (n,m)Q(n,m) ,

the transformation coefficients are found to be

T (n,m) =
1

2
(1− i cot(πmν))

(
R(n,m) −K(n,m)

)
. (15)

This expression is singular when the resonance condition is satisfied, i.e., mν = p ∈ Z, or when m = 0.
These terms must be absorbed into normal form by setting K(n,m) = R(n,m) to resolve singularity. For
the case when mν 6= p ∈ Z, only terms with m = 0 contribute to the normal form. Then K depends

6
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Fig. 3: Full normal form computation for FODO example: (A) effect of normal form transformation on trajectories;
(B) frequency dependence on the amplitude; (C) invariant conservation for first order (black), second order (red)
and sixth order (blue).

only on actions and thus commutes with the linear part R. Such a full normal form allows one to obtain
dependence of frequencies on the amplitude as well as invariants (Fig. 3).

As an example, we perform full normalization up to second order for the generic case and then
substitute parameters for thin and thick single sextupole perturbation. The normal form procedure is also
applied to the FODO example (Fig. 3). Generic perturbation in resonance basis up to the second order is
given by

Y = εY (1) + ε2Y (2) ,

Y (1) = Y (−3,3)Q(−3,3) + Y (−1,3)Q(−1,3) + Y (1,3)Q(1,3) + Y (3,3)Q(3,3) ,

Y (2) = Y (−4,4)Q(−4,4) + Y (−2,4)Q(−2,4) + Y (0,4)Q(0,4) + Y (2,4)Q(2,4) + Y (4,4)Q(4,4) .

The first-order normal form K(1) = 0 and the second-order expression is

K(2) =

(
Y (0,4) +

3

2
Y (−1,3)Y (1,3) cot(πν) +

9

2
Y (−3,3)Y (−3,3) cot(3πν)

)
Q(0,4) . (16)

This expression is not valid when resonance conditions ν = p or 3ν = p ∈ Z are satisfied. For a thin
sextupole, the perturbation in original co-ordinates is

F
(1)
N = −1

3
kSLq

3 , F
(2)
N = 0 ,

where L is the sextupole effective length and kS is the amplitude. The transformed perturbation is given
by

F
(1)
F,N ≡ Y (1) = −1

3
β3/2Lq3kS = − 1

6
√

2
β3/2LkS

(
Q(−3,3) + 3Q(−1,3) + 3Q(1,3) +Q(3,3)

)
,

and the second-order normal form is obtained by substituting corresponding coefficients into Eq. (16):

K(2) =
1

16
β3k2SL

2 (3 cot(πν) + cot(3πν))Q(0,4) .

The thick sextupole perturbation can be computed with a Magnus expansion (see Section 2 for details).
The normal form in this case is

K(2) =
1

16
β3k2SL

2 (C1 + 3 (1 + C2) cot(πν) + (1 + C3) cot(3πν))Q(0,4) ,

7
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C1 =
γ2L5

7β3
+
αγL4

β3
+

(
3α2 + 1

)
L3

β3
+

4αL2

β2
+

2L

β
,

C2 =
γ3L6

16β3
+
αγ2L5

2β3
+

(
63α2 + 13

)
γL4

36β3
+
α
(
21α2 + 13

)
L3

6β3
+

(
51α2 + 11

)
L2

12β2
+

3αL

β
,

C3 =
γ3L6

16β3
+
αγ2L5

2β3
+

(
7α2 + 1

)
γL4

4β3
+
α
(
7α2 + 3

)
L3

2β3
+

(
17α2 + 1

)
L2

4β2
+

3αL

β
.

One can see that in the limit L→ 0 with fixed kSL this expression is reduced to the thin sextupole case.

For DA optimization, we can perform full normalization and then fit lattice parameters to reduce
the frequency dependence on the amplitude and thus reduce the tune footprint size. However, this pro-
cedure can lead to increase in resonance strengths and such resonances (that can be selected based on
FMA [13]) should be reduced as well. Another option is to control the shapes of the frequency curves
to avoid crossing of strong resonances. The shape of invariants can be modified to obtain curves that
resemble circles. All these options do not provide direct control of DA, but can be used in indirect opti-
mization or as a complement to a numerical one. Several examples of indirect optimization are given in
Section 5.

4 Hamiltonian control theory
The goal of Hamiltonian control theory is to modify the perturbed system MF by adding a control
operator C = exp([C]), which is second order in the perturbation parameter, i.e., C = C(2)ε2+C(3)ε3+
. . . , such that the controlled systemMC ,

MC =MFC = R exp([FF,N ]) exp([C]) , (17)

is conjugate to a system that is close to the unperturbed one:

e[T ]MCe
[−T ] = Re[GRFF,N ].

This is the case when the control operator is defined as

e[C] := e[−FF,N ]e[(GN−G)FF,N ]e[GRFF,N ]e[GFF,N ] , (18)

whereR is an unperturbed part of uncontrolled operatorMF is given by Eq. (13), G := G(1−R−1)G is
a pseudo-inverse operator of (1−R−1), GN := (1−R−1)G is the non-resonant operator, GR := 1−GN
is the resonant operator, and T := GFF,N is the transformation. The controlled operator is then given by

MC = Re[−R−1GFF,N ]e[GRFF,N ]e[GFF,N ] =: Re[FC ] . (19)

The perturbation FF,N is transformed into resonance basis and the action of the above operators on the
basis function is given by the following expressions:

GQ(n,m) =
1

2
(1− i cot(πmν))∆(mν 6∈ Z)Q(n,m) ,

R−1GQ(n,m) = −1

2
(1 + i cot(πmν))∆(mν 6∈ Z)Q(n,m) ,

GNQ(n,m) = ∆(mν 6∈ Z)Q(n,m) ,

GRQ(n,m) = ∆(mν ∈ Z)Q(n,m) ,

where the function ∆ is defined as ∆(>) := 1 and ∆(⊥) := 0.

In general, the closed form of the controlled operator (or the control term) cannot be obtained,
but it can be approximated up to some order in the perturbation parameter FC = F

(1)
C ε + F

(2)
C ε2 + . . .

8
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Fig. 4: Formal controlled system for FODO example: (A) DA curves for original system and controlled systems
up to order six; (B) corresponding frequency dependence on the amplitude.

with BCH formulae [9]. Control does not change the first-order properties of a system, i.e., F (1)
C ≡ F (1)

F,N ;

thus, to construct the controlled operator one can choose only first-order perturbation FF,N = F
(1)
F,Nε and,

since F (1)
F,N is associated with a homogeneous polynomial of degree three, GRF (1)

F,N = 0. Hamiltonian
control theory is very flexible, since one can define both the target system and the perturbation.

As an example, we compute the first term of the control operator for thin sextupole perturbation.
Like normal form computation (see Section 3 for details), the perturbation is first transformed by linear
normalization and then expanded into resonance basis. The first term of the control operator can then be
computed:

C(2) = − 1

16
β3L2k2S(cot(πν) + cot(3πν))q4 − 1

16
β3L2k2S(3 cot(πν)− cot(3πν))p2q2 .

The effect of formal control for a FODO example is shown in Fig. 4. In this case, the target system
is R and F (1)

F,N is a perturbation. It can be seen that formal control provides significant improvement of
the DA. The frequency curves become flatter as the order of computation is increased. This is the case
because the target system is a rotation. If full normal form computation is performed for a controlled
system then the normal form has no tune shifts and the transformation is zero for orders greater than one.

Here, DA optimization is not direct but motivated by the fact that the controlled system is conjugate
to a good one. Control can be realized as a special element or a controlled system can be obtained with
suitable distribution of multipoles. In the following section, examples of fitting octupole and decapole
distributions to realize a controlled system are shown (Fig. 5).

5 Examples of indirect optimization
As stated in Section 1, direct DA optimization requires particle tracking. An accelerator model for direct
optimization can include a number of effects that are difficult and impractical to include in the analytical
model of Eq. (10). The analytical model itself can be used for particle tracking (see Fig. 2) and can
potentially speed up direct optimization.

Indirect optimization, on the contrary, does not use particle tracking and thus can be much faster.
In this case, lattice parameters should be fitted to satisfy constraints derived from theory. Realization

9
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Fig. 5: Examples of linear L1 and L2 indirect optimization. Original lattice is replaced by 120 multipole magnets.
(A) L2 geometric optimization, second-order perturbation removed; original DA (red) and L2 DA (blue). (B)
Octupole strength distribution for (A). (C) L1 geometric optimization original, second-order perturbation removed;
DA (red) and L1 DA (blue). (D) Octupole strength distribution for (C). (E) Normal form L2 and L1 optimizations,
second-order tune shift removed; original DA (black), L1 DA (blue), L2 DA (red). (F) Frequency dependence on
the amplitude for (E). (G) Normal form L2 and L1 optimizations, second- and fourth-order tune shifts removed
and 4ν = 1 and 5ν = 1 resonances reduced; original DA (black), L1 DA (blue), L2 DA (red). (H) Frequency
dependence on amplitude for (G). (I) L2 controlled system realization; original DA (black), second order (blue),
third order (red).

of normal form and Hamiltonian control objectives can be reduced to a minimization problem, since in
both cases one needs to fit system parameters so that the coefficients of some polynomials have desired
values. In principle, one can obtain full symbolic representation of the accelerator model, including linear
and non-linear parameters. Usually, one needs to find some lattice parameters (dipole and quadrupole
positions and amplitudes, as well as chromatic sextupoles) and suitable distributions of multipoles. If
the positions of multipoles are allowed to vary, the minimization problem is intrinsically non-linear.
However, for fixed multipole positions, the problem can be partially reduced to linear minimization
(here, we use L1 [14] and L2 linear minimization). This is possible, since leading-order dependence of
the kth coefficients on kth-order multipole amplitudes is linear. Moreover, polynomial coefficients are
linear with respect to kth-order multipole amplitudes up to order 2k − 1, e.g., second- and third-order
coefficients are linear with respect to octupole amplitudes; third, fourth, and fifth orders are linear with
respect to decapole amplitudes. Thus, one can reduce indirect optimization to several linear minimization
problems.

Geometric optimization can be performed directly on the model, i.e., terms in the non-linear part of
the model can be removed. This procedure is motivated by the fact that stable linear systems have infinite
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DA. One can then expect an increase in DA if higher-order terms can be neglected. Another option is
to use normal forms. In this case, one can reduce the shape frequency dependence on the amplitude and
avoid crossing of dangerous resonances. Resonance driving terms can be reduced and invariant shapes
can be modified. For Hamiltonian control, DA optimization is motivated by the fact that controlled system
is conjugate to a good one. The controlled system can be realized by a suitable distribution of multipole
magnets. It should be noted that since fitting is performed up to some order, the effect of higher orders is
assumed to be negligible; this might not be a good assumption. Examples of indirect optimization for a
FODO example are shown in Fig. 5.

6 Summary
An analytical non-linear accelerator model is important for DA aperture optimization. We have imple-
mented the procedure described in Section 2 in a symbolic manipulator. Thus, semi-realistic symbolic
models of accelerator lattices can be computed. Models can include multipole magnets (possibly in-
side quadrupole magnets), non-linear kinematic effects, and simple fringe field effects. We also plan to
include chromatic effects as our next step.

Several methods for non-linear systems analysis were implemented. The full normal form, control
term, and controlled system were precomputed for generic polynomial perturbations; one simply needs
to substitute corresponding polynomial coefficients to obtain results for a given model.

Various analytical constraints can be generated for a given accelerator model based on non-linear
analysis methods. These constraints can be used as a complement to direct DA optimization, or indirect
optimization can be performed. We also provided several examples of indirect optimization for a simple
FODO cell (Fig. 5). It can be seen that indirect optimization can be used to increase DA, but uncontrolled
higher-order terms can lead to DA reduction.
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Fast Kicker for High Current Beam Manipulation in Large Aperture 

V. Gambaryan1 and A. Starostenko1,2 

1Budker Institute of Nuclear Physics SB RAS, Novosibirsk, Russia 
2Novosibirsk State University, Novosibirsk, Russia 

Abstract 
The pulsed deflecting magnet (kicker) project was worked out in Budker 
Institute of Nuclear Physics. The kicker design parameters are: impulsive 
force, 1 mT*m; pulse edge, 5 ns; impulse duration, 200 ns. The 
unconventional approach is that the plates must be replaced by a set of 
cylinders. The obtained magnet construction enables the field homogeneity to 
be controlled by changing current magnitudes in cylinders. Furthermore, we 
demonstrated the method of field optimization. In addition, measurement 
technique for the harmonic components was considered and the possibility of 
control harmonic components value was demonstrated. 

Keywords 
Kicker; impulse magnet; high current beam; field harmonic components. 

1 Kicker actual design 
Taking into account results obtained previously [1] at the Budker Institute of Nuclear Physics (BINP) a 
kicker prototype was developed. The magnet cross-section is shown in Fig. 1. The physical magnet 
length is ≈650 mm. The magnet aperture is 100 mm. The vacuum chamber diameter and the conductor 
cylinder diameter are 164 mm and 28 mm, respectively. The cylinders are made of steel, as is the body 
of the magnet. The ceramic feedthroughs were also developed at BINP. 

 
Fig. 1: Kicker actual design (all dimensions are in mm) 
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2 Magnetic field measurements 

2.1 Experimental stand description 

The experimental stand, shown in Fig. 2, consists of the following parts: 

1. kicker; 

2. pulse generator; 

3. induction coil magnetometer; 

4. VSDC2—precision digital signal integrators with accurate synchronization [2]; 

5. hand caliper; 

6. step motors with controllers; 

7. PC with specialized software. 

 
Fig. 2: Principal scheme of magnetic field measurement stand: 1, kicker; 2, pulse generator; 3, induction coil 
magnetometer; 4, VSDC2; 5, hand caliper; 6, step motors with controllers; 7, PC with specialized software; M, 
motor; SMC, step motor controller. 

The kicker is fixed on a metal frame. Step motors provide movement in the horizontal plane. The 
vertical displacement of step motors is realized only by hand-turned screws. For both step motors, the 
vertical position must be controlled using a hand caliper. All of the stand components were precisely 
aligned with the help of the BINP Geodesy group. 

2.2 Power pulse generator 

The generator provides the following current characteristics: maximum frequency, 12.5 kHz; maximum 
current, 200 A. 

At this stage in our research, we have a switching power supply that does not fully comply with 
our requirements. The final prototype bandwidth should be about 200 MHz. Therefore, we need to 
determine how precisely we can measure the magnetic field using a low frequency power supply. 
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A magnetic field distribution with frequency values ranging from 12.5 kHz to 1 MHz was 
simulated using finite element method magnetics (FEMM) [3] (see Fig. 3(a)). We need to compare the 
form of field dependence curves obtained. We calculate the percentage difference between the minimum 
and maximum values of each curve, normalized to the 1 MHz curve. Figure 3(b) demonstrates a decrease 
in discrepancy with increasing frequency. The discrepancy level in our case (12.5 kHz) is ≈4%. This 
result allows us to assume that our measurements are acceptable. 

 
 a)      b) 

Fig. 3: (a) Magnetic field distribution versus position in central plane for different frequencies; (b) error level for 
different frequencies. 

2.3 Induction coil magnetometer 

The induction coil consists of five wire turns ( 5N = ). It has width w = 5 mm and length l = 1000 mm. 
The wire diameter is 0.2 mm. The coil base is made of fiberglass plastic strip. The induction coil 
principle is derived directly from Faraday’s law: 

 d ( )( ) ,
d

B tE t
t

Φ
= −   (1) 

where E  is the electromotive force (EMF) and BΦ  is the magnetic flux. Time integration of the EMF 
gives the magnetic flux. From the magnetic flux definition, we can determine the maximal magnetic 
field value: 

 

0

0
max

( )d
,

T

E t t
B

N w l

−
=

⋅ ⋅

∫
 (2) 

where T0 is the integration time chosen such to provide a maximum integral value, N is the number of 
coil turns, and w and l are the coil width and length, respectively. 

For example, Fig. 4 shows typical signals. The first channel (grey dashed curve) is a signal from 
the coil and the second channel (black curve) is a current monitor signal. 
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Fig. 4: Typical signals: Channel 1, signal from magnetometer; Channel 2, signal from current wave form 

We supply the coil signal to VSDC2. Software ‘S-Wire Kicker’ created at BINP is integrated in 
the experimental stand. The program can control the step motors and pulse generator and store the 
measurements on a hard disk drive. 

The magnetic field distribution was measured in the central part of the kicker. The area 
investigated is almost 2 × 2 cm square. Measurements were carried out at five vertical positions: −2 cm, 
−1 cm, 0 cm, 1 cm, and 2 cm. The horizontal shift was automatically realized using the ‘S-Wire Kicker’ 
program within the range −1.8 cm to 1.8 cm, in increments of 0.1 cm. Five measurements were made at 
each point, and the average taken. The obtained values were used to form a magnetic field distribution 
map. To compare experimental results with calculations, we simulated the FEMM task with the same 
current value obtained from the current monitor. 

3 Magnetic field measurements 
To measure the magnetic field distribution in the experiment, we used a single generator. The cable 
commutation scheme is shown in Fig 5. 

 
Fig. 5: Kicker commutation 
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A variable resistance unit was made with the aim of controlling a current in the separate cylinders. 
The commutation scheme with variable resistance unit is shown in Fig. 6. Using this scheme, an 
improved magnetic field distribution can be obtained. 

 
Fig. 6: Kicker commutation diagram with variable resistance unit (VRU) 

3.1 Experimental results 

In this part, we present the results of the magnetic field measurements. The experimental data in 
comparison with results calculated using FEMM are shown in Figs. 7 and 8 ((a) experimental; (b) 
calculation using FEMM). 

 

 
Fig. 7: Magnetic field distribution: (a) measured; (b) calculated 

 
Fig. 8: Magnetic field homogeneity: (a) measured; (b) calculated 
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We can see that the measurements agree with the simulation to sufficient accuracy. 

We have an opportunity of controlling the magnetic field distribution and homogeneity. To 
implement this, we need to set the specific current values in each conductor. The parametric optimization 

simulation was achieved in FEMM. We consider the upper and lower conductor currents to be 0I A. The 

current in the central conductor is 0k I⋅  A, where k  is the optimizing parameter: 

 2 6 3 5 0 1 4 0,  .I I I I I I I k I= = − = − = = − = ⋅   

The optimization goal is to minimize B∆ , the field quality indicator: 

 max min

min

100%B BB
B
−

∆ = ⋅  . (3) 

The dependence of the magnetic field quality on the parameter k  is shown in Fig. 9. As a result 
of the optimization, we obtain the following ratio: the first and fourth currents must be 1.5 times larger 
than the others, i.e. 1.5k = . 

 
Fig. 9: Magnetic field quality as a function of current ratio 

Using the variable resistance unit, the current in each conductor was tuned in accordance with the 
optimization results and the measurement was repeated. The results obtained are shown in Figs. 10 
and 11. 

 
Fig. 10: Magnetic field distribution after current correction using variable resistance unit: (a) measured; (b) 
calculated. 
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Fig. 11: Magnetic field homogeneity after current correction using variable resistance unit: (a) measured; (b) 
calculated. 

The magnetic field measured experimentally turned out to be asymmetric. However, we see that 
the homogeneity value is close to the calculated one. The reason for this asymmetry is not completely 
explored. We have considered a number of assumptions, but they need to be checked. One of these is 
the limited induction coil magnetometer accuracy and another is that there may be some imperfections 
in the electrical contacts. We plan to repeat the measurements to provide more accurate results. 

4 Field harmonics components 
The chosen geometry allows us to use an interesting method of controlling the distribution of the 
magnetic field harmonics. Using FEMM, one can obtain the angular dependence of the normal and 
tangential components of the magnetic field along the circumference (see Fig. 12(a)). This dependence 
for an ideal dipole field is sinusoidal (see Fig. 12(b)). The field harmonics expansion allows us to judge 
how close to an ideal field such a field is. 

 
Fig. 12: Magnetic field along circumference: (a) magnet layout; (b) sinusoidal magnetic field signal 

The normal and tangential magnetic field component functions can be expanded in a sine series 
(Eqs. 4 and 5). The coefficients of such series are harmonic components. The first coefficient is a dipole 
component, the second is a quadruple component, and so on. 
 ( ) ( ) ( ) ( ) ( )1 2 3 4  sin  sin 2  sin 3  sin 4n n n n nB B B B Bϕ ϕ ϕ ϕ ϕ= + + + +…  (4) 

 ( ) ( ) ( ) ( ) ( )1 2 3 4  sin  sin 2  sin 3  sin 4B B B B Bτ τ τ τ τϕ ϕ ϕ ϕ ϕ= + + + +… (5) 
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For example, the harmonic components for an optimal current distribution case are shown in 
Fig. 13. As expected, all harmonics are extremely small except the first one. It is worth noting that the 
third and fifth components have different signs. 

 
Fig. 13: Harmonic field component distribution in logarithmic scale 

Owing to the presence of separated conductors, we can obtain the matrix of coefficients 
describing the dependence of harmonics changes on current changes in each conductor—a harmonics 
response matrix. This matrix was calculated: 
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From the simulation results, we have a set of harmonics (see Fig. 13). This can be presented as a 
vector: 
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

  (7) 

We consider 0nB


 as optimal. The experimentally measured set of harmonics is likely to be 
different from the optimal. To correct it, we need to add corrections to the currents. The current deviation 
vector can be obtained by multiplying the inverse matrix K by a harmonic deviation vector: 

 1 .n nI K B−∆ =
 

  (8) 
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To verify this approach, we present the following calculations. For an optimal current distribution, 

we have a certain set of harmonics 0nB


. Calculations in FEMM with random changes in the current 
vector give us a new set of harmonics: 
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  (9) 

Then we calculate the harmonic deviation vector and multiply it by an inverse matrix. We get a 
vector, which is the optimum current deviation vector: 
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Then we subtract it from the current values of the current (Eq. 12), repeat the calculation using 
FEMM and check the harmonics (Eq. 13): 
 '' 'I I I= −∆

  

  (12) 
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The small difference between the new values of harmonics and the optimum shows the efficiency 
of the method. The harmonic vector has been corrected with a very good accuracy: 
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5 Summary 
We carried out magnetic field measurements. For this purpose, a magnetic measurement stand was 
created and tested. The correction technique for harmonic components was theoretically verified. Our 
future aims are to carry out more precise measurements and to implement the magnetic field quality 
improvement procedure. 
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Realistic Approach to Beam Dynamics Simulation with Synchrotron
Radiation in High Energy Circular Lepton Colliders

S.A. Glukhov, E.B. Levichev
BINP SB RAS, Novosibirsk, Russia

Abstract
In extremely high energy circular lepton colliders, correct consideration of syn-
chrotron radiation is important for beam dynamics simulation. We developed a
fast precise effective method to track particles in a realistic lattice when the ra-
diation effects are distributed along the orbit [1]. In the present paper we study
an effect of decreasing dynamic aperture due to radiation from quadrupole
lenses in the FCC-ee lepton collider.

Keywords
Synchrotron radiation; simulation; CUDA.

1 SR simulation techniques
1.1 Concentrated SR losses
A simple way to simulate SR in a circular lattice is to apply the following transformation to the coordi-
nates of all particles once per turn at arbitrary azimuth s0 [2] (the formulae are simplified for the case of
flat lattice without betatron coupling)

x 7→ ax(x− ηxδ) + ηxδ + bxr̂1

px 7→ ax(px − η′xδ) + η′xδ + bx(r̂2 − αxr̂1)/βx
y 7→ ayy + by r̂3

py 7→ aypy + by(r̂4 − αy r̂3)/βy

δ = ∆E/E0 7→ e
− T0

2τδ δ + σδ

√
1− e−

T0
τδ r̂5

, (1)

where

au = e−
T0
2τu , bu =

√
εuβu

(
1− e−

T0
τu

)
,

E0 — reference energy, T0 — revolution period, σδ — energy spread, τu — damping times (u = x, y),
εu — emittances, βu, αu, ηx and η′x — optical functions at s0, and r̂1 . . . r̂5 — random values with
standard distribution.

1.2 Distributed SR losses
There is a more natural way of SR simulation consisting in distribution of the corresponding coordinate
transformations over the whole lattice. One of such techniques is described in [3]. The method used in
the present paper was developed on the basis of it and described in [1].

Let us consider a dipole magnet of a lengthL, bending angle θ, quadrupole gradient k1 and rotation
angles ϕ1, ϕ2 for the entrance and exit pole faces respectively. When an electron with a relativistic factor
γ enters the dipole with an initial horizontal coordinate x0 and energy deviation δ0, it follows an arc with
a radius ρ = L/θ and radiates N energy quanta. N has a Poisson distribution with a mean value of N̄ :

N̄ =
5
√

3

6
αθγ0 (1 + k1ρx0) (1 + h∗x0) ,
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where
h∗ =

1

ρ
− tanϕ1 + tanϕ2

L
,

α is the fine structure constant. The energy radiated in each quantum is

∆iδ = −3λe
2ρ

γ0
2 (1 + δ0)2 (1 + k1ρx0) yi , i = 1 . . . N ,

where λe is the reduced electron Compton wavelength; yi ∈ SR, which means that yi has the so-called
SR-distribution whose distribution density function is closely related to the well-known SR spectral
power density function [1]. With a sufficient accuracy this distribution can be generated in the following
way: let ξ have a uniform distribution over [0; 1] segment, then

f(ξ) = C (− ln (1− ξa))3/a ∈ SR ,

where C = 0.5770254, a = 2.535609.

1.3 Distributed SR losses in dipoles
Energy deviation due to SR photon emission affects particle motion in the bending plane. In a flat lattice
all bends are horizontal, and hence x and px are expected to change along with δ. The radiation damping
in the magnet in both transversal planes is proportional to the magnet’s contribution to the I2 integral;
the squared quantum excitation amplitude is proportional to the contribution to I5x. The equilibrium
distribution of the horizontal coordinates is Gaussian, and thus we can apply transformations (1) to x
and px in each bending magnet separately, assuming that the addition due to quantum excitation in each
magnet is also Gaussian. So, all radiation acts in the magnet can be simulated at once at its exit pole face.
Finally, the following transformation should be applied to the coordinates of each particle after tracking
through each bending magnet

x 7→ ec1x∆δ(x− ηxδ) + ηx(δ + ∆δ) + c2xr̂1

√
∆2δ ,

px 7→ ec1x∆δ(px − η′xδ) + η′x(δ + ∆δ) + c2x
r̂2−αxr̂1

βx

√
∆2δ ,

y 7→ ec1y∆δy , py 7→ eay∆δpy , δ 7→ δ + ∆δ ,

(2)

where
∆δ =

∑N
i=1 ∆iδ , ∆2δ =

∑N
i=1 (∆iδ)

2 , ∆iδ ∈ SR
c1x,1y =

3T0

2τx,yreγ0
3I2

,

c2x =

√
24
√

3

55

εxβx 〈Hx〉
αγ0

5λe2I5x

(
1− e−

T0
τx

)
,

I2 and I5x — radiation integrals, 〈Hx〉— horizontal dispersion invariant averaged over the magnet, βx,
αx, ηx and η′x — horizontal optical functions at the exit pole of the magnet, r̂1 and r̂2 — random values
with standard distribution. Quantum excitation in the vertical plane can be simulated once per turn, as in
(1).

Distributed energy losses lead to variation of the equilibrium beam energy 〈δ〉 along the lattice:
it drops in bending magnets and rises in RF cavities. This is the so-called sawtooth effect, which leads
to the closed orbit distortions. It can be cured by a variation of magnetic field in beamline elements in
proportion to changing equilibrium energy (magnet tapering). Besides, in the simulations the following
transformation should be applied to the horizontal coordinates of each particle after each dipole:

x 7→ x+ ρ(1− cos θ) ∆〈δ〉 ,
px 7→ px + sin θ∆〈δ〉 ,

where ∆〈δ〉 is the variation of equilibrium energy deviation in the dipole.

2
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1.4 Distributed SR losses in quadrupoles
A particle follows a curved trajectory and therefore emits SR photons not only in dipoles but also in
other beamline elements. SR in strong final focus quadrupoles may affect particle dynamics significantly,
especially at high energy. The simplest way to study this effect is to consider each strong quadrupole as
a “variable strength dipole” with parallel pole faces and no quadrupole gradient. This fictitious dipole
acts in both transversal planes and has different bending angles and radii of curvature on each turn for
each particle. These values will be different for horizontal and vertical planes:

θx = |px1 − px0| , θy = |py1 − py0| , ρx,y = L/θx,y ,

where px0 and py0 are the transversal momenta at the entrance pole face, and px1 and py1 are the transver-
sal momenta at the exit pole face of the quadrupole. So, radiation in both transversal planes should be
simulated independently:

N̄x,y =
5
√

3

6
αθx,yγ0 , Nx,y ∈ Poisson

(
N̄x,y

)
,

(∆iδ)x,y = − 3λe
2ρx,y

γ0
2 (1 + δ0)2 yi , i = 1 . . . Nx,y ,

yi ∈ SR ,

∆δ =
∑Nx

i=1 (∆iδ)x +
∑Ny

i=1 (∆iδ)y ,

∆2δ =
∑Nx

i=1 ((∆iδ)x)2 +
∑Ny

i=1

(
(∆iδ)y

)2
.

Then transformation (2) should be applied.

2 Simulation results for FCC-ee
The simulation technique described above was implemented as part of TrackKing simulation program
[4]. FCC-ee is a 100-km e+e- collider with a beam energy of 45–175 GeV. Simulations were per-
formed for a preliminary version of 175 GeV FCC-ee lattice with 4 different algorithms: without SR,
with concentrated SR, with distributed SR and tapering, and with distributed SR, tapering and SR in all
quadrupoles. The dynamic apertures (DAs) in units of beam sizes are shown in Fig. 1.

Fig. 1: DAs with different SR simulation modes

3 Discussion
Several effects can be noted in the results presented above. Firstly, the DA slightly decreases when SR
is switched off. The cause is that in such a case initially unstable particles do not damp towards a stable

3
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phase space region and are thus lost eventually. This case is not a concern because it is only hypothetical.
Secondly, results for concentrated and distributed simulations of SR in dipoles are in good agreement.
And finally one can see that SR in quadrupoles reduces the DA significantly.

J.M. Jowett was the first to describe the latter effect [5]. The explanation is that synchrotron motion
of particles with large betatron amplitudes becomes unstable due to SR losses in quadrupoles. It is not
a single turn effect because energy radiated by a particle from quadrupoles during one turn (15 MeV)
is only 5% of the equilibrium beam energy spread. Fig. 2 shows phase trajectories of synchrotron and
horizontal betatron motion for an ensemble of on-energy particles with an initial horizontal deviation of
12.5σx; the vertical motion is not excited and SR in quadrupoles is switched on. As one can see, strong
synchrotron oscillations with an amplitude of up to 7σδ are induced. During the first few synchrotron
periods, particles that reached the energy acceptance boundary are lost, and then the others are damped
towards a stable region. Fig. 3 shows phase tractories of synchrotron and horizontal betatron motion for

Fig. 2: Phase trajectories for particles with x0 = 12.5σx; SR in quadrupoles is switched on

particles with the same initial conditions but with SR in quadrupoles switched off. In that case there is
no sign of particle losses because strong synchrotron oscillations are not induced. Therefore, the effect
of the DA shrinking due to SR in quadrupoles is highly non-equilibrium. So, it cannot be fully described
in terms of radiation integrals because they are applied to an equilibrium beam state only.

The maximum induced energy deviation is reached after one quarter of synchrotron period and
can be estimated in the following way:

〈∆δ〉 =
1

4νs

∮
〈Uq(s)〉 ds
E0

,

where Uq is the energy radiated from quadrupoles and 〈. . . 〉 means averaging over beam particles. The
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Fig. 3: Phase trajectories for particles with x0 = 12.5σx; SR in quadrupoles is switched off

energy radiated by a single particle from one quadrupole of a length Lq and strength K1 is

Uq =
Cγ
2π
E4

0

(K1Lqx)2

Lq
.

Numerical estimations for the given lattice can be obtained using the following substitution:

x = n
√
εxβx ,

where n is the initial horizontal coordinate expressed in horizontal beam sizes. Finally, the radiation-
induced energy deviation for the lattice under consideration is the following:

〈∆δ〉 = 0.58%
( n

10

)2
(≈ 0.91% for x0 = 12.5σx) .

It is in accordance with Fig. 2.

4 Conclusion
Conventional SR simulation techniques with SR concentrated at one azimuth is applicable even to lattices
with extremely high radiation energy loss rate and tapering. SR in quadrupoles is also important for such
lattices, but it can be taken into account only using distributed SR simulation techniques. Results of
FCC-ee lattice simulations show that SR in quadrupoles reduces the DA significantly because of induced
synchrotron ocsillations of particles with large initial transversal amplitude. A large energy deviation
can be reached during the first synchrotron period. If the particle is not lost after that, then it forgets its
initial conditions and remains stable.
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The VEPP-2000 Collider Control System: Operational Experience 

A.I. Senchenko, D.E. Berkaev, A.P. Lysenko, Yu.A. Rogovsky, P.Yu. Shatunov 
BINP, Novosibirsk, Russia 

Abstract  
The VEPP-2000 collider was commissioned and operated successfully in 
2010-2013. During the operation the facility underwent continuous updates 
and experience in maintenance was acquired. Strong cooperation between the 
staff of the accelerator complex and the developers of the control system 
proved effective for implementing the necessary changes in a short time. 

Keywords  
Control system; accelerator; collider.  

1 Introduction  
VEPP-2000 is a collider with a luminosity up to 1x1032cm-2s-1 and a beam energy up to 1 GeV per beam 
[1-2]. This project is an extension of the previous VEPP-2M facility. Construction of VEPP-2000 started 
in 2001. In 2007 first luminosity was produced. Since the end of 2009, the collider has delivered beams 
to the experiments. In 2013 a long shutdown started, which was dedicated to the upgrade of a wide range 
of subsystems. During operation VEPP-2000 used the injection chain of its predecessor VEPP-2M (see 
grey area in Fig. 1). This was later replaced with a link-up to the new injection complex VEPP-5 [2]. It 
consists of the old beam production system and Booster of Electrons and Positrons (BEP) with an energy 
limit of 800 MeV. The collider is equipped with two particle detectors [3], the Spherical Neutral Detector 
(SND) and the Cryogenic Magnetic Detector (CMD-3), which are located at dispersion-free low-beta 
straight sections. The final focusing is realized using superconducting 13 T solenoids. 

 
 

Fig. 1: The layout of the VEPP-2000 facility 
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2 Control system 
The control system of the VEPP-2000 accelerator facility consists of the following tightly coupled parts 
(see Fig. 2): 

• Hardware – analog-to-digital converters, digital-to-time converters, etc., 

• Software – system software (operating system, databases), application software (hardware 
servers, user level), 

• Infrastructure – computers, networks. 

Fig. 2: The network layout of the VEPP-2000 acceleration complex 

From the automation point of view, the accelerator complex VEPP-2000 is a complicated system. 
Over 2000 control channels and 3000 monitoring channels and their joint usage impose rigid restrictions 
to the control system. These channels are divided into two groups: scalars (like beam current or beam 
energy with a typical update rate of 1-2 Hz) and vectors (like CCD, BPM, pulsed element 
measurements). 

2.1 Hardware 

The VEPP-2M control system was based on the CAMAC standard and in-house BINP devices. Most of 
the CAMAC devices were designed and manufactured 20 years ago. It was decided to replace obsolete 
devices with modern ones. CAN-bus was chosen as the base technology [4]. CAMAC devices were left 
for systems with high data rates (like fast-ADCs) and legacy system which were due to be removed 
soon. A few VME devices were used for beam parameter measurements. All devices are BINP 
manufactured. Migration to CAN-bus based devices allows to install devices near the control units and 
to reduce the number of cabling connections.  

Significant efforts were made to design hardware parts as a set of loosely coupled subsystems. 
Such an approach facilitates changes or upgrades of individual subsystems without affecting other 
subsystems. For example, CAMAC devices for the measurement of pulsed magnets were replaced by 
CAN-bus devices without affecting the whole control system. 

2.2 Software 

1.1.1 System software 

Linux-based systems proved to be reliable. Therefore Gentoo Linux was chosen for the operating 
system. A source-based distribution was chosen, allowing for accurate configuration and tuning. During 
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experimental runs in 2010-2013 it appeared that system-wide updates or even software installation could 
only be done during shutdown periods. This resulted in high maintenance costs. Therefore it was decided 
to migrate to a binary distribution with long-term support, and a stable Debian release was chosen. 

1.1.2 Application software 

The application software development started at the same time as the assembly of the facility. A first 
version used for magnetic measurements had a two-layer client-server architecture. Through continuous 
updating the architecture was changed to a traditional tree-layer structure (see Fig. 3). 

 
 

Fig. 3: The VEPP-2000 Software scheme 

Special servers control CAN or CAMAC buses and provide access to hardware for client 
applications.  

The middleware layer consists of applications that control particular subsystems and provide 
derived data for other applications. The main application of this layer is VCAS (VEPP-2000 Channel 
Access Server). It is similar to modern Message Queue Software (like AMPQ, RabbitMQ, ZeroMQ). It 
was developed to configure subsystems and applications via system-wide events or commands 
(injection, regime changing). 

The third layer comprises GUI applications, which provide the operators of the accelerator 
complex with the controls for beam tuning and diagnostics. The developers interact frequently with the 
operators in order achieve a convenient implementation. 

Strict time constraints and the lack of appropriate open-source solutions resulted in the 
development of a text-based communication protocol. It satisfies most of the requirements (transferring 
small control commands and measurements with rates up to 1 Hz). However it was not designed for 
high data rates (CCD, BPM). This led to the creation of several incompatible protocols during operation. 

Software that controls critical subsystem or should provide high responsiveness is implemented 
in C/C++. Python and Java are used for utilities and non-critical applications. The GUI is implemented 
with Qt library. 

2.3 Infrastructure 

The security and reliability of the network of experimental facility is an important issue. At the early 
stages of development of the control system it was decided to create a private network to reduce security 
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risks thereby preventing exposure of the control software to the Intranet. To provide access to external 
resources a gateway is used. This approach allows to protect the control system against Intranet failures. 

Another important decision was to provide wireless connection across the facility (control room, 
experimental hall, control equipment room). It allows to reduce the number of cabling connections and 
local control panels. 

3 Future applications 
During the operation the VEPP-2000 team acquired significant experience in control system 
development and maintenance. Common use-cases were collected. This experience can be applied to 
other facilities. For example, new software developed for the VEPP-5 injection complex (which will be 
used as injector of positrons for the Super Charm-Tau factory) is based on concepts of the VEPP-2000 
control software.  

The experience can be also applied to the design of the control system of the Super Charm-Tau 
factory. Building a control system fully from scratch for such a facility would be very expensive. On the 
other hand, the use of out-dated or unsupported software or hardware would result in high maintenance 
costs. Furthermore there is the issue of technology changes and trends. More than ten years have passed 
since the start of the VEPP-2000 construction. During this time many new technologies and control 
system software applications have appeared or were significantly improved (TANGO, EPICS, BINP in-
house). These are worth to be evaluated, for example in isolated subsystems or test stands. In this context 
work has started on developing a TANGO-based control system for a test stand at the BEP ring. 

4 Conclusion 
Construction of the VEPP-2000 control system started more than 10 years ago. During this period, it 
underwent significant changes. Experience acquired during the operation and continuous updates could 
be applied to other facilities, such as the Super Charm-Tau factory, a future mega-science project at 
BINP. 
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