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Abstract

These proceedings are of interest to staff and students in accelerator laboratories, university departments and
companies working in or having an interest in the field of new acceleration techniques. Following introductory
lectures on plasma and laser physics, the course covers the different components of a plasma wake accelerator
and plasma beam systems. Topical seminars and an overview about alternative new techniques like dielectric
accelerators are included. Lectures on the experimental studies and their latest results, on diagnostic tools and
state of the art wake acceleration facilities, both present and planned, complement the theoretical part.
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Preface

The CERN Accelerator School — CAS — has the mission to preserve and disseminate the knowledge accumulated
at CERN and elsewhere on particle accelerators and storage rings. For topics on general accelerator physics this
is achieved by a series of lectures presented in the introductory and advanced level schools, which run in alternate
years. In addition certain topics, relevant for the field, are treated in special schools to follow the technological
developments and present details of advanced subjects.

Over the past decades, and in the true sense of the word since the invention of the very first particle accelerator
by Cockcroft and Walton, progress in high—energy physics has always been the driving force for the development
of particle accelerators. New scientific findings went hand in hand with the continuous effort to increase the per-
formance of the particle accelerators. We have learned to apply better and better these techniques and include
them in our accelerators and storage rings, and the harvest is impressive: the standard model that proves its solid-
ity more than ever, including the recent discovery of the Higgs particle at LHC in 2012.

Meanwhile many interesting questions of high—energy physics lie beyond the standard model. Keywords are
dark matter and dark energy and a big step forward in accelerator technology is needed to address these issues.
For this purpose at CERN and other places we are studying already now the next generation colliders and it is no
surprise that new methods to achieve an efficient and more compact way to gain the required acceleration gradient
are being studied in many places: plasma wake based concepts show gradients of GeV/m, an impressive step
forward by several orders of magnitude compared to our standard acceleration techniques.

Without doubt these new techniques deserve support and in several laboratories worldwide the plasma wake
field as a new acceleration concept is being studied and developed. With this in mind it was only natural to or-
ganise a lecture series, dedicated to the special topic of plasma wake acceleration, in order to bring the world
wide expertise in this rapidly developing field together and to train young people. In the present proceedings a
number of lectures on laser and plasma physics are introducing the field as well as an overview about conventional
accelerators and their limitations. They are followed by more advanced courses which cover a large number of
aspects in plasma wake acceleration schemes: the creation of the plasma by high—power lasers or particle beams,
the description of the plasma creation process in simulations and the characteristics of the accelerated particle
beams including results from latest achievements. Lectures about beam diagnostics, applications of plasma accel-
erated beams and topical seminars complete the program. We are convinced that the present status of the topic is
presented in an adequate manner and we hope that these proceedings will help newcomers as well as experienced
colleagues to find some useful and interesting information.

We would like to take the opportunity to thank all lecturers for the enormous task of preparing, presenting,
and writing up their topics, for the effort that they did, the time that they spent and the motivation to share their
knowledge with the younger colleagues.

Very special thanks must go to the enthusiasm and positive feedback of the participants, the students that
attended the school in an unexpectedly large number, for their motivation to get involved in this new topic.



As always, the backing of the CERN management, the guidance of the CAS Advisory and Programme Com-
mittees, and the attention to detail of the CAS secretary, Barbara Strasser ensured that the school was held under
optimum conditions.

Finally, we thank the CERN E-Publishing Service for their dedication and commitment to the production of
this document.

Bernhard Holzer,
Organiser and Chair of the CERN Accelerator School on Plasma Wake Acceleration
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Plasma Wake Accelerators: Introduction and Historical Overview

V. Malka
Laboratoire d’Optique Appliquée, ENSTA-ParisTech, CNRS, Ecole Polytechnique, Université
Paris-Saclay, Palaiseau, France

Abstract

Fundamental questions on the nature of matter and energy have found answers
thanks to the use of particle accelerators. Societal applications, such as cancer
treatment or cancer imaging, illustrate the impact of accelerators in our current
life. Today, accelerators use metallic cavities that sustain electric fields with
values limited to about 100 MV /m. Because of their ability to support ex-
treme accelerating gradients, the plasma medium has recently been proposed
for future cavity-like accelerating structures. This contribution highlights the
tremendous evolution of plasma accelerators driven by either laser or particle
beams that allow the production of high quality particle beams with a degree
of tunability and a set of parameters that make them very pertinent for many
applications.

Keywords
Accelerator; laser; plasma; laser plasma accelerator; laser wakefield.

1 Introduction

This article corresponds to the introductory lecture given at the first CAS-CERN Accelerator School on
Plasma Wake Acceleration on 21-28 November, 2014. Having this school dedicated to Plasma Acceler-
ators at CERN, where an important part of the story of high energy physics has been written and where
the worlds larger accelerators and the brighter and more energetic particle beams are produced, repre-
sents in itself the realization of a dream that shows the maturity and the vitality of the field. Having an
unexpected level of participation shows also the dynamism of this field of research with an impressive
growth of groups in Europe and all over the world. Accelerator physics started almost 130 years ago with
the discovery of the cathodic tube. Since then, accelerators have gained in efficiency and in performance
delivering energetic particle beams with record energy and luminosity values. During the last century,
they have been developed for fundamental research, for example, for producing intense picosecond X-
ray pulses in synchrotron machines, or more recently even shorter, few femtosecond X-ray pulses in free
electron laser machines. Such short X-ray pulses are crucial for the study of ultra-fast phenomena, for
example in biology, to follow the DNA structure evolution, or in material science to follow the evolution
of crystals. Higher energy accelerators are crucial to answering important questions regarding the ori-
gins of the universe, of dark energy, of the number of space dimensions, etc. The largest one available,
the Large Hadron Collider, has for example confirmed two years ago the existence of the Higgs boson.
Figure 1 illustrates few of the many fundamental discoveries that have been made this last century and
have permitted matter from 10~'° to 10~2° m spatial resolution to be probed.

Moreover, as illustrated in Fig.2, with an annual market of more than a few US billions of dollars,
accelerators are used today in many fields such as cancer therapy, ion implantation, electron cutting and
melting, and non-destructive inspection, etc.

The accelerating field in superconducting radio-frequency cavities is, due to electrical breakdown
of the metallic cavity, limited to about 100 MV /m. It is for this reason that an increase of the particle
energy requires an increase of the acceleration length. In the 1950s, Budker and Veksler [1] proposed
using plasma collective fields to accelerate charged particles more compactly. In the pioneering theo-
retical work performed in 1979, Tajima and Dawson [2] showed how an intense laser pulse can excite
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Fig. 1: Evolution of accelerators and their main related discoveries

a wake of plasma oscillations through the non-linear ponderomotive force associated to the laser pulse.
In their proposed scheme, relativistic electrons were injected externally and were accelerated in the very
high GV /m electric field sustained by relativistic plasma waves. In this early article [2], the authors
proposed two schemes: the laser beat wave and the laser wakefield. Several experiments were performed
at the beginning of the 1990s following on from their ideas, and injected few MV /m electrons have
gained energy in GV /m accelerating gradients using either the beat wave or the laser wakefield scheme.
In 1994, at the Rutherford Appleton Laboratory, using the 40 TW powerful Vulcan Laser, hundreds of
GV /m accelerating gradients have been generated and used to trap electrons from the plasma itself, and
to accelerate them [3] to few tens of MV /m over only 1 mm distance. TV /m accelerating gradients
have since been demonstrated in the non-linear regime in the forced laser wakefield scheme. Figure 3
illustrates the compactness of a plasma accelerating cavity.

Acniicati Total syst. System Sales/yr System
RRACEECN (2007) approx.| soldlyr (M$) price (M$)
Cancer Therapy 9100 500 1800 20-5.0
lon Implantation 9500 500 1400 1.5-2.5
Electron cutting and welding 4500 100 150 05-25
Electron beam and X-rays irradiators 2000 75 130 02-8.0
Radio-isotope production (incl. PET) 550 50 70 1.0 -30
Non destructive testing (incl. Security) 650 100 70 03-2.0
lon beam analysis (incl. AMS) 200 25 30 04-1.5
Neutron generators (incl. sealed tubes) 1000 50 30 0.1-3.0
Total 27500 1400 3680

Fig. 2: Market of industrial accelerators and their main societal applications

In 1985, Chen and Dawson [4] proposed to use a bunched electron beam to drive plasma wakes
with, again, GV /m accelerating gradients. Soon after, the first experiments on Particle WakeField
Acceleration (PWFA) were achieved using low energy electron beam drivers. In 1996, T. Katsouleas and
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C. Joshi proposed to use an ultra-relativistic electron beam delivered by the SLAC linac to drive GV /m
accelerating fields. In 2009, the possibility of driving plasma-wakefield acceleration with a proton bunch
was proposed [5], and the authors demonstrated through numerical simulations that TeV energy levels
could be reached in a single accelerating stage driven by a TeV proton bunch.

RF Cavity Plasma Cavity

| m => 50 MeV Gain Imm => 100 MeV
Electric field < 100 MV/m Electric field > 100 GV/m

Fig. 3: Compactness of plasma ‘cavity’. Left: Radiofrequency cavity. Right: Non-linear laser plasma wakefield.
The laser pulse in yellow propagates from left to right, the iso-electronic density is shown in blue and the electron
bunch in red.

In both cases, the accelerating gradient results from the rapid electron plasma oscillation that fol-
lows the electronic perturbation. If, in an initially uniform and non-collisional plasma a slab of electrons
are displaced from their equilibrium position, the restoring force which is applied to this electron slab
drives them towards the equilibrium position. For the time scale corresponding to the electrons motion,
the motion of the ions can be neglected because of inertia. The typical frequency of electron oscillations
around the equilibrium position is called the electron plasma frequency wpe:

2
Ne€
wWpe = || ——, (1)
me€o

where n, is the unperturbed electron density.

If wpe < wo (where wy is the laser frequency) then the characteristic time scale of the plasma is
longer than the optical period of the incoming radiation. The medium cannot stop the propagation of the
electromagnetic wave. The medium is then transparent and it is called ‘under-dense’. When wpe > wo
then the characteristic time scale of the electrons is fast enough to adapt to the incoming wave and to
reflect totally or partially the radiation, and the medium is called ‘over-dense’.

These two domains are separated at frequency wg, which corresponds to the critical density,
ne = wWimeeo/e?. Forawavelength Ao = 1 um, one obtains n. = 1.1x10%! cm 3. The typical range of
electron densities of laser plasma accelerators with current laser technology, is [10!” cm = — 1020 cm3].

In a uniform ion layer, the density change dn for a periodic sinusoidal perturbation of the electron
plasma density is written

on = dnesin(kpz — wpt), 2)

where w), and kj, are the angular frequency and the wave number of the plasma wave.

This density change leads to a perturbation of the electric field § E via the Poisson equation:

one

VOE = —

3)

E().
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This gives

SE(z,t) = (Z”Lze cos(kpz — wpt)éx. 4)
pcO

The electric field associated to the relativistic plasma wave, i.e. with a phase velocity close to the
speed of light v, = wy,/k;, ~ c can be described by

on

SE(z,t) = Eg— cos(kpz — wpt)ez, 5)

e

where Ey = mecwpe/e.

In the linear case, as shown in Fig. 4, the relative density perturbation is much smaller than one,
and the density perturbation with the electric field has a sinusoidal profile. Note that the electric field is
dephased by — /4 with respect to the electron density. A 1% density perturbation at a plasma density of
10 em =3 corresponds to 3 GV /m. In the non-linear case, for a 100% density perturbation at a plasma
density of 101 cm ™3 the accelerating field reaches 300 GV /m.

The space charge E-field can be very large : E(GV/m) = 30 [n/10'7em™3]1/23

— —

G E Ne

T
EH L L :
I g nl

The phase velocity of these plasma waves can be close to ¢

e
i Vv
- -
= E - =
7 » .7 .
z i 2 b >
<
~ ,’
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Fig. 4: Density perturbation with the corresponding electric field

We now examine the electron motions in this oscillating electric field in the simplified case of a
one-dimensional plasma wave. Figure 5 represents an example of an electron trajectory in a plasma wave.
In this phase space, the closed orbits correspond to trapped particles. Open orbits represent untrapped
electrons, either because the initial velocity is too low or to high. The curve which separates these two
regions is called the separatrix. This separatrix gives the minimum and maximum energies for trapped
particles. This is comparable to the hydrodynamic case, where a surfer has to crawl to gain velocity and
to catch the wave.

For an electron density much lower than the critical density n, < n., we find v, = wp/wp > 1
and

ome mc?. (6)
Ne

AWpax = 4712)

For an electron travelling along the separatrix, the time necessary to reach maximal energy is infi-
nite because there exists a stationary point at energy ~y,,. for other closed orbits, the electron successively
gains and loses energy during its rotation in the phase space. In order to design an experiment, one needs
an estimation of the distance an electron travels before reaching maximal energy gain. This length, which
is called the dephasing length Lgeph, corresponds to a A, /2 rotation in the phase space. In order to have a
simple analytical estimation, one can assume that the energy gain is small compared to the initial energy
of the particle and that the plasma wave is relativistic 7, > 1, then the dephasing length is written

Ldeph ~ V3 Ap- )
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Fig. 5: Upper panel: Potential in phase space. Lower panel: Trajectory of an electron injected ion the potential of
the plasma wave in the frame of the wave with the fluid orbit (dashed line), the trapped orbit and in between in red
the separatrix.

In these formulas, we have considered a unique test electron, which has no influence on the plasma
wave. In reality, a massive trapping of particles modifies the electric fields and distorts the plasma wave.
This is called the space-charge or beam loading effect (which results from the Coulomb repulsion force).
Finally, this linear theory is difficult to apply to non-linear regimes which are explored experimentally.

2 Laser wakefield accceleration
2.1 Laser wakefield: the linear regime

The ponderomotive force of the laser excites a longitudinal electron plasma wave with a phase equal to
the group velocity of the laser close to the speed of light. Two regimes have been proposed to excite a
relativistic electron plasma wave.

In the standard laser wakefield acceleration (LWFA) approach, a single short laser pulse excites the
relativistic electron plasma wave. As the ponderomotive force associated with the longitudinal gradient
of the laser intensity exerts two successive pushes in opposite directions on the plasma electrons, the
excitation of the electron plasma wave is maximum when the laser pulse duration is of the order of 1/wy,.
For a linearly polarized laser pulse with full width at half maximum (FWHM) v/21In 2 L (in intensity),
the normalized vector potential, also called the force parameter of the laser beam, is written

2

koZ — th

a(z,t) = agexp | — () ) )
V2kp L

In the linear regime, ag < 1, the electronic response obtained behind a Gaussian laser pulse can
be easily calculated [6]. In this case, the longitudinal electric field is given by

2
E(z,t) = Ey \/7?1% kp L exp(—kIQ)LQ/él) cos(koz — wot)€és. 9)

Equation (9) explicitly shows the dependence of the amplitude of the wave on the length of the
exciting pulse. In particular, the maximal value for the amplitude is obtained for a length L = v/2/k;,
as shown in Fig. 6 for a laser with a normalized vector potential ag = 0.3. One can note that in the
linear regime, the electric field has a sinusoidal shape and reaches maximal values of a few GV /m.
For example, for an electron density n, = 10 cm™3, the optimal pulse duration equals L = 2.4 ym
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Fig. 6: Amplitude of the electric field as function of the length of a Gaussian laser pulse for a normalized vector
potential ag = 0.3.

(equivalent to a pulse duration 7 = 8 fs). For ag = 0.3, the maximal electric field is in the GV /m range.
Figure 7 illustrates the density perturbation and the corresponding longitudinal electric field produced at
resonance by a low intensity, I1,se; = 3 X 1017 W/ cm?, laser pulse of 30 s duration.

10

1.0

Fig. 7: Density perturbation (top) and electric field (bottom) produced in the linear regime

In experiments carried out at LULI, relativistic plasma waves with 1% amplitude have been
demonstrated. As indicated in Fig. 8, 3 MeV electrons have been injected into a relativistic plasma
wave driven by a 300 fs laser pulse, some of which were accelerated up to 4.6 MeV [7]. The electron
spectra has a broad energy distribution with a Maxwellian like shape, as expected when injecting an

electron beam with a duration much longer that the plasma period, and in this case with a duration much
longer than the plasma wave live-time.
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Fig. 8: Electrons spectra obtained at LULI in the laser wakefield scheme

2.2 Laser beatwave

Before the advent of short and intense laser pulses, relativistic plasma waves were driven by the beat-
wave of two long laser pulses of a few tens of picoseconds (i.e. with duration much greater than the
plasma period). In this case, the plasma frequency wy, has to satisfy exactly the matching condition,
wp = wi — wo, with wy and wo the frequencies of the two laser pulses. The first observation of rela-
tivistic plasma waves was performed using the Thomson scattering technique by the group of C. Joshi at
UCLA [8]. Acceleration of 2 MeV injected electrons up to 9 MeV [9] and later on, up to 30 MeV [10],
were demonstrated by the same group using a CO2 laser of about 10 m wavelength. At LULI, 3 MeV
electrons were accelerated up to 3.7 MeV in beat wave experiments with Nd:Glass lasers of about 1 um
wavelengths by a longitudinal electric field of 0.6 GV/m [11]. Similar works were also performed in
Japan at University of Osaka [12], in the UK at the Rutherford Appleton Laboratory [13], and in Canada
at the Chalk River Laboratory [14]. Electron spectra obtained at LULI in the laser beat wave scheme are
shown on Fig. 9.

In order to reduce the coupling between electron waves and ion waves which was a limiting factor
of previous experiments performed with 100 ps Nd lasers [15], experiments done at the Rutherford
Appleton Laboratory with a 3 ps laser pulse have shown excitations of higher amplitude relativistic
plasma waves [16].

2.3 Self-modulated laser wakefield

In all of these experiments, because of the duration of the injected electron bunch, which is much longer
than the plasma period and even longer than the life time of the plasma, only a very small fraction of
injected electrons were accelerated and the output beam had a very poor quality with a Maxwellian-like
energy distribution.

Thanks to the development of powerful laser systems with short pulse duration (500 fs), a new
regime that allows self-injection of electrons in very intense accelerating gradients with values exceeding
100 GV /m has been discovered. The cumulative effects of the self-focusing and the self-modulation of
the laser envelope by the initial perturbation of the electron plasma density generates a train of laser
pulses which become resonant with the plasma wave. These effects are described in Fig. 10. The self-
modulated laser wakefield regime occurs when the laser pulse duration exceeds the plasma period and
when the laser power exceeds the critical power for self-focusing [17-19]. The initial Gaussian laser
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Fig. 9: Electrons spectra obtained at LULI in the laser beat wave scheme

pulse becomes modulated at the plasma wavelength during its propagation. This mechanism, which
is close to a Forward Raman Scattering Instability [20], can be described as the decomposition of an
electromagnetic wave into a plasma wave at a frequency shifted by the plasma frequency.

In an experiment done at the Rutherford Appleton Laboratory, a relativistic plasma wave was
excited by an intense laser (>5 x 10'® W /cm?), for a short duration (<1 ps), by a 1.054 um wavelength
laser pulse in the self-modulated laser wakefield regime. This is the decay (induced by a noise level
plasma wave) of the strong electromagnetic pump wave (wo, ko) into the plasma wave (wp, kp) and two
forward propagating electromagnetic cascades at the Stokes (wy — nwyp) and anti-Stokes (wo + nwp)
frequencies, n being a positive integer, and w and k being the angular frequency and the wavenumber,
respectively, of the indicated waves. The spatial and temporal interference of these sidebands with the
laser produces an electromagnetic beat pattern propagating synchronously with the plasma wave. The
electromagnetic beat exerts a force on the plasma electrons, reinforcing the original noise level plasma
wave which scatters more sidebands, thus closing the feedback loop for the instability.

The solid curve in Fig. 11 shows the electromagnetic frequency spectrum emerging form the
plasma with a density of >5 x 10'® cm™3, where the abscissa is the shift in frequency of the forward
scattered light from the laser frequency in units of wy,. The upshifted anti-Stokes and downshifted Stokes
signals at Aw/w, = =£1 are clearly visible as is the transmitted pump at Aw/w, = 0 and the second
and third anti-Stokes sidebands. These signals are sharply peaked, and their widths indicate that the
plasma wave which generated these signals must have a coherence time of the order of the laser pulse.
The dashed curve shows the spectrum when the density is increased to 1.5 x 10'® cm™3. The most
startling feature is the tremendous broadening of the individual anti-Stokes peaks at this higher density.
This broadening corresponds to wave-breaking and is mainly caused by the loss of coherence due to
severe amplitude and phase modulation as the wave breaks. As wave-breaking evolves, the laser light no
longer scatters off a collective mode of the plasma but instead scatters off the trapped electrons which are
still periodically deployed in space but have a range of momenta producing, therefore, a range of scatter
frequencies.

During experiments carried out in the UK in 1994 [3], the amplitude of the plasma waves reached
the wave-breaking limit, where electrons initially belonging to the plasma wave are self-trapped and
accelerated to high energies. The fact that the external injection of electrons in the wave is no longer
necessary is a major improvement. Electron spectrums extending up to 44 MeV have been measured
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initial laser pulse laser pulse final laser pulse
initial plasma density plasma density final plasma density

Fig. 10: Evolution of the laser pulse and plasma density in the self-modulated laser wakefield regime

during this first campaign, and up to 104 MeV in the second campaign. This regime has also been
reached for instance in the United States at CUOS [21], and at NRL [22]. However, because of the
heating of the plasma by these relatively ‘long’ pulses, the wave-breaking occurred well before reaching
the cold wave-breaking limit, which limited the maximum electric field to a few 100 GV/m. The
maximum amplitude of the plasma wave has also been measured to be in the range 20-60% [23].
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Fig. 11: Frequency and electron spectrum the self-modulated laser wakefield regime for two different electron
plasma densities: 0.54 x 10'® cm™3 (in red) and 1.5 x 10'? cm™3 (in blue).

Experiments performed at LOA since 1999 have shown that an electron beam can also be produced
using a compact 10 Hz laser system [24]. Fig. 12 shows two typical electron spectra obtained at
5 x 10 em™3 and 1.5 x 10%° cm™3. The 0.6 J, 35 fs laser beam was focused tightly to a 6 um focal
spot leading to a peak laser intensity of 2 x 10! W/cm?. Electron distributions with electron energy
greater than 4 MeV are well fitted by an exponential function, characteristic of an effective temperature
for the electron beam. These effective temperatures are 8.1 MeV (2.6 MeV) for electron density of
5 x 101 em™3 (1.5 x 10%° cm™3), to which correspond typical values of 54 MeV (20 MeV) for the
maximum electron energy. This maximum energy is defined by the intersection between the exponential
fit and the detection threshold. One can observe an important decrease in the effective temperature and
in the maximum electron energy for increasing electron densities.

This point is summarized in Fig. 12 where we present the maximum electron energy as a function

of the electron density. It decreases from 70 MeV to 15 MeV when the electron density increases from
1.5 x 10" ecm™3 to 5 x 10?° cm~3. Also presented in Fig. 12 is the theoretical value [25]



V. MALKA

Winax & 472 (E=/Eo)mc® Fxi. (10)
|0” T T T T T T ;
QU
2 g0 <
> 3 ] > 100} -
> T =8.1 MeV B
= 107 | : 2
o i
3 10° | g
c i Q
0 B i —
5107 | = e L Z
u—ﬁ Threshold Detection : =
|06 il Vi eder T B Aol i g 10 AL |
0O 10 20 30 40 50 60 70 = 10" 10®
Electron energy (MeV) Electron density (cm)

Fig. 12: Left: Typical electron spectra obtained at 5 x 10'® cm™2 (squares) and 1.5 x 1020 cm™3 (circles).
The corresponding effective temperatures are 8.1 MeV (2.6 MeV) for electron density of 5 x 10" cm™3 (5 x
10%° cm—3). Right: Maximum electron energy as a function of the plasma electron density. Experimental data:
squares. Theoretical data: line.

Here, the maximum electron energy is greater than the conventional one given by the simple
formula Wi =~ 273 (E./ Eo)mc2, where 7, is the plasma wave Lorentz factor (which is equal to the
critical density to electron density ratio n./n.) and E,/Ej is the electrostatic field normalized to Ej
(Ep = cmwyp/e). The factor of two is due to self-channelling induced by the space-charge field which
focuses accelerated electrons for all phases. The correction factor Fiy, ~ (7 ono/n)%/? corresponds to a
non-linear correction due to the relativistic pump effect and to self-channelling. In this formula, ng is the
initial electron density, n the effective one and 7y ( is the Lorentz factor associated to the laser intensity:
10 = (1+a3/ 2)1/ 2. The electron density depression is estimated by balancing the space-charge force
and laser ponderomotive force, and evaluated by n/n = (a3 /272)(1 + a2/2)~/2(\,/wo)?.

In the lower electron density case, the depression correction will introduce an important increase
of the maximum energy gain which is multiplied by a factor of 2 at 1.5 x 10" cm~2. For densities
greater than 1.0 x 10?0 cm ™3, the main contribution is due to the relativistic pump effect, as outlined on
the plotin Fig. 12. Itis also crucial to note that the fact that the electron maximum energy increases when
the electron density decreases demonstrates that electrons are mainly accelerated by relativistic plasma
waves. The maximum electron energy calculated at lower density overestimated the experimental ones,
indicating that the dephasing length becomes shorter than the Rayleigh length. In order to solve this
problem, experiments were performed at LOA using a longer off-axis parabola, more energetic electrons
have been measured, with a peak laser intensity ten times smaller than in this first experiment.

Electron beams with Maxwellian spectral distributions, generated by compact high repetition rate
ultra-short laser pulses, have been also at this time been produced in many laboratories around the world:
at LBNL [26], at NERL [27] and in Germany [28] for instance, and are now currently produced in more
than 20 laboratories worldwide.

2.3.1 Forced laser wakefield

The forced laser wakefield regime [29] is reached when the laser pulse duration is approximately equal
to the plasma period and when the laser waist is about the plasma wavelength. This regime allows a
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reduction in heating effects that are produced when the laser pulse interacts with trapped electrons. In
this regime, highly non-linear plasma waves can be reached as can be seen in Fig. 13.

g 200 /\ /./ laser Il
s A=
lﬂ _200\‘ i Iv I / I I
-60 -50 -40 -30 -20 -10 0

Z (um)

Fig. 13: Density perturbation (top) and electric field (bottom) produced in the non-linear regime

The laser power needs also to be greater that the critical power for relativistic self-focusing in order
for the laser beam to shrink in time and in space. Due to self-focusing, pulse erosion can take place, which
can allow efficient wake generation. Since the very front of the pulse is not self-focused, the erosion will
be more severe. The wake then is mostly formed by this fast rising edge, and the back of the pulse has
little interaction with the relativistic longitudinal oscillation of the plasma wave electrons. Indeed, the
increase of plasma wavelength due to relativistic effects means that the breaking and accelerating peak
of the plasma wave sits behind most, if not all, of the laser pulse. Hence its interaction, and that of the
accelerated electrons with the laser pulse, is minimized, thus reducing emittance growth due to direct
laser acceleration. Thanks to short laser pulses, plasma heating in the forced laser wakefield regime is
significantly lower than in the self-modulated wakefield regime. This allows much higher plasma wave
amplitudes to be reached, as well as higher electron energies. Thanks to a limited interaction between
the laser and the accelerated electrons, the quality of the electron beam is also improved. Indeed, the
normalized transverse emittance measured using the pepper pot technique has given values comparable
to those obtained with conventional accelerators with an equivalent energy (normalized r.m.s. emittance
e, = 37 mm mrad for electrons at 55 + 2 MeV) [30].

The three-dimensional simulations realized for this experiment showed that the radial plasma
wave oscillations interact coherently with the longitudinal field, so enhancing the peak amplitude of
the plasma wave. This, coupled with the aforementioned strong self-focusing, are ingredients absent
from one-dimensional treatments of this interaction. Even in two-dimensional simulations, it was not
possible to observe electrons beyond 200 MeV, as measured in this experiment, since except in three-
dimensional simulations, both the radial plasma wave enhancement and self-focusing effects are under-
estimated. Hence it is only in three-dimensional simulations that Ey,,x ~ Eyp, can be reached. That
such large electric fields are generated demonstrates another important difference between FLW and
SMWEF regimes, since in the latter, plasma heating by instabilities limits the accelerating electric field to
an order of magnitude below the cold wave-breaking limit. It should be noted that the peak electric field
inferred for these FLW experiments is in excess of 1 TV /m, considerably larger than any other coherent
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Fig. 14: Typical experimental (blue squares) and calculated (black curve) electron spectrum obtained at
Ne = 2.5 x 10" ecm~3 with a 1 J, 30 fs laser pulse focused down to a waist of wg = 18um.

accelerating structure created in the laboratory.

2.3.2 Bubble regime

In 2002, theoretical work based on three-dimensional particle-in-cell (PIC) simulations have shown the
existence of a robust acceleration mechanism called the bubble regime [31]. In this regime, the dimen-
sions of the focused laser are shorter than the plasma wavelength in longitudinal and also transverse
directions, the laser shape appearing like a ball of light. If the laser energy contained in this spherical
volume is large enough, the ponderomotive force of the laser expels radially and efficiently electrons
from the plasma, which forms a cavity free from electrons behind the laser surrounded by a dense region
of electrons. Behind the bubble, electron trajectories intersect each other. Electrons are injected into the
cavity and accelerated along the laser axis, thus creating an electron beam with radial and longitudinal
dimensions smaller than those of the laser (see Fig. 15).

plasma wave

50 100 150 200 250
Electron energy (MeV)

Fig. 15: Left: acceleration principle in the bubble regime. Right: typical quasi-monoenergetic electron spectra
measured at LOA.

The signature of this regime is a quasi-monoenergetic electron distribution that results from the
localization of injection at the back of the cavity, which gives similar initial properties in the phase space
to injected electrons. Since electrons are trapped behind the laser pulse, this reduces or even suppresses
interaction with the electric field of the laser. The trapping process stops when the charge contained in
the cavity compensates the ionic charge, and the rotation in the phase space also leads to a shortening of
the spectral width of the electron beam [32].
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Several laboratories have obtained quasi-monoenergetic spectra: in France [33] with a laser pulse
shorter than the plasma period, but also with pulses slightly longer than the plasma period in the U.K.
[34], in the United States [35], then in Japan [36] and in Germany [37]. The interest in such a beam is a
result of its importance for a number of applications: it is now possible to transport and to refocus this
beam by magnetic fields. With a Maxwellian-like spectrum, it would have been necessary to select an
energy range for the transport, which would have decreased significantly the electron flux. Electrons in
the GeV level were also observed in this regime using a uniform plasma [38] or in plasma discharge,
i.e. a plasma with a parabolic density profile [39] with a more powerful laser which propagates at high
intensity over a longer distance. With the development of PW class lasers, a few GeV electron beam has
been reported [40—42].

In all the experiments performed so far, the laser plasma parameters were not sufficient to fully en-
ter the bubble/blowout regimes. Yet, with the increase of laser system power, this regime will be reached,
and significant improvement of the reproducibility of the electron beam is expected. Nevertheless, since
self-injection occurs through transverse wave-breaking, it is hardly appropriate for a fine tuning and
control of the injected electron bunch. Figure 16 shows electron distributions obtained for different den-
sities. It illustrates the transition from a Maxwellian-like spectrum obtained in high density cases in the
self-modulated laser wakefield, to the forced laser wakefield regime with an emerging monoenergetic
component at moderate density, to a spectrum containing a very well defined monoenergetic component.
This transition occurs for densities around n. =1-3 x10'® cm™3. The best coupling for obtaining a
high charge and a quasi-monoenergetic electron beam is at n, = 6 x 10'® cm™3. For this density, the
image shows a narrow peak around 170 MeV, indicating efficient monoenergetic acceleration with a
24% energy spread corresponding to the spectrometer resolution.
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Fig. 16: Electron beam distribution for different plasma densities showing the transition from the self-modulated
laser wakefield and the forced laser wakefield to the bubble/blow-out regime. From top to bottom, the plasma
density values are 6 X 108 em=3,1 x 109 cm=3,2 x 10 cm =3 and 5 x 102 cm—3.

2.4 Injection in a density gradient

One solution to control electron injection with current laser technology was proposed by S. Bulanov et al.
[43]. It involves a downward density ramp with a density gradient scale length Lg;,q smaller than the
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Fig. 17: Top: target schematic representation with embedded supersonic gas jet into a capillary that is filled with
hydrogen gas. Bottom: the charge (squares), energy (circles) and energy spread (triangles) as a function of the
peak jet density. From A. J. Gonsalves et al. [50].

plasma wavelength A,,. Injection in a downward density ramp relies on the slowing down of the plasma
wave velocity at the density ramp. This decrease of the plasma wave phase velocity lowers the threshold
for trapping the plasma background electrons and causes wave-breaking of the wakefield in the density
ramp. This method can therefore trigger wave-breaking in a localized spatial region of the plasma. Ged-
des et al. [44] showed the injection and acceleration of high charge (>300 pC) and stable quality beams
of ~0.4 MeV in the downward density ramp at the exit of a gas jet (Lgraq =~ 100 um > Ap). These
results, although very promising, have the disadvantage that the low energy beam blows up very quickly
out of the plasma, due to the space-charge effect. To circumvent this issue, one should use a density
gradient located early enough along the laser pulse propagation so that electrons can be accelerated to
relativistic energies [45]. This can be achieved by using, for instance, a secondary laser pulse to gener-
ate a plasma channel transverse to the main pulse propagation axis [46]. In this case, the electron beam
energy could be tuned by changing the position of the density gradient. In this pioneering experiment,
the electron beam had a large divergence and a Maxwellian energy distribution because of a too low laser
energy. However, two-dimensional PIC simulations showed that this method can result in high quality
quasi-monoenergetic electron beams [47].

At LOA a density gradient across a laser created plasma channel was used to stabilize the injection
[48]. The experiment was performed at an electron density close to the resonant density for the laser
wakefield (ct ~ Ap) to guaranty a post acceleration that delivered high quality electron beams with
narrow divergences (4 mrad) and quasi-monoenergetic electron distributions with 50 to 100 pC charge
and 10% relative energy spread.

The use of density gradients at the edges of a plasma channel showed an improvement of the beam
quality and of the reproducibility with respect to those produced in the bubble/blowout regime with the
same laser system and with similar laser parameters. However, the electron energy distribution was still
found to fluctuate from shot to shot. The performance of the experiments could be further improved and
could potentially lead to more stable and controllable high quality electron beams. In particular, sharper
gradients with Lgy,q =~ A, coupled with a long plasma can lead to better beam quality [49].

For example, at LBNL, as shown in Fig. 17, electrons at 30 MeV were produced in a density ramp
and accelerated up to 400 MeV in a second stage 4 cm parabolic plasma channel formed with a plasma
discharge [50]. Here also, the density gradient injection led to an improvement of the stability and of the
electron beam quality. The electron energy, divergence, charge and relative energy spread were found to
be respectively 400 MeV, 2 mrad, 10 pC and 11%. It was shown that steeper density transitions, with
Lgraa < Ap, can also cause trapping [51]. Such injection was successfully demonstrated experimentally
using the shock-front created by a knife-edge inserted in a gas jet [52,53].
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Fig. 18: A few representative shots of the 10% of all the shots with the lowest energy spread for self-injection
(top) and injection at a density transition (bottom). The horizontal axis in each image corresponds to the transverse
electron beam size; the vertical axis shows electron energy. From K. Schmid et al. [53].

Figure 18 illustrates the improvement of injection in a sharp density gradient, with a characteristic
length of the order of the plasma wavelength and a peak electron density of about 5 x 10'? cm™3. The
experiment was performed at the Max-Planck-Institut fur Quantenoptik using a multi-TW sub-10 fs
laser system that delivered for this experiment pulses with 65 mJ energy on target and with a duration of
8 fs FWHM. The laser pulse was focused down to a spot diameter of 12 yum FWHM into the gas target
yielding a peak intensity of 2.5 x 108 W/ cm?. The comparison between the self-injection and density
transition injection shows a reduction of the relative energy spread and of the charge of a about a factor
of 2.

2.5 Injection with colliding laser pulses

In 2006, stable and tunable quasi-monoenergetic electron beams were measured by using two counter-
propagating laser beams in the colliding scheme. The use of two laser beams instead of one offers more
flexibility and enables one to separate the injection from the acceleration process [54]. The first laser
pulse, the pump pulse, is used to excite the wakefield while the second pulse, the injection pulse, is used
to heat electrons during the collision with the pump pulse. After the collision has occurred, electrons are
trapped and further accelerated in the wakefield, as shown in Fig. 19.

To trap electrons in a regime where self-trapping does not occur, one has either to inject electrons
with energies greater that the trapping energy or dephase electrons with respect to the plasma wave.
As mentioned earlier, electrons need to be injected in a very short time (< \,/c) in order to produce a
monoenergetic beam. This can be achieved using additional ultra-short laser pulses whose only purpose
is to trigger electron injection.

Umstadter et al. [21] first proposed to use a second laser pulse propagating perpendicular to
the pump laser pulse. The idea was to use the radial ponderomotive kick of the second pulse to inject
electrons. Esarey et al. [55] proposed a counter-propagating geometry based on the use of three laser
pulses. This idea was further developed by considering the use of two laser pulses [56]. In this scheme,
a main pulse (pump pulse) creates a high amplitude plasma wave and collides with a secondary pulse of
lower intensity. The interference of the two beams creates a beatwave pattern, with a zero phase velocity,
that heats some electrons from the plasma background. The force associated with this ponderomotive
beatwave is proportional to the laser frequency. It is therefore many times greater than the ponderomotive
force associated with the pump laser, that is inversely proportional to the pulse duration at resonance. As
a result, the mechanism is still efficient even for modest laser intensities. Upon interacting with this field
pattern, some background electrons gain enough momentum to be trapped in the main plasma wave and
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Fig. 19: Scheme of the principle of the injection with colliding laser pulses: (a) the two laser pulses propagate in
opposite direction; (b) during the collision, some electrons get enough longitudinal momentum to be trapped by
the relativistic plasma wave driven by the pump beam and (c) trapped electrons are then accelerated in the wake of
the pump laser pulse.

then accelerated to high energies. As the overlapping of the lasers is short in time, the electrons are
injected over a very short distance and can be accelerated to an almost monoenergetic beam.

This concept was validated in an experiment [54], using two counter-propagating pulses. Each
pulse had a duration of 30 fs FWHM, with ag = 1.3 and a; = 0.4. They were propagated in a plasma
with electron density n, = 7 x 10'® cm™3 corresponding to Yo = ko/kp = 15. It was shown that the
collision of the two lasers could lead to the generation of stable quasi-monoenergetic electron beams.
The beam energy could be tuned by changing the collision position in the plasma.

PIC simulations in one dimension have been used to model electron injection in the plasma wave
at the collision of the two lasers, and their subsequent acceleration. In particular, the PIC simulations
were compared to existing fluid models [55] with prescribed electric field. They showed significant
differences, such as changes in the behaviour of plasma fields and in the amount of injected charge. The
fluid approach fails to describe qualitatively and quantitatively many of the physical mechanisms that
occur during and after the laser beams collision [57]. In this approach, the electron beam charge was
found to be one order of magnitude greater than in the PIC simulations. For a correct description of
injection, one has to describe properly (i) the heating process, e.g. Kinetic effects and their consequences
on the dynamics of the plasma wave during the beating of the two laser pulses and (ii) the laser pulse
evolution which governs the dynamics of the relativistic plasma waves [58]. Unexpectedly, it was
shown that efficient stochastic heating can be achieved when the two laser pulses are crossed polarized.
The stochastic heating can be explained by the fact that for high laser intensities, the electron motion
becomes relativistic which introduces a longitudinal component through the v x B force. This relativistic
coupling makes it possible to heat electrons even in the case of crossed polarized laser pulses [59]. Thus
the two perpendicular laser fields couple through the relativistic longitudinal motion of electrons. The
heating level is modified by tuning the intensity of the injection laser beam or by changing the relative
polarization of the two laser pulses [60]. This consequently changes the volume in the phase space of
the injected electrons and therefore the charge and the energy spread of the electron beam.

Figure 20 shows, at a given time (42 fs), the longitudinal electric field during and after collision for
parallel and crossed polarization. The solid line corresponds to PIC simulation results whereas the dotted
line corresponds to fluid calculations. The laser fields are represented by the thin dotted line. When the
pulses have the same polarization, electrons are trapped spatially in the beatwave and cannot sustain the
collective plasma oscillation, inducing a strong inhibition of the plasma wave which persists after the
collision. When the polarizations are crossed, the electron motion is only slightly disturbed compared to
their fluid motion, and the plasma wave is almost unaffected during the collision, which tends to facilitate
trapping.

Importantly, it was shown that the colliding pulse approach allows control of the electron beam
energy which is done simply by changing the delay between the two laser pulses [54]. The robustness
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Fig. 20: Longitudinal electric field computed at ¢ = 43 fs in one-dimensional PIC simulation (solid red line), and
in fluid simulations (dotted blue line). The transverse electric field is also represented (thin dotted line). The laser
pulse duration is 30 fs FWHM, the wavelength is 0.8 pum with ag = 2 and a; = 0.4. The laser pulses propagate in
a plasma with electron density n, = 7 x 10'® cm~3. In (a) the case of parallel polarization and in (b) the case of
crossed polarization.
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Fig. 21: In red, normalized longitudinal electric field. (a) The laser (in pink) wakefield. (b) The electron bunch
(in blue) wakefield. (c) Field resulting from the superposition of the laser and electron beam wakefields. The
normalized vector potential is ag = 1, the laser pulse duration is 30 fs, n, = 7 x 10'® cm™3, npeam = 0.11 X N,
the bunch duration is 10 fs and its diameter is 4 ym. From C. Rechatin, Ph.D. thesis.

of this scheme permitted also very accurate studies of the dynamics of the electric field in presence of a
high current electron beam to be carried out. Indeed, in addition to the wakefield produced by the laser
pulse, a high current electron beam can also drive its own wakefield as shown in Fig. 21.

The beam loading effect contributes to the reduction of the relative energy spread of the electron
beam. It was demonstrated that there is an optimal load which flattened the electric field, leading to the
acceleration of all the electrons with the same value of the field, and producing consequently an electron
beam with a very small, 1%, relative energy spread [61]. Thanks to the beam loading effect, the most
energetic electrons can be slightly slowed down and accelerated to the same energy as the slowest ones.
In cases of low charge beam, this effect does not play any role and the energy spread depends mainly on
the heated volume. For a very high current, the load is too high and the most energetic electrons slow
down so much that they eventually obtain energies smaller than the slowest electrons [61], increasing
the relative energy spread. The existence of an optimal load was observed experimentally and supported
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injector part and on the right the accelerator part. (b) Magnetically dispersed electron beam images from a 4 mm
injector-only gas cell (top) and the 8 mm two-stages cell (bottom). From B. B. Pollock et al. [66].

by full three-dimensional PIC simulations. It corresponds to a peak current in the 20-40 kA range. The
decelerating electric field due to the electron beam was found to be in the GV /m/pC range.

2.6 Injection triggered by ionization

Another scheme was proposed recently to control the injection by using a high-Z gas and/or a high-
Zllow-Z gas mixture. Thanks to the large differences in ionization potentials between successive ioniza-
tion states of the atoms, a single laser pulse can ionize the low energy level electrons in its leading edge,
drive relativistic plasma waves, and inject in the wakefield the inner level electrons which are ionized
when the laser intensity is close to its maximum.

Such an ionization trapping mechanism was first demonstrated in electron beam driven plasma
wave experiments on the Stanford Linear Collider (SLAC) [62]. Electron trapping from ionization of
high-Z ions from capillary walls was also inferred in experiments on laser wakefield acceleration [63]. In
the case of a self-guided laser driven wakefield, a mixture of helium and trace amounts of different gases
was used [64,65]. In one of these experiments, electrons from the K shell of nitrogen were tunnel ionized
near the peak of the laser pulse and were injected into and trapped by the wake created by electrons from
majority helium atoms and the L shell of nitrogen. Because of the relativistic self-focusing effect, the
laser propagates over a long distance with peak intensity variations that can trigger the injection over
a long distance and in an inhomogeneous way, which leads to the production of a high relative energy
spread electron beam. Importantly, the energy required to trap electrons is reduced, making this approach
of great interest to produce electron beams with a large charge at moderate laser energy. To reduce the
distance over which electrons are injected, experiments using two gas cells were performed at LLNL
[66], as shown in Fig. 22. By restricting electron injection to a small region, in a first short cell filled
with a gas mixture (the injector stage), energetic electron beams (of the order of 100 MeV) with a
relatively large energy spread were generated. Some of these electrons were then further accelerated in
a second, larger, accelerator stage, consisting of a long cell filled with low-Z gas, which increases their
energy up to 0.5 GeV while reducing the relative energy spread to <5% FWHM.

2.7 Longitudinal injection

As has been shown, electron trapping is generally achieved by the wave-breaking of the plasma wake,
a process that is by nature uncontrollable and leads generally to poor quality electrons. The presented
controlled injection techniques, such as colliding pulse injection, ionization-induced injection and den-
sity gradient injection, have been developed to overcome this shortcoming. These methods offer an
improved control on the acceleration and lead to better electron features, but they imply generally com-
plex set-ups. For this reason, self-injection remains the most common method for injecting electrons in
the plasma wake. Two distinct physical mechanisms can be distinguished: longitudinal and transverse
self-injection. In longitudinal self-injection, the trajectory of injected electrons is mainly longitudinal,
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Fig. 23: Schematic for longitudinal and transverse self-injections. (a) Typical trajectory of an injected electron
in the longitudinal self-injection mechanism. (b) Typical trajectory of an injected electron in the transverse self-
injection mechanism. The blue colour scale represents the electron density. The red to yellow colour scale indicates
the laser intensity. The trajectories are given by the green lines.

with a negligible transverse motion. As shown by the schematic in Fig. 23, the injected electrons pass
through the laser pulse and gain energy while crossing the plasma wave. When they reach the rear of
the first plasma period, their velocity exceeds the wake phase velocity and the electrons are eventually
injected. The only electrons that are trapped are those that were initially close to the axis where the
laser intensity and the wakefield amplitude are the highest and where the ponderomotive force is small.
The longitudinal self-injection mechanism is analogous to one-dimensional longitudinal wave-breaking.
In contrast, transverse self-injection occurs in the bubble regime, where the laser ponderomotive force
expels electrons from the propagation axis and forms an electron-free cavity in its wake. As shown in
Fig. 23 and in Fig. 15, the injected electrons are initially located at approximately one laser waist from
the axis. They circulate around the laser pulse and the bubble, and attain a velocity larger than the wake
phase velocity when reaching the axis at the rear of the bubble.

During its propagation, the laser pulse evolves, the self-phase-modulation modifies its duration
and the relativistic self-focusing modifies its initial transverse shape. As a consequence, the generated
wakefield is not uniform along the laser propagation axis and electrons can be self-injected at different
positions of the plasma accelerator. Electrons in the second bunch originate from positions close to the
laser waist, as expected in the case of trapping by transverse self-injection. In contrast, electrons in the
first bunch come from regions close to the axis. When these electrons are injected, the laser spot radius
is large and the normalized laser amplitude is still low; hence, the radial ponderomotive force close to
the axis is small.

Thus, on-axis electrons are only weakly deviated when crossing the laser pulse, and they remain in
the region of largest accelerating field £/.. Moreover, the laser amplitude increases steeply in the region
of first injection because of laser self-focusing (see Fig. 24). This reduces the wake phase velocity via
the relativistic shift of the plasma wavelength A, [67]. The strongly reduced wake phase velocity lowers
the threshold for trapping, such that electrons can catch up the plasma wave and be injected despite a low
ap, similarly to density gradient injection.
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3 Particle beam wakefield accceleration
3.1 Electron driven plasma wakefield

Wakefields in a plasma can be also driven by an electron bunch that has, at resonance, a length of about
half the plasma wavelength. Whereas in the laser wakefield case the radiation pressure, known as the
ponderomotive force, pushes away the plasma electrons, here the force is due the space-charge of the
electron beam. The plasma electrons are strongly blown out radially, but because of the space-charge
attraction of the plasma ions, they are attracted back towards the rear of the beam where they overshoot
the beam axis and set up a wakefield oscillation. Here again, charged particles injected in an appropriately
phased trailing pulse can then extract energy from the wakefield. Because of the lack of accelerators that
deliver suitable electron beams, there are fewer particle-beam-driven plasma acceleration experiments
compared with laser accelerator experiments. The first beam-driven plasma wakefield experiments were
carried out at the Argonne Wakefield Accelerator Facility in the 1980s [68]. Since then, important
experiments done at SLAC by the UCLA/USC/SLAC collaboration have mapped the physics of electron
and positron beam-driven wakes and has shown acceleration gradients of 40 GV /m using electron beams
with metre-scale plasmas [69]. In the first important SLAC experiments only one electron bunch was
used to excite the wakefield. Since the energy of the drive pulse was 42 GeV, both the electrons and
the wake are moving at a velocity close to c, so there is no relative motion between the electrons and the
wakefield. Because the electron bunch was also longer that the plasma period, most of the electrons in
the drive bunch lose energy in exciting the wake, but some electrons in the back have gained energy from
the wakefield as the wakefield changes its sign. Thanks to the high quality, low emittance of the electron
bunch, its intensity was so high that the 42 GeV electron beam passed through a column of lithium
vapour 85 cm long, the head of the beam created a fully ionized plasma and the remainder of the beam
excited a strong wakefield. Figure 25 shows the energy spectrum of the beam measured after the plasma.
The electrons in the bulk of the pulse that lost energy in driving the wake are mostly dispersed out of the
field of view of the spectrometer camera and so are not seen in the spectrum. However, electrons in the
back of the same pulse are accelerated and reach energies up to 85 GeV. The measured spectrum of the
accelerated particles was in good agreement with the spectrum obtained from computer simulations of
the experiment, as Fig. 25 shows. As said Prof. C. Joshi, ‘This is a remarkable result when one realizes
that while it takes the full 3 km length of the SLAC linac to accelerate electrons to 42 GeV, some of
these electrons can be made to double their energy in less than a metre’.

In this former experiment, a small fraction of electrons of the beam was injected and accelerated.
As a consequence, the quality of the accelerated electrons was poor with a long Maxwellian-like tail
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Fig. 25: Energy spectrum of the electrons in the 35-100 GeV range. The dispersion (shown on the top axis) is
inversely proportional to the particle energy (shown on the bottom axis). The head of the pulse, which is unaffected
by the plasma, is at 43 GeV. The core of the pulse, which has lost energy driving the plasma wake, is dispersed
partly out of the field of view of the camera. Particles in the back of the bunch, which have reached energies up to
85 GeV, are visible to the right.

and therefore with also a poor energy transfer efficiency. For future high energy physics purposes, a
high efficiency is mandatory to achieve an affordable and compact high-energy collider. To improve
this, a second important experiment has been performed at SLAC. In this plasma wakefield acceleration
experiment, a charge-density wake with high accelerating fields has been driven by an ultra-relativistic
bunch of charged particles (the drive bunch) through a plasma followed by a second bunch of relativistic
electrons (the trailing bunch) in the wake of the drive bunch at an appropriate distance that has been effi-
ciently accelerated to higher energy. Whereas in the previous experiment, the total charge of accelerated
electrons was insufficient to extract a substantial amount of energy from the wake, here high efficiency
acceleration of the trailing bunch of electrons has been demonstrated. Accelerations of approximately
70-80 pC of the trailing bunch have been achieved in an accelerating gradient of about 4.4 GV /m. As
presented in Fig. 26, these particles have gained approximately 1.6 GeV of energy per particle, with
a final energy spread as low as 1% and an energy-transfer efficiency from the wake to the bunch that
exceeded 30%. This acceleration of a distinct bunch of electrons containing a substantial charge and
having a small energy spread with both a high accelerating gradient and a high energy-transfer efficiency
represents a milestone in the development of plasma wakefield acceleration into a compact and afford-
able accelerator technology. 6% of the initial electron beam energy (36 J) was transferred to the trailing
bunch. This value is comparable to the laser to electron beam energy transfer efficiency from LPAW. The
main advantage here being that the driver is more efficient that the laser driver. Accelerators have indeed
today a wall-plug efficiency more that 10 times larger than lasers.

3.2 Proton driven plasma wakefield

As it has been shown in all these former experiments, the energy gain was limited by the energy carried
by the driver (about 40 J for an e-beam driver and about 100 J for a laser driver) and by the propagation
length of the driver in the plasma (few tens of centimetres for the e-driver and few centimetres for the laser
driver). The laser pulse and electron bunch driver schemes therefore require the use of many acceleration
stages in the tens of GeV each in order to gain TeV energy levels. A 10 GeV stage that delivers an nC
of charge corresponds to an energy of 10 J, and it will correspond to 10 kJ for a 10 TeV stage. If one
assumes 10% energy transfer efficiency from the driver to the trail bunch, this indicates that the driver
energy must contain about 100 kJ. In 2009, for the first time, plasma-wake excitation by a relativistic
proton beam has been considered [5]. In this ideal case, the proton driver beam has to be resonant with
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Fig. 26: (a) The dispersed electron beam profile without plasma interaction, where the spectrometer is set to image
22.35 GeV. (b) and (c) The dispersed beam profile after the electron bunches have interacted with the plasma,
where the spectrometer is set to image 20.35 GeV and 22.35 GeV. (d) The spatially integrated spectrum (in x) or
the linear charge density of the bunches shown in (c) (solid blue line) along with the final spectrum obtained from
the simulation (solid green line in (d)). The core of the accelerated trailing beam is shown for the data (dashed red
line).

the plasma and it was predicted on the basis of numerical simulations that 10 GeV electrons injected
could be accelerated to 0.5 TeV in a 450 m proton wakefield. Unfortunately such a short proton bunch
does not exist, and therefore it has been proposed to use the CERN SPS 19 kJ, 400 GeV proton beam
that is produced routinely.

Because the length of the driver (about 10 cm) is much longer than the plasma wavelength (about
1 mm) at a density large enough (of 10" cm~3) to reach a GV /m accelerating field, the interaction has to
occur in the self-modulated regime. In this regime, also called the self-modulation instability (SMI) [70],
the proton bunch is split during its propagation in several micro-bunches that excite resonantly a strong
plasma wave. A first experiment, called AWAKE [71], will be performed at CERN in the next two years
to demonstrate the possibility of accelerating injected electrons in proton driven plasma wakefield. For
this, an extremely uniform long plasma has been developed with a control precision for the density that
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must be within 0.5% over metres. To optimize the coupling efficiency, electrons will be injected at an
angle after the self-modulated instability has reached saturation. The conceptual design of the proposed
AWAKE experiment is shown in Fig. 27 where the laser and proton bunches are made co-linear. The laser
that will ionize the metal vapour is required to seed the self-modulation instability. The self-modulated
proton bunch (shown on the left hand side) enters a second plasma section where it drives the plasma
wakefield structure (shown on the right side). The electrons are injected in the wakefields and the 2 GeV
accelerated electrons will be measured with an electron spectrometer. The AWAKE experiment will
be installed in the CERN Neutrinos to Gran Sasso (CNGS) facility. Approximately 5% of electrons
are supposed to be trapped and accelerated to the end of the 10 m plasma with accelerating gradients
in the few GV /m. In addition to the electron spectrometer, several other diagnostics will be used to
characterize the proton beams to better understand the physics of self-modulation. Coherent Transition
Radiation (in the visible and in the infra-red) produced when the proton beam passes through a thin foil,
will be measured using a streak camera. Additionally, transverse coherent transition radiation will be
produced and detected using electro-optical sensors; this will be the first experimental use of this recent
concept [72]. First protons to the experiment are expected at the end of 2016 and this will be followed
by an initial 3—4 year experimental program of four periods of two weeks of data taking.

4 Future of the laser plasma accelerators

The tremendous progress that has been made in plasma acceleration [73-75], from the first accelera-
tion of externally injected electrons in a GV /m laser wakefield, self-injection in a 100 GV /m laser
wakefield with firsta 100 MeV broad spectra to the series of experiments with the production of a quasi-
monoenergetic electron beam in a laser wakefield with a compact 10 Hz laser system have contributed to
boosting this field of research in which tens of laboratories/teams are playing important roles in a com-
petitive and friendly approach. The evolution of short-pulse laser technology with diode pump lasers
or fibre lasers, a field in rapid progress, will eventually contribute to the improvement of laser plasma
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acceleration and their societal applications, in material science for example for high resolution gamma
radiography [76,77], in medicine for cancer treatment [78, 79], in chemistry [80, 81] and in radiobiol-
ogy [82-84]. In the near future, the development of compact free electron lasers could open the way to
the production of intense X-ray beams, in a compact way, by coupling the electron beam with undula-
tors. Thanks to the very high peak current of a few kiloamperes [85], comparable to the current used
at LCLS, the use of laser plasma accelerators for free electron lasers, the so-called fifth generation light
source, is clearly identified by the scientific community as a major development. Alternative schemes to
produce ultra-short X-ray beams, such as Compton, betatron or Bremsstrahlung X-ray sources, have also
been considered. Tremendous progress has been made regarding the study of betatron radiation in a laser
plasma accelerator. Since its first observation in 2004 [86] and the first monitoring of electron betatronic
motion in 2008 [87], a number of articles have reported in more detail this new source, including mea-
sures of a sub ps duration [88] and of a transverse size in the micrometre range [89]. Betatron radiation
was used recently to perform with high spatial resolution, of about 10 microns, X-ray contrast phase
images in a single shot mode operation [90,91]. In parallel, similar huge progress has been performed in
accelerating electrons and positrons using electron or positron bunches, with here, a gain of a few tens of
GeV in a few tens of centimetres accelerating gradient. Wakefields driven by electron beams are good
candidates to boost electron energy in a metre long plasma device. The requirement for the driver being
very close to the one for FEL purposes, shorter radiation wavelength could be produced by doubling,
for example, the electron energy delivered from SLAC or from DESY. Acceleration of electrons and
positrons with these drivers are also very relevant for a staging approach for high energy physics pur-
poses. The AWAKE experiment will certainly contribute to defining the roadmap for future larger-scale
R&D projects on laser, electron or proton driven plasma wakefield acceleration for future high energy
colliders for particle physics. The success of plasma wakefield accelerators will open a pathway towards
many exciting societal application, a compact FEL radiation source and a revolutionary plasma-based
TeV lepton collider. This revolution could then enable ground-breaking discoveries in many domains,
including particle physics.
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Abstract

The paper gives an overview of the principles of particle accelerators and
their historical development. After introducing the basic concepts, the main
emphasis is on sketching the layout of modern storage rings and discussing
their limitations in terms of energy and machine performance. Examples of
existing machines, among them the Large Hadron Collider (LHC) at CERN,
demonstrate the basic principles of and the technical and physical limits that
we face in the design and operation of particle colliders. The push for ever
higher beam energies motivates the design of future colliders as well as the
development of more efficient acceleration techniques.
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1 Introduction

The study of matter, from initial theories about the structure of the atom to the discovery of the nucleus
and, subsequently, of a variety of particles and their interactions, has been summarized in a scientific
picture often called the ‘standard model’; along its way it has driven the development of powerful tools
to create the particle beams that are needed to analyse the detailed structure of matter. The largest ac-
celerator to date, the proton—proton Large Hadron Collider (LHC) at CERN in Geneva, operates with an
energy per beam of 7 TeV, which corresponds to an available centre-of-mass energy of E.,, = 14 TeV.
The LHC is part of a long tradition of technical and physical progress in creating particle beams, accel-
erating them, and achieving successful collision with micrometre beam sizes. This article gives a basic
introduction to the physics of particle accelerators and discusses some of their limitations. The author has
arbitrarily selected ten limitations to focus on, although in fact there are many more that the reader may
find in other publications and which could be studied further (and some of them overcome, hopefully).

1.1 Limit I: The geography

For the fun of it, let us start at the end of the line: the largest accelerators and the fact that beyond phys-
ical and technical limits there is a serious boundary condition—the landscape. For a given technology,
pushing the particle energy of a storage ring to higher and higher values will necessitate larger and larger
machines, and we may suddenly encounter the problem that our device no longer fits in the garage at
our institute or, as shown in Fig. 1, not even in the entire region surrounding our facility. As regards
LHC [1], the largest storage ring at present, and the Geneva region, the space between Lake Geneva and
the Jura mountains defined the size of the tunnel for the present LHC. As a consequence, the maximum
feasible beam energy available for high-energy physics experiments is determined by the geographical
boundary conditions of the Geneva countryside. Certainly, there are extremely high particle energies in
cosmic rays, but you will agree that the accelerators driving these are also much much larger!

Before we discuss the high-energy frontier machines, let us take a brief look at the path paved by
the ingenious scientific developments dating back to the discovery of the nucleus by Ernest Rutherford.
Figure 2 (taken from [2]) shows a comparison of the scattering events, plotted as a function of the
scattering angle, predicted by the Thomson model of the atom and the experimental results obtained by
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Fig. 2: Comparison of the Thomson model of the atom and the results of Rutherford’s experiment; the number of
scattering events of alpha particles scattered at the gold foil is plotted as a function of the measured (or predicted)
scattering angle.

Rutherford: the discrepancy between the model, which assumes equally distributed charges in matter,
and the observed data is evident. As a consequence, the concept of the nucleus was born.

Using alpha particles on the level of MeV is not ideal for precise, triggerable and healthy experi-
ments. So Rutherford discussed with two colleagues, Cockcroft and Walton, the possibility of using ar-
tificially accelerated particles. Based on this idea, within only four years Cockcroft and Walton invented
the first particle accelerator ever built, and in 1932 they gave the first demonstration of the splitting of a
nucleus (lithium) by using a 400 keV proton beam.

Their acceleration mechanism was based on a rectifier or Greinacher circuit, consisting of a num-
ber of diodes and capacitors that transformed a relatively small AC voltage to a DC potential which
corresponds, depending on the number of diode/capacitor units used, to a multiple of the applied basic
potential. The particle source was a standard hydrogen discharge source connected to the high-voltage
part of the system, and the particle beam was accelerated to ground potential, hitting the lithium tar-
get [3]. A schematic view of the mechanism is shown in Fig. 3 (for details see, for instance, Ref. [4]),
and a photograph of such a device which has been used at CERN for many years is presented in Fig. 4.
Cockcroft and Walton were awarded the Nobel prize for their invention.

1.2 Limit IT: Voltage breakdown in DC accelerators

In parallel to Cockcroft and Walton, but based on a completely different technique, another type of DC
accelerator had been invented: Van de Graaff designed a DC accelerator [5] that used a mechanical
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Fig. 3: Schematic layout of the rectifier circuit used by Cockcroft and Walton to generate the high DC voltage
needed for their accelerator.

transport system to carry charges, sprayed on a belt or chain, to a high-voltage terminal; see Fig. 5, taken
from Ref. [6].

In general these machines can reach higher voltages than the Cockcroft—Walton devices, but they
are more limited in terms of particle intensity. Common to all DC accelerators is the limitation on the
achievable beam energy due to high-voltage breakdown effects (discharges). Without using an insulating
gas (SFg in most cases), electric fields will be limited to about I MV m~!, and even with the most sophis-
ticated devices, like the one in Fig. 6, acceleration voltages on the order of MV cannot be overcome. In
fact, the example in Fig. 6 shows an approach that has been applied in a number of situations: injecting
a negative ion beam (even H™ is used) and stripping the ions in the middle of the high-voltage terminal
allows one to profit from the potential difference twice and thus to make another step of gain in beam
energy.

Given the obvious limitations of the DC machines described above, the next step forward is natural.
In 1928, Widerge developed the concept of a AC accelerator. Instead of rectifying the AC voltage, he
connected a series of acceleration electrodes in an alternating manner to the output of an AC supply.
The schematic layout is shown in Fig. 7 where, for a instant in time, the direction of the electric field
is indicated. In principle, this device can produce step by step a multiple of the acceleration voltage, as
long as for the negative half-wave of the AC voltage the particles are shielded from the decelerating field.

Fig. 4: A Cockcroft—Walton generator that was used at CERN as a pre-accelerator for the proton beams; the device
has since been replaced by the more compact and efficient RFQ technique.
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Fig. 5: Schematic design of a Van de Graaff accelerator

Fig. 6: A typical example of a tandem Van de Graaff accelerator; these are very reliable machines for precise
measurements in atomic and nuclear physics. (Photo courtesy of the Max Planck Institute for Nuclear Physics,
Heidelberg.)

The energy gain after the nth step is therefore
E,=n-q-Uy-sin(¢s), (1)

where n denotes the acceleration step, ¢ the charge of the particle, Uy the applied voltage per gap, and
15 the phase between the particle and the changing AC voltage.

1.3 Limit III: The size of the accelerating structure

A key quantity in such a Widerge structure is the length of the drift tubes that will protect the particles
from the negative half-wave of the sinusoidal AC voltage. For a given frequency of the applied radio-
frequency (RF) voltage, the length of the drift tube is defined by the speed of the particle and the duration
of the negative half-wave of the sinusoidal voltage, as shown in Fig. 8.

The time-span of the negative half-wave is defined by the applied frequency, At = 7¢/2, so for
the length of the nth drift tube we get

Trf
Ly = vy - 7 2)
Given the kinetic energy of the particle,
1
Eign = 5muv*, 3)
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Fig. 8: The frequency (and hence the period) of the RF system and the particle speed determine the length of the
drift tubes in the Widerge structure.

Fig. 9: Unilac at GSI, Darmstadt; clearly visible are the structure of the drift tubes and their increasing length as a
function of the particle energy.

we obtain directly that

ln:i- /an()SiIl”(/JS, @)
Vrt 2m

which defines the design concept of the machine. Figure 9 shows a photograph of such a device, the
Unilac at the Institute for Heavy Ion Research (GSI) in Darmstadt, Germany.

Two remarks should be made in this context.

— The short derivation here is based on the classical approach, and in fact these accelerators are
usually optimum for ‘low-energetic’ proton or heavy-ion beams. Typical beam energies (referring
to protons) are on the order of 10 MeV; for example, the present Linac 2 at CERN delivers the
protons for LHC operation with an energy of 50 MeV, corresponding to a relativistic 3 of 0.31.

— For higher energies, even in the case of protons or ions, the speed will at some point approach the
speed of light, and the length of the drift tubes and hence the dimension of the whole accelerator
will reach a size that may no longer be feasible. More advanced ideas are needed in order to keep
the machine within reasonable dimensions, and the next natural step in the historical development
was to introduce magnetic fields and bend the particle beam into a circle.
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2 Pushing for the highest energies: synchrotrons and storage rings

A significant step forward in achieving high beam energies involves the use of circular structures. In
order to apply over and over again the accelerating fields, we try to bend the particles onto a circular path
and so bring them back to the RF structure where they will receive the next step-up in energy. To do this,
we introduce magnetic (or electric) fields that will deflect the particles and keep them on a well-defined
orbit during the complete acceleration process. The Lorentz force that acts on a particle will therefore
have to compensate exactly the centrifugal force due to the bent orbit. In general, we can write

F=¢q - (E+vxB). Q)

For high-energy particle beams, the velocity v is close to the speed of light and so represents a nice
amplification factor whenever we apply a magnetic field. As a consequence, it is much more convenient
to use magnetic fields for bending and focusing the particles.

Therefore, neglecting electric fields for the moment, we write the Lorentz force and the centrifugal
force of the particle on its circular path as

FLorentz =€e-v- B: (6)
2
mov
Fcentrifugal = FYT (7)

Assuming an idealized homogeneous dipole oriented along the particle orbit, we define the condition for
a perfect circular orbit as equality between these two forces; this yields the following condition for the
idealized ring:

=B, (8)
e
where we refer to protons and have accordingly set ¢ = e. This condition relates the so-called beam
rigidity Bp to the particle momentum that can be carried in the storage ring, and it will ultimately define,
for a given magnetic field of the dipoles, the size of the storage ring.

In reality, instead of a continuous dipole field the storage ring will be built out of several dipoles,
powered in series to define the geometry of the ring. For a single magnet, the particle trajectory is shown
schematically in Fig. 10. In the free space outside the dipole magnet, the particle trajectory follows a
straight line. As soon as the particle enters the magnet, it is bent onto a circular path until it leaves the
magnet at the other side.

[a!
I

801588 WR1

Magn, Induktion B(T)
o
(4

(1] A I

e S -

Fig. 10: Dipole field of a storage ring and schematic path of the particles
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2.1 Limit IV: The magnetic guide field

The overall effect of the main bending (or ‘dipole’) magnets in the ring is to define a more or less circular
path, which we will call the ‘design orbit’. By definition, this design orbit has to be a closed loop, and
so the main dipole magnets in the ring have to define a bending angle of exactly 27 overall. If o denotes
the bending angle of a single magnet, then

d Bd
a=22_2% 9)
p  B-p
We therefore require that
[ Bdl
T =27 10
5, =2 (10)

Thus, a storage ring is not a ‘ring’ in the true sense of the word but more a polygon, where ‘poly’ means
the discrete number of dipole magnets installed in the ‘ring’.

In the case of the LHC, the dipole field has been pushed to the highest achievable values; 1232
superconducting dipole magnets, each of length 15 m, define the geometry of the ring and, via Eq. (10),
the maximum momentum for the stored proton beam. Using the equation given above, for a maximum
momentum of p = 7 TeV/c we obtain a required magnetic field of

B 27 - 7000 - 109 eV
©1232-15m-2.99792 - 108 ms—!’

(In

or
B = 8.33T, (12)

to bend the beams. For convenience we have expressed the particle momentum in units of GeV/c. Fig-
ure 11 shows a photograph of the LHC dipole magnets, built out of superconducting NbTi filaments,
which are operated at a temperature of 7' = 1.9 K.

Fig. 11: Superconducting quadrupole of the LHC storage ring

2.2 Focusing properties

In addition to the main bending magnets that guide the beam onto a closed orbit, focusing fields are
needed to keep the particles close together. In modern storage rings and light sources, the particles are
kept in the machine for many hours, and a carefully designed focusing structure is needed to maintain
the necessary beam size at different locations in the ring.

Following classical mechanics, linear restoring forces are needed, just as in the case of a harmonic
pendulum. Quadrupole magnets provide the corresponding property: they create a magnetic field that
depends linearly on the particle amplitude, i.e. the distance of the particle from the design orbit:

B,=g-y, B,=g-x. (13)
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The constant g is called the gradient of the magnetic field and characterizes the focusing strength of the
magnetic lens in both transverse planes. For convenience it is (like the dipole field) normalized to the
particle momentum. The normalized gradient is denoted by k and defined as

-9 _9

p/e Bp

The technical layout of such a quadrupole is depicted in Fig. 11. As in the case of the LHC dipoles, the
quadrupole magnet is built in superconducting technology.

(14)

Now that we have defined the basic building blocks of a storage ring, we need to arrange them in
a so-called magnet lattice and optimize the field strengths in such a way as to obtain the required beam
parameters. An example of what such a magnet lattice looks like is given in Fig. 12. This photograph
shows the dipole (orange) and quadrupole (red) magnets in the TSR storage ring in Heidelberg. Eight
dipoles are used to bend the beam in a ‘circle’, and the quadrupole lenses between them provide the
focusing to keep the particles within the aperture limits of the vacuum chamber.

S

ot Al

Zi N

)

A

Ny

4

Fig. 12: TSR storage ring, Heidelberg, as a typical example of a separate-function strong focusing storage ring

A general design principle of modern synchrotrons or storage rings should be pointed out here.
In general, these machines are built following a so-called separate-function scheme: every magnet is
designed and optimized for a certain task, such as bending, focusing, chromatic correction, and so on.
We separate the magnets in the design according to the job they are supposed to do; only in rare cases
a combined-function scheme is chosen, where different magnet properties are combined in one piece of
hardware. To express this mathematically, we use the general Taylor expansion of the magnetic field,

B 1 1 1

(x):f+k:ow+—m$2+—n$3+-~. (15)
ple p 2! 3!

Following the arguments above, for the moment we take into account only constant (dipole) or linear

(quadrupole) terms. The higher-order field contributions will be treated later as (hopefully) small pertur-

bations.

The particles will now follow the ‘circular’ path defined by the dipole fields, and in addition will
undergo harmonic oscillations in both transverse planes. The situation is shown schematically in Fig. 13.
An ideal particle will follow the design orbit that is represented by the circle in the diagram. Any other
particle will perform transverse oscillations under the influence of the external focusing fields, and the
amplitude of these oscillations will ultimately define the beam size.

Unlike a classical harmonic oscillator, however, the equations of motion in the horizontal and
vertical planes differ somewhat. Assuming a horizontal focusing magnet, the equation of motion is

1
2+ <p2+k> =0, (16)
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Fig. 13: Coordinate system used in particle beam dynamics; the longitudinal coordinate s moves around the ring
with the particle considered.

where k is the normalized gradient introduced above and the 1/p? term represents the so-called weak
focusing, which is a property of the bending magnets. In the vertical plane, on the other hand, due to
the orientation of the field lines and by Maxwell’s equations, the forces instead have a defocusing effect;
also, the weak focusing term disappears:

y' —y-k=0. a7

The principal problem arising from the different directions of the Lorentz force in the two transverse
planes of a quadrupole field is sketched in Fig. 14. It is the task of the machine designer to find an
adequate solution to this problem and to define a magnet pattern that will provide an overall focusing
effect in both transverse planes.

Fig. 14: Field configuration in a quadrupole magnet and the direction of the focusing and defocusing forces in the
horizontal and vertical planes.

Following closely the example of the classical harmonic oscillator, we can write down the solutions
of the above equations of motion. For simplicity, we focus on the horizontal plane; a ‘focusing’” magnet is
therefore focusing in this horizontal plane and at the same time defocusing in the vertical plane. Starting
with initial conditions for the particle amplitude x( and angle xj, in front of the magnet element, we
obtain the following relations for the trajectory inside the magnet:

b
x(s) Zxo‘COS(ms) +x0‘\/|7?‘sm(\/®3), (18)
2'(s) = —xo - /| K| sin(\/Ws) + () - cos(\/mg). (19)

1

Here the parameter K combines the quadrupole gradient and the weak focusing effect, K = k — 2

Usually these two equations are combined into a more elegant and convenient matrix form:
T T
/ = Msoc / ) (20)
L s x 0
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where the matrix Mg, contains all the relevant information about the magnet element,

M, — ( cos(y/|K]| ) \/|17| sin(Ws)) |
~/[KTsin(y/[RTs)  cos(y/IK]s)

Schematically, the situation is visualized in Fig. 15.

Fig. 15: Schematic principle of the effect of a focusing quadrupole magnet

In the case of a defocusing magnet, we obtain analogously that

X X
(IL‘/) . = Mdefoc (.’L’,) o ) (21)

with
Moo, = ( cosh(y/| K] s) \/?7' smh(\/Ws)) ;
VIRTsinh(/[RTs)  cosh(y/R]s)
see Fig. 16.

Fig. 16: Schematic principle of the effect of a defocusing quadrupole magnet

For completeness, we also include the case of a field-free drift. With K = 0, we obtain

1 s
Marige = (0 1) .

This matrix formalism allows us to combine the elements of a storage ring in an elegant way and so it is
straightforward to calculate the particle trajectories. As an example, we consider the simple case of an
alternating focusing and defocusing lattice, a so-called FODO lattice [4]; see Fig. 17.

As we know the properties of each and every element in the accelerator, we can construct the
corresponding matrices and calculate step by step the amplitude and angle of a single particle’s trajectory
around the ring. Even more conveniently, we can multiply out the different matrices and, given initial
conditions x( and z{,, obtain directly the trajectory at any location in the ring:

Mtotal = Mfoc : Mdrift : Mdipole : Mdrift : Mdefoc Tt (22)

38



INTRODUCTION TO PARTICLE ACCELERATORS AND THEIR LIMITATIONS

SSHETN ot
% A ; %@% @ﬁ&

S

@”’B o B 8 -
m 8 s QD%0 oF \/
N R sl

Fig. 17: A simple periodic chain of bending magnets and focusing/defocusing quadrupoles forming the basic

structure of a storage ring.

x(s) TaUSREREARA Sn P e —

Fig. 18: Calculated particle trajectory in a simple storage ring

The trajectory thus obtained is shown schematically in Fig. 18.
We emphasize the following facts in this context.

— At each moment, or in each lattice element, the trajectory is a part of a harmonic oscillation.

— However, due to the different restoring or defocusing forces, the solution will look different at each
location.

— In the linear approximation that we make use of in this context, all particles experience the same
external fields, and their trajectories will differ only because of their different initial conditions.

— There seems to be an overall oscillation in both transverse planes while the particle is travelling
around the ring. Its amplitude stays well within the boundaries set by the vacuum chamber, and
its frequency in the example of Fig. 18 is roughly 1.4 transverse oscillations per revolution, which
corresponds to the eigenfrequency of the particle under the influence of the external fields.

Coming closer to a real existing machine, we show in Fig. 19 the orbit measured during one of the
first injections into the LHC storage ring. The horizontal oscillations are plotted in the upper half of the
figure and the vertical oscillations in the lower half, on a scale of 10 mm. Each histogram bar indicates
the value recorded by a beam position monitor at a certain location in the ring, and the orbit oscillations
are clearly visible. By counting (or, better, fitting) the number of oscillations in both transverse planes,

we obtain values of
Q. = 64.31, Qy = 59.32. (23)

These values, which describe the eigenfrequencies of the particles, are called the horizontal and vertical
tune, respectively. Knowing the revolution frequency, we can easily calculate the transverse oscillation
frequencies, which for this type of machine usually lie in the range of kHz.

As the tune characterizes the particle oscillations under the influence of all external fields, it is one
of the most important parameters of the storage ring. Therefore it is usually displayed and controlled at
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Fig. 19: Measured orbit in LHC during the commissioning of the machine

all times by the control system of such a machine. As an example, Fig. 20 shows the tune diagram of the
HERA proton ring [7]; it was obtained via a Fourier analysis of the spectrum measured from the signal
of the complete particle ensemble. The peaks indicate the two tunes in the horizontal and vertical planes
of the machine, and in a sufficiently linear machine a fairly narrow spectrum is obtained.
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Fig. 20: Tune signal of a proton storage ring (HERA-p)

Briefly referring back to Fig. 18, the question is what the trajectory of the particle will look like for
the second turn, or the third, or after an arbitrary number of turns. Now, as we are dealing with a circular
machine, the amplitude and angle, x and 2/, at the end of the first turn will be the initial conditions for
the second turn, and so on. After many turns the overlapping trajectories begin to form a pattern, such as
that in Fig. 21, which indeed looks like a beam having here and there a larger and smaller beam size but
still remaining well-defined in its amplitude by the external focusing forces.

Teichanbahnen und Enveloppe

s

Fig. 21: Many single-particle trajectories together form a pattern that corresponds to the beam size in the ring
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To make a long story short [8], a mathematical function, which we call 5 or amplitude function,
can be defined that describes the envelope of the single-particle trajectories. With this new variable, we
can rewrite the equation for the amplitude of a particle’s transverse oscillations as

x(s) = Ve/B(s) cos(d(s) + ), (24)

where 1) is the phase of the oscillation, ¢ is its initial condition, and € is a characteristic parameter of
the single particle or, if we are considering a complete beam, of the ensemble of particles. Indeed, €
describes the space occupied by the particle in the transverse (here simplified two-dimensional) (z, z”)
phase space. More specifically, the area in (x, 2’) space that is covered by the particle is given by

A:T{'-e, (25)

and, as long as we consider conservative forces acting on the particle, this area is constant according to
Liouville’s theorem. Here we take these facts as given, but we point out that, as a direct consequence,
the so-called emittance e cannot be influenced by whatever external fields are applied; it is a property of
the beam, and we have to take it as given and handle it with care.

To be more precise, and following the usual textbook treatment of accelerators, we can draw in
phase space the ellipse of the particle’s transverse motion; see, for example, Fig. 22. While the shape
and orientation are determined by the optics function 3 and its derivative, « = — %B/ , the area covered is
constant.

-
e

Fig. 22: Ellipse in (x, 2") phase space

Let us talk a bit more about the beam as an ensemble of many (typically 10'!) particles. Referring
to Eq. (24), at a given position in the ring the beam size is defined by the emittance € and the function /.
Thus, at a certain moment in time the cosine term in (24) will be 1 and the trajectory amplitude will reach
its maximum value. Now, if we consider a particle at one standard deviation (sigma) of the transverse
density distribution, then using the emittance of this reference particle we can calculate the size of the
complete beam, in the sense that the complete area (within one sigma) of all particles in (z, z") phase
space is surrounded (and thus defined) by our one-sigma candidate. Thus the value /€ - 5(s) will define
the one-sigma beam size in the transverse plane. As an example, we use the values for the LHC proton
beam: in the periodic pattern of the arc, the beta function is # = 180 m and the emittance at flat-top
energy is roughly € = 5 x 10710 rad m. The resulting typical beam size is therefore 0.3 mm. Now, clearly
we would not design a vacuum aperture of the machine based on a one-sigma beam size; typically, an
aperture requirement corresponding to 120 is a good rule to guarantee a sufficient aperture, allowing
for tolerances from magnet misalignments, optics errors and operational flexibility. In Fig. 23 the LHC
vacuum chamber is shown, including the beam screen used to protect the cold bore from synchrotron
radiation; it corresponds to a minimum beam size of 180.
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Fig. 23: The LHC vacuum chamber with the beam screen to shield the superconducting magnet bore from syn-
chrotron radiation.

3 Particle colliders
3.1 Limit V: Fixed-target collider

The easiest way to perform physics experiments with particle accelerators is to bang the accelerated
beam onto a target and analyse the resulting events. While nowadays in high-energy physics we do not
apply this technique any more, it still plays an essential role in the regime of atomic and nuclear physics
experiments. The advantage is that it is quite simple once the accelerator has been designed and built,
and the particles produced are easily separated due to the kinematics of the reaction. The situation is
illustrated in Fig. 24. The particle ‘a’ that is produced and accelerated in the machine is directed onto
the particle ‘b’, which is at rest in the laboratory frame. The particles produced from this collision are
labelled ‘c’ and ‘d’ in this example.

0—>.

/
~

a

°@®

Fig. 24: Schematic diagram of fixed-target collider

While the set-up of such a scheme is quite simple, it is worth taking a closer look at the available
energy in the centre-of-mass system. The relativistic overall energy is given by

E? = p202 + m204, (26)

which holds for a single particle but is equally valid for an ensemble of particles. Most important, the rest
energy of the particle ensemble is constant (and is sometimes called the ‘invariant mass of the system’).

Considering the system of two particles colliding, we can write
(BS™ + Bm)2 — (6 + 522 = (B 4 Bb)? — (e + pf)%c? @)
In the frame of the centre-of-mass system we get, by definition,
T+t =0, (28)
while in the laboratory frame where particle ‘b’ is at rest we have simply

peb = 0. (29)
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The equation for the invariant mass therefore simplifies to
W? = (BE™ + E™)* = (B2 +my, - )° — (pf - &2). (30)

In other words, the energy that is available in the centre-of-mass system depends on the square root of
the energy of particle ‘a’, which is the energy provided by the particle accelerator:

W ~ /2Eéab-mb-02 31)

To meet the demand for higher and higher energies in particle collisions, the design of modern
high-energy accelerators has naturally concentrated on the development of particle colliders, where two
counter-rotating beams are brought into collision at one or several interaction points (Fig. 25).

—a quite unsatisfactory situation!

> * < —
Fig. 25: Schematic diagram of the collision of two particles with equal energy

If we calculate the available energy in the centre-of-mass system for the case of two colliding
beams of identical particles, we get
(P +pi™)? =0 (32)
and, by symmetry, also
(P +pi")* = 0. (33)

So the full energy delivered to the particles in the accelerator is available during the collision process:
W =ER® + B =2 ERP. (34)

A ‘typical’ example of a high-energy physics event in such a collider is shown in Fig. 26.

Fig. 26: ‘Typical’ event observed in a collider ring—a Higgs particle measured in the ATLAS detector

3.2 Limit VI: The unavoidable particle detectors

While it is quite clear that a particle collider ring is a magnificent machine in the quest for higher energies,
there is a small problem involved, namely the ‘particle detector’. In the arc of the storage ring we can
usually find a nice pattern of magnets providing us with a well-defined beam size, expressed as the beta
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function. However, special care has to be taken when our colleagues from high-energy physics wish to
install a particle detector. Especially when working at the energy frontier, just like for the accelerators,
these devices tend to expand considerably in size with the energies required. In Fig. 27, the largest
particle detector installed in a storage ring is shown as an impressive example: the ATLAS detector at
the LHC.

Fig. 27: ATLAS detector at the LHC, which is 46 m in length and has an overall weight of 7000 t

The storage ring has to be designed to provide the space needed for the detector hardware and at
the same time create the smallest achievable beam spots at the collision point, which is usually right in
the centre of the detector. Unfortunately these requirements are a bit contradictory. The equation for the
luminosity of a particle collider depends on the stored beam currents and the transverse spot size of the
colliding beams at the interaction point (IP):

dme? fob ojoy

At the same time, however, the beta function in a symmetric drift grows quadratically as a function of
the distance between the beam waist and the first focusing element, i.e.

82

B
The smaller the beam at the IP, the faster it will grow until we can apply—outside of the detector region—
the first quadrupole lenses. As a consequence, this trend sets critical limits on the achievable quadrupole
aperture or, for a given aperture, the achievable quadrupole gradient. The focusing lenses right before
and after the IP, being placed as closed as possible to the detector, are generally the most critical and most
expensive magnets in the machine, and their aperture requirement ultimately determines the luminosity
that can be delivered by the storage ring.

Bls) = 6"+ (36)

For the experts we would like to add that even if the bare aperture requirement can be fulfilled,
the resulting chromaticity that is created in the mini-beta insertion and the sextupole strengths that are
needed to correct for it usually pose the next limit that we will face.

3.3 Limit VII: The relative rareness of Nobel prize-winning reactions

The rate of events produced in a particle collision process depends not only on the performance of the
colliding beams but first and foremost on the probability of creating such an event, the so-called cross-
section of the process. In the case of the Higgs particle, which is without doubt the highlight of LHC
Run 1, the overall cross-section is displayed in Fig. 28.
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Fig. 28: Cross-section of the Higgs particle for different production processes, courtesy of the CMS collaboration

Without going into details, we can state that the cross-section for Higgs production is on the order
of
Ereact ~ 1 Pb- (37)

During the three years of LHC Run 1, i.e. the period 2011-2013, an overall luminosity of
/Ldt =25fb~" (38)

was accumulated.

Combining these two numbers using the fact that the event rate of a reaction is R = L - Y, eact,
we get a total number of ‘some thousand’ Higgs particles produced—for a Nobel prize-winning event
just at the edge of reliable statistics. Therefore, the particle colliders have to be optimized not only for
the highest achievable energies but also for maximum stored beam currents and small spot sizes at the
interaction points so as to optimize the luminosity of the machine.

3.4 Limit VIII: The luminosity of a collider ring

Following the arguments above, the design goal here is to prepare, accelerate and store two counter-
rotating particle beams in order to profit best from the energy of the two beams during the collision
process. Still, there is a price to pay: unlike in fixed-target experiments, where the ‘particle’ density
of the target material is extremely high, in the case of two colliding beams the event rate is basically
determined by the transverse particle density that can be achieved at the IP. Assuming Gaussian density
distributions in both transverse planes, the performance of such a collider is described by the luminosity

1 LI,
= . == 39
dme? fob  oroy 39)

While the revolution frequency fy and the bunch number b are ultimately determined by the size of the
machine, the stored beam currents /; and I3 and the beam sizes ¢ and a; at the IP have their own
limitations.

The most serious limitation comes from the beam—beam interaction itself. During the collision
process, individual particles of the counter-rotating bunches feel the space charge of the opposing bunch.
In the case of a proton—proton collider, this strong field acts like a defocusing lens, and has a strong
impact on the tune of the bunches [9].

In Fig. 29 the situation is shown schematically. Two bunch trains collide at the IP, and during the
collision process a direct beam—beam effect is observed. In addition to that, before and after the actual
collision, long-range forces exist between the bunches that have a nonlinear component; see Fig. 30.
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As a consequence [9], the tune of the beams is not only shifted with respect to the natural tune of the
machine but also spread out, as different particles inside the bunches see different contributions from the
beam—beam interaction.

Fig. 29: Schematic view of the beam—beam interaction during the crossing of bunch trains
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Fig. 30: Beam—beam force as a function of the transverse distance of the particle to the centre of the opposing
bunch.

Therefore, in the tune diagram, we no longer obtain a single spot representing the ensemble of
particles, but rather a large array that depends in shape, size and orientation on the particle densities, the
distance of the bunches at the long-range encounters, and the single-bunch intensities. The effect has
been calculated for the LHC and is displayed in Fig. 31.

In a number of cases a useful approximation can be applied, as for distances of about 1-2¢, the
beam-beam force in Fig. 30 can be linearized and acts like a quadrupole lens. Accordingly, a tune shift
can be calculated to characterize the strength of the beam—beam effect in a collider. Given the parameters
described above, and introducing the classical particle radius 7, the amplitude function 3* at the IP and
the Lorentz factor -y, we can express the tune shift due to the linearized beam—beam effect as

B';'TP'NP

= ) 40
21 y(oy + 0y)oy “40)

AQ,y

In the case of the LHC, the design value of the beam—beam tune shift is AQ) = 0.0033, and in daily op-
eration the machine is optimized to run close to this value, which places the ultimate limit on achievable
bunch intensities in the collider.

4 Lepton colliders
4.1 Limit IX: Synchrotron light—the drawback of electron storage rings

In proton or heavy-ion storage rings, the design can more or less follow the rules discussed above. But
the situation changes drastically as the particles become more and more relativistic. Bent on a circular
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Fig. 31: Calculated tune shift due to beam—beam interaction in the LHC

path, electrons in particular will radiate an intense light, the so-called synchrotron radiation, which will
have a strong influence on the beam parameters as well as on the design of the machine.

Summarizing the situation briefly here, the power loss due to synchrotron radiation depends on
the bending radius and the energy of the particle beam:

2 4
P, = Zahd L, 1)
3 p

where « represents the fine structure constant and p the bending radius in the dipole magnets of the ring.
As a consequence, the particles will lose energy turn by turn. To compensate for these losses, RF power
has to be supplied to the beam at any moment. An example that illustrates the problem nicely is shown in
Fig. 32. It plots the horizontal orbit of the former Large Electron—Positron Collider (LEP) storage ring.
The electrons, travelling from right to left in the plot, lose a considerable amount of energy in each arc
and hence deviate from the ideal orbit towards the inner side of the ring. The effect on the orbit is large:
up to 5 mm orbit deviation was observed in the example of Fig. 32. In order to compensate for these
losses, four RF stations were installed in the straight sections of the ring to supply the necessary power.
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Fig. 32: Measured horizontal orbit of the LEP electron beam; due to synchrotron radiation losses, the particle orbit
is shifted towards the inner side of the ring in each arc.

The strong dependence of the synchrotron radiation losses on the relativistic y factor sets severe
limits on the beam energy that can be carried in a storage ring of a given size. The push for ever higher
energies means either that storage rings even larger than LEP need to be designed or, to avoid synchrotron
radiation, linear accelerating structures should be developed.
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Currently, the next generation of particle colliders is being studied [10]. The ring design of the
future circular collider (FCC) foresees a 100 km ring to carry electrons (and positrons) of up to 175 GeV
energy. The size of this storage ring is far beyond the dimensions of anything that has been designed up
to now. A sketch of the machine layout is given in Fig. 33, where the yellow dashed circle delineates the
100 km ring and the white circle represents the little LHC machine.

Fig. 33: Schematic view of a possible 100 km FCC design in the Geneva region

For the maximum projected electron energy of Ef = 175 GeV, synchrotron radiation would cause
an energy loss of 8.6 GeV, or an overall power of 47 MW of the radiated light at full beam intensity.

4.2 Limit X: Acceleration gradients in linear structures

As far as lepton beams are concerned, ring colliders suffer from the severe limitation caused by syn-
chrotron radiation losses, and at a certain point the construction of such large facilities would not seem
reasonable any more. To avoid the problem of synchrotron radiation, linear structures that were discussed
earlier and used in the infancy of particle accelerators have become in vogue again. Still, the advantage
of circular colliders cannot be completely ignored: even with a modest acceleration gradient in the RF
structures, the particles will get turn by turn a certain boost in energy and will at some point reach the
desired flat-top energy in the ring.

In a linear accelerator, this kind of repetitive acceleration is by design not possible; within a single
pass through the machine, the particles will have to be accelerated to full energy. In order to keep the
structure compact, the highest acceleration gradients will therefore be needed. One of the most prominent
designs proposed for a possible future collider is the CLIC design [11]. Within one passage through the
25 km long accelerator, the electron beam will get up to 3 TeV, and the same is true for the opposing
positron beam. An artist’s rendering of this machine is shown in Fig. 34.

e Y v T

. Compact Linear Collider

Fig. 34: Proposed location of the CLIC linear collider along the Jura mountains in the Geneva region

The main parameters of the CLIC design are listed in Table 1. The accelerating gradient, i.e.
the energy gain per meter, is especially to be emphasized; it has been pushed to the maximum value
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that is technically feasible, and the limit is ultimately due to the breakdown of the electric field in the
accelerating structure.

Table 1: Main parameters of the CLIC study
500 GeV 3 TeV

Site length 13 km 48 km
Loaded acceleration gradient (MV m™!) 12

Beam power per beam (MW) 4.9 14
Bunch charge (10° e+/e) 6.8 3.7
Horizontal/vertical normalized emittance (1075/107° m)  2.4/25 0.66/20
Beta function (mm) 10/0.07

Beam size at IP: horizontal/vertical (nm) 45/1
Luminosity (cm™2s™1) 2.3 x 103 5.9 x 103

A picture of such a CLIC-type structure is shown in Fig. 35. On the right-hand side is an electron
microscope photo of the surface after a voltage breakdown. At the spot of the sparking, a little crater can
be seen, indicating possible damage to the surface and, as a consequence, deterioration of the achievable
gradient which has to be avoided under all circumstances [12]. Although considerably higher than the
typical values in circular machines, the gradient F,.c = 100 MV m~! in a linear machine still leads to
a design of overall length approximately 50 km for a maximum achievable energy of Fy,,x = 3 TeV.

5 Conclusion

To summarize, for future lepton ring colliders (or, to be more precise, electron—positron colliders), syn-
chrotron radiation losses set a severe limit on the achievable beam energy; and very soon the size of the
machines will become uneconomical. For a given limit in synchrotron radiation power, the dimensions of
the machine would have to grow quadratically with the beam energy. Linear colliders are therefore pro-
posed as the preferred way to go. In this case, the maximum achievable acceleration gradient is the key
issue. New acceleration methods, namely plasma-based set-ups in which gradients have been observed
that are much higher than those seen with conventional techniques, are a most promising concept for the
design of future colliders. An impressive example is shown in Fig. 36: within a plasma cell of only a
few centimetres in length, electrons are accelerated to several GeV. The gradients achievable are orders
of magnitude higher than in any conventional machine (see, e.g., Ref. [13]). Still, there are problems to
overcome, such as issues with overall efficiency, beam quality (mainly the energy spread of the beam),
and the achievable repetition rate. Nevertheless, we are convinced that this is a promising field worthy
of much further study—and this is what the present school is about.

Fig. 35: Accelerating structure of the CLIC test facility CTF3; the electron microscope photo on the right shows
the damage to the surface due to discharges in the module.
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Fig. 36: Electron beam accelerated in the wake potential of a plasma cell; up to 4 GeV is obtained within only a
few centimetres of length [13].
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Introduction to Plasma Physics
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Abstract

These notes are intended to provide a brief primer in plasma physics, intro-
ducing common definitions, basic properties, and typical processes found in
plasmas. These concepts are inherent in contemporary plasma-based accelera-
tor schemes, and thus provide a foundation for the more advanced expositions
that follow in this volume. No prior knowledge of plasma physics is required,
but the reader is assumed to be familiar with basic electrodynamics and fluid
mechanics.

Keywords
Plasma properties; 2-fluid model; Langmuir waves; electromagnetic wave prop-
agation; dispersion relation; nonlinear waves.

1 Plasma types and definitions

Plasmas are often described as the fourth state of matter, alongside gases, liquids and solids, a definition
which does little to illuminate their main physical attributes. In fact, a plasma can exhibit behaviour
characteristic of all three of the more familiar states, depending on its density and temperature, so we
obviously need to look for other distinguishing features. A simple textbook definition of a plasma [1,
2] would be: a quasi-neutral gas of charged particles showing collective behaviour. This may seem
precise enough, but the rather fuzzy-sounding terms of ‘quasi-neutrality’ and ‘collectivity’ require further
explanation. The first of these, ‘quasi-neutrality’, is actually just a mathematical way of saying that even
though the particles making up a plasma consist of free electrons and ions, their overall charge densities
cancel each other in equilibrium. So if n. and n; are, respectively, the number densities of electrons and
ions with charge state Z, then these are locally balanced, i.e.

Ne ™~ ZM;. (D

The second property, ‘collective’ behaviour, arises because of the long-range nature of the 1/r
Coulomb potential, which means that local disturbances in equilibrium can have a strong influence on
remote regions of the plasma. In other words, macroscopic fields usually dominate over short-lived
microscopic fluctuations, and a net charge imbalance p = e(Zn; — n.) will immediately give rise to an
electrostatic field according to Gauss’s law,

V'E:p/EO.

Likewise, the same set of charges moving with velocities v, and v; will give rise to a current density
J = e(Znivi — neve). This in turn induces a magnetic field according to Amperes law,

VXBzqu.

It is these internally driven electric and magnetic fields that largely determine the dynamics of the plasma,
including its response to externally applied fields through particle or laser beams—as, for example, in
the case of plasma-based accelerator schemes.

Now that we have established what plasmas are, it is natural to ask where we can find them. In fact
they are rather ubiquitous: in the cosmos, 99% of the visible universe—including stars, the interstellar
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medium and jets of material from various astrophysical objects—is in a plasma state. Closer to home,
the ionosphere, extending from around 50 km (equivalent to 10 Earth radii) to 1000 km, provides vital
protection from solar radiation to life on Earth. Terrestrial plasmas can be found in fusion devices
(machines designed to confine, ignite and ultimately extract energy from deuterium—tritium fuel), street
lighting, industrial plasma torches and etching processes, and lightning discharges. Needless to say,
plasmas play a central role in the topic of the present school, supplying the medium to support very large
travelling-wave field structures for the purpose of accelerating particles to high energies. Table 1 gives a
brief overview of these various plasma types and their properties.

Table 1: Densities and temperatures of various plasma types

Type Electron density Temperature
ne (cm™?) T, (eV*)
Stars 102 2 x 10°
Laser fusion 10% 3 x 103
Magnetic fusion 10%° 103
Laser-produced 1018-10%4 102-103
Discharges 10'2 1-10
Ionosphere 106 0.1
Interstellar medium 1 1072

21eV=11600K.

1.1 Debye shielding

In most types of plasma, quasi-neutrality is not just an ideal equilibrium state; it is a state that the plasma
actively tries to achieve by readjusting the local charge distribution in response to a disturbance. Consider
a hypothetical experiment in which a positively charged ball is immersed in a plasma; see Fig. 1. After
some time, the ions in the ball’s vicinity will be repelled and the electrons will be attracted, leading to an
altered average charge density in this region. It turns out that we can calculate the potential ¢(r) of this
ball after such a readjustment has taken place.

Probes
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® ® o e ® oo o ©
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o ° ® °®
°
b o %o °* . e ° °
® ()
[ J [ ) [} e © o
Plasma [ ..

Fig. 1: Debye shielding of charged spheres immersed in a plasma

First of all, we need to know how fast the electrons and ions actually move. For equal ion and
electron temperatures (7, = T;), we have

1 1 3
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Therefore, for a hydrogen plasma, where Z = A =1,

w o (me 1/2_ e 1/2_i
Te  \my -\ Amy, 43

In other words, the ions are almost stationary on the electron time-scale. To a good approximation, we
often write

ni >~ N, 3)

where ng = Napm /A is the material (e.g. gas) number density, with py, being the usual mass density and
N4 the Avogadro constant. In thermal equilibrium, the electron density follows a Boltzmann distribution
(1],

ne = njexp(ed/kpTe), “4)

where n; is the ion density, kp is the Boltzmann constant, and ¢(r) is the potential created by the external
disturbance. From Gauss’s law (Poisson’s equation), we can also write

e
V2¢:—£:——(ni—ne). 5)
€0 €0
So now we can combine (5) with (4) and (3) in spherical geometry1 to eliminate n. and arrive at a
physically meaningful solution:

1 exp(—r/An)
¢p = 1
TEN r

: (6)

This condition supposes that ¢ — 0 at » = oco. The characteristic length-scale Ap inside the exponential
factor is known as the Debye length, and is given by

 [eokpTe 1/2_ T 1/2 e —-1/2
)\D—< e > =743 v p— cm. (7)

The Debye length is a fundamental property of nearly all plasmas of interest, and depends equally on the
plasma’s temperature and density. An ideal plasma has many particles per Debye sphere, i.e.

4
Np = negx% > 1, (8)

which is a prerequisite for the collective behaviour discussed earlier. An alternative way of expressing
this condition is via the so-called plasma parameter,

1

= —F, 9
9= ¥ €))
which is essentially the reciprocal of Np. Classical plasma theory is based on the assumption that g < 1,
which implies dominance of collective effects over collisions between particles. Therefore, before we
refine our plasma classification, it is worth taking a quick look at the nature of collisions between plasma

particles.

1.2 Collisions in plasmas

Where Np < 1, screening effects are reduced and collisions will dominate the particle dynamics. In

intermediate regimes, collisionality is usually measured via the electron—ion collision rate, given by

7T3/2’I’LeZ€4 InA
= S y
21/2(4meg)2m2v,

Vei

(10)

v LA (ad6)

r2 dr " dr
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where vie = \/kpTe/me is the electron thermal velocity and In A is a slowly varying term, called the
Coulomb logarithm, which typically takes a numerical value of order 10-20. The numerical coefficient
in expression (10) may vary between different texts depending on the definition used. Our definition is
consistent with that in Refs. [5] and [3], which define the collision rate according to the average time
taken for a thermal electron to be deflected by 90° via multiple scatterings from fixed ions. The collision
frequency can also be written as

Vei _ ZlnA

wp  10Np

with InA ~ 9Np/Z,

where wy, is the electron plasma frequency defined below in Eq. (11).

1.3 Plasma classification

Armed with our definition of plasma ideality, Eq. (8), we can proceed to make a classification of plasma
types in density—temperature space. This is illustrated for a few examples in Fig. 2; the ‘accelerator’ plas-
mas of interest in the present school are found in the middle of this chart, having densities corresponding
to roughly atmospheric pressure and temperatures of a few eV (10% K) as a result of field ionization; see
Section 1.5.

Non-Ideal
plasmas

Electron density (cm’a)
)
®

10 107 10"
Temperature (K)

Fig. 2: Examples of plasma types in the density—temperature plane

1.4 Plasma oscillations

So far we have considered characteristics, such as density and temperature, of a plasma in equilibrium.
We can also ask how fast the plasma will respond to an external disturbance, which could be due to
electromagnetic waves (e.g. a laser pulse) or particle beams. Consider a quasi-neutral plasma slab in
which an electron layer is displaced from its initial position by a distance 4, as illustrated in Fig. 3. This
creates two ‘capacitor’ plates with surface charge o = +ened, resulting in an electric field

L g _ eneé'
€0 €0

The electron layer is accelerated back towards the slab by this restoring force according to

o &% end
At e e
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Zn=n_=n,

—>6<—

Fig. 3: Slab or capacitor model of an oscillating electron layer

or )
do 2
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9 1/2 1/2
wp= (=) ~56x104 —=) s
EoMee cm

is the electron plasma frequency.

where

1D

This quantity can be obtained via another route by returning to the Debye sheath problem of
Section 1.1 and asking how quickly it would take the plasma to adjust to the insertion of the foreign
charge. For a plasma of temperature 7, the response time to recover quasi-neutrality is just the ratio of

the Debye length to the thermal velocity vie = /kpTe/me; that is,

4o~ 2D _ (EokBTe  m V2 — -l
b= Vte e?ne  kpTe P

Fig. 4: Response time to form a Debye sheath

___;___; “ e "
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e ©
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’/tD °® o o \.
@

If the plasma response time is shorter than the period of a external electromagnetic field (such as
a laser), then this radiation will be shielded out. To make this statement more quantitative, consider the

ratio

2
wp e2ne A2
2
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Setting this to unity defines the wavelength A, for which n, = n., or
ne ~ 10%'\? cm 3. (12)

Radiation with wavelength A > X, will be reflected. In the pre-satellite/cable era, this property was
exploited to good effect in the transmission of long-wave radio signals, which utilizes reflection from the
ionosphere to extend the range of reception.

Typical gas jets have P ~ 1 bar and n, = 10'¥-10'” cm~—3, and the critical density for a glass laser
is nc(1y) = 10%! cm~3. Gas-jet plasmas are therefore underdense, since w? /wg = ne/ne < 1. In this
case, collective effects are important if w, e > 1, where 7y, is some characteristic interaction time, such
as the duration of a laser pulse or particle beam entering the plasma. For example, if 7, = 100 fs and
ne = 1017 cm™3, then wpTint = 1.8 and we will need to consider the plasma response on the interaction
time-scale. Generally this is the situation we seek to exploit in all kinds of plasma applications, including
short-wavelength radiation, nonlinear refractive properties, generation of high electric/magnetic fields
and, of course, particle acceleration.

)
\ N
e

Fig. 5: (a) Overdense plasma, with w < wy,, showing mirror-like behaviour. (b) Underdense plasma, with w > wy,
which behaves like a nonlinear refractive medium.

(a

(b)

A A

1.5 Plasma creation

Plasmas are created via ionization, which can occur in several ways: through collisions of fast particles
with atoms; through photoionization by electromagnetic radiation; or via electrical breakdown in strong
electric fields. The latter two are examples of field ionization, which is the mechanism most relevant to
the plasma accelerator context. To get some idea of when field ionization occurs, we need to know the
typical field strength required to strip electrons away from an atom. At the Bohr radius

h2
ap = —5 =5.3x 107" cm,
me
the electric field strength is
Bo=——5 ~51x10°Vm ., (13)
dmepag

This threshold can be expressed as the so-called atomic intensity,

gocE?

5 3.51 x 10" Wem—2. (14)

I, =
A laser intensity of I, > I, will therefore guarantee ionization for any target material, though in fact
ionization can occur well below this threshold (e.g. around 10'* W cm~2 for hydrogen) due to multipho-
ton effects. Simultaneous field ionization of many atoms produces a plasma with electron density n. and
temperature T, ~ 1-10 eV.
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1.6 Relativistic threshold

Before we discuss wave propagation in plasmas, it is useful to have some idea of the strength of the
external fields used to excite them. To do this, we consider the classical equation of motion for an
electron exposed to a linearly polarized laser field E = ¢ E sin wt:

@ ~ —eE()
dt — me

sin wt.

This implies that the electron will acquire a velocity

9 coswt = Vosc COS Wi, (15)
MW

which is usually expressed in terms of a dimensionless oscillation amplitude

aOE@E@E—eEO. (16)
c MeC  MeWC
In many articles and books ay is referred to as the ‘quiver’ velocity or momentum; it can exceed unity,
in which case the normalized momentum (third expression) is more appropriate, since the real particle
velocity is just pinned to the speed of light. The laser intensity I, and wavelength A\, are related to Fj
and w through

I, = %500Eg, AL = %
By substituting these into (16) one can show that
ap = 0.85(I1sA\%)"?, (17)
where I AL
hs = fewem? M= um

From this expression it can be seen that we will have relativistic electron velocities, or ag ~ 1, for
intensities I, > 10'® Wcem™2, at wavelengths A, ~ 1 um.

2 Wave propagation in plasmas

The theory of wave propagation is an important subject in its own right, and has inspired a vast body of
literature and a number of textbooks [4,5, 8]. There are a great many possible ways in which plasmas
can support waves, depending on the local conditions, the presence of external electric and magnetic
fields, and so on. Here we will concentrate on two main wave forms: longitudinal oscillations of the
kind we have encountered already, and electromagnetic waves. To derive and analyse wave phenomena,
there are several possible theoretical approaches, with the suitability of each depending on the length-
and time-scales of interest, which in laboratory plasmas can range from nanometres to metres and from
femtoseconds to seconds. These approaches are:

(i) first-principles N-body molecular dynamics;

(i) phase-space methods—the Vlasov—Boltzmann equation;
(iii) two-fluid equations;
(iv) magnetohydrodynamics (single magnetized fluid).

The first is rather costly and limited to much smaller regions of plasma than usually needed to describe
the common types of wave. Indeed, the number of particles needed for first-principles modelling of
a tokamak would be around 102!; a laser-heated gas requires 102" particles, still way out of reach of
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even the most powerful computers available. Clearly a more tractable model is needed, and in fact
many plasma phenomena can be analysed by assuming that each charged particle component of density
ns and velocity ug behaves in a fluid-like manner, interacting with other species (s) via the electric and
magnetic fields; this is the idea behind approach (iii). The rigorous way to derive the governing equations
in this approximation is via kinetic theory, starting from method (ii) [2, 5], which is beyond the scope
of this paper. Finally, slow wave phenomena on more macroscopic, ion time-scales can be handled with
approach (iv) [2].

For the present purposes, we therefore start from the two-fluid equations for a plasma with finite
temperature (7, > 0) that is assumed to be collisionless (;e ~ 0) and non-relativistic, so that the fluid
velocities are such that u < c. The equations governing the plasma dynamics under these conditions are

Ons
(;; LV (nsuy) =0, (18)
dug
nsmsg = nst(E + us X B) — VP, (19)
d
_ Ps —Vs) — , 2
dt< ng ) =0 (20)

where P; is the thermal pressure of species s and 4 the specific heat ratio, or (2 + N)/N with N the
number of degrees of freedom.
The continuity equation (18) tells us that (in the absence of ionization or recombination) the num-

ber of particles of each species is conserved. Noting that the charge and current densities can be written
as ps = qsns and J; = gsnsug, respectively, Eq. (18) can be rewritten as

dps
ot

+V.-Js=0, (21)

which expresses the conservation of charge.

Equation (19) governs the motion of a fluid element of species s in the presence of electric and
magnetic fields E and B. In the absence of fields, and assuming strict quasi-neutrality (ne = Zn; =
n; Ue = W = u), we recover the more familiar Navier—Stokes equations

B,
L4V (pu) =0,

a@t 1 22)
u

aa V)u=-VP.

o+ (u-V)u pV

By contrast, in the plasma accelerator context we usually deal with time-scales over which the ions can be
assumed to be motionless, i.e. u; = 0, and also unmagnetized plasmas, so that the momentum equation

reads d
neme% — —¢nE — VP, (23)

Note that E can include both external and internal field components (via charge separation).

2.1 Longitudinal (Langmuir) waves

A characteristic property of plasmas is their ability to transfer momentum and energy via collective
motion. One of the most important examples of this is the oscillation of electrons against a stationary ion

background, or Langmuir waves. Returning to the two-fluid model, we can simplify (18)—(20) by setting

u; = 0, restricting the electron motion to one dimension (x) and taking % = % =0:

One i g(neue) =0,

ot ox
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I

|
5
&

|

|

8'[: + Ue% , (24)

d [ P,
i <m> =0

The system (24) has three equations and four unknowns. To close it, we need an expression for the
electric field, which, since B = 0, can be found from Gauss’s law (Poisson’s equation) with Zn; = ng:

OB _ e
or &

< Ol Oue > e 1 0P,
Ne —

(ng — me). (25)

The system of equations (24)—(25) is nonlinear and, apart from a few special cases, cannot be solved ex-
actly. A common technique for analysing waves in plasmas is to linearize the equations, which involves
assuming that the perturbed amplitudes are small compared to the equilibrium values, i.e.

Ne = N + N1,

ue:uh
Po =Py + P,
E:Eh

where n; < ng and P; < Fy. Upon substituting these expressions into (24)—(25) and neglecting all
products of perturbations such as n;0;u; and u;0,u1, we get a set of linear equations for the perturbed
quantities:

o Ty =0
ouq e 1 0P
2 g E — — = 26
n05, ok = — -, (26)
9By _ e
or e ¥
P1 —3kBTen1

The expression for P; results from the specific heat ratio v, = 3 and from assuming isothermal back-
ground electrons, Py = kpT.ng (ideal gas); see Kruer’s book [5]. We can now eliminate F1, P} and u;
from (26) to get

0? 5 02 9
<8t2 — 3vte@ + wp) ny = 0, (27)
with v2, = kT, /m. and wp given by (11) as before. Finally, we look for plane-wave solutions of the

form A = Ag exp{i(wt — kx)}, so that our derivative operators are transformed as follows: % — iw and

8% — —ik. Substitution into (27) yields the Bohm—Gross dispersion relation

w? = w? + 3k, (28)

This and other dispersion relations are often depicted graphically on a chart such as that in Fig. 6, which
gives an overview of which propagation modes are permitted for low- and high-wavelength limits.

2.2 Transverse waves

To describe transverse electromagnetic (EM) waves, we need two additional Maxwell’s equations, Fara-
day’s law and Ampere’s law, which we will introduce properly later; see Eqgs. (38) and (39). For the
time being, it is helpful to simplify things by making use of our previous analysis of small-amplitude
longitudinal waves. Therefore, we linearize and again apply the harmonic approximation % — iw to get

V x E, = —inl, (29)
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Fig. 6: Schematic illustration of dispersion relations for Langmuir, electromagnetic and ion-acoustic waves

V x By = pod1 +iegpuowks, (30)
where the transverse current density is given by
J1 = —nopeuj. (31)

This time we look for pure EM plane-wave solutions with E; | k (see Fig. 7) and also assume that
the group and phase velocities are large enough, vy, vy > vte, s0 that we have a cold plasma with
Pe = nokBTe ~ (.

Fig. 7: Geometry for electromagnetic plane-wave analysis

The linearized electron fluid velocity and corresponding current are then

up = —; - Eq,
iwme
) (32)
Ji = ‘noe E; =oEy,
iwme

where o is the AC electrical conductivity. By analogy with dielectric media (see, e.g., Ref. [7]), in which
Ampere’s law is usually written as V x B; = p0;D1, by substituting (32) into (39) one can show that

D1 = 606E1,
with )
w
e=14 ——=1--L (33)
iweq w
From (33) it follows immediately that
1/2
ck w?
nzﬁ=—=<——‘;) : (34)
w w
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with

w? = wg + Pk (35)
The above expression can also be found directly by elimination of J; and B; from Egs. (29)—(32).
From the dispersion relation (35), also depicted in Fig. 6, a number of important features of EM wave
propagation in plasmas can be deduced. For underdense plasmas (n. < nc),

2
w
phase velocity v, = % ~c (1 + p) > c;

22
Jocit O ( <) <
group velocity vy = 7 ~c|1— -5 c.

In the opposite case of an overdense plasma, where n, > nc, the refractive index 1 becomes imaginary
and the wave can no longer propagate, becoming evanescent instead, with a decay length determined by
the collisionless skin depth c/wy; see Fig. 8.

no/Ne

Field intensity

\]
)
A}
5 E10) = 2B,

I;x - C/wp<

Fig. 8: Electromagnetic fields resulting from reflection of an incoming wave by an overdense plasma slab

2.3 Nonlinear wave propagation

So far we have considered purely longitudinal or transverse waves; linearizing the wave equations en-
sures that any nonlinearities or coupling between these two modes is excluded. While this is a reason-
able approximation for low-amplitude waves, it is inadequate for decscribing strongly driven waves in
the relativistic regime of interest in plasma accelerator schemes. The starting point of most analyses
of nonlinear wave propagation phenomena is the Lorentz equation of motion for the electrons in a cold
(1. = 0) unmagnetized plasma, together with Maxwell’s equations [5,6]. We make two further assump-
tions: (i) that the ions are initially singly charged (Z = 1) and are treated as an immobile (v; = 0),
homogeneous background with ng = Zn;; (ii) that thermal motion can be neglected, since the tempera-
ture remains low compared to the typical oscillation energy in the laser field (voge > vte). The starting
equations (in SI units) are then as follows:

g—?—i—(v-V)p:—e(E—i—va), (36)
V-E="S(ng—ne), 37)
€0
OB
VxB=-" (38)
2V xB=_ ‘vt ® (39)
€0 ot
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V-B=0, (40)

where p = ymev and vy = (1 + p?/m2c?)1/2.

To simplify matters, we first assume a plane-wave geometry like that in Fig. 7, with the transverse
electromagnetic fields given by E;, = (0, £,,0) and By, = (0,0, B;). From Eq. (36), the transverse
electron momentum is then simply

Dy = €Ay, 41)

where £, = 0A,/0t. This relation expresses conservation of canonical momentum. Substituting

E=-V¢—0A/0tand B =V x A into Ampere’s equation (39) yields

PA oo
VX (VX A+ o2 g ot’

where the current is given by J = —en.v. Now we use a bit of vectorial wizardry, splitting the current
into rotational (solenoidal) and irrotational (longitudinal) parts,

J:JL—FJH:VXH—I-V\I/,

from which we can deduce (see Jackson’s book [7]) that

1 _d¢

Jj =5V, =0

Finally, by applying the Coulomb gauge V - A = 0 and v, = eA,; /7 from (41), we obtain

oL e®ne
—c*V°A, = wody = —
oz~ ¢ y = Ho £0MeY

A,. (42)

The nonlinear source term on the right-hand side contains two important bits of physics: n, = ng + dn,
which couples the EM wave to plasma waves, and v = /1 + p?/m2c¢?, which introduces relativistic
effects through the increased electron inertia. Taking the longitudinal component of the momentum
equation (36) gives

d e2 0A2

dt (’Ymevzv> = —el, — -

We can eliminate v, using the z component of Ampere’s law (39):

2mey Ox

e o0F,
0=—— "
. NeVg + ot
And the electron density can be determined via Poisson’s equation (37):
€0 6E

Ne =
e Oz

The above (closed) set of equations can in principle be solved numerically for arbitrary pump
strengths. For the moment, we simplify things by linearizing the plasma fluid quantities. Let

Ne™~MNg+ny1+---,

Up XV +U2+ -,

and neglect products of perturbations such as njv;. This leads to

o2 w2 wge 9
<8t2 + ) Ee= g2 55 A (43)
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Fig. 9: Wakefield excitation by a short-pulse laser propagating in the positive x direction in the linear regime (left)
and nonlinear regime (right).

The driving term on the right-hand side is the relativistic ponderomotive force, with g = (1 + a2 /2)"/2.

Some solutions of Eq. (43) are shown in Fig. 9, for low- and high-intensity laser pulses. The properties
of the wakes will be discussed in detail in other lectures, but we can already see some obvious qualitative
differences between the linear and nonlinear wave forms; the latter are typically characterized by a spiked
density profile, a sawtooth electric field, and a longer wavelength.

The coupled fluid equations (42) and (43) and their fully nonlinear counterparts describe a wide
range of nonlinear laser—plasma interaction phenomena, many of which are treated in the later lectures
of this school, including plasma wake generation, blow-out regime laser self-focusing and channelling,
parametric instabilities, and harmonic generation. Plasma-accelerated particle beams, on the other hand,
cannot be treated using fluid theory and require a more sophisticated kinetic approach, usually assisted
by numerical models solved with the aid of powerful supercomputers.
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Appendices

A Useful constants and formulae
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Table A.1: Commonly used physical constants

Name Symbol Value (SI) Value (cgs)
Boltzmann constant kg 1.38 x 107 JK ! 1.38 x 1070 ergK™!
Electron charge e 1.6 x 107 C 4.8 x 10719 statcoul
Electron mass Me 9.1 x 1073 kg 9.1x107%8¢g
Proton mass myp 1.67 x 102" kg 1.67x 107 g
Planck constant 6.63 x 10734 Js 6.63 x 10727 erg-s
Speed of light c 3x 108 ms™! 3 x 10 cms™!
Dielectric constant €9 885 x 10712Fm~! —
Permeability constant 140 4 x 1077 —
Proton/electron mass ratio  my/me 1836 1836
Temperature = leV e/kp 11604 K 11604 K
Avogadro number Np 6.02 x 1023 mol ! 6.02 x 10%% mol !
Atmospheric pressure 1 atm 1.013 x 10° Pa 1.013 x 10°% dyne cm—2

Table A.2: Formulae in SI and cgs units

Name Symbol Formula (SI) Formula (cgs)
T\ 172 e \ /2
Debye length AD S0TB-e m B e cm
e2n, 4dme3n,
Particles in Debye sphere Np ?/\D ?)\D
2 1/2 2 1/2
4
Plasma frequency (electrons) Wpe (e e > s—1 ( e ne> 1
€0Me Me
72020\ 1/2 A 7262n:\ /2
Plasma frequency (ions) Wpi < ¢ nl) s—1 ( reen ) 1
€My my
T\ 1/2 T\ 1/2
Thermal velocity Vte = WpeAD < B e) ms! < B e> ms~!
Me me
Electron gyrofrequency We eB/mes™! eB/me st
3/2n.Ze* In A 4(2m)?neZet In A
Electron—ion collision frequency Vei 17/2 e 62 n2 3 -1 (2m) n; 36 DA -1
21/2(4meg)2miug, Imzvy,
9N 9NV
Coulomb logarithm InA In 7D In 71)
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Table A.3: Useful formulae, with T, in eV, n. and n; in cm—3, and wavelength )\, in um

Plasma frequency Wpe = 5.64 X 104né 2571
Critical density Ne = 1021)\5 Zem—3
Debye length Ap = 743 Tel/ 2pg 2 em
Skin depth § = c/wp = 5.31 x 10°n; /2 cm
Electron—ion collision frequency v = 2.9 X 10*6neTe*3/ 2InA st
o\ 1/2
Ion—ion collision frequency vy = 4.8 x 107824 (p) nin?’/ InA st
mj
1/2
. . __ Posc o I)\%
Quiver amplitude ag = e <1.37 < 1015 Wem 2 jim?

Relativistic focusing threshold P. =17 <nc> GW

Tle
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Introduction to Plasma Accelerators: the Basics
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Abstract

In this article, we concentrate on the basic physics of relativistic plasma wave
accelerators. The generation of relativistic plasma waves by intense lasers or
electron beams in low-density plasmas is important in the quest for producing
ultra-high acceleration gradients for accelerators. A number of methods are
being pursued vigorously to achieve ultra-high acceleration gradients using
various plasma wave drivers; these include wakefield accelerators driven by
photon, electron, and ion beams. We describe the basic equations and show
how intense beams can generate a large-amplitude relativistic plasma wave
capable of accelerating particles to high energies. We also demonstrate how
these same relativistic electron waves can accelerate photons in plasmas.

Keywords
Laser; accelerators; wakefields; nonlinear theory; photon acceleration.

1 Introduction

Particle accelerators have led to remarkable discoveries about the nature of fundamental particles, pro-
viding the information that enabled scientists to develop and test the Standard Model of particle physics.
The most recent milestone is the discovery of the Higgs boson using the Large Hadron Collider—the
27 km circumference 7 TeV proton accelerator at CERN. On a different scale, accelerators have many
applications in science and technology, material science, biology, medicine, including cancer therapy,
fusion research, and industry. These machines accelerate electrons or ions to energies in the range
of tens of megaelectronvolts to tens of gigaelectronvolts. Electron beams with energies from several
gigaelectronvolts to tens of gigaelectronvolts are used to generate intense X-rays in either synchrotrons
or free electron lasers, such as the Linear Collider Light Source at Stanford or the European XFEL in
Hamburg, for a range of applications. Particle accelerators developed in the last century are approaching
the energy frontier. Today, at the terascale, the machines needed are extremely large and costly; even
the smaller-scale lower energy accelerators are not small. The size of a conventional accelerator is set
by the technology used to accelerate the particle and the final energy required. In conventional acceler-
ators, radio-frequency microwave cavities support the electric fields responsible for accelerating charged
particles. In these accelerators, owing to electrical breakdown of the walls, the electric field is limited to
about 100 MV m~!. For more than 30 years, plasma-based particle accelerators driven by either lasers or
particle beams have shown great promise, primarily because of the extremely large accelerating electric
fields that they can support, about a thousand times greater than conventional accelerators, leading to the
possibility of compact structures. These fields are supported by the collective motion of plasma electrons,
forming a space charge disturbance moving at a speed slightly below c, the speed of light in a vacuum.
This method of particle acceleration is commonly known as plasma wakefield acceleration.

Plasma-based accelerators are the brainchild of the late John Dawson and his colleagues at the Uni-
versity of California, Los Angeles, and are being investigated worldwide with a great deal of success.
Will they be a serious competitor and displace the conventional ‘dinosaur’ variety? The impressive
results that have so far been achieved show considerable promise for future plasma accelerators at the
energy frontier, as well as providing much smaller ‘table-top’ ion and electron accelerators. Research on
plasma-based accelerators is based on the seminal work by the late John Dawson and his collaborator
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Toshi Tajima [1]. The main advantage of a plasma-based accelerator is that it can support accelerating
electric fields many orders of magnitude greater than conventional devices that suffer from breakdown
of the waveguide structure, since the plasma is already ‘broken down’. The collective electric field F
supported by the plasma is determined by the electron density E oc n!/2, where n is the electron density,
and is known as an electron plasma wave; the collective electric fields are created by a drive beam that
may be either a laser or a charged particle beam. These electron plasma waves travel with a phase
speed close to the speed of the drive beam. The electric field strength E' of the electron plasma wave
is approximately determined by the electron density, £ nl/2, where n is the density in cm™3; for
example, a plasma with density 10'® cm™3 can support a field of about 10° Vem™!, a thousand times
greater than a radio-frequency accelerator. This translates to a reduction in size of the accelerator and a
reduction in cost.

The original plasma accelerator schemes investigated in the 1980s and 1990s were based on a
long-pulse laser. Short-pulse lasers did not exist because chirped pulse amplification had not yet been
demonstrated in the optical regime, only in the microwave regime. Experiments used the beat-wave
mechanism of Tajima and Dawson [1], where two laser beams with a frequency difference equal to the
plasma frequency drive a large-amplitude plasma wave. This changed when the process of chirped pulse
amplification was ported from microwaves to laser beams by Strickland and Mourou [2, 3]. Suddenly,
laser pulses could be produced that were shorter than the plasma wavelength (or skin depth) ¢/w,, where
wp 1s the electron plasma frequency. This led to a dramatic change in the shape of the wakefield, from a
‘density ripple’ with many periods to a one- or two-period ‘bubble-shaped’ wakefield [4,5]. The regime
where the pulse length of the driving laser or particle beam is of the order of the plasma wavelength
is commonly called the ‘bubble’ or ‘blowout’ regime. Most laser-driven and particle-driven particle
accelerator experiments today are in this regime, and are commonly known as laser wakefield or beam-
driven plasma wakefield accelerators. In the laser wakefield accelerator, the radiation pressure of a short,
intense laser beam pushes plasma electrons forward and aside, creating a positively charged ion column.
As the laser beam passes the displaced electrons snap back, owing to the restoring force of the ions, and
overshoot, setting up a plasma density modulation behind the laser pulse. Similar plasma wakefields are
set up by relativistic charged particle beams propagating through uniform plasma. A number of reviews
on electron acceleration by laser-driven or beam-driven plasma waves have been published [6—10].

Early experiments produced beams with large energy spread, but in 2004 three independent groups
in three different countries demonstrated laser wakefield acceleration producing mono-energetic electron
beams with good emittance using short-pulse lasers [11-13], a result predicted by Pukhov and Meyer-
ter-Vehn [14] and Tsung et al. [15]. Many groups worldwide now routinely produce electron beams at
gigaelectronvolt energies using this scheme [16-18]. Similar plasma wakefields are set up by relativistic
charged particle beams propagating through uniform plasma [19,20]. In 2007, Joshi’s group at the
University of California demonstrated acceleration of electrons in metre-long plasma columns using a
SLAC charged particle beam as a driver. This resulted in particles near the back of the electron beam
doubling their energy from 42 GeV to 85 GeV in a 1 m long lithium plasma [21]. This is a remarkable
result, since it takes 3 km of the SLAC linac to accelerate electrons to 42 GeV. The plasma beam-
driven wakefield is incorporated into the latest round of experiments at SLAC by a consortium called the
Facility for Advanced Accelerator Experimental Tests (FACET) [8]. Both electron and positron beams
are accelerated in this facility [22,23]. Beam-driven plasma wakefields also underpin the proton beam-
driven wakefield experiment, AWAKE, which will use the proton beam from CERN’s Super Proton
Synchrotron and a 10 m long plasma column to produce gigaelectronvolt electrons [20, 24].

Today most experiments are conducted in the bubble regime. This includes experiments at the
Berkeley Laboratory Laser Accelerator Center at Lawrence Berkeley Laboratory [18,25] and the Ruther-
ford Appleton Laboratory’s Central Laser Facility [17,26,27], as well as many other laser-plasma acceler-
ator experiments around the globe. These experiments have demonstrated mono-energetic electron
beams at the gigaelectronvolt scale and planned experiments using lasers will demonstrate acceleration
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of electrons to 10 GeV. Recently, FACET experiments demonstrated high efficiency in electron beam
production, where the energy transfer from the wakefield to the accelerated bunch exceeded 30% with a
low energy spread [22]. Similar impressive results using positrons have also been demonstrated [23].

Despite the successes of these experiments, it is still necessary to improve beam quality, in par-
ticular, to produce low energy spread and low emittance, and improve beam focusing. Most of the
experiments are guided by plasma simulations that involve high-performance computing clusters. Com-
monly used simulation codes include the particle-in-cell codes Osiris [28-30], VLPL [31], Vorpal [32],
and Epoch [33]. These simulations have already predicted that between 10 and 50 GeV electron beams
can be created in one stage of a plasma accelerator.

If plasma accelerators are to take over from conventional machines, a great deal of effort still
needs to be put into efficient drivers. Suitable laser efficiencies and pulse rates seem likely with diode-
pumped lasers or with fibre lasers, but effort has to be put into these schemes to meet the requirements
necessary to drive a wakefield. For beam-driven systems, electron beams at 100 GeV and proton beams
with teraelectronvolt energies are required. These exist at the Large Hadron Collider for protons and at
FACET for electrons. For an electron—positron system, a key challenge is positron acceleration; some
groups are investigating positron acceleration in wakefields. Alternatively, an electron-proton collider or
a photon—photon (y—y) collider could be built, doing away with the need for positrons, thus saving time
and effort.

In the next section, we will discuss the short-pulse laser wakefield accelerator scheme. We will
present basic analytical theory that lays the groundwork for all subsequent investigations into laser-
driven and beam-driven wakefield acceleration, and provide results from particle-in-cell simulations of
three-dimensional laser wakefield acceleration.

2 The laser wakefield accelerator (LWFA)

In the laser wakefield accelerator (LWFA), a short laser pulse, whose frequency is much greater than the
plasma frequency, excites a wake of plasma oscillations (at wp), owing to the ponderomotive force, much
like the wake of a motorboat. Since the plasma wave is not resonantly driven, as in the beat-wave, the
plasma density does not have to be of a high uniformity to produce large-amplitude waves. We start from
an intense laser pulse with electric field amplitude Fy and frequency wy, and define ag = eEy/(mewpc).
As this pulse propagates through an underdense plasma, wy > wp, the relativistic ponderomotive force
associated with the laser envelope, Fpona =~ —%ch(Va%) /+/1+ a?, expels electrons from the region
of the laser pulse and excites electron plasma waves. These waves are generated as a result of being
displaced by the leading edge of the laser pulse. If the laser pulse length, c7, is long compared with
the electron plasma wavelength, the energy in the plasma wave is re-absorbed by the trailing part of the
laser pulse. However, if the pulse length is approximately equal to or shorter than the plasma wavelength
T, >~ Ap, the ponderomotive force excites plasma waves or wakefields, with a phase velocity equal to the
laser group velocity, which are not re-absorbed. Thus, any pulse with a sharp rise or a sharp fall on a scale
of ¢/wy will excite a wake. With the development of high-brightness lasers, the laser wakefield concept
first put forward by Tajima and Dawson [1] in 1979 has now become a reality. The focal intensities of
such lasers are > 102 Wem™2, with ag > 1, which is the strong non-linear relativistic regime. Any
analysis must, therefore, be in the strong non-linear relativistic regime and a perturbation procedure is
invalid.

The maximum wake electric field amplitude generated by a plane-polarized pulse has been given
by Sprangle et al. [34] in the one-dimensional limit as Ema, = 0.38a3 (1 + a3 /2) -t 2\/% Vem~ L For
ap ~ 4 and ng = 10'® cm™!, then Fr ~ 2 GVem™!, and the time to reach this amplitude level is of
the order of the laser pulse length.
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2.1 Model equations describing laser wakefield excitation

To understand the laser wakefield excitation mechanism, it is sufficient to use a model based on one-fluid,
cold relativistic hydrodynamics, and Maxwell’s equations, together with a ‘quasi-static’ approximation,
a set of two coupled non-linear equations describing the self-consistent evolution in one dimension of
the laser pulse vector potential envelope, and the scalar potential of the excited wakefield. Starting from
the equation for electron momentum,

op op 1
E+ Zaz——<€E+CVXB), (1)

where 1/
p =moyv, v = (1 +p°/mic’) ",
myg and v being the electron rest mass and velocity.

In Eq. (1), we have assumed that all quantities only depend on z and ¢, z being the direction of
propagation of the (external) pump and
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where A | is the vector potential of the electromagnetic pulse and ¢ is the ambipolar potential due to
charge separation in the plasma.

Using Eqs. (1) and (2), the perpendicular component of the electron momentum is found to be
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where
Yo = (1 +a2)1/2; v =01-p5%" &)
and 8 = v, /c.
The equations derived from this model are now the longitudinal component of Eq. (1), the equation
of continuity, Poisson’s equation, and the wave equation for a(z, t), which are given by
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Assuming a driving pulse of the form
1 .
a(z,t) = ;ao(¢, e ¥ +cc., (10)

where § = wot—koz,wo and kg being the central frequency and wavenumber, §{ = z—vgt, v, = Owo/0ko
is the group velocity and 7 is a slow time-scale, such that
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Accounting for changes in the pump due to the plasma reaction, the wave equation becomes
0 . 8@0 2 2,9 620,0 . C2k'0 8@0 —i0
[287— <1w0a0—|—vga§>—|—c (1—Ug/6)87£2+2IWO TO—’Ug 876 € ! + c.c.
n .
= [02168 —wi + n—wgo > %7”] ape % +cc., (11)
0

where wy is the plasma frequency of the unperturbed plasma. Equations (6), (7), (8), and (11) form the
basic set for this problem in the ‘envelope approximation’.

In the weak-pump, weakly relativistic regime, the solution has the structure of a wakefield growing
inside the electromagnetic pulse and oscillating behind the pulse, with the maximum amplitude being
reached inside the pulse. Using the quasi-static approximation, the time derivative can be neglected in
the electron fluid equations, Eqs. (6) and (7), yielding the following constants:

Ya <’Y||—ﬁ0\/7ﬁ—1> —p=1, (12)
n (507” - \/Vﬁ - 1) = noSoY| » (13)

where 3y = v,/c. The constants of integration have been chosen in such a way that
n=ng, =1 ¢=0,

for
Yo = 1, (laol* = 0) . (14)

Using Egs. (10) and (13), the general system, Eqgs. (6)—(9), can be written as two coupled equa-
tions, describing the evolution of the laser pulse envelope ap and the scalar potential :
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where
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This set of non-linear equations, Eqs. (15) and (16), is obtained using a quasi-static approxima-
tion, which yields two integrals of the motion, given by Egs. (12) and (13). The model is valid for
electromagnetic pulses of arbitrary polarization and intensities |ag|? > 1.

Equations (15) and (16) can be solved numerically in the stationary frame of the pulse. Equation
(15), Poisson’s equation for the wakefield, is solved with the initial conditions ¢ = 0, /9 = 0 by a
simple predictor—corrector method. The envelope equation, Eq. (16), describing the evolution of the laser
pulse, is written as two coupled equations for the real and imaginary parts of ag and solved implicitly.

Numerical solutions of Eqs. (15) and (16) show the evolution of the excited plasma wakefield
potential o and electric field Ey,, as well as the envelope of the laser pulse |ag| [35], all in one spatial di-
mension. Solutions for a typical laser and plasma configuration are shown in Fig. 1. There is significant
distortion of the trailing edge of the laser pulse, resulting in photon spikes. The distortion occurs where
the wake potential has a minimum and the density has a maximum. The spike arises as a result of the
photons interacting with the plasma density inhomogeneity, with some photons being accelerated (de-
celerated) as they propagate down (up) the density gradient. This effect was predicted by John Dawson
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Fig. 1: The values of the magnitude of the normalized vector potential |ag| (solid curves) and scalar potential ¢ or
wake electric field E,, (dashed curves) versus position { = z — vgt. Here, |a})’f1 = 2|, wpo/wo = 1, Gaussian rise
oy = 0.25), Gaussian fall or = 1.5\;,. Curves (a) and (b) are at time ¢t = 0.27},; (c) and (d) are at t = 107,.

and his group, and is called the photon accelerator [36]. The distortion of the trailing edge increases with
increasing wpo/wo. The longitudinal potential, e¢/(mc®) > 1 or eE,/(mewpoc) > 1, is significantly
greater than for fields obtained in the plasma beat-wave accelerator. The field amplitude for the beat-
wave accelerator is limited by relativistic detuning, while no such saturation exists in the laser wakefield
accelerator.

When studying wakefields in more than one spatial dimension, the transverse dimensions of the
driving laser pulse or particle beam become important, and the wakefield will assume a characteristic
‘bubble’ shape, provided the driver is sufficiently short. The bubble regime of plasma-based acceleration
has been studied extensively using both analytical theory and full-scale numerical simulations [37—42].
A typical example of a three-dimensional laser-driven bubble-shaped wakefield can be seen in Fig. 2.
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Fig. 2: An example of a three-dimensional wakefield generated by a short, intense laser pulse. Red and yel-
low, electromagnetic fields; green, electron density; blue, electrons trapped and accelerated by the wakefield.
© J. Vieira, IST Lisbon, Portugal.

The electromagnetic fields are coloured red and yellow and the background plasma electron density is
coloured green, while the population of electrons trapped and accelerated by the wakefield is coloured
blue.

3 Photon acceleration

Photon acceleration is the phenomenon whereby photons interacting with a co-propagating plasma wave
can increase or decrease their frequency, and thus their energy. The group speed of photons in plasma
is given by vy = Akjw = ey /1 - wg Jwd < c. Thus, when the photon frequency increases, its group
speed in plasma also increases, hence the photon accelerates. Photon acceleration [36,43] is intimately
related to short-pulse amplification of plasma waves and is described by a similar set of equations. It has
been demonstrated that a relativistic plasma wave can be generated by a series of short electromagnetic
pulses [44]. These pulses have to be spaced in a precise manner to give the plasma wave the optimum
‘kick’. Conversely, if the second or subsequent photon pulses are put in a different position, 1.5 plasma
wavelengths behind the first pulse, the second pulse will produce a wake that is 180° out of phase with
the wake produced by the first pulse. The superposition of the two wakes behind the second pulse results
in a lowering of the amplitude of the plasma wave. In fact, almost complete cancellation can take place.
The second laser pulse has absorbed some or all of the energy stored in the wake created by the first
pulse. From conservation of photon number density, the increase in energy of the second pulse implies
that its frequency has increased. The energy in the pulse is W = NhAw, where N is the total number of
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photons in the packet. Wilks et al. [36] have shown that the increase in frequency of the ‘accelerated’
wave packet exactly accounts for the loss in the energy of the accelerating plasma wave, given by

i _ wicky
S 2w ng

A7

Computer simulations by Wilks e al. [36] show that the laser pulse increased in frequency by 10% over
a distance 237¢/wp.

Photon acceleration also plays a role in laser modulational instability [45—-47]. This instability
occurs when the energy of a long laser pulse is bunched longitudinally by a co-propagating plasma
wave. The underlying process is periodic acceleration and deceleration of the laser’s photons by the
density fluctuations of the plasma wave. In turn, the laser’s ponderomotive force helps to enhance the
plasma wave, creating a positive feedback loop (see also Ref. [48] for the relationship between the
ponderomotive force and the photon dispersion in plasma). The laser amplitude modulation due to this
instability can be seen in Fig. 1, frames (c) and (d).

Photon acceleration of laser light in laser wakefield interactions was first observed by Murphy et
al. [49]. The role of photon acceleration in the laser modulational instability was studied by Trines et
al. [50,51], while aspects of the numerical modelling of wave kinetics have been investigated by Reitsma
et al. [52,53].

Photon acceleration can be used as a single-shot diagnostic tool to probe laser- or beam-driven
wakefields and determine their characteristics [36,49,50]. This is currently pursued within the framework
of the AWAKE project [24]. Promising developments have been reported by Kasim et al. [54,55].

4 Relativistic self-focusing and optical guiding

In the absence of optical guiding, the interaction length L is limited by diffraction to L = 7R, where R
is the Rayleigh length R = w02/, and o is the focal spot radius. This limits the overall electron energy
gain in a single stage to Eyaxm . To increase the maximum electron energy gain per stage, it is necessary
to increase the interaction length. Two approaches to keeping high-energy laser beams collimated over a
longer region of plasma are being developed. Relativistic self-focusing can overcome diffraction and the
laser pulse can be optically guided by tailoring the plasma density profile, forming a plasma channel.

Relativistic self-focusing uses the non-linear interaction of the laser pulse and plasma results in
an intensity-dependent refractive index to overcome diffraction. In regions where the laser intensity is
highest, the relativistic mass increase is greatest; this results in a reduction of the fundamental frequency
of the laser pulse. The reduction is proportional to the laser intensity. Correspondingly, the phase velocity
of the laser pulse will decrease in regions of higher intensity. This has the effect of focusing a laser beam
with a radial Gaussian profile. This results in the plane wavefront bending and focusing to a smaller spot
size. Relativistic self-focusing has a critical laser power threshold, F,;, which must be exceeded; this is

given by [56]
2

P> Py~ 170 GW. (18)
“p

The laser must also have a pulse length (7) that is shorter than both a collision period and an ion plasma
period, to avoid the competing effects of thermal and ponderomotive self-focusing; this condition is
L < 5 x 109/Z/ng ps. The shape of the self-focused pulse for intense short pulses is also interesting;
at the leading edge the non-linear response is not yet established, there is a finite time for the electrons
to respond, and the front of the pulse propagates unchanged. The trailing edge of the pulse compresses
radially, owing to the non-linear relativistic self-focusing. It is only the trailing edge of the pulse that is
channelled. Another way of forming a guided laser is to perform a density cavity with one short-pulse
laser forming a plasma density channel. Alternatively, the channel could be formed by a low-current
electron beam, which produces the same effect.
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One drawback of the short-pulse laser—plasma interaction is that, at the extreme intensities used, a
hole in electron density can be created. This would prevent a wake from being created, or it might result
in a very small wake, if the residual density were many orders of magnitude smaller than the original
density.

5 Discussion

Plasma acceleration processes continue to be an area of active research. Initial studies of particle acceler-
ation have proved fruitful for current drive schemes and laser accelerators. Particle acceleration in
strongly turbulent plasmas is still in its infancy and requires a great deal more research. This area of
research is important in astrophysical and space plasma.

Current and future experiments, however, are very far from the parameter range of interest to high-
energy physicists, who require something like 10'! particles per pulse accelerated to teraelectronvolt
energies (for electrons), with a luminosity of 10734 cm=2 s~! for acceptable event rates to be achieved.
The teraelectronvolt energy range is more than 100 times greater than a single accelerating stage could
provide at present; even if the interaction length could be extended by laser channelling, there would still
be the requirement of multiple staging, and the need for more energetic lasers.

Researchers, realizing that the next collider will almost certainly be a linear electron—positron
collider, are proposing a novel way of building such a device, known as the ‘plasma afterburner’ concept
[57,58]. Several groups are also developing an entirely new type of electron lens, using focusing by a
plasma, to increase the luminosity of future linear colliders [59].

This plays on the fact that relativistic electron beams can be focused by a plasma if the collisionless
skin depth c¢/wp. is larger than the beam radius. Generally, when a relativistic electron beam enters a
plasma, the plasma electrons move to neutralize the charge in the beam on a 1/wp, time-scale. However,
if the collisionless skin depth is larger than the beam radius, the axial return current flows in the plasma
on the outside of the electron beam and the beam current is not fully neutralized, leading to the generation
of an azimuthal magnetic field. Consequently, this self-generated magnetic field pinches or focuses the
beam in the radial direction. This type of lens exceeds conventional lenses by several orders of magnitude
in focusing gradient.

At present, laser-plasma accelerators are being used to accelerate electrons from hundreds of
megaelectronvolts to gigaelectronvolts, and to create intense X-ray radiation via betatron motion of the
accelerating electrons [26]. A future milestone to be achieved will be the 10 GeV energy level with
good beam quality. Electrons in this energy range are ideal as a driver for free electron lasers; at the
higher energies predicted, several gigaelectronvolts, it is possible to produce an X-ray free electron laser
capable of biological investigations around the water window. Many other applications of plasma-based
acceleration are also already being discussed [60].
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