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Abstract

Extensive measurements of electron-cloud-induced betatron tune shifts and emittance growth are presented for trains of positron and electron bunches at 2.1 and 5.3 GeV at various bunch populations. Measurements using a witness bunch with variable distance from the end of the train and variable bunch population inform the study of cloud decay and the pinch effect. Improved electron cloud buildup modeling using detailed information on photodetector production properties obtained from recently developed simulations successfully describes the tune shift measurements after determining ring-wide secondary-yield properties of the vacuum chamber by fitting the model to data. Space-charge electric field maps of the cloud from the validated model are then incorporated into a multiparticle tracking simulation of the beam through the lattice with electron cloud elements in the dipoles and field-free regions. The simulations predict emittance growth in agreement with the measurements.

INTRODUCTION

The buildup of low-energy electrons in the vacuum chamber along a train of positron bunches (See Fig. 1) can cause tune shifts, beam instabilities, and incoherent emittance growth. These electron cloud (EC) effects have been observed in many positron and proton storage rings [1], and can be a limiting factor in accelerator performance. Electron cloud effects have been observed and studied at the Cornell Electron-Positron Storage Ring (CESR) Test Accelerator (CESR\textsc{TA}) since 2008. Figure 2 shows a schematic of the CESR synchrotron and storage ring. A comprehensive summary of these studies which include mitigation methods can be found in [2].

First, we present measurements of vertical and horizontal emittance growth along a train of positron bunches followed by a witness bunch, with comparison to measurements using electron bunches, at 2.1 GeV. The bunch current and distance of the witness bunch beyond the end of the train are varied to study the pinch effect and the decay of the cloud, respectively.

Next, methods of betatron tune shift measurement are discussed and compared. A comprehensive set of measurements along trains of positron bunches at 2.1 GeV and 5.3 GeV are shown.

Lastly, we describe the full procedure of electron cloud simulation starting with the generation of photons from synchrotron radiation, tracking of the photons in a 3D model of the vacuum chamber including reflections, absorption of the photons and their production of primary electrons, the buildup of cloud along a train of bunches, calculation of betatron tunes, and ultimately particle tracking of a beam through the CESR lattice with electron cloud elements in dipoles and field-free regions. Although electron cloud buildup models have been successful in simulating tune shifts [3,4] and vertical emittance growth [5] in general agreement with measurements, their predictive power has been limited by the large number of free parameters. Furthermore, no single set of parameters could reproduce in simulation, measurements of horizontal and vertical tune shifts over a wide range of bunch currents and beam energies.

In an effort to improve the predictive power of the model for tune shifts and emittance growth, we have recently employed the Synrad3D [6] and Geant4 [7] codes to calculate azimuthal distributions of absorbed photons, quantum efficiencies, and photodetector energy distributions around the vacuum chamber throughout the circumference of the CESR ring [8]. Secondary yield parameters are fit to the large dataset of betatron tune shift measurements collected at CESR. The validated model is then used in improved simulations of vertical emittance growth, achieving good agreement with the measurements.

EMITTANCE GROWTH MEASUREMENTS

Bunch-by-bunch, turn-by-turn vertical beam size measurements were taken with an X-ray-based beam size monitor [9]. Additionally, single-shot bunch-by-bunch horizontal beam size measurements were collected using a gated camera [10]. Bunch-by-bunch feedback is used on all bunches for size measurements, to minimize centroid motion and associated coherent emittance growth. All measurements of emittance growth are done at 2.1 GeV and 14 ns bunch spacing. Figure 3 shows vertical emittance growth along a 30-bunch train of positron bunches for values of the bunch current ranging between 0.36 and 0.72 mA/b. No vertical beam size blowup is observed for bunch currents below 0.5 mA/b, and a current of 0.7 mA/b produced a blowup of a factor of four of the initial bunch size. For this reason, we focus on measurements (and simulations) at two currents: 0.4 mA (0.64 $\times$ 10$^{10}$ bunch population) which is below the vertical blowup threshold, and 0.7 mA (1.12 $\times$ 10$^{10}$) which produces significant blowup. Measurements at these currents were repeated for trains of electrons, and the results are shown in Fig. 4 for both the vertical and horizontal bunch sizes. Emittance growth along the bunch train is observed only for positron bunches with currents exceeding the threshold current, and is seen in both the vertical and horizontal planes.
Electron bunches did not show emittance growth at either current, which suggests the mechanism for the observed emittance growth is due to the attraction of the positron bunches and cloud electrons.

Measurements of vertical bunch size for a witness bunch are shown in Fig. 5. A single positron witness bunch follows a 30 bunch train of positrons at 0.7 mA/b. The witness bunch is initially injected into bunch position 60 at a current of 0.25 mA. Note that the ring can fit 183 bunches at a bunch spacing of 14 ns. The witness bunch size is measured, and its current increased to 0.5 mA. This process is repeated until the witness bunch has been measured at 1.0 mA, at which time it is ejected by disabling its feedback and giving it a kick via the feedback system. The witness bunch is then injected closer to the end of the train and measurements repeated until the witness bunch reaches the end of the train. By way of this back to front procedure, measurements of emittance growth are insensitive to residual charge that may be left in buckets where the charge is not completely ejected.

Vertical emittance growth is seen to depend on both the distance of the witness bunch to the train, which determines the cloud density seen by the witness bunch, and the bunch current of the witness bunch, which determines the strength of the pinch effect (i.e., cloud electrons being pulled into the positively charged bunch).

**TUNE SHIFT MEASUREMENTS**

Tune shifts have been measured in a number of ways at CESR TA. Coherently kicking the bunch train once ("pinging") and measuring the bunch-by-bunch, turn-by-turn bunch positions yields a fast measurement of the tune shift after peak-fitting the FFTs [2, 11]. However, multiple peaks from coupled-bunch motion contaminate the signal. In addition, only vertical tune shift measurements using vertical pinger kicks are reliable with this method. The development of a vertical band of electron cloud density in dipole mag-
Tune shifts using the pinging method for 20 bunch trains of positrons at 5.3 GeV at various bunch currents are shown in Fig. 6. Large bunch-to-bunch fluctuations as well as overlap of data are seen compared to the same measurements obtained using the digital tune tracker, shown in Fig. 7, wherein the vertical tune shift increases monotonically with bunch current. However, the horizontal tune shift shows a remarkable behavior whereby the tune shift along the train decreases with later bunches and higher currents. Our modeling shows this effect to be due to the “cloud splitting” behavior in dipoles where the vertical stripe of cloud splits into two stripes due to cloud electron energies surpassing the peak energy of the secondary emission yield (SEY) curve due to the greater kicks from higher bunch populations.

Tune shift measurements taken with the digital tune tracker for positrons at 2.1 GeV are shown in Fig. 8. The horizontal tune shift shows a significant sensitivity to the bunch current, wherein the total horizontal tune shift increases by more than a factor of 5 when increasing the bunch current from 0.4 to 0.7 mA/b.
Figure 7: Vertical (top) and horizontal (bottom) tune shifts in kHz (to be compared to the revolution frequency of 390 kHz), measured using the digital tune tracker, for a 20 bunch train of positrons with values for the bunch current ranging between 2 and 6 mA/b (3.2–9.6×10^{10} bunch populations) at 5.3 GeV. Data were taken in each plane separately, and only at 2, 4, and 6 mA/b in the horizontal plane. These measurements are more reliable than those obtained via the pinging method (Fig. 6).

Figure 8: Vertical (top) and horizontal (bottom) tune shifts in kHz (to be compared to the revolution frequency of 390 kHz), measured using the digital tune tracker, for a 30 bunch train of positrons at 0.4 and 0.7 mA/b (0.64 × 10^{10} and 1.12 × 10^{10} bunch populations) at 2.1 GeV. The fluctuations in the vertical tune shift measurements at 0.7 mA/b were avoided for the other measurements by using an improved averaging method.

SIMULATIONS

The simulation pipeline involves running four different codes which feed into each other. The first step is simulation of photon generation from synchrotron radiation, and the subsequent tracking of photons including reflections in a detailed 3D vacuum chamber model of the entire CESR ring. This simulation results in information on individual photons absorbed in the vacuum chamber wall. The interaction of those absorbed photons with the vacuum chamber wall is then modeled in a Geant4-based simulation of electron production via the photoelectric and Auger effects. Quantum efficiencies and photoelectron energy distributions are obtained differentially in absorption site location both tranversely and around the ring. These first two steps are described in detail in Ref. [8]. The resulting data is then input into the electron cloud buildup simulation to model the generation of primary electrons. Time-dependent space-charge electric field maps from the cloud are obtained and used to calculate tune shifts. Finally, the field maps are incorporated into a particle tracking simulation of the beam through the full CESR lattice with EC elements overlaid on each dipole and field-free element. This allows for simulation of the equilibrium beam sizes.

These four simulation steps, along with a method of SEY parameter determination, will be discussed in more detail below.

Tracking photons from synchrotron radiation

This simulation is done using the Synrad3D code developed at Cornell University. Individual photons are generated according to a synchrotron radiation analysis of the lattice using the Bmad library [12]. A three dimensional description of the vacuum chamber geometry as well as the vacuum chamber materials is also supplied. A 5 nm layer of carbon monoxide on aluminum was found to be most consistent with photon reflectivity measurements of our vacuum chamber [6]. Photon scattering off the vacuum chamber walls is simulated using both smooth surface specular re-
which come back into the vacuum (see Fig. 11), as well as windows, where incident photons are not included in the tally of electron-producing photon strikes. The simulation of electron production from the photoelectric and Auger effects was performed using the Geant4 simulation toolkit [7, 14]. The absorbed photon data is split into 720 azimuthal bins, and for each bin, individual photons with the given energy and grazing angle are simulated to strike the vacuum chamber, which is modeled as a 5 nm layer of CO on aluminum. The number of electrons produced which come back into the vacuum (see Fig. 11), as well as their energies, are stored. The result is quantum efficiencies in each of the 720 azimuthal bins, as well as electron energy distributions in three azimuthal regions. Since the quantum efficiency depends on both photon energy and grazing angle, and these vary greatly azimuthally for the absorbed photons, so too does the quantum efficiency. Taking this into account in the EC buildup simulations, rather than assuming a single number for quantum efficiency, is a crucial improvement to the model and its predictive ability. Similarly, using the electron energy distributions from these simulations reduces the number of free parameters and assumptions. The simulations are done separately for dipole and field-free regions. See Ref. [8] for details.

Reflections, according to the X-ray absorption data from the LBNL database [13] for the local material definition, as well as diffuse scattering via an analytic model for a finite surface roughness.

Figure 9 shows a plan view of photon trajectories in a region of the CESR ring which includes X-ray beamline exit windows, where incident photons are not included in the tally of electron-producing photon strikes. Examples of the type of output data obtained from these simulations is shown in Fig. 10. In particular, for the subsequent simulation step, we obtain for each absorbed photon its azimuthal angle, energy, and grazing angle with the vacuum chamber wall.

**Photoelectron production**

The simulation of electron production from the photoelectric and Auger effects was performed using the Geant4 simulation toolkit [7, 14]. The absorbed photon data is split into 720 azimuthal bins, and for each bin, individual photons with the given energy and grazing angle are simulated to strike the vacuum chamber, which is modeled as a 5 nm layer of CO on aluminum. The number of electrons produced which come back into the vacuum (see Fig. 11), as well as their energies, are stored. The result is quantum efficiencies in each of the 720 azimuthal bins, as well as electron energy distributions in three azimuthal regions. Since the quantum efficiency depends on both photon energy and grazing angle, and these vary greatly azimuthally for the absorbed photons, so too does the quantum efficiency. Taking this into account in the EC buildup simulations, rather than assuming a single number for quantum efficiency, is a crucial improvement to the model and its predictive ability. Similarly, using the electron energy distributions from these simulations reduces the number of free parameters and assumptions. The simulations are done separately for dipole and field-free regions. See Ref. [8] for details.

**Electron cloud buildup**

The EC buildup simulation is based on extensions [11] to the ECloud [15] code. The beam size used in these simulations for the 2.1 GeV beam is ring-averaged and weighted by the element lengths for either the 800 Gauss dipole magnets or the field-free drift regions, and roughly 730 (830) microns horizontally for dipoles (drifts) and 20 microns vertically. The large ring-averaged horizontal size is dominated by dispersion effects. In these simulations we clearly see the pinch effect of the beam attracting the EC (Fig. 12). Electric field maps on a 15 × 15 grid of ±5σ of the transverse beam size are obtained for 11 time slices as the bunch passes through the cloud. The time between slices is 20 ps. Figure 13 shows these field maps in a dipole for bunch number 30 in the 0.7 mA/b train during the central time slice. Since only a
small fraction (~0.1%) of photoelectrons are within the ±5σ region around the beam, it is necessary to combine the results of many ECLoud simulations to minimize statistical uncertainty in the calculation of the electric field.

The modeled tune shifts are calculated from the cloud space-charge electric field gradients. They can also be obtained from the tracking simulation described in the next section, and are found to be in agreement, but calculating them directly from the field gradients saves a step. The pinch effect, wherein the bunch attracts the nearby cloud as it passes, can be clearly seen in Figs. 14 and 15 as a dramatic increase in electric field gradients. However, since the bunch length is a mere 9 mm (16 mm) long at 2.1 GeV, it hardly perturbs the built-up cloud during its passage. Additionally, for an offset bunch (the one being excited) in an on-axis train, the pinched cloud is found to be centered on the offset bunch, even in the presence of a dipole field (as shown in Fig. 16). Thus the kick on the offset bunch due to the pinched cloud can be neglected, and does not contribute to the coherent tune shift, as confirmed by the witness bunch tune measurements shown in Fig. 17. The pinched cloud can however contribute to incoherent tune spread and emittance growth as demonstrated in the witness bunch measurements (Fig. 5). For this reason, the space-charge electric field gradients immediately prior to the bunch arrival are used when calculating the tune shifts.

SEY parameter determination

Tune shifts from simulation are found to depend strongly on a number of secondary electron yield parameters. Moreover, the effects of these parameters on the tune shifts can be highly correlated. Direct SEY measurements can provide a good starting point, but it is difficult to accurately measure all of the parameters. Furthermore, the ring-wide averaged SEY in the ring may be different than an external measurement of one piece of vacuum chamber. We use the model of secondary emission developed by Furman and Pivi and the SEY parameters determined for copper in [16] as a starting point. To improve agreement between the model and the various tune shift measurements, an optimizer is used to fit the SEY parameters to the tune shift measurements. At each iteration, the EC buildup simulations are run in parallel with the current best SEY parameters, and each parameter varied up and down by an adaptive increment. The tune shifts from these simulations are obtained, and the Jacobian is calculated and provided to the optimizer. The optimized input parameters are, in the notation of Furman and Pivi,

- \( \hat{E}_0 \): incident electron energy at which the true secondary yield is maximum for perpendicular incidence,
- \( s \): true secondary SEY energy dependence parameter,
Gradient during pinch

Tune shifts are proportional to the electric field gradients of the bunch at time slice 6.

Figure 13: Space-charge electric field maps in a region of $\pm 5\sigma$ of the transverse beam size for the central time slice of the last bunch of the 30 bunch train at 0.7 mA/b at 2.1 GeV (see Fig. 12).

Figure 14: Top: horizontal electron cloud space-charge electric field gradients for the 11 time slices within each of 30 bunches, for dipoles and drifts. Bottom: electric field gradients for the 11 time slices in bunch 30, showing the center of the bunch at time slice 6.

Figure 15: Top: vertical electron cloud space-charge electric field gradients for the 11 time slices within each of 30 bunches, for dipoles and drifts. Bottom: electric field gradients for the 11 time slices in bunch 30, showing the center of the bunch at time slice 6.

• $P_{1,s}(\infty)$: rediffused secondary yield at high incident electron energy,
• $\delta_{ts}$: true secondary yield at perpendicular incidence,
• $t_1$ and $t_2$: amplitude of the cosine dependence and power of the cosine in the true secondary yield: $\delta_{ts}(\theta_e) = \delta_{ts}[1 + t_1(1 - \cos^2 \theta_e)],$ where $\theta_e = 0$ for perpendicular electron incidence,
• $t_3$ and $t_4$: amplitude of the cosine dependence and power of the cosine in true secondary peak energy: $E_{ts}(\theta_e) = E_{ts}[1 + t_3(1 - \cos^2 \theta_e)],$
• $\hat{P}_{1,e}$: elastic yield in the low-energy limit, and
• $\epsilon$ and $p$: parameters for the energy distribution of the secondaries:

$$\frac{dN}{dE_{sec}}(E_{sec}) \propto \begin{cases} \left( \frac{E_{sec}}{\epsilon} \right)^{p-1} e^{-E_{sec}/\epsilon} & \text{for } E_{sec} \leq 5\epsilon \\ 0 & \text{for } E_{sec} > 5\epsilon \end{cases}$$

Some of these parameters are highly correlated and could be removed from the optimization. The fits are performed simultaneously over all tune shift data at 2.1 and 5.3 GeV shown in Figs. 7 and 8.
Figure 16: Simulated electron cloud density during the 3rd (top) and 6th (bottom) of 11 time slices during of the passage of bunch 15 (arbitrary), which has been offset from the centered bunch train by 1 mm horizontally to simulate the effect of kicking a single bunch when measuring its tune. The “pinched” cloud is found to be centered on the offset bunch position. The short bunch length (16 mm) bunch hardly modifies the larger built-up cloud. The simulated bunch current is 2 mA/b. At higher currents, the vertical band widens (4 mA/b) and splits into two (6 mA/b).

**Beam particle tracking**

The particle tracking simulations use a custom beam-cloud interaction element in Bmad overlaid on the dipole or drift elements and use the full CESR lattice. The electric fields from the different time slices are linearly interpolated to give the value of the fields at the x, y, and t of each particle. To include the effect of uncorrected vertical dispersion and its contribution to the vertical emittance, we give random Gaussian-distributed offset errors to the lattice so as to match the measured single-bunch vertical bunch size in simulation.

**RESULTS**

The comparison of tune shifts from simulation to measurements is shown in Figs. 18 and 19. After fine adjustment of the SEY parameters from the optimizer, excellent agreement is found over a range of bunch currents and energies.

Figure 17: Vertical (top) and horizontal (bottom) tune shifts in kHz (to be compared to the revolution frequency of 390 kHz), measured using the digital tune tracker, for a 30 bunch train of positrons at 0.7 mA/b (1.12×10^10 bunch population) at 2.1 GeV, followed by a witness bunch in bunch positions 31–60 at currents of 0.25, 0.5, 0.75, and 1.0 mA. The vertical tune shift from impedance (~1.0 kHz/ma) has been subtracted to show just the effects from EC. No dependence of the tune of the witness bunch on the witness bunch current is seen.

Vertical bunch size growth in simulations or data for the 0.4 mA/b trains, but the growth is evident in both for the 0.7 mA/b positron train. Figure 21 shows the measurements for witness bunches for a 0.7 mA/b train where the witness bunch current is varied from 0.25 mA to 1.0 mA in 0.25 mA steps. We see that the witness bunch current has a strong effect on the bunch size, indicating a contribution by the pinch effect to the equilibrium emittance. This effect is also seen in the simulations.

**SUMMARY**

Vertical and horizontal emittance growth measurements along a train of positron bunches including a witness bunch were shown. Measurements of the vertical bunch size of the witness bunch varying its bunch population and distance from the train show emittance growth which scales both with shorter distances from the train (more cloud), and witness bunch current (more pinch effect).
Figure 18: Horizontal (left) and vertical (right) tune shifts from data (black) and simulations (red: sum of dipoles (green) and drifts (blue)) for 30 bunch trains of positrons at 0.4 and 0.7 mA/b ($0.64 \times 10^{10}$ and $1.12 \times 10^{10}$ bunch populations) at 2.1 GeV.

Figure 19: Horizontal (left) and vertical (right) tune shifts from data (black) and simulations (red: sum of dipoles (green) and drifts (blue)) for 20 bunch trains of positrons at 2, 4, and 6 mA/b ($3.2–9.6 \times 10^{10}$ bunch populations) at 5.3 GeV.
We have obtained improved measurements of betatron
tune shifts along trains of positron bunches in the horizontal
and vertical planes for a range of bunch populations, en-
abling advances in the predictive power of electron cloud
buildup modeling. The Synrad3D and Geant4 simulation
codes were employed to eliminate ad hoc assumptions in
photoelectron production rates and kinematics characteristic
of prior buildup simulations (see Ref. [8] for details). Elec-
tron cloud model parameters for secondary electron yield
processes were determined through tune shift modeling op-
timized to the measurements. Excellent agreement in tune
shifts were obtained over a range of beam currents and en-
ergies. The validated model was then used in a tracking
simulation of the beam particles over many radiation damp-
ing times with electron cloud elements overlaid on the dipole
and field-free regions. The simulations predict vertical emit-
tance growth in agreement with the measurements. These
results show that emittance growth due to electron cloud,
modeled as an incoherent phenomenon is in good agreement
with measurements when centroid bunch motion is damped
with turn-by-turn feedback.
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