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Abstract

In this paper, some important impedance-induced insta-
bilities are briefly described for both the longitudinal and
transverse planes. The main tools used nowadays to predict
these instabilities and some considerations about possible
mitigation techniques are also presented.

INTRODUCTION

The first studies of impedance-induced instabilities were
developed in mid-end 60s, with the initial concepts regarding
dispersion relations and coupling impedance described in
the first works of V. Vaccaro and A. M. Sessler [1,2]. In the
following years, many influential researchers made the his-
tory of this important, intriguing, and always in fashion topic
of particle accelerators. Over these 50 years a considerable
amount of papers has been, and continues to be, published.
Among them, without the intention of being exhaustive, we
suggest to the reader the following references: [3—14].

In this paper we try to summarise the work done so far
and the tools which are used nowadays to predict these
impedance-induced instabilities. Of course, due to the vast-
ness of the subject, we have to cut some of the many in-
teresting effects that have been studied and, for others, we
will just mention some aspects. Moreover, we focus only on
instabilities in circular machines.

SOME USEFUL DEFINITIONS

When a beam of charged particles traverses a device which
is not a perfect conductor or is not smooth, it produces elec-
tromagnetic fields that perturb the following particles. Differ-
ently from the fields generated by magnets and RF cavities,
these ones depend on beam intensity and their amplitude
cannot be easily changed.

These fields are generally described in time domain
through the concept of wake field, or, in frequency domain,
by its Fourier transform, called coupling impedance. Their
importance is due to the fact that, under some conditions,
they can induce instabilities. Referring to Fig. 1, let us
consider two charges, a leading one (the source) g1, in the
position (z1, 7), which, interacting with an accelerator de-
vice (the red shape that we suppose of cylindrical symmetry),
produces an electromagnetic field and therefore a Lorentz
force on a test charge ¢ following at a distance Az = (z; —z)
and with a transverse displacement from the ideal orbit 7.
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Figure 1: Sketch used for the definition of wake fields.

With this geometry, by using the rigid beam approxima-
tion (the distance between the two charges remains constant
inside a device) and the impulse approximation (what it
cares is the impulse) [15, 16], the effects of the longitudinal
and transverse components of the Lorentz force can be sepa-
rated. In the longitudinal plane the effect is summarised in
an energy change:
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q41
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while in the transverse plane we have a momentum kick:
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Here w and w, are defined as the longitudinal and the
transverse dipole wake functions. For Eq. (2) we have sup-
posed a cylindrically symmetric structure and the speed of
light, otherwise also another term, called quadrupolar wake
field, would have been necessary [17-20].

VLASOV SOLVERS AND SIMULATION
CODES

The tools used to simulate the effects of wake fields on
beam dynamics have been improved over the years, also
thanks to the increased computing power. The fundamental
idea to deal with these effects is quite simple: we start from
the motion of a single particle inside an accelerator and
include the Lorentz force due to all the others. This basic
and simple idea has, however, its limits. Generally a bunch
contains 10' — 10'? charges, requiring the same number
of equations of motion to be integrated in time. Of course,
even with the computing resources available nowadays, this
is still not possible. Therefore two approaches are generally
used:
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1. at one extreme we consider a continuous distribution
function describing the motion of a beam as a superposi-
tion of coherent modes of oscillation. This leads to the
Vlasov (or Fokker Plank) equation (and corresponding
solvers [21,22]);

2. on the opposite side, we simplify the problem and
reduce the number of equations by using simulation
codes, which track, in time domain, about 10° — 107
macro-particles, taking into account their electromag-
netic interactions by using the concept of wake field.

These two methods have pros and cons. For example, while
Vlasov solvers in some cases may present issues related to
the number of coherent modes to take into account (a con-
vergence study is necessary), simulation codes could give
non-physical results due to noise produced by the discretiza-
tion with macro-particles. Moreover, with tracking codes
we can simulate any complex case while with Vlasov solvers
we are limited to simpler cases. However, with tracking
simulations we might miss some instabilities which would
develop after the total simulated time, while with Vlasov
solvers we know if the beam (some modes) will become
unstable or not. It is important to remind, however, that, in
parallel, simple models, as the two-particle one, have been
developed to describe in a simple way some instabilities.
These models allow to understand many physical aspects
with quite manageable expressions.

Concerning the Vlasov equation, it describes the collec-
tive behaviour of a system of multiple particles under the
influence of electromagnetic forces. Strictly speaking, the
Vlasov equation is valid only for proton beams when we
can ignore diffusion or damping effects. For electron, for
example, synchrotron radiation cannot be neglected and, in
this case, we have to use the Fokker-Plank equation that, for
the longitudinal plane, can be written as [23]
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where i is the longitudinal phase space distribution function,
H is the Hamiltonian of the system, 7 is the time, (¢, p) is a
set of canonical longitudinal coordinates (as, for example,
time and energy offset), A and D depend on the synchrotron
radiation and are related, respectively, to the damping and
diffusion coefficients. When the left-hand side of the equa-
tion is equal to zero, i. e. the local particle density in phase
space is constant, Eq. (3) becomes the Vlasov equation. If
we want to treat the transverse plane, we need to consider a
4D phase space and Eq. (3) will contain other terms.

This equation can be solved in the stationary condition:
oy /ot = 0. This leads to the so called Haissinski equa-
tion [24], valid for electrons, which is an integral equation
that, in presence of the wake fields, gives the potential well
distortion: the zero current distribution changes according
to the bunch intensity and to the kind of wake field. As an
example, in the left-hand side of Fig. 2 we have reported the
solution of the equation for a broad band resonator coupling

impedance at different intensities starting from an unper-
turbed Gaussian distribution. On the right-hand side of the
same figure, the results from the simulation code SBSC [25]
are shown. Further examples of the bunch shape distortion
due to some other impedances (resistive, capacitive and in-
ductive) can be found in [26].

For proton beams, instead of the Haissinski equation, the
solution of the Vlasov stationary equation (g, p) is any
function of the Hamiltonian Hy(g, p). On its turn, Hy(q, p)
depends on the wake fields and, in the end, we have, similarly
to electrons, a potential well distortion.

Instead of a continuous function, simulation codes track,
in time domain, some macro-particles representing the
whole bunch. Let us consider, for simplicity, only the lon-
gitudinal plane, with an energy exchange due to a single
RF system, the wake field and the synchrotron radiation.
Similar equations can also be written in the transverse plane.
Under these conditions, for each macro-particle i, we have
two equations, which can be written as
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where A means the variation of a given quantity in one inte-
gration step T (that can be one revolution turn for example),
&; is the normalised energy difference with respect to the
synchronous particle, g is the particle charge, Vg is the
RF peak voltage, ¢; is the particle phase with respect to the
RF, ¢ is the synchronous phase, R is a stochastic variable
changing at each integration step and taking into account the
fact that the electromagnetic radiation occurs in quanta of
discrete energy, E is the synchronous particle energy, 7y is
the longitudinal damping time, # is the harmonic number,
is the slippage factor, 3 is the relativistic velocity factor, and
the effect of the wake field, which couples the equations to
those of all the other macro-particles, is given by the beam
induced voltage

Oror N4
wa(sﬂi)=%ZW||(90t—90j) (6)

with Q;,; the total bunch charge and N,, the number of
macro-particles. We have also considered that ¢;—¢ > 0 for
a particle behind the synchronous one, that is with positive
time delay.

Since Eq. (6) has to be evaluated for each of the N,,, macro-
particles, then (N,, — 1) N,,, /2 operations are needed for each
time step. In order to reduce the computing time and only for
the evaluation of the wake field effects, the bunch is generally
divided into Nj slices (Ng < N,,), and the beam induced
voltage is calculated at the centre of each slice i’ such that

N,
Q S
Vs (i) = 52 > njow (o) (7)
m ]’=l
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Figure 2: Longitudinal electron distribution distorted by a broad band resonator for four different intensities. Left: analytical
results, right: SBSC simulation code. With increasing intensity the shape is more distorted from the unperturbed Gaussian
distribution. The plot has to be considered in a qualitative way since the distortion depends not only on the intensity, but

also on the impedance and other machine parameters.

with nj the number of macro-particles in the slice j’. To
obtain the induced voltage for each macro-particle, an inter-
polation on the Eq. 7 is used. As shown in the right-hand
side of Fig. 2, simulation codes, for the stationary case, give
the same results as the analytical approach.

INSTABILITIES IN CIRCULAR
ACCELERATORS

For the study of instabilities in circular accelerators, it
is convenient to separate the longitudinal and transverse
planes as we did for the wake field described by Eqs. (1) and
(2). Moreover, for each plane, we generally distinguish be-
tween the single-bunch effects, generated by the short-range
wake field, which has, in the corresponding frequency do-
main, coupling impedances with a poor frequency resolution
(broad-band impedance), and the multi-bunch (or multi-turn)
effects produced by long-range wake fields or, in frequency
domain, by high quality (often unwanted) resonant modes.

Let us first consider single-bunch effects at low inten-
sity in the longitudinal plane. As already discussed in the
previous section, the effect in this case is a distortion of
the distribution function that depends on the bunch current.
There exists a bunch distribution which corresponds to the
stationary solution of the Vlasov, or the Fokker-Plank, equa-
tion. There is a different behaviour between protons and
electrons since, in the first case, we can neglect the effects
of synchrotron radiation, and the bunch length and energy
spread change with intensity in such a way to preserve the
longitudinal emittance, as shown in Fig. 3, left-hand side.
For electrons, instead, shown in the right-hand side of the
same figure for two different initial bunch lengths, the en-
ergy spread remains constant, due to an equilibrium between
radiation damping and quantum fluctuations noise, while
the potential well distortion changes the bunch length (and
shape).

In both cases we can observe an intensity threshold above
which the longitudinal emittance (for protons) or the energy
spread (for electrons) start to increase. Above this threshold
we are in the so-called microwave instability regime, charac-
terised by an anomalous increase of bunch length and energy
spread. In some cases, longitudinal oscillations of the bunch
are observed (no stationary solution exists). However, for
this kind of longitudinal instability, typically there are no
beam losses.

To study analytically the single-bunch instabilities in the
longitudinal plane (but the same method is also valid in
the transverse plane), the steps to do can be summarised as
follows:

1. use a perturbation method and write the phase space
distribution as ¢ (q, p; 1) = ¥o(q. p) + Ay (g, p;1);

2. use, as canonical longitudinal coordinates, the action-
angle coordinates (/, ¢) and consider the perturbation
as sum of azimuthal coherent modes R, (1) oscillating
with an unknown coherent frequency Q:

Ay(q.p;t) = Z Ry (D)™ =i

m=—0o

®)

3. consider the instability produced by the wake fields
excited only by the perturbation (not by the stationary
distribution);

4. from the Valsov equation, the so-called Sacherer inte-
gral equation is then obtained (the multi-bunch case
can be treated in a similar way);

5. solve the integral equation: there are several methods
to obtain the solution [5]. For example it is possible to
expand each azimuthal mode R,, (/) in terms of a set
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Figure 3: Bunch length, energy spread and longitudinal emittance vs bunch intensity for a case with protons (left). Bunch
length and energy spread vs bunch intensity for electrons (right) for two different initial bunch lengths.

of orthonormal functions g, (I) with unknown am-
plitude @, and a proper weight function W (I) which
depends on (the derivative of) the stationary distribu-
tion:

Run(1) = W(I) Y migmi (1) ©)
k=0

6. from Eq. (9) an infinite set of linear equations is ob-
tained. The eigenvalues represent the coherent frequen-
cies and the eigenvectors the corresponding modes:

(Q - ma)s)a'mk = Z Z M;ggl,a’m’k'- (10)

m’=—o0 k’=0

For low intensity, we ignore the coupling of radial modes
that belong to different azimuthal families (m = m’), the
matrix of the eigenvalue system is Hermitian, the eigenvalues
are always real and no instability occurs (this is true only
in longitudinal plane). Only coupled-bunch instabilities
(interaction with high Q resonators) can occur if we consider
single azimuthal modes. At high intensity, however, mode
coupling can occur by taking into account different azimuthal
modes. An example of this behaviour is shown in Fig. 4,
where we have reported, in black, the coherent frequencies
of the first azimuthal modes as a function of bunch intensity,
as given by GALACLIC Vlasov solver [27] for a broad-band
resonator impedance. From the figure, with the parameters

used for this case, we observe a mode coupling of modes 6
and 7 around 1.3x10'! particles per bunch.

X 1.
lell
FJD

Figure 4: Real part of longitudinal coherent frequency nor-
malised to the synchrotron frequency vs bunch intensity for
a broad-band resonator impedance.

In the same figure we have also shown the results from
a simulation code [28] which predicts a similar behaviour
even with some small differences. It is important to stress,
however, that, for the Vlasov solver, we considered here
the simplest model of potential well distortion where the
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synchronous phase shift vs bunch intensity is neglected, i.e.
the shape of the longitudinal distribution is conserved. The
effect of the full potential well distortion should be studied
in the future.

For proton machines, the synchrotron tunes are in general
much smaller than those in electron machines. As a conse-
quence, when considering collective instabilities, in some
cases the synchrotron period of protons can be neglected
because it is much longer than the instability growth times.
Moreover, the wavelength of the perturbation producing the
instability is often of the size of the radius of the vacuum
chamber, which is usually much shorter than the length of
the proton bunch. Therefore, proton bunches, in some cases,
can be viewed locally as coasting beams in many instabilities
considerations. Boussard [29] suggested to apply the same
criterion of coasting beams (Keil-Schnell) [30] to bunched
beams, obtaining a threshold current of

_ \/Elm(Es/e)O'ﬁG'z
- R|Zy/n]

th an
where o is the RMS energy spread, o, the RMS bunch
length, and |Z /n| the coupling impedance evaluated at the
n'" harmonic of the revolution frequency. In this case the
microwave instability is not due to a mode coupling but
each single revolution harmonic can be considered as an
independent mode. The Boussard criterion can be a good
indicator on how to cope with the microwave instability and
where to act to mitigate such effect.

For the transverse plane the procedure is similar to the
longitudinal one with few differences:

* the bunch is supposed to have only a dipole moment in
the transverse plane;

* this dipole moment is not constant longitudinally, but
it has a structure which depends on the longitudinal
mode number m1;

¢ the modes are called transverse modes, but the trans-
verse structure is a pure dipole and the main task is to
find their longitudinal structure;

 the Vlasov equation needs to take into account both
the transverse and the longitudinal phase spaces. For-
tunately, however, in several cases, the transverse struc-
ture of the beam is simple.

The eigenvalue system that is obtained from the Vlasov
equation in the transverse plane is

(Q - wp — mwg)ami = Z Z MY @i, (12)

m'=—co k'=0

with wg the angular betatron frequency. The matrix ele-
ments, in this case, depend also on chromaticity. When
chromaticity is zero, similarly to the longitudinal plane, the
only instability for low intensity beams is due to high Q res-
onators. However, if the chromaticity is different from zero,

differently from the longitudinal plane, single azimuthal
modes can be unstable producing the so called head-tail in-
stability. This is not an intensity threshold mechanism, and
it is due to the coupling of the real part of the transverse
impedance at negative frequency with the coherent modes
shifted from the origin due to the chromaticity, as shown,
for example, in Fig. 5 for the resistive wall impedance. In
the figure, indeed, a positive chromaticity above transition
shifts the coherent modes toward the positive frequency side.
In this situation, the mode m = 0 becomes stable but mode
|[m| = 1 is unstable because it samples a real part of the
impedance in the negative frequency range higher than that
at positive frequencies.

10 sinusoidal modes
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Figure 5: Sketch of the real part of a resistive wall impedance
vs frequency together with the first two coherent modes of
oscillation.

In addition to the head tail instability, at high intensity,
mode coupling can occur for zero chromaticity, as shown in
Fig. 6 where we have reported, as for the longitudinal case,
a comparison between the GALACTIC Vlasov solver [27]
and the PYHEADTAIL simulation code [31]. In this case an
excellent agreement has been reached (for both the real and
imaginary parts of the coherent frequency shifts).

SOME CONSIDERATIONS ABOUT
MITIGATION TECHNIQUES

A very effective way to mitigate any kind of impedance-
induced instability is, of course, that of reducing the machine
coupling impedance. This can be achieved, for example, by
tapering abrupt transitions, by avoiding electrical discon-
tinuities, by shielding unwanted parasitic cavities, and so
on. However, there could be cases in which these measures
are not possible (or are insufficient). As further comments
about mitigation, in the longitudinal plane we observe that
no feedback systems can be used to suppress the microwave
instability. However, the Boussard criterion can give im-
portant indications on how to cope with this instability. For
example the increase of momentum compaction (which can
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Figure 6: Real part of transverse coherent frequency nor-
malised to the synchrotron frequency vs bunch intensity.

be considered a strong factor), of energy spread (heating the
bunch, e.g. with wigglers in electron machines) are effective
means to increase the instability threshold. It is also im-
portant to note that some machines work in the microwave
instability regime. For the transverse plane, in general the
lattice choice is quite a strong factor to mitigate the instabil-
ities by acting on: tunes, linear and nonlinear chromaticity,
coupling, tune dependence on the oscillation amplitude etc.
Feedback systems can be used for both proton and electron
beams, and they are working very well for coupled-bunch
instabilities, as discussed below.

A particular mention needs the coupled-bunch instability
due to high quality resonant modes. The analytical treat-
ment is similar to the single-bunch case, with an additional
index in the coherent modes taking into account the coupled-
bunch oscillations. This kind of instability leads to a loss
of the beam in both planes if mitigation techniques are not
used. For example in Fig. 7 we show the growth rates of the
coherent coupled-bunch modes for a case with 7 bunches
(modes from 0 to 6) by considering a bunch as a point charge
(left-hand side).

We can see that some coherent modes are unstable, others
are not excited, and others are stable. If we use a bunch
with a given length (right-hand side), due to a spread in the
synchrotron tunes within a bunch caused by the non linear-
ities of RF system, there is a Landau damping stabilizing
the modes [28]. The effect, of course, depends on bunch
length. Other mitigation techniques for this instability con-
sist in damping unwanted resonant high quality modes, in
using a feedback system, in recurring to a higher harmonic
cavity (Landau cavity), both active or passive, in recurring
to a RF voltage modulation which creates non-linear res-
onances which redistribute the longitudinal distribution in
phase space reducing the density in the bunch core and thus
decoupling the multi-bunch motion, or, finally, in recurring
to uneven fill of the beam [32] which changes the bunch
spectrum.

Finally, we observe that sometimes interplay with other ef-
fects can have a beneficial role in suppressing the impedance
related instabilities. For example, the Landau damping due

to beam-beam interaction helps in the damping of both trans-
verse [33,34] and longitudinal [35] instabilities, and in the
future supercolliders, FCC-ee [36] and CEPC [37], the en-
ergy spread due to beamstrahlung in beam-beam collision
helps increasing the microwave instability threshold [38].

More details about mitigation techniques can be found in
the talks of this Workshop.

CONCLUSIONS

In this paper some impedance-induced instabilities have
been shortly reviewed. We focused principally on the longi-
tudinal and transverse single-bunch instabilities. However
the subject is very broad and this short discussion cannot do
justice of the high quality and large amount of work that has
been done since the first pioneering works of mid-end 60s.
A short, non exhaustive list of arguments that have not been
touched is the following: coasting beam instabilities (as neg-
ative mass instability), not relativistic beams, space charge
effects (which are not strictly impedance-induced instabili-
ties), Landau damping and dispersion integrals, saw-tooth
instabilities for electrons, Robinson’s instability, transition
crossing, impedance effects in LINACS, such as the beam
break-up instability, the microbunching instability in RF
and magnetic compressors, other impedance-induced effects
which are not real instabilities but can influence the machine
performances (as the effect of detuning impedance, beam
energy spread in LINACS and so on).

The subject of impedance-induced instability is one of
the main topics for modern high performance accelerators.
Even if the roots of this subject are more than 50 years old, it
is still a cutting-edge in the beam physics. Many researchers
have been working over the years on this subject and very
elegant and well-established theories have been proposed
explaining many experimental observations. In some cases
we still need to study in more detail the interplay among
different mechanisms (e.g. with optics) and in particular we
need to better understand some mitigation techniques.

The best proof about our comprehension of these insta-
bilities is that particle accelerators work and are successful.
After 50 years, this couldn’t be only a coincidence. However,
there are still “dark sides” that have to be illuminated by the
young generation, which, we hope, will continue the work
with the passion that has marked so far the protagonists of
this fascinating subject.
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