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Abstract
The presence of ions and electrons from gas ionization,

photoemission or secondary emission is unavoidable in the
vacuum chambers of high intensity accelerators and storage
rings. Under suitable conditions, these ions and electrons
can accumulate and drive the beams unstable. In this con-
tribution, the mechanisms behind and the main conditions
for ion and electron accumulation in the bunched beams are
summarized. The characteristics of the induced instabilities,
as well as common modelling techniques and mitigation
strategies are reviewed. The possible interplays between
ions and electrons are also discussed.

INTRODUCTION
Electromagnetic fields in the beam environment, in addi-

tion to the externally applied RF and magnetic fields, may
perturb the motion of the beam particles and give rise to in-
stabilities. Whereas impedance and space charge are caused
by electromagnetic fields induced by the beam itself, elec-
tron and ion instabilities are two-stream instabilities that are
caused by the presence of another set of charged particles.
Typically, this other set of particles is generated by the beam
itself directly or indirectly. Electrons and ions are produced
through, for example, the beam-induced ionization of resid-
ual gas in the beam chamber, photoemission from synchro-
tron radiation and outgassing due to particles impacting the
beam chamber. Particles with the same sign of electrical
charge as the beam particles are repelled by the beam and
therefore rarely accumulate, whereas particles with the op-
posite sign of electrical charge, which are attracted by the
beam field, are prone to accumulation. Consequently ion
accumulation is typically observed in electron machines and
electron cloud build-up in positron and proton machines.

ION INSTABILITIES
Beam-induced gas ionization gives rise to electrons and

ions along the beam path. In electron machines, positive
ions are attracted by the negative beam field and may become
trapped in the beam potential and oscillate around the bunch
train, as illustrated in Fig. 1a. Classical ion instabilities,
where ions are trapped and accumulate over several turns
in a synchrotron, can be avoided with a su�ciently long
clearing gap in the bunch train pattern. In the presence of
a clearing gap, ions can only accumulate over a single turn,
but can still give rise to a fast beam-ion instability [1,2]. Fast
beam-ion instabilities can occur also in linear accelerators.

Due to their relatively large mass, ions typically do not
move su�ciently during the passage of individual bunches to
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cause head-tail instabilities. Instead, the ions transfer inform-
ation on the o�set of their generating bunch to the following
bunches and thus may lead to coupled-bunch instabilities.
The instabilities are typically accompanied by transverse
emittance growth and a coherent tune shift. In particular for
the fast beam-ion instability, the e�ects are usually stronger
at the tail of the bunch trains, since the density of trapped
ions increases along the trains.

Classical ion instabilities have been observed in several
machines since the 60’s [3]. Fast beam-ion instabilities have
also been observed in many machines since they were first
predicted in the 90’s [4]. In most cases, fast beam-ion in-
stabilities have been observed in the presence of vacuum de-
gradation e.g. during commissioning, due to a local pressure
rise such as from impedance heating, or during dedicated
experiments with additional injected gas.

The fast beam-ion instability can be analytically mod-
elled using the linear approximation of a two-dimensional
Gaussian beam field [1]. In this approximation, an ion with
mass number A at the transverse position (x, y) receives the
following velocity kick by the beam
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where Nb is the bunch intensity, rp the classical proton ra-
dius, c the speed of light and �x,y are the transverse beam
sizes. During the bunch spacing Tb the ions drift. By ana-
logy with the stability condition of a linear beam trajectory,
|Tr(M)| < 2, the motion is stable if kx,yTb < 4. This leads
to a lower limit on the ion mass number for trapping to occur
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Neglecting the presence of a spread in the oscillation fre-
quency of the trapped ions, the instability rise time can be
estimated as
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Here � is the Lorentz factor of the beam, nb is the number
of bunches in the train, !� is the (angular) betatron fre-
quency and P is the partial vacuum pressure for the species
considered.

However, the linear approximation is accurate only for
ions oscillating within a small region around the centre of
the beam, with x, y . �x,y . This condition is more easily
satisfied for heavier ions with mass numbers that are well
above the trapping mass number Atrap. In the non-linear
regime, ion trajectories are significantly altered with respect
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(a) Ion accumulation along an electron bunch train.

(b) Electron cloud build-up along a proton/positron bunch train.

Figure 1: Schematic diagrams of ion accumulation in electron machines (a) and electron cloud build-up in positron or
proton machines (b).

Figure 2: Comparison of ion trajectories along a bunch train using the linear approximation and the Bassetti-Erskine
formula [5] for the beam field for di�erent ion mass numbers (left to right). The top and bottom rows show trajectories with
initial amplitudes of 0.7� and 1.5� respectively.

to the linear approximation and the trapping condition Eq. (2)
is not strictly valid, as shown in Fig. 2. As illustrated in the
left column of the figure, the non-linearity of the beam field
alters the ion trapping such that ions that would be over-
focused and lost in the linear regime are in fact trapped in
an oscillation around the beam for a significant amount of
time. The non-linear beam field also introduces a spread in
the ion oscillation frequency. Extensions of the theory to the

non-linear regime suggest that the non-linearity damps the
instability, such that the growth rate becomes linear rather
than exponential [6].

The full beam-ion interaction, including non-linearities,
can be accurately modelled using macro-particle simula-
tions. The simulations can be done in the strong-strong
regime, where both the beam and ions are represented by
macro-particles, or the weak-strong regime, where only the
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ions are modelled with macro-particles. The strong-strong
simulations, in particular, are typically computationally very
heavy, but they have the benefit of being able to model also
the evolution of the beam emittance. Instabilities caused
by ion trapping in the non-linear regime were observed in
a recent simulation study [7]. Compared to the standard
fast beam-ion instability, these instabilities showed atypical
characteristics, e.g. the instability developed simultaneously
over most of the train rather than developing from the tail of
the train towards the head and the instability was stronger
for larger ion mass numbers contrary to the prediction of
Eq. (3).

Apart from the non-linearity of the beam field, the vari-
ation of the beta functions along the machine and the pres-
ence of multiple gas species can also have a damping e�ect
on the instability. In addition, the instability also strongly
depends on the filling pattern. All of these e�ects can readily
be taken into account in macro-particle simulations. Fast
beam-ion instabilities have also successfully been modelled
using a wake field formalism [8,9], which allows taking into
account several of these e�ects.

ELECTRON INSTABILITIES
Electrons are produced in the beam chamber e.g. through

beam-induced gas ionization and photoemission from syn-
chrotron radiation. Such seed electrons are accelerated by
the beam and can induce secondary electron emission from
the chamber wall on their impact. With a positively charged
beam, a subsequent bunch will accelerate these secondary
electrons across the chamber and, as they hit the wall, fur-
ther secondary emission can be induced. In this way, as
illustrated in Fig. 1b, secondary electron emission can lead
to avalanche electron multiplication through beam-induced
multipacting over several bunch passages, until a dynamical
equilibrium is reached.

The conditions for electron cloud build-up depend on
several parameters including the bunch spacing, the chamber
geometry, external magnetic fields, the bunch charge and
length, as well as the secondary emission yield (SEY) of the
chamber surface. The SEY is defined as the ratio between the
emitted and impacting electron currents and is a function of
the energy and angle of incidence of the impacting electrons.
The SEY of a given surface depends on its chemical and
physical properties, which may change over time.

Whereas ions barely move during the passage of indi-
vidual bunches, the much lighter electrons move signific-
antly during a single bunch passage. Electrons attracted by
the beam field are pulled into the bunch (the so-called pinch)
and oscillate in the beam field during the bunch passage.
This gives rise to a z-dependent electron density along the
bunch, which can induce coupling between the head and the
tail of the bunch and eventually drive the bunch unstable. As
a consequence of the electron motion within the bunch, fast
intra-bunch motion is characteristic for single bunch electron
cloud instabilities. The instabilities are often accompanied
by beam losses and transverse emittance growth.

(a) Single-bunch (vertical) instabilities in the LHC [10].

(b) Coupled-bunch (horizontal) instability in the PS [11].

Figure 3: Measured centroid positions for selected bunches
along bunch trains su�ering from single- and coupled-bunch
electron cloud instabilities in CERN accelerators.
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Since the electron cloud survives on the time scale of
several bunch passages, it can also be responsible for bunch-
to-bunch coupling and coupled-bunch instabilities. These in-
stabilities are likely to occur in situations where the electron
motion is constrained, such that a memory of the electron
distribution is maintained from one bunch to the following.
This can be the case e.g. in the presence of externally ap-
plied magnetic fields such as dipole fields. Since electron
clouds build up along the bunch trains, bunches at the tail
of trains encounter a larger electron density than bunches
at the head of trains and are therefore most a�ected by both
single- and coupled-bunch instabilities. This is illustrated
by the transverse position measurements shown in Fig. 3.

Electron cloud instabilities were first observed in the 60’s.
Since then, electron cloud has been observed in several dif-
ferent machines, through many related e�ects [10,12]. Apart
from instabilities, electron cloud e�ects on the beam dynam-
ics include tune shifts along the bunch train and incoherent
e�ects such as tune spread and emittance growth, which
may lead to slow beam losses. An RF stable phase shift is
induced as a consequence of the beam energy lost to the
electrons [13]. Electron clouds can also a�ect the vacuum
quality, through outgassing leading to a pressure rise. Fi-
nally, the impinging electrons deposit a heat load on the
chamber walls, which can be problematic in particular in
superconducting machines. Currently electron cloud e�ects
are present during operation e.g. in the LHC [14] and at
SuperKEKB [15].

Analytical models have been developed to study the be-
haviour of electrons in the beam potential and the induced
instabilities. The electron oscillations in the beam field dur-
ing the pinch can be modelled similarly to the ion motion
in the electron beam in Eq. (1). As shown in Fig. 4, within
the validity regime of the linear approximation, i.e. for an
electron with an oscillation amplitude that is smaller than the
rms beam size, there is good agreement between the linear
analytical theory and simulations [16]. Models using a wake
field formalism have been developed for studying the result-
ing head-tail instability, although the electron cloud cannot
be considered a time-invariant system due to the electron
motion during the bunch passage [17–19].

Due to the complexity of the electron cloud build-up and
instability processes, a comprehensive understanding of elec-
tron cloud e�ects currently relies on macro-particle simula-
tions. For single-bunch electron cloud instabilities the prob-
lem can be divided into two parts: electron cloud build-up
simulations with a rigid beam and subsequent beam dynam-
ics simulations of the instability, where electron distributions
saved in build-up simulations can be used to initialize the
electrons [20]. For coupled-bunch instabilities, on the other
hand, the build-up must be performed dynamically over the
full bunch train to capture the instability mechanism [21].
However, several aspects of coupled-bunch instabilities have
successfully been modelled analytically with wake field mod-
els [22–24], similarly to the fast beam ion instability.

Full scale electron cloud instability simulations are de-
manding both in terms of computing resources and time.

Figure 4: Comparison between macro-particle simulations
and the linear theory of the electron trajectories within a
Gaussian bunch in an LHC arc quadrupole [16].

This is due to the large range of the time and distance scales
involved in the process. The entire chamber must be simu-
lated and, at the same time, the small beam must be resolved
very well, requiring a fine grid mesh over a large area. The
fast electron motion requires small time steps, of the or-
der of 10 ps, but the instability evolution can take several
seconds amounting to a very large number of time steps.
Consequently, electron cloud simulations can benefit from
advanced computational methods such as multi-grid Poisson
solvers and parallel computing [25,26]. However, due to the
sequential nature of the electron cloud build-up, paralleliza-
tion strategies are more limited than e.g. for simulations with
only a lumped impedance. Even with advanced techniques,
a single simulation can require several weeks of computing
time on tens or hundreds of CPU cores.

MITIGATION STRATEGIES
Electron and ion instabilities can naturally be mitigated by

preventing the accumulation of the corresponding particles.
One approach to achieving this is to directly suppress the
production of electrons and ions. A first step towards sup-
pressing primary electrons and ions is to ensure a good
vacuum or low residual gas pressure, to which end chamber
surfaces with low outgassing or active pumping such as Non
Evaporable Getter (NEG) coatings can be helpful [27]. For
ion instabilities, this can be a su�cient measure to prevent
significant accumulation. For electron cloud prevention, it
may be necessary to suppress also the amount of photoelec-
trons emitted by the synchrotron radiation e.g. with the help
of saw-tooth surfaces [28]. Furthermore, it is not su�cient
to suppress primary electron production if secondary emis-
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sion is large, as this can lead to exponential growth of the
electron density.

Secondary electron emission can be suppressed through
several di�erent methods. For many materials, conditioning
the surface with electrons lowers the secondary emission
yield as a function of the accumulated electron dose [29].
This allows for beam-induced conditioning (or scrubbing),
occurring gradually during accelerator operation [30]. An-
other commonly used technique is to coat exposed surfaces
with materials that naturally have a low SEY, such as amorph-
ous carbon or NEG [31,32]. In addition, a low SEY can also
be achieved by modifying the surface topology, e.g. through
laser ablation [33, 34].

An alternative, or complementary, approach to direct sup-
pression is to actively perturb the electron and ion motion, so
as to prevent their accumulation. This can be achieved e.g. by
using clearing electrodes, which generate electric fields that
attract the charged particles towards the walls [35–38]. For
electrons, a similar e�ect can be achieved with weak mag-
netic fields that bend the trajectories of emitted particles
back onto the chamber wall, such as solenoids [39, 40].

If accumulation cannot be prevented, there are some
means of addressing the resulting instabilities. Coupled-
bunch instabilities, whether due to electrons or ions, can
typically be suppressed with conventional bunch-by-bunch
transverse feedback systems, see Fig. 5. Landau damping
can also help mitigate coupled-bunch instabilities from elec-
trons and ions. For ion instabilities, a spread in the ion
oscillation frequencies e.g. due to the non-linearity of the
beam field and the presence of di�erent ion species can give
rise to Landau damping that has a mitigating e�ect on the in-
stability [2,42]. Amplitude detuning from octupole magnets
can mitigate the coupled-bunch electron instability [43].

Figure 5: Vertical bunch o�sets as a function of bunch
number measured at CESR-TA with di�erent Kr gas pres-
sures [41]. With the transverse feedback switched on (filled
area in blue) the fast beam-ion instability is fully suppressed.

Single-bunch electron instabilities, on the other hand, typ-
ically cannot be e�ciently suppressed with conventional

feedback systems, due to their characteristic fast intra-bunch
motion. Wideband feedback systems, currently under devel-
opment, have the potential to e�ciently suppress also the
fast intra-bunch motion [44]. Meanwhile, chromaticity and
amplitude detuning from octupole magnets can suppress the
instabilities to some extent [45].

Since both the electron and ion densities needed to cause
instabilities accumulate over several bunch passages, the
instabilities can also be mitigated by tailoring the filling
pattern to minimize their accumulation. This can be achieved
e.g. by increasing the bunch spacing or reducing the length
of bunch trains [8, 41, 46], although it often comes at the
cost of a reduced total beam current.

ELECTRON-ION INSTABILITIES
Above, it has been assumed that any seed particles with the

same sign of electrical charge as the beam are negligible as
they don’t accumulate in the chamber volume, since they are
repelled by the beam and eventually will reach the chamber
walls and be absorbed. In this section, we discuss conditions
under which this may not be a reasonable assumption.

Certainly, in most situations some e�ects that impact the
dynamics indirectly can occur at the wall, such as outgassing
when repelled ions or electrons impact on the wall. Apart
from such potential secondary e�ects, it is reasonable to
ignore the second species when the amount of seed particles
produced at each bunch passage is small compared to the
accumulated charge in the electron or ion cloud. On the other
hand, if large amounts of electrons and ions are generated
at each bunch passage, e.g. if very high gas densities occur
in the beam pipe, one can expect the two species to have
a significant impact on each other’s dynamics. This could
result in a collective behaviour involving the two species
that is qualitatively di�erent from the behaviour of either
species on its own.

Events falling under this category occurred in the LHC
during operation in 2017 and 2018 [47]. The recurring
events, which were characterized by very fast beam instabil-
ities accompanied by unusual beam losses in a certain ma-
chine location, would inevitably lead to beam dumps. The
instabilities are thought to have been caused by a very high
local gas density, predicted by beam loss rates to 1018–1022

m�3, depending on the longitudinal extent of the gas [48].
These transient pressure bumps were generated by the beam-
induced phase transition of macro-particles of frozen air,
present due to an accidental inlet of air during the preceding
machine cool-down.

Observations of large positive tune shifts and fast intra-
bunch motion suggest that large electron densities were
present during the events [49]. However, electron cloud
simulations with high gas densities could not reproduce the
observations [50]. To model the instability, electron cloud
simulation tools were extended with multi-cloud capabilities
to model both the build-up and beam stability in the pres-
ence of electrons and ions simultaneously [51]. For high gas
densities, the simulations show a significant impact of the
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(a) t = 0 (b) t = 1 ns (c) t = 5 ns (d) t = 15 ns

Figure 6: Simulation snapshots of the electron density in the LHC beam chamber during a bunch passage [51]. Images from
a multi-species simulation (top), are compared to the equivalent images in a simulation tracking only electrons (bottom).
The first image on each row (t = 0) is taken during the passage of the centre of the bunch.

field from the ion population on the electron dynamics, as
illustrated in Fig. 6, confirming that, at high concentrations,
the two species must be modelled together.

OUTLOOK
Electron and ion instabilities have been observed in several

machines. Electron cloud is present in several operating
machines. Ion instabilities are currently observed mainly
under vacuum degradation, but may become more prevalent
in future machines with higher beam brightness. In addition,
an instability mechanism relying on the interplay between
electrons and ions may occur under exceptional conditions.

In order to avoid problems from electron and ion instabil-
ities, predictions and development of mitigation strategies
are important. Macro-particle simulations can model the
phenomena comprehensively using modern computational
tools, but large amounts of computing time and resources
are still needed for realistic simulations. For electron cloud,
the development and implementation of mitigation strategies
are needed for several on-going as well as future projects,
such as the HL-LHC and the FCC. For ion instabilities more
comprehensive studies are needed to assess their impact in
future machines.
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