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Abstract

During the operation of the Large Hadron Collider in 2018,
the majority of physics data was collected with a beam energy
of 6.5 TeV, a bunch spacing of 25 ns and with V-functions
in the high luminosity interaction points equal to 30 cm. In
this configuration, it was found through several experimen-
tal measurements that electron cloud induces a significant
degradation of the beam lifetime. This contribution reviews
the available experimental observations, showing in particu-
lar the role played by the e-cloud located in regions around
the interaction points, where the two beams share the same
vacuum chamber. Recent developments toward a reliable
numerical simulation of these incoherent e�ects driven by
electron cloud are also presented.

INTRODUCTION

In the Large Hadron Collider (LHC), electron cloud (e-
cloud) e�ects [1] manifest through di�erent observables,
especially when using the nominal bunch spacing of 25 ns.
In particular, impacting electrons can induce increased heat
loads on the beam screen of the superconducting magnets [2];
they can drive coherent instabilities [3]; they can absorb
energy from the stored beam leading to longitudinal phase
shifts [4]; and, due to their non-linear electromagnetic fields,
they can increase particles’ di�usion in the transverse phase
space, causing slow emittance growth [5] as well as slow
beam losses [6, 7].

This contribution is focused on the e-cloud e�ect on the
slow continuous beam losses observed with colliding beams
during the 2018 run (for a description of the LHC configu-
ration and operation during that period see reference [8]).

In the first part we review the available experimental
observations, collected during physics runs and special
tests, which allow identifying e-cloud as a key source of
the observed losses and to show the strong e�ect of the
non-linearity introduced by e-cloud in the final-focusing
quadrupoles (Inner Triplets - ITs). In the second part, we
present ongoing development to achieve reliable simulations
of these e�ects. A method is developed that uses a high-
order local interpolation scheme to apply the e-cloud forces,
computed by numerical simulations of the cloud dynamics,
in a way that preserves the symplecticity of the beam particle
motion.

Figure 1: Beam losses from luminosity burn-o� and from
other sources during a typical LHC physics fill in 2018.

EXPERIMENTAL OBSERVATIONS
In this section we present the analysis of the LHC beam

losses with colliding beams, based on bunch-by-bunch in-
tensity measurements from the LHC Fast Beam Current
Transformer. We will focus on the beam circulating in the
clockwise sense (so-called beam 1). The other beam presents
similar features in the beam losses, although often less pro-
nounced.

When the beams are colliding, a significant fraction of
protons are lost due to luminosity burn-o�. To identify the
proton loss rate driven by other sources, the burn-o� loss rate
is estimated from luminosity measurements and subtracted
from the measured loss rate [9].

Observations for a typical physics fill
Figure 1 shows the burn-o� loss rate (in blue) and the

loss rate from other sources (in red) as they evolve during a
typical physics fill, starting from the time at which the beams
are brought in collision. It is possible to observe that, while
burn-o� losses gradually decrease during the fill following
the luminosity decay, the additional losses exhibit a constant
rate for most of the fill.

The LHC beam consists of several bunch trains separated
by gaps of 800 ns between them. Each train is made of two
or three batches of 48 bunches, with gaps of 200 ns between
batches. Figure 2 shows the evolution of the loss rate for
the di�erent bunches in three consecutive trains. It is clear
that bunches at the tails of the trains lose significantly more
particles than those at the head of the trains, for the full
duration of the fill. For all bunches the loss rate is practically
constant during the fill. Stronger losses are observed at the
beginning of the fill, right after collisions are established
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Figure 2: Bunch-by-bunch loss rate on three consecutive bunch trains during a typical LHC physics fill (loss rate from
luminosity burn o� is subtracted).

Figure 3: Comparison of the loss rates from burn-o� and
from other sources for the fill illustrated in Fig. 2 at the time
C = 2 ⌘.

and towards the end of the fill, when the V-function at the
two main experiments is reduced from 30 cm to 25 cm.

In Fig. 3, the bunch-by-bunch loss rates for burn-o� and
other sources are compared for a specific time (C = 2 ⌘). It is
possible to notice that, while the burn-o� rate is rather sim-
ilar for all bunches, the additional losses strongly increase
along the bunch train. Two main e�ects are expected to
induce di�erent loss rates for di�erent bunches in the trains:
e-cloud e�ects and Beam-Beam Long Range (BBLR) inter-
actions [10].

To disentangle between these two e�ects, we select four
groups of bunches along the trains (shown by the coloured
bands in Fig. 4), having the following characteristics [6]:

Group 1: Bunches at the head of the leading batch of
the train, experiencing the minimal amount of
BBLR interactions and small e-cloud densities;

Group 2: Center of the leading batch of the train, experi-
encing the maximal amount of BBLR interac-
tions and small e-cloud densities;

Figure 4: Number of BBLR interactions per interaction point
for each bunch of a 3-batch train.

Group 3: Center of the trailing batch of the train, experi-
encing the maximal amount of BBLR interac-
tions and large e-cloud densities;

Group 4: Tail of the trailing batch of the train, experienc-
ing the minimal amount of BBLR interactions
and large e-cloud densities.

Figure 5 shows the burn-o� corrected losses as a function
of time for these di�erent groups of bunches. This analysis
shows that the number of BBLR encounters has practically
no impact on the observed losses, which instead tend to a�ect
mostly the bunches at the tail of the trains. This observation
points to e-cloud as the strongest source of the observed
losses.

E�ect of the crossing angle
During typical physics fills, in order to increase the in-

tegrated luminosity, the crossing angle between the two
beams at the interaction points is gradually decreased from
320 `A03 to 260 `A03, profiting from the fact that the BBLR
interactions become weaker as the intensity of the beams
decays [11].
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Figure 5: Loss rates measured for selected groups of bunches
during a typical physics fill (color code defined in Fig. 4).

Figure 6: Electron density in one of the LHC IT quadrupoles
(PyECLOUD simulation). The colored ellipses show the
position and size of the two beams.

In addition to changing the strength of the BBLR interac-
tions, a reduction in the crossing angle can also change the
interaction of the beams with the e-cloud in regions close to
the interaction points, by shifting the orbit of the beams to a
region with di�erent electron densities (see Fig. 6).

During a test fill, the crossing angle was kept constant at
320 `A03 for the entire duration of the fill. The loss rates
measured during this test are plotted in Fig. 7 with the same
color code for the di�erent bunch groups as in Fig. 5. Com-
paring Figs. 5 and 7, it is possible to observe a significant
reduction of the loss rate when the crossing angle is kept
constant, for all the bunch groups showing a visible loss rate.
The fact that a dependence on the crossing angle is observed
suggests that the e-cloud in the machine elements very close
to the interaction point (in which a change in crossing angle
results in a change in the electron density crossed by the
beam) play a dominant role in generating the beam losses.
The strongest e-cloud in the area develops in the LHC final-
focusing quadrupoles (ITs) [12], and its e�ect on the beam is
boosted by the extremely large V-function at their location.

Observations with a single circulating beam
In another dedicated experiment, the beam losses were

recorded with a single circulating beam, with the same ma-
chine and beam configuration used for physics fills. Only a
small train of 12 bunches was injected in the second ring for
technical reasons.

Figure 7: Loss rates measured for selected groups of bunches
during a test fill performed with constant crossing angle
(color code defined in Fig. 4).

Figure 8: Loss rates measured with one circulating beam.
In the other ring only 12 bunches are present, as it is visible
on the burn-o� trace.

The loss rates measured during this experiment are shown
in Fig. 8. These can be compared against those measured
during a typical physics fill as shown in Fig. 3. With a single
beam, the losses are significantly smaller. This is mainly due
to the suppression of the strong non-linear forces from the
beam-beam head-on interactions at the four collision points
and to a reduced e-cloud density in the presence of one beam
alone. Still a clear pattern along the trains is observed on the
measured loss rates. In particular it is possible to observe
that, with a single beam, the loss rate decreases significantly
after the 200-ns gap separating the three batches of a same
train, while this is not the case with two circulating beams.

This is due to a characterizing feature of the e-cloud in
the ITs, revealed by e-cloud build-up simulations shown
in Fig. 9, which is due to the fact that in these elements
the two beams circulate in the same vacuum chamber [12].
Figure 9 a shows that, with one circulating beam, the electron
density decays significantly between consecutive batches.
With two beams, instead, this does not happen since, during
the passage of the gap of one beam, bunches of the other
beam are present in the chamber. Comparing Fig. 9 a to
Fig. 8 and Fig. 9 b to Fig. 3, one can recognize the similarity
between the bunch-by-bunch pattern on the loss rate and the
electron density simulations.

Tests with a di�erent optics configuration
A confirmation of the fact that the losses are mainly driven

by the e-cloud in the ITs is given by a test conducted to
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(a)

(b)
Figure 9: E-cloud build-up simulations with a) one beam
and b) two beams in the common vacuum chamber of one
of the IT quadrupoles.

Figure 10: Bunch-by-bunch loss rates measured during a test
fill with higher V-functions in the arcs and lower V-functions
in the ITs.

validate a special beam optics configuration in preparation
for the LHC Run 3 [13, 14].

During the test, the V-functions in half of LHC arcs were
increased with respect to the configuration used for physics
fills while the V-function in the ITs was significantly de-
creased (as the test was performed with larger V-function at
the collision points). The measured bunch-by-bunch losses
are shown in Fig. 10 and are much lower compared to those
measured during typical physics fills as shown in Fig. 8.
This can be ascribed to the fact that a reduced V-function
at the ITs results in a weaker e�ect of the e-cloud at those
locations.

SIMULATION OF INCOHERENT
EFFECTS INDUCED BY ELECTRON

CLOUD
The modelling and simulation of incoherent e�ects driven

by e-cloud, has been addressed in the past by several authors.
Benedetto et al. in [15] use maps recorded from a macropar-
ticle simulation of the cloud dynamics to apply the e-cloud
forces on the beam particles at each turn. As the maps are
saved on a discrete grid, an interpolation scheme needs to
be used to compute the forces at each turn. In general, as
we will discuss in the following, the resulting kick can be-
come artificially non-symplectic, which is known to generate
artefacts on the simulated long-term dynamics of the beam
particles [16]. Symplectic kicks can be obtained by using
strongly simplified cloud distributions for which the kick
can be expressed analytically, as done by Ohmi et al. in [17]
or by Franchetti et al. in [18]. This approach on the other
hand does not allow a realistic modelling of the cloud distri-
bution, especially in the presence of dipolar and quadrupolar
magnetic fields. To obtain a realistic model of the non-linear
beam dynamics in the presence of e-cloud, which would
allow simulating the very long time scales involved in the
slow beam degradation illustrated in the previous section,
we developed a numerical scheme that allows to apply a
recorded field map in a way that preserves symplecticity.
This approach will be presented in the following subsec-
tions, together with some numerical examples.

The electron cloud kick
It is possible to show [19] that, in the ultra-relativistic

limit, the interaction of a beam particle with a short section
of accelerator can be modelled with a "thin lens" map having
the following form:
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V0
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%02

are canonically conju-
gate longitudinal variables, ⇢ is the energy of the particle,
⇢0, %0 are the energy and momentum of the reference parti-
cle respectively, V0 is the relativistic Lorentz factors of the
reference particle, @ is the charge of the interacting particle,
! is the length of the interacting e-cloud, and q(G, H, g) is
the scalar potential describing the e-cloud, which can be
obtained by solving a 2D Poisson problem.

For the simulation of collective instabilities driven by e-
clouds the kick on the longitudinal momentum is typically
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neglected and the kicks on the transverse momenta are com-
puted by interpolating linearly a map defined on a discrete
rectangular grid.

Although this algorithm is convenient to simulate instabil-
ities, it is not suited to simulate slow beam losses. Its biggest
drawback is the fact that the map is not symplectic for two
reasons. The first reason is that since q is dependent on all
three variables G, H, g, symplecticity is lost if the change in
?C is neglected. This however can easily be solved by simply
applying also the longitudinal kick in Eq. 6.

The second reason is the fact that linear interpolation
is used on a grid of derivatives of q, estimated with finite
di�erences. It is easy to show that the thin-lens map of
Eq. 1-6 is symplectic if [20]:
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These conditions would be satisfied automatically if the
functions mq

mG
,
mq

mH
,
mq

mg
were analytical derivatives of a well

behaved function q(G, H, g), while they are in general not
verified when using a linear interpolation scheme [20].

The conditions given by Eqs. 7 - 8, can be verified using a
“tricubic interpolation” scheme [21]. In each grid cell, the
potential q is approximated by a third order polynomial:
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where the coe�cients 08 9: change from cell to cell of the
three-dimensional grid in a way that ensures continuity of
the quantities:

⇢
q,

mq

mG

,

mq

mH

,

mq

mg

,

m
2
q

mGmH

,

m
2
q

mGmg

,

m
2
q

mHmg

,

m
3
q

mGmHmg

�
(11)

To find the 64 coe�cients 08 9: , the eight quantities of the
set in Eq. 11 must be provided in all of the eight vertices of
the cell. A finite di�erence scheme is employed to compute
the required derivatives.

Application to a PyECLOUD simulation and miti-
gation of numerical artefacts

The method described above has been tested on a map
generated by simulating the e-cloud dynamics using the PyE-
CLOUD code [22,23] (the initial distribution of electrons is
uniform and there is no externally applied magnetic field).
Figure 11 shows the horizontal field ⇢G = �

mq

mG
close to the

center of the chamber (G = 0.027f, H = 0, with f being the
r.m.s. beam size) as a function of the longitudinal coordinate
g, as derived with finite di�erences on the grid (black points)
and the result of the interpolation (red line).

Figure 11: Horizontal field with respect to the longitudinal
position for a beam particle close to the center of the beam
chamber, as obtained from a single macroparticle simulation
of the e-cloud dynamics.

Figure 12: Horizontal field with respect to the longitudinal
position for a beam particle close to the center of the beam
chamber, as obtained from the average of 1000 macroparticle
simulation of the e-cloud dynamics with di�erent random
seeds.

It is apparent that the simulation su�ers from noise, as it
can be expected from Particle-In-Cell macroparticle simula-
tions. The noise can be e�ectively mitigated by averaging
1000 simulations with di�erent random seeds. The result
of the averaging shown in Fig. 12 uncovers the clear and
physical structure of the modulated field produced by the
e-cloud dynamics.

The interpolation technique shows some shortcomings in
locations where the derivatives change rapidly. This can be
seen in Fig. 13 where the horizontal field ⇢G is drawn against
the horizontal position on the axial cut of the chamber (H = 0)
during the passage of the synchronous particle (g = 0).

The source of these artefacts was identified to be the insuf-
ficient accuracy of the derivatives evaluated with the finite
di�erence method. To acquire more accurate estimates of q
and its derivatives, we perform a linear interpolation of the
electron charge distribution on a finer grid and we obtain
a refined potential by solving Poisson’s equation on such a
grid. By applying the finite di�erence scheme on this new
solution we also obtain better estimates of the derivatives.

To limit the memory consumption though, the new quan-
tities
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kept on the original coarser grid. The result of this refine-
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Figure 13: Horizontal field with respect to the horizontal
position for a beam particle at H = 0, g = 0 before and after
performing the refinement procedure.

ment algorithm is shown by the blue trace in Fig. 13, where
it can be seen that the interpolation scheme no longer su�ers
from the “overshooting” artefacts [24].

To identify the e�ect of suppressing the artefacts, beam
particles are tracked through a linear one-dimensional ma-
chine with Courant-Snyder parameters UG = 2.3, VG =
120<, a tune of &G = 0.3 and a single e-cloud interaction.
The structure of the horizontal phase space (Poincaré map)
in normalized coordinates1 is shown in Fig. 14 a when us-
ing the kick without the refinement and in Fig. 14 b when
using the kick with the refinement. It is apparent that in
Fig. 14 a the phase space shows considerably more (artifi-
cial) irregular motion between resonance islands compared
to Fig. 14 b.

CONCLUSIONS

The measured loss rates observed at the LHC during 2018
collision fills exceeded by a significant fraction the expecta-
tions from luminosity burn-o�.

The analysis of the loss rate at a bunch-by-bunch level
shows that electron clouds are the main mechanism driving
the observed beam losses. Dedicated experiments showing
the sensitivity to the crossing angle, the behavior with a
single circulating beam and the e�ect of the optics configu-
ration, highlight the important role played by the e-cloud in
the ITs.

To model and simulate these e�ects, a direct approach
has been developed that uses symplectic maps based on a
tricubic interpolation scheme, which is applied to e-cloud
maps from macroparticle simulations. Special care had to
be taken to suppress macroparticle noise and avoid interpo-
lation artefacts. First tracking tests showed the importance
of addressing these issues to have a reliable simulation of
the beam particle motion.

1 The normalized coordinates ( Ĝ, ?̂G ) are related to the physical coordi-

nates (G, ?G ) through
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=

 1
p
VG
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UGp
VG

p
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G
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◆

(a)

(b)
Figure 14: Normalized phase space (Ĝ � ?̂G) of particles
tracked with the e-cloud map without (a) and with (b) the re-
finement procedure. Di�erent colors correspond to particles
tracked with di�erent initial conditions.
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