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Abstract 
 

This ICFA Mini-Workshop on “Mitigation of Coherent Beam Instabilities in Particle 
Accelerators" (MCBI2019) focused on all the mitigation methods for all the coherent beam 
instabilities, reviewing in detail the theories (and underlying assumptions), simulations and 
measurements on one hand, but on the other hand trying to compare the different mitigation 
methods (e.g. with respect to other effects such as beam lifetime) to provide the simplest and 
more robust solutions for the day-to-day operation of the machines. 
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Preface 
 

From 23 to 27 September, 2019, more than 90 world experts gathered in the small 
village of Zermatt in Switzerland for the ICFA mini-Workshop on “Mitigation of Coherent 
Beam Instabilities in Particle Accelerators” (MCBI 2019). The group photo was taken with the 
iconic Matterhorn mountain as background (Fig. 1). Three quarters of the participants came 
from Europe while the last quarter was split between North America and Asia. 

 

 
Figure 1: Group photo showing many of the 92 participants. 

 
The detailed program and talks are available via the workshop website: 

https://indico.cern.ch/event/775147/. We would like to thank all the sponsors 
(https://indico.cern.ch/event/775147/attachments/1797894/3222764/Sponsors.pdf), who with 
their contributions made it possible to organize the workshop in this beautiful location: 
ARIES1, CHART (Swiss Accelerator Research and Technology), the FCC study, the HL-LHC 
project, ICFA, the LHC Collimation project and the University of Sannio (where the previous 
workshop of the series took place). CHART together with EPFL supported and sponsored the 
students’ participation to the workshop by offering a reduced registration fee and the best 
student poster prize. 

																																																								
1 Funded under H2020-EU.1.4.1.2., grant agreement ID: 730871 (https://cordis.europa.eu/project/id/730871) 
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A GENERAL OVERVIEW OF THE MCBI 2019 ICFA MINI-WORKSHOP 

E. Métral† and G. Rumolo, CERN, Geneva, Switzerland                                                                      
T. Pieloni, EPFL, Lausanne, Switzerland 

Abstract 
After the ICFA Mini-Workshop on “Electromagnetic 

Wake Fields and Impedances in Particle Accelerators" 
(organised by Vittorio Vaccaro, Maria Rosaria Masullo 
and Elias Métral) held in Erice (Sicily) from 24 to 
28 April, 2014, and the ICFA Mini-Workshop on "Imped-
ances and Beam Instabilities in Particle Accelerators" 
(organised by Giovanni Rumolo, Maria Rosaria Masullo 
and Stefania Petracca), held in Benevento (Italy) from 18 
to 22 September, 2017, this third workshop of the series 
was organised jointly between CERN and EPFL and it 
took place in Zermatt (Switzerland) from 23 to 27 Sep-
tember, 2019. 

This ICFA Mini-Workshop on “Mitigation of Coherent 
Beam Instabilities in Particle Accelerators" (MCBI2019) 
focused on all the mitigation methods for all the coherent 
beam instabilities, reviewing in detail the theories (and 
underlying assumptions), simulations and measurements 
on one hand, but on the other hand trying to compare the 
different mitigation methods (e.g. with respect to other 
effects such as beam lifetime) to provide the simplest and 
more robust solutions for the day-to-day operation of the 
machines. 

INTRODUCTION 
The programme of the MCBI 2019 workshop was made 

with the active participation of the 27 members of the 
International Advisory Committee. It was sponsored and 
supported by ICFA, the LHC Collimation project, the 
FCC study, CHART (Swiss Accelerator Research and 
Technology), the HL-LHC project, ARIES and the Uni-
versity of Sannio (where the previous workshop of the 
series took place). 

The workshop was attended by 92 participants, with 
12% of students, who came from all over the world and 
who shared their experience to address the various sub-
jects of the workshop. Beam stabilization is an increasing-
ly interesting subject across the accelerator community, 
with new challenging beam parameters targeted for future 
or upgraded accelerators (high beam current, low emit-
tance, ultra-short bunches, tight bunch spacing) and the 
following questions were therefore raised: 
• Which tools do we have to ensure that new and 

upgraded machines are able to operate within their 
desired beam parameter range? 

• Is the current modeling of all these items satisfac-
tory or should it be improved in any of the cases? 

• Are we covering all types of instabilities? 
• What are the limits of current active feedback sys-

tems? 

• Can we rank the methods to introduce stabilizing 
Landau damping? 

• How far can we take impedance identification and 
reduction? 

• Can we always disentangle the stabilizing effect of 
Landau damping from that of head-tail dephasing? 

• Are there alternative and efficient ways to intro-
duce Landau damping (e.g. beam-beam collisions, 
electron lens, RFQ)? 

• Can we fold in new techniques of machine learn-
ing? 

• Etc. 

MCBI 2019 WORKSHOP DEDICATED  
TO Y.H. CHIN AND A. HOFMANN 

The MCBI 2019 workshop was dedicated to two out-
standing accelerator physicists, who recently passed away 
(https://cds.cern.ch/record/2668914/files/vol59-issue2-
p059-e.pdf): Yong Ho Chin (Fig. 1) and Albert Hofmann 
(Fig. 2)  

Yong Ho Chin obtained his PhD in accelerator physics 
from University of Tokyo (Japan). He was a leading theo-
retical accelerator physicist from KEK and he made nu-
merous essential contributions in the fields of beam-
coupling impedances, coherent beam instabilities, RF 
klystron development, space-charge and beam-beam 
collective effects. His name is linked, in particular, to 2 
computer codes he wrote and which have been widely 
used over the past decades: MOSES (MOde-coupling 
Single bunch instabilities in an Electron Storage ring) and 
ABCI (Azimuthal Beam Cavity Interaction). Since No-
vember 2016, he has been the chair of the ICFA beam 
dynamics panel. 

Albert Hofmann performed his studies at ETH Zurich 
(Switzerland) and first worked on the Cambridge Electron 
Accelerator (CEA) at Harvard. He had a lifelong interest 
in the new discipline of Synchrotron Radiation, which he 
explained in detailed in his book “The Physics of Syn-
chrotron Radiation”. He moved to CERN to work on the 
ISR collider and when the ISR was closed, he returned to 
the USA, accepting a professorship at Stanford, where he 
could work on SLC. He came back to CERN to work on 
LEP and served as advisor for a number of synchrotron- 
radiation facilities. Albert gave many inspiring lectures at 
the CERN Accelerator School, simplifying, as only he 
could, some of the most difficult concepts in accelerator 
physics. 

 
 

 ______________________________________________  

† Elias.Metral@cern.ch 
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Figure 1: Picture of Yong Ho Chin who passed away in 
2019. 

 
Figure 2: Picture of Albert Hofmann who passed away in 
2018. 

WORKSHOP STRUCTURE AND TOPICS 
During the four-day workshop, 56 talks were given dis-

tributed in 8 sessions set up by the 27 members of the 
International Advisory Committee: (1) Review of beam 
instability mechanisms and mitigations, convened by 
G. Rumolo (CERN); (2) Landau and BNS damping, con-
vened by E. Métral (CERN); (3) Optics and RF knobs, 
convened by E. Shaposhnikova (CERN); (4) Feedbacks, 
convened by G. Stupakov (SLAC); (5) Identification and 
reduction of instability sources, convened by M. Zobov 
(INFN LNF); (6) Diagnostics for instability observations, 
convened by T. Pieloni (EPFL); (7) Interplay between 
coherent and incoherent effects, convened by G. Fran-

chetti (GSI); (8) Future challenges for MCBI, convened 
by F. Zimmermann (CERN). 

In addition to the talks, 24 posters were presented. Stu-
dent posters, 14 in total, have participated to the “Best 
Student Poster Award”, which was awarded to M. Schenk 
(Fig. 3). The Poster Award Committee was composed of 
all the session conveners and was chaired by Q. Qin 
(IHEP). 

 

 
Figure 3: “Best Student Poster Award” awarded to 
M. Schenk for his work on “Longitudinal- to-transverse 
Landau damping: RFQ (or Q”)”. Next to him: Q. Qin 
(IHEP), chair of the Poster Award Committee. 

DISCUSSIONS AND OUTCOME 
Beam instabilities, and their mitigation, cover a wide 

range of effects in particle accelerators and they have 
been the subjects of intense research for several decades. 
As the machines performance was pushed new mecha-
nisms were revealed and nowadays the challenge consists 
in studying the interplays between all these intricate phe-
nomena, as it is very often not possible to treat the differ-
ent effects separately.  

The beam coupling impedance is the first cause of co-
herent beam instabilities but many other mechanisms are 
important to take into account to quantitatively describe 
the observed instability mechanisms and thresholds of our 
particle accelerators. And not only all these mechanisms 
have to be understood separately, but all the possible 
interplays between the different phenomena need to be 
analyzed in detail, including the beam coupling imped-
ance (both driving and detuning ones in the transverse 
planes), the linear and nonlinear chromaticity, the trans-
verse damper (including a detailed description versus 
frequency of the gain, the bandwidth and the noise), the 
Landau octupoles (and other intrinsic nonlinearities), 
space charge, beam-beam (with both long-range and 
head-on effects for colliders), electron cloud or/and ions, 
linear coupling strength, tune separation between the 
transverse planes (bunch by bunch), tune split between 
the two beams (bunch by bunch, for colliders), transverse 
beam separation between the two beams (for colliders), 
noise, etc. 
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For existing machines, trying to push the machine per-
formance usually requires a detailed impedance model 
and a systematic analysis to identify the main contributors 
and reduce their impedance, which requires a lot of time 
and resources. In case of instabilities due to additional 
electrons or ions, all the methods to try and re-
duce/suppress the later should be put in place (it is worth 
noting for instance that nanostructuring of material sur-
faces by laser ablation is a well-established science and 
manufacturing with more than 25 years of experience). In 
many machines, longitudinal and transverse feedbacks 
exist and realistic modellings of them need to be included 
in the beam stability analyses, as they considerably modi-
fy both coupled-bunch and single-bunch motions (it is 
worth noting that in some machines, many feedbacks are 
used: 35 feedback loops are used for instance in the 
CERN PS machine for the LHC-type beams!). Feedbacks 
are working very well but they cannot, at the moment 
(this might change in the future if we succeed to reach the 
necessary bandwidth), damp all types of instabilities. And 
in some cases, destabilising effects from feedbacks can 
also be observed. Therefore, the next step is to optimise 
the machine linear and nonlinear optics (tunes, linear and 
nonlinear chromaticity, amplitude detuning, linear cou-
pling, transition energy, etc.) and the RF knobs (such as 
RF voltage or controlled longitudinal emittance) and rely 
on Landau damping. However, a trade-off between coher-
ent beam stability and single-particle stability (i.e. dynam-
ic aperture) needs to be found and all the sources of Lan-
dau damping should be considered and studied carefully 
together: some interplays can be beneficial and some 
others can be detrimental. Furthermore, it was recently 
found that the stability diagram (deduced from the analy-
sis of Landau damping for independent coherent beam 
modes) can significantly evolve with time in the presence 
of noise, which could then be detrimental to the “long-
term” beam stability. Landau octupoles are usually used 
to provide Landau damping in the transverse plane but 
some other proposals have been made, such as using 
beam-beam (long-range and/or head-on) in colliders, or 
an electron lens (which is doing something similar in non-
collider rings), or an RFQ (which has a similar effect as 
the second-order chromaticity Q”, providing longitudinal-
to-transverse Landau damping). I. Hofmann, the chair of 
the ICFA Beam Dynamics panel, motivated the whole 
community to work more on the effect of Landau damp-
ing, as there is still a lot to be done on Landau damping 
and its possible loss, looking in more detail to theories, 
simulations and measurements (e.g. with BTF, Beam 
Transfer Function, or, as recently proposed, using an anti-
damper as a controlled source of impedance). 

For future machines, it is recommended to try and inte-
grate all the above aspects already in the design stage, i.e. 
reduce as much as possible the impedance and electron 
cloud (surface) effects (in close collaboration with all the 
equipment groups) and optimise the optics design by 
including already from the beginning all the collective 
effects (such as IBS, etc.). 

Finally, knowledge transfer and collaboration between 
experts and operations are key to ensure that all the teams 
are moving in the same direction to produce stable beams. 

CONCLUSIONS AND FUTURE 
After a first workshop in 2014 on impedances and a se-

cond workshop in 2017 on impedances and instabilities, 
this third workshop of the series on instability mitigations 
closed the loop and provided a great platform to expose 
and debate all the scientific questions raised above.  

Beam instabilities and their mitigation have been stud-
ied for several decades and many intricate phenomena 
have been revealed. They were very often treated sepa-
rately in the past but since some time the need to study 
several mechanisms together appeared, to try and better 
explain the reality of our accelerators. With the increasing 
power of our computers this becomes easier but the need 
to continue and develop theories remains, to have a better 
understanding of the interplays between all these effects, 
which is the current challenge in the study of beam insta-
bilities.  

The subject of beam instabilities in particle accelerators 
is far from being exhausted and the community is moti-
vated to exchange experience and join efforts to advance 
further. The amount of open questions, the continuing 
progress recorded on different fronts and the promising 
outlook of many studies in terms of development and 
search for solutions fully legitimate the quest to pursue 
this series of workshops and to envisage a continuation in 
two or three years’ time. More information on this work-
shop, including program and slides of the single talks, can 
be found on the web site of the workshop 
(https://indico.cern.ch/event/775147/). 
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REVIEW OF IMPEDANCE-INDUCED INSTABILITIES AND THEIR
POSSIBLE MITIGATION TECHNIQUES∗
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Abstract
In this paper, some important impedance-induced insta-

bilities are briefly described for both the longitudinal and
transverse planes. The main tools used nowadays to predict
these instabilities and some considerations about possible
mitigation techniques are also presented.

INTRODUCTION
The first studies of impedance-induced instabilities were

developed in mid-end 60s, with the initial concepts regarding
dispersion relations and coupling impedance described in
the first works of V. Vaccaro and A. M. Sessler [1, 2]. In the
following years, many influential researchers made the his-
tory of this important, intriguing, and always in fashion topic
of particle accelerators. Over these 50 years a considerable
amount of papers has been, and continues to be, published.
Among them, without the intention of being exhaustive, we
suggest to the reader the following references: [3–14].

In this paper we try to summarise the work done so far
and the tools which are used nowadays to predict these
impedance-induced instabilities. Of course, due to the vast-
ness of the subject, we have to cut some of the many in-
teresting effects that have been studied and, for others, we
will just mention some aspects. Moreover, we focus only on
instabilities in circular machines.

SOME USEFUL DEFINITIONS
When a beam of charged particles traverses a device which

is not a perfect conductor or is not smooth, it produces elec-
tromagnetic fields that perturb the following particles. Differ-
ently from the fields generated by magnets and RF cavities,
these ones depend on beam intensity and their amplitude
cannot be easily changed.

These fields are generally described in time domain
through the concept of wake field, or, in frequency domain,
by its Fourier transform, called coupling impedance. Their
importance is due to the fact that, under some conditions,
they can induce instabilities. Referring to Fig. 1, let us
consider two charges, a leading one (the source) 𝑞1, in the
position (𝑧1, ®𝑟1), which, interacting with an accelerator de-
vice (the red shape that we suppose of cylindrical symmetry),
produces an electromagnetic field and therefore a Lorentz
force on a test charge 𝑞 following at a distance Δ𝑧 = (𝑧1 − 𝑧)
and with a transverse displacement from the ideal orbit ®𝑟.
∗ This project has received funding from the European Union’s Horizon

2020 Research and Innovation programme under Grant Agreement No
730871.

† mauro.migliorati@uniroma1.it

Figure 1: Sketch used for the definition of wake fields.

With this geometry, by using the rigid beam approxima-
tion (the distance between the two charges remains constant
inside a device) and the impulse approximation (what it
cares is the impulse) [15, 16], the effects of the longitudinal
and transverse components of the Lorentz force can be sepa-
rated. In the longitudinal plane the effect is summarised in
an energy change:

𝑈 (Δ𝑧) =
∫

device
𝐹∥𝑑𝑠 → 𝑤 ∥ (Δ𝑧) = −𝑈 (Δ𝑧)

𝑞𝑞1
(1)

while in the transverse plane we have a momentum kick:

®𝑀 (®𝑟,Δ𝑧) =
∫

device
®𝐹⊥𝑑𝑠 → ®𝑤⊥ (Δ𝑧) = 1

𝑟

®𝑀 (®𝑟,Δ𝑧)
𝑞𝑞1

(2)

Here 𝑤 ∥ and ®𝑤⊥ are defined as the longitudinal and the
transverse dipole wake functions. For Eq. (2) we have sup-
posed a cylindrically symmetric structure and the speed of
light, otherwise also another term, called quadrupolar wake
field, would have been necessary [17–20].

VLASOV SOLVERS AND SIMULATION
CODES

The tools used to simulate the effects of wake fields on
beam dynamics have been improved over the years, also
thanks to the increased computing power. The fundamental
idea to deal with these effects is quite simple: we start from
the motion of a single particle inside an accelerator and
include the Lorentz force due to all the others. This basic
and simple idea has, however, its limits. Generally a bunch
contains 1010 − 1012 charges, requiring the same number
of equations of motion to be integrated in time. Of course,
even with the computing resources available nowadays, this
is still not possible. Therefore two approaches are generally
used:
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1. at one extreme we consider a continuous distribution
function describing the motion of a beam as a superposi-
tion of coherent modes of oscillation. This leads to the
Vlasov (or Fokker Plank) equation (and corresponding
solvers [21, 22]);

2. on the opposite side, we simplify the problem and
reduce the number of equations by using simulation
codes, which track, in time domain, about 106 − 107

macro-particles, taking into account their electromag-
netic interactions by using the concept of wake field.

These two methods have pros and cons. For example, while
Vlasov solvers in some cases may present issues related to
the number of coherent modes to take into account (a con-
vergence study is necessary), simulation codes could give
non-physical results due to noise produced by the discretiza-
tion with macro-particles. Moreover, with tracking codes
we can simulate any complex case while with Vlasov solvers
we are limited to simpler cases. However, with tracking
simulations we might miss some instabilities which would
develop after the total simulated time, while with Vlasov
solvers we know if the beam (some modes) will become
unstable or not. It is important to remind, however, that, in
parallel, simple models, as the two-particle one, have been
developed to describe in a simple way some instabilities.
These models allow to understand many physical aspects
with quite manageable expressions.

Concerning the Vlasov equation, it describes the collec-
tive behaviour of a system of multiple particles under the
influence of electromagnetic forces. Strictly speaking, the
Vlasov equation is valid only for proton beams when we
can ignore diffusion or damping effects. For electron, for
example, synchrotron radiation cannot be neglected and, in
this case, we have to use the Fokker-Plank equation that, for
the longitudinal plane, can be written as [23]

𝜕𝜓

𝜕𝑡
+ 𝜕𝜓
𝜕𝑞

𝜕𝐻

𝜕𝑝
− 𝜕𝜓

𝜕𝑝

𝜕𝐻

𝜕𝑞
= 𝐴

𝜕

𝜕𝑝
(𝜓𝑝) + 𝐷

2
𝜕2𝜓

𝜕𝑝2 (3)

where 𝜓 is the longitudinal phase space distribution function,
𝐻 is the Hamiltonian of the system, 𝑡 is the time, (𝑞, 𝑝) is a
set of canonical longitudinal coordinates (as, for example,
time and energy offset), 𝐴 and 𝐷 depend on the synchrotron
radiation and are related, respectively, to the damping and
diffusion coefficients. When the left-hand side of the equa-
tion is equal to zero, i. e. the local particle density in phase
space is constant, Eq. (3) becomes the Vlasov equation. If
we want to treat the transverse plane, we need to consider a
4D phase space and Eq. (3) will contain other terms.

This equation can be solved in the stationary condition:
𝜕𝜓/𝜕𝑡 = 0. This leads to the so called Haissinski equa-
tion [24], valid for electrons, which is an integral equation
that, in presence of the wake fields, gives the potential well
distortion: the zero current distribution changes according
to the bunch intensity and to the kind of wake field. As an
example, in the left-hand side of Fig. 2 we have reported the
solution of the equation for a broad band resonator coupling

impedance at different intensities starting from an unper-
turbed Gaussian distribution. On the right-hand side of the
same figure, the results from the simulation code SBSC [25]
are shown. Further examples of the bunch shape distortion
due to some other impedances (resistive, capacitive and in-
ductive) can be found in [26].

For proton beams, instead of the Haissinski equation, the
solution of the Vlasov stationary equation 𝜓0 (𝑞, 𝑝) is any
function of the Hamiltonian 𝐻0 (𝑞, 𝑝). On its turn, 𝐻0 (𝑞, 𝑝)
depends on the wake fields and, in the end, we have, similarly
to electrons, a potential well distortion.

Instead of a continuous function, simulation codes track,
in time domain, some macro-particles representing the
whole bunch. Let us consider, for simplicity, only the lon-
gitudinal plane, with an energy exchange due to a single
RF system, the wake field and the synchrotron radiation.
Similar equations can also be written in the transverse plane.
Under these conditions, for each macro-particle 𝑖, we have
two equations, which can be written as

Δ𝜀𝑖 =
𝑞𝑉𝑅𝐹 (sin 𝜑𝑖 − sin 𝜑𝑠)

𝐸𝑠
+

−𝑞𝑉𝑤 𝑓 (𝜑𝑖) + 𝑅(𝑇0)
𝐸𝑠

− 2
𝑇0
𝜏𝑠
𝜀𝑖 (4)

Δ (𝜑𝑖 − 𝜑𝑠) = −2𝜋ℎ𝜂
𝛽2 𝜀𝑖 (5)

where Δ means the variation of a given quantity in one inte-
gration step 𝑇0 (that can be one revolution turn for example),
𝜀𝑖 is the normalised energy difference with respect to the
synchronous particle, 𝑞 is the particle charge, 𝑉𝑅𝐹 is the
RF peak voltage, 𝜑𝑖 is the particle phase with respect to the
RF, 𝜑𝑠 is the synchronous phase, 𝑅 is a stochastic variable
changing at each integration step and taking into account the
fact that the electromagnetic radiation occurs in quanta of
discrete energy, 𝐸𝑠 is the synchronous particle energy, 𝜏𝑠 is
the longitudinal damping time, ℎ is the harmonic number, 𝜂
is the slippage factor, 𝛽 is the relativistic velocity factor, and
the effect of the wake field, which couples the equations to
those of all the other macro-particles, is given by the beam
induced voltage

𝑉𝑤 𝑓 (𝜑𝑖) = 𝑄𝑡𝑜𝑡
𝑁𝑚

𝑁𝑚∑
𝑗=1
𝑤 ∥ (𝜑𝑖 − 𝜑 𝑗 ) (6)

with 𝑄𝑡𝑜𝑡 the total bunch charge and 𝑁𝑚 the number of
macro-particles. We have also considered that 𝜑𝑖−𝜑𝑠 > 0 for
a particle behind the synchronous one, that is with positive
time delay.

Since Eq. (6) has to be evaluated for each of the 𝑁𝑚 macro-
particles, then (𝑁𝑚−1)𝑁𝑚/2 operations are needed for each
time step. In order to reduce the computing time and only for
the evaluation of the wake field effects, the bunch is generally
divided into 𝑁𝑠 slices (𝑁𝑠 < 𝑁𝑚), and the beam induced
voltage is calculated at the centre of each slice 𝑖′ such that

𝑉𝑤 𝑓 (𝜑𝑖′) = 𝑄𝑡𝑜𝑡
𝑁𝑚

𝑁𝑠∑
𝑗′=1

𝑛 𝑗′𝑤 ∥ (𝜑𝑖′−𝜑 𝑗′) (7)
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Figure 2: Longitudinal electron distribution distorted by a broad band resonator for four different intensities. Left: analytical
results, right: SBSC simulation code. With increasing intensity the shape is more distorted from the unperturbed Gaussian
distribution. The plot has to be considered in a qualitative way since the distortion depends not only on the intensity, but
also on the impedance and other machine parameters.

with 𝑛 𝑗′ the number of macro-particles in the slice 𝑗 ′. To
obtain the induced voltage for each macro-particle, an inter-
polation on the Eq. 7 is used. As shown in the right-hand
side of Fig. 2, simulation codes, for the stationary case, give
the same results as the analytical approach.

INSTABILITIES IN CIRCULAR
ACCELERATORS

For the study of instabilities in circular accelerators, it
is convenient to separate the longitudinal and transverse
planes as we did for the wake field described by Eqs. (1) and
(2). Moreover, for each plane, we generally distinguish be-
tween the single-bunch effects, generated by the short-range
wake field, which has, in the corresponding frequency do-
main, coupling impedances with a poor frequency resolution
(broad-band impedance), and the multi-bunch (or multi-turn)
effects produced by long-range wake fields or, in frequency
domain, by high quality (often unwanted) resonant modes.

Let us first consider single-bunch effects at low inten-
sity in the longitudinal plane. As already discussed in the
previous section, the effect in this case is a distortion of
the distribution function that depends on the bunch current.
There exists a bunch distribution which corresponds to the
stationary solution of the Vlasov, or the Fokker-Plank, equa-
tion. There is a different behaviour between protons and
electrons since, in the first case, we can neglect the effects
of synchrotron radiation, and the bunch length and energy
spread change with intensity in such a way to preserve the
longitudinal emittance, as shown in Fig. 3, left-hand side.
For electrons, instead, shown in the right-hand side of the
same figure for two different initial bunch lengths, the en-
ergy spread remains constant, due to an equilibrium between
radiation damping and quantum fluctuations noise, while
the potential well distortion changes the bunch length (and
shape).

In both cases we can observe an intensity threshold above
which the longitudinal emittance (for protons) or the energy
spread (for electrons) start to increase. Above this threshold
we are in the so-called microwave instability regime, charac-
terised by an anomalous increase of bunch length and energy
spread. In some cases, longitudinal oscillations of the bunch
are observed (no stationary solution exists). However, for
this kind of longitudinal instability, typically there are no
beam losses.

To study analytically the single-bunch instabilities in the
longitudinal plane (but the same method is also valid in
the transverse plane), the steps to do can be summarised as
follows:

1. use a perturbation method and write the phase space
distribution as 𝜓(𝑞, 𝑝; 𝑡) = 𝜓0 (𝑞, 𝑝) + Δ𝜓(𝑞, 𝑝; 𝑡);

2. use, as canonical longitudinal coordinates, the action-
angle coordinates (𝐼, 𝜙) and consider the perturbation
as sum of azimuthal coherent modes 𝑅𝑚 (𝐼) oscillating
with an unknown coherent frequency Ω:

Δ𝜓(𝑞, 𝑝; 𝑡) =
∞∑

𝑚=−∞
𝑅𝑚 (𝐼)𝑒𝑖𝑚𝜙𝑒−𝑖Ω𝑡 ; (8)

3. consider the instability produced by the wake fields
excited only by the perturbation (not by the stationary
distribution);

4. from the Valsov equation, the so-called Sacherer inte-
gral equation is then obtained (the multi-bunch case
can be treated in a similar way);

5. solve the integral equation: there are several methods
to obtain the solution [5]. For example it is possible to
expand each azimuthal mode 𝑅𝑚 (𝐼) in terms of a set
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Figure 3: Bunch length, energy spread and longitudinal emittance vs bunch intensity for a case with protons (left). Bunch
length and energy spread vs bunch intensity for electrons (right) for two different initial bunch lengths.

of orthonormal functions 𝑔𝑚𝑘 (𝐼) with unknown am-
plitude 𝛼𝑚𝑘 and a proper weight function𝑊 (𝐼) which
depends on (the derivative of) the stationary distribu-
tion:

𝑅𝑚 (𝐼) = 𝑊 (𝐼)
∞∑
𝑘=0

𝛼𝑚𝑘𝑔𝑚𝑘 (𝐼); (9)

6. from Eq. (9) an infinite set of linear equations is ob-
tained. The eigenvalues represent the coherent frequen-
cies and the eigenvectors the corresponding modes:

(Ω − 𝑚𝜔𝑠)𝛼𝑚𝑘 =
∞∑

𝑚′=−∞

∞∑
𝑘′=0

𝑀𝑚𝑚′
𝑘𝑘′ 𝛼𝑚′𝑘′ . (10)

For low intensity, we ignore the coupling of radial modes
that belong to different azimuthal families (𝑚 = 𝑚′), the
matrix of the eigenvalue system is Hermitian, the eigenvalues
are always real and no instability occurs (this is true only
in longitudinal plane). Only coupled-bunch instabilities
(interaction with high Q resonators) can occur if we consider
single azimuthal modes. At high intensity, however, mode
coupling can occur by taking into account different azimuthal
modes. An example of this behaviour is shown in Fig. 4,
where we have reported, in black, the coherent frequencies
of the first azimuthal modes as a function of bunch intensity,
as given by GALACLIC Vlasov solver [27] for a broad-band
resonator impedance. From the figure, with the parameters

used for this case, we observe a mode coupling of modes 6
and 7 around 1.3×1011 particles per bunch.

Figure 4: Real part of longitudinal coherent frequency nor-
malised to the synchrotron frequency vs bunch intensity for
a broad-band resonator impedance.

In the same figure we have also shown the results from
a simulation code [28] which predicts a similar behaviour
even with some small differences. It is important to stress,
however, that, for the Vlasov solver, we considered here
the simplest model of potential well distortion where the
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synchronous phase shift vs bunch intensity is neglected, i.e.
the shape of the longitudinal distribution is conserved. The
effect of the full potential well distortion should be studied
in the future.

For proton machines, the synchrotron tunes are in general
much smaller than those in electron machines. As a conse-
quence, when considering collective instabilities, in some
cases the synchrotron period of protons can be neglected
because it is much longer than the instability growth times.
Moreover, the wavelength of the perturbation producing the
instability is often of the size of the radius of the vacuum
chamber, which is usually much shorter than the length of
the proton bunch. Therefore, proton bunches, in some cases,
can be viewed locally as coasting beams in many instabilities
considerations. Boussard [29] suggested to apply the same
criterion of coasting beams (Keil-Schnell) [30] to bunched
beams, obtaining a threshold current of

𝐼𝑡ℎ =

√
2𝜋 |𝜂 | (𝐸𝑠/𝑒)𝜎2

𝜀𝜎𝑧
𝑅 |𝑍 ∥/𝑛|

(11)

where 𝜎𝜀 is the RMS energy spread, 𝜎𝑧 the RMS bunch
length, and |𝑍 ∥/𝑛| the coupling impedance evaluated at the
𝑛𝑡ℎ harmonic of the revolution frequency. In this case the
microwave instability is not due to a mode coupling but
each single revolution harmonic can be considered as an
independent mode. The Boussard criterion can be a good
indicator on how to cope with the microwave instability and
where to act to mitigate such effect.

For the transverse plane the procedure is similar to the
longitudinal one with few differences:

• the bunch is supposed to have only a dipole moment in
the transverse plane;

• this dipole moment is not constant longitudinally, but
it has a structure which depends on the longitudinal
mode number 𝑚;

• the modes are called transverse modes, but the trans-
verse structure is a pure dipole and the main task is to
find their longitudinal structure;

• the Vlasov equation needs to take into account both
the transverse and the longitudinal phase spaces. For-
tunately, however, in several cases, the transverse struc-
ture of the beam is simple.

The eigenvalue system that is obtained from the Vlasov
equation in the transverse plane is

(Ω − 𝜔𝛽 − 𝑚𝜔𝑠)𝛼𝑚𝑘 =
∞∑

𝑚′=−∞

∞∑
𝑘′=0

𝑀𝑚𝑚′
𝑘𝑘′ 𝛼𝑚′𝑘′ , (12)

with 𝜔𝛽 the angular betatron frequency. The matrix ele-
ments, in this case, depend also on chromaticity. When
chromaticity is zero, similarly to the longitudinal plane, the
only instability for low intensity beams is due to high Q res-
onators. However, if the chromaticity is different from zero,

differently from the longitudinal plane, single azimuthal
modes can be unstable producing the so called head-tail in-
stability. This is not an intensity threshold mechanism, and
it is due to the coupling of the real part of the transverse
impedance at negative frequency with the coherent modes
shifted from the origin due to the chromaticity, as shown,
for example, in Fig. 5 for the resistive wall impedance. In
the figure, indeed, a positive chromaticity above transition
shifts the coherent modes toward the positive frequency side.
In this situation, the mode 𝑚 = 0 becomes stable but mode
|𝑚 | = 1 is unstable because it samples a real part of the
impedance in the negative frequency range higher than that
at positive frequencies.

Figure 5: Sketch of the real part of a resistive wall impedance
vs frequency together with the first two coherent modes of
oscillation.

In addition to the head tail instability, at high intensity,
mode coupling can occur for zero chromaticity, as shown in
Fig. 6 where we have reported, as for the longitudinal case,
a comparison between the GALACTIC Vlasov solver [27]
and the PyHEADTAIL simulation code [31]. In this case an
excellent agreement has been reached (for both the real and
imaginary parts of the coherent frequency shifts).

SOME CONSIDERATIONS ABOUT
MITIGATION TECHNIQUES

A very effective way to mitigate any kind of impedance-
induced instability is, of course, that of reducing the machine
coupling impedance. This can be achieved, for example, by
tapering abrupt transitions, by avoiding electrical discon-
tinuities, by shielding unwanted parasitic cavities, and so
on. However, there could be cases in which these measures
are not possible (or are insufficient). As further comments
about mitigation, in the longitudinal plane we observe that
no feedback systems can be used to suppress the microwave
instability. However, the Boussard criterion can give im-
portant indications on how to cope with this instability. For
example the increase of momentum compaction (which can
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Figure 6: Real part of transverse coherent frequency nor-
malised to the synchrotron frequency vs bunch intensity.

be considered a strong factor), of energy spread (heating the
bunch, e.g. with wigglers in electron machines) are effective
means to increase the instability threshold. It is also im-
portant to note that some machines work in the microwave
instability regime. For the transverse plane, in general the
lattice choice is quite a strong factor to mitigate the instabil-
ities by acting on: tunes, linear and nonlinear chromaticity,
coupling, tune dependence on the oscillation amplitude etc.
Feedback systems can be used for both proton and electron
beams, and they are working very well for coupled-bunch
instabilities, as discussed below.

A particular mention needs the coupled-bunch instability
due to high quality resonant modes. The analytical treat-
ment is similar to the single-bunch case, with an additional
index in the coherent modes taking into account the coupled-
bunch oscillations. This kind of instability leads to a loss
of the beam in both planes if mitigation techniques are not
used. For example in Fig. 7 we show the growth rates of the
coherent coupled-bunch modes for a case with 7 bunches
(modes from 0 to 6) by considering a bunch as a point charge
(left-hand side).

We can see that some coherent modes are unstable, others
are not excited, and others are stable. If we use a bunch
with a given length (right-hand side), due to a spread in the
synchrotron tunes within a bunch caused by the non linear-
ities of RF system, there is a Landau damping stabilizing
the modes [28]. The effect, of course, depends on bunch
length. Other mitigation techniques for this instability con-
sist in damping unwanted resonant high quality modes, in
using a feedback system, in recurring to a higher harmonic
cavity (Landau cavity), both active or passive, in recurring
to a RF voltage modulation which creates non-linear res-
onances which redistribute the longitudinal distribution in
phase space reducing the density in the bunch core and thus
decoupling the multi-bunch motion, or, finally, in recurring
to uneven fill of the beam [32] which changes the bunch
spectrum.

Finally, we observe that sometimes interplay with other ef-
fects can have a beneficial role in suppressing the impedance
related instabilities. For example, the Landau damping due

to beam-beam interaction helps in the damping of both trans-
verse [33,34] and longitudinal [35] instabilities, and in the
future supercolliders, FCC-ee [36] and CEPC [37], the en-
ergy spread due to beamstrahlung in beam-beam collision
helps increasing the microwave instability threshold [38].

More details about mitigation techniques can be found in
the talks of this Workshop.

CONCLUSIONS
In this paper some impedance-induced instabilities have

been shortly reviewed. We focused principally on the longi-
tudinal and transverse single-bunch instabilities. However
the subject is very broad and this short discussion cannot do
justice of the high quality and large amount of work that has
been done since the first pioneering works of mid-end 60s.
A short, non exhaustive list of arguments that have not been
touched is the following: coasting beam instabilities (as neg-
ative mass instability), not relativistic beams, space charge
effects (which are not strictly impedance-induced instabili-
ties), Landau damping and dispersion integrals, saw-tooth
instabilities for electrons, Robinson’s instability, transition
crossing, impedance effects in LINACS, such as the beam
break-up instability, the microbunching instability in RF
and magnetic compressors, other impedance-induced effects
which are not real instabilities but can influence the machine
performances (as the effect of detuning impedance, beam
energy spread in LINACS and so on).

The subject of impedance-induced instability is one of
the main topics for modern high performance accelerators.
Even if the roots of this subject are more than 50 years old, it
is still a cutting-edge in the beam physics. Many researchers
have been working over the years on this subject and very
elegant and well-established theories have been proposed
explaining many experimental observations. In some cases
we still need to study in more detail the interplay among
different mechanisms (e.g. with optics) and in particular we
need to better understand some mitigation techniques.

The best proof about our comprehension of these insta-
bilities is that particle accelerators work and are successful.
After 50 years, this couldn’t be only a coincidence. However,
there are still “dark sides” that have to be illuminated by the
young generation, which, we hope, will continue the work
with the passion that has marked so far the protagonists of
this fascinating subject.
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Space Charge Effects for Transverse Collective Instabilities in Circular Machines

A. Burov∗
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(Dated: May 18, 2020)

A brief historical review is presented of progressing understanding of transverse coherent insta-
bilities of charged particles beams in circular machines when both Coulomb and wake fields are
important.

I. INTRODUCTION

Fifty years ago, the first significant publication was
presented on transverse collective instabilities of space-
charge-dominated beams in circular machines; it was a
CERN preprint of G. Merle and D. Möhl “The stabi-
lizing influence of nonlinear space charge on transverse
coherent oscillations” [1]. A relatively simple equation
of motion was suggested there as something obvious. Al-
though it was, strictly speaking, neither obvious nor even
quite correct, as further studies have shown, it played
and continues to play an extraordinarily important role.
Thus, this anniversary adds a special flavor to the request
of the workshop organizers to review the main results in
this area of beam dynamics.

Purporting to fulfill that, this paper is divided in two
sections, on coasting and bunched beams respectfully.
We rather rarely deal with coasting beams in circular
machines, but still they deserve a special attention not
only for themselves [2, 3] but also as relatively simple con-
figurations to start from and get some key ideas. This
set of ideas includes a concept of rigid slices and strong
space charge as its justification. Also, it includes inter-
play of Landau damping (LD), space charge (SC) and oc-
tupoles, showing the importance of their polarity, in par-
ticular. These ideas, common for coasting and bunched
beams, are presented in Sec. II and used in Sec. III. In the
latter section, SC-modification of the transverse mode
coupling instability (TMCI) is discussed, including para-
doxes which were resolved in a discovery of convective
instabilities.

The goal of this paper is to present, in a compact way,
the main results in the area of beam dynamics, speci-
fied by the subject, where both SC and wake field are
important. To a certain degree, such a task cannot be
free from some subjectivity and arbitrariness, and I beg
pardon of those colleagues who will find some valuable
results underrepresented or not presented at all.

II. COASTING BEAMS

To analyze the beam stability with SC, a linear equa-
tion of motion was suggested by G. Merle and D. Möhl

∗ burov@fnal.gov

in 1969 [1]:

d2xi
dt2

+ ω2
xixi + 2ωxω

sc
i (xi − x̄) + 2ωxω

cx̄ = 0 . (1)

Here xi = xi(t) is a transverse offset of a particle i, ωxi

is the betatron frequency of the particle i, ωx is the av-
erage betatron frequency, x̄ = x̄(t) is an average offset
of that beam slice where the particle i is located at the
given moment of time t, ωsc

i < 0 is the SC frequency
shift of the particle, and ωc is the coherent frequency
shift parameter, proportional to the ring impedance. The
full time derivative d/dt is expressed through the partial
ones, d/dt = ∂/∂t + ωi∂/∂θ, where ωi is the revolution
frequency of the particle, and θ = s/R is the azimuthal
angle, with s as the conventional longitudinal coordinate
and R as the average ring radius. The term ‘slice’ refers
to the group of beam particles which Coulomb fields af-
fect the given particle number i, i.e. the particles with
positions somewhere between si−a/γ and si+a/γ, where
a is the beam transverse size and γ is the Lorentz factor.

Equation (1) implies two important things.
First, it implies that xi relates to the driven part of the

single-particle oscillations, excited by the collective mo-
tion of the centroids x̄, while constant amplitudes of free
oscillations determine the space charge frequency shifts.
That is why the offset xi is of the order of centroid off-
sets, xi ∼ x̄, so it can be considered infinitesimally small,
while the incoherent amplitudes are of the order of the
beam transverse size.

Second, this equation assumes that each beam slice os-
cillates as a rigid body, allowing for a representation of
the SC force in the simple way it is done there. Because
of this assumption, Merle-Möhl approach is sometimes
addressed as the rigid-slice or frozen-field model. Possi-
ble incorrectness of this assumption, as well as its very
existence, was realized much later, when some strange
features of Eq. (1) were discovered.

For a coasting beam, eigenfunctions of Eq. (1) have the
form

xi , x̄ ∝ exp [−i (ωx + nω0 + ω)t+ inθ] (2)

where n is an arbitrary integer, ω0 is the average revo-
lution frequency, and ω is a frequency shift of the mode
n. Substitution of this form into Eq. (1) yields for the
complex amplitudes

xi = x̄
ωc − ωsc

i

ω − ωsc
i − δωxi − nδωi

, (3)
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with the lattice frequency shifts δωxi = ωxi − ωx and
δωi = ωi − ω0. Note that without lattice frequency
spread, δωxi = δωi = 0, there is always the rigid-bunch
solution, xi = x̄, with ω = ωc, independently of the
SC tune shifts ωsc

i . This important physical property
of Eq. (1) is a consequence of its SC representation by
means of the term ∝ xi − x̄. In fact, the Merle-Möhl
equation is the only possible linear dynamic equation
consistent with the given incoherent spectrum, its lattice
and SC parts, which represents the coherent SC term by
means of ∝ x̄ term only, preserving the rigid-bunch mode
for zero lattice tune spread, as it must be from the first
principles.

By averaging over the particles, writing the sums as
the phase space integrals with the distribution function,
one gets the dispersion relation, i.e. the equation for the
sought-after eigenfrequency ω,

1 = −
∫
dΓ Jx

∂f

∂Jx

ωc − ωsc
i

ω − ωsc
i − δωxi − nδωi + io

(4)

Here f = f(Jx, Jy, δp/p) is the unperturbed distribu-
tion density as a function of transverse actions Jx,y and
the relative momentum offset δp/p, normalized to unity,∫
dΓf = 1, where dΓ = dJx dJy dδp/p; the single-particle

subscript i has to be understood as indication to related
functional dependences, i.e. δωxi → δωx(Jx, Jy, δp/p),
etc. To get Eq. (4) from Eq. (3), the Hereward rule [4]
was used,

∑

i

(...)→ −
∫
dΓ Jx ∂f/∂Jx (...) ,

and the Landau rule of going around the pole is explicitly
marked, ω → ω + io, where o is an infinitesimally small
positive number.

It is straightforward to see from the dispersion re-
lation (4) that without lattice frequency spreads, at
δωxi = δωi = 0, the eigenfrequency ω = ωc, indepen-
dently of the SC tune shift. Thus, even if the phase
space density of the resonant particles were not zero, i.e.
there were particles with the same tune as the coherent
mode, still there would be no Landau damping (LD), ir-
respectively to nonlinearity of SC distribution.

The dispersion relation in the form (4) was first de-
rived by D. Möhl and H. Schönauer in 1974 [5], not in
the original preprint of Merle and Möhl. In the latter,
some mathematical mistakes were adopted, so the dis-
persion relation was derived incorrectly. Due to this, it
was mistakenly concluded there that SC nonlinearities
may contribute to Landau damping of coasting beams
even without the lattice frequency spread. This mistake
was later repeated in Ref. [6] and corrected by Möhl
and Schönauer [5]. That is why it seems fair to call
Eq. (1) Merle-Möhl equation of motion and Eq. (4) Möhl-
Schönauer dispersion relation.

After the simplest case of no lattice frequency spreads,
the next by simplicity is a two-stream beam, δωi = ±δω0.

For KV transverse distribution with a constant SC fre-
quency shift, ωsc

i = ωsc, Eq. (4) yields the following spec-
trum:

ω =
ωc + ωsc

2
±
√

(ωc − ωsc)2

4
+ n2δω2

0 (5)

The instability is driven by the coherent tune shift ωc,
so the most unstable modes are positive ones, i.e. those
associated with the sign + in Eq. (5). A more detailed
analysis shows that for them the two streams of the beam
oscillate approximately in phase, so their wakes add to
each other. For strong SC, |ωsc| � max(|n|δω0, |ωc|),
the spectrum of positive modes reduces to

ω = ωc + n2δω2
0/ω

sc , (6)

being far away from the incoherent spectrum localized
around ωsc. Thus, the negative modes not only are barely
excited by the wake, but also stay close to the incoherent
spectrum, so their stability would be provided automat-
ically when the positive modes are stable.

A very general method of analysis of integral dispersion
relations like Eq. (4) was presented in Ref. [7]. The idea
was to reverse the problem: instead of finding the eigen-
frequency ω when the coherent tune shift ωc is given, let
us do the opposite, find the coherent tune shift ωc for a
given eigenfrequency ω for the same dispersion relation.
If to run the eigenfrequency along the real axis, the cor-
responding coherent tune shift will follow a certain line in
its complex plane, the conformal map of the real axis in
the complex plane of ω to the complex plane of ωc. This
line, ωc(ω), is conventionally called the stability diagram;
the beam is stable if and only if its actual coherent tune
shift is below the diagram.

Certain historical investigations [8] convinced the au-
thor of this paper that it would be fair to call the stability
diagram the Vaccaro diagram (VD), by name of Vitto-
rio Vaccaro, who found how Nyquist’s stability plots can
be modified to become an effective tool for the collec-
tive beam dynamics. With Möhl-Schönauer dispersion
relation (4), VD is determined by the beam distribution
function f , the lattice frequency shifts and SC tune shifts,
being independent of wakes.

In 2001, M. Blaskiewicz suggested an original method
of solving the Vlasov equation with SC and lattice tune
spread [9]. The method was free from hidden assump-
tions of Merle-Möhl approach, being, arguably, more
complicated and less transparent in the computations.
The method allowed to make conclusions regarding SC ef-
fects for VD. In case of the chromatic lattice tune spread,
the diagram of a Gaussian beam essentially shifted to
the left by one half of the maximal SC tune shift. In
case of the octupole nonlinearity M. Blaskiewicz found
that focusing octupoles are much more beneficial for LD
than defocusing ones, confirming the same conclusion by
D. Möhl [10].

The first analytical attempt to build VD for Eq. (4)
was presented in 2004 by E. Metral and F. Ruggiero [11].
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Namely, they suggested a solution of the dispersion rela-
tion with SC and octupolar nonlinearity, where, instead
of the coasting beam term nδωi, the bunched beam term
kωs was put, with ωs as the synchrotron frequency and
k as the head-tail mode number. Such extension of the
coasting beam theory to the bunched case was, however,
left unexplained both in the paper itself and the refer-
ences it suggested for that matter, including Ref. [10].
As it became more clear later, this extension works rea-
sonably well only when the SC term could be safely omit-
ted. However, the actual merit of the paper was not in
its applicability to bunched beams with SC, but in its
analytical building of VD for coasting beams with oc-
tupoles, nonlinear SC, and insignificant revolution fre-
quency spread, nδωi = 0. It was confirmed, in partic-
ular, that the octupole sign becomes crucial for strong
SC; namely, the focusing octupoles are much preferable.
The reason is that the octupoles affect mostly the tail
particles, so the collective frequency is barely touched by
them. Landau damping requires resonant particles, i.e.
those which individual tunes are the same as the collec-
tive one. Space charge moves the incoherent tunes down,
and does almost nothing for the collective tunes, thus
killing LD. Thus, to restore the latter, the incoherent
tunes have to be moved up to provide higher population
of the resonant particles, so the octupoles have to be fo-
cusing. It was also shown in this reference that SC can
be beneficial if it shifts VD on top of the coherent tune,
which would be outside (on the left) of VD without space
charge. For very strong SC, it meant that it is detrimen-
tal since it shifts the stability diagram far on the left.

Among multiple reasonable features, Vaccaro diagrams
of Ref. [11] showed a strange one: for defocusing oc-
tupoles, there was a kink point of the curve at the real
axis, which prevented the line from going to the lower
half-plane, =ωc < 0. The kink point looked strange,
since VD should be analytical by the definition.

In 2006, D. Pestrikov published an article [12] where
a similar problem was solved, but instead of the kink
point, the diagram smoothly continued to the lower half-
plain, thus demonstrating Landau antidamping. Later
that year Landau antidamping was confirmed by K.Y.
Ng for the same model as Metral and Ruggiero pro-
posed [13]. On the ground of these findings, the kink
point of Ref. [11] was dismissed as a mistake of the
sign. Due to this, however, another problem appeared:
at certain conditions, a Gaussian-like beam with time-
independent Hamiltonian started looking unstable even
when the coherent tune shift ωc suggested a decay of the
mode. Next year Pestrikov published another paper [14],
presenting “a self-consistent model” which showed no an-
tidamping, contrary to the Merle-Möhl model; he ex-
pressed doubt in the validity of the latter.

This doubt was enhanced to a stronger claim by V. Ko-
rnilov, O. Boine-Frankenheim, and I. Hofmann in their
publication of 2008 [15]. First, they confirmed that VD
of Eq. (4) indeed yields Landau antidamping for defo-
cusing octupoles. Second, they supported this confir-

mation by macroparticle simulations within the frozen
field model, equivalent to Merle-Möhl approach. Third,
they ran self-consistent macroparticle simulations for the
same conditions, and saw no antidamping. From this,
they concluded “that antidamping can be related to the
non-self-consistent treatment of nonlinear space charge
in the simulations and also in the dispersion relation.”

At that stage, several issues remained unresolved for
coasting beams. First, it was not clear if Landau an-
tidamping is ever possible for Gaussian-like beams with
SC, octupoles and chromaticity. Second, with evidence of
incorrectness of Merle-Möhl analytical approach at cer-
tain cases, it was not clear if their equation could be ever
used at all, and under what conditions. Third, no an-
alytical formulas for the instability thresholds were yet
obtained. These issues were addressed in Ref. [16].

A possibility of Landau antidamping was denied there
as contradicting to the Second Law of Thermodynam-
ics. Indeed, a beam with real coherent tune shift ωc,
corresponding to imaginary transverse impedance, i.e. to
zero energy losses, can be described by energy-preserving
time-independent Hamiltonian, so the growing coherent
oscillations might take energy from the incoherent de-
grees of freedom only. For a Gaussian beam it would
mean a perpetuum mobile of the second kind, forbidden
by the Second Law. Landau antidamping, demonstrated
for some parameters by Merle-Möhl dynamic system (1),
is caused by the non-Hamiltonian character of its SC
term. Specifically, the term ∝ ωsc

i x̄ is non-Hamiltonian
unless all the SC frequency shifts are identical within the
beam slice. Having said that, it is important to stress
that the Merle-Möhl equation of motion with real coher-
ent tune shift, =ωc = 0, may lead to Landau antidamp-
ing only if the incoherent spectrum ωsc

i + δωxi reaches a
local maximum in the action space, which may happen
for a defocusing octupole. Although the equation is not
Hamiltonian, for monotonic spectra ωsc

i + δωxi all its van
Kampen eigenfrequencies with real coherent tune shift
are real as well, no unphysical dissipation is introduced.

How reliable is Eq. (1) for LD computation for the
monotonic spectra? When the SC tune shifts depend on
the transverse actions, as they normally are, the defect
of the model still should not play a role, if the slices
were sufficiently rigid in their transverse oscillations. In
this case only the tail particles would be responsible for
LD, so the energy transfer to them could be reasonably
approximated with the rigid core model. To see when
the core is really rigid, note that if the lattice tune shifts
are small with respect to the tune separation,

|δωxi + nδωi| � |ωc − ωsc
i | , (7)

the particles move together with the related centroids,
xi ≈ x̄, as it follows from Eq. (3). Thus, if the SC is so
strong that this condition is satisfied for the majority of
particles, the slices oscillate almost without distortions,
since almost all the particles oscillate almost identically
to their centroids; so the rigid-slice approximation is jus-
tified. Luckily, for many low- and medium-energy ma-
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chines, typical SC tune shifts are much larger than the
imaginary part of the coherent tune shifts, |ωsc

i | � =ωc,
so stabilization is achieved at such a small lattice non-
linearity that Eq. (7) is satisfied, justifying Merle-Möhl
equation. In this case of strong SC, instability thresh-
olds were explicitly found in Ref. [16] for Gaussian beam,
both for octupolar and chromatic frequency spreads. Re-
cently, this method was extended to electron lenses; Lan-
dau damping rate introduced by a Gaussian e-lens for a
coasting beam with SC was analytically estimated and
presented in Ref. [3].

III. BUNCHED BEAMS

The coherent spectrum of bunched beam with SC was
presented for the first time by M. Blaskiewicz in 1998 [17]
within a simple model of an air-bag bunch in a square
potential well. For a delta-wake, the eigenfrequencies
were found to be same, as Eq. (5) for the two-stream
coasting beam, with the substitution nδω0 → kωs, where
k = 0, 1, 2, ... is the mode counter and ωs is the syn-
chrotron frequency. A new and rather surprising mathe-
matical result of M. Blaskiewicz [17] showed suppression
of the transverse mode coupling instability (TMCI) by
SC; the wake threshold was demonstrated to grow with
SC tune shift, linearly at the strong SC limit, |ωsc| � ωs.
This result was obtained for exponential wakes and the
ABS model (Air-Bag, Square-well), so a question was
raised about the sensitivity of this unexpected result to
the details of the wake, potential well and bunch distribu-
tion. Also, it was not clear if there was any limit to this
growth of the instability threshold. An explanation of
this growth at moderate SC was suggested to the author
by V. Danilov [18] and reproduced in Ref. [19]. Without
SC, TMCI typically results from crossing of the head-tail
mode 0, shifted down by the wake, and the mode −1, not
shifted as much. Space charge, on the contrary, does not
influence the mode 0 and shifts down the mode −1, thus
moving their coupling point to higher intensity.

In the year of 2009, when it was understood that Merle-
Möhl approach of rigid slices is justified for sufficiently
strong space charge, it was applied to bunched beams by
the author [20]. Under the condition of SC tune shift be-
ing much stronger than all other tune shifts and spreads,
as well as the synchrotron tune (strong space charge,
SSC), an ordinary linear integro-differential equation was
derived for the bunch modes for an arbitrary potential
well, driving and detuning wakes, longitudinal and trans-
verse bunch distribution functions. Later that same year
V. Balbekov published a paper [21] with an alternative
derivation of the SSC equation, which result differed from
mine. After checking his derivation and rechecking mine,
I found an algebraic error in my calculations, and de-
rived my ultimate form of the SSC mode equation, which
agreed with Balbekov’s result, suggesting a slightly more

compact form in the erratum [22],

i
∂x̄

∂t
+

1

ωsc

∂

∂s

(
u2
∂x̄

∂s

)
= Wx̄+ Dx̄ . (8)

Here ωsc = ωsc(s) is the SC frequency shift averaged over
the transverse actions at every position s, u2 = u2(s)
is the local rms spread of the longitudinal velocities,
u2 ≡

〈
R2δω2

i

〉
, while W and D are conventional driv-

ing and detuning wake linear integral operators [23]; in
more details see [22]. The equation is complemented by
zero-derivative boundary conditions, ∂x̄/∂s = 0 at the
bunch edges or at s = ±∞. For the eigenfunctions, the
time derivative has to be substituted by the sought-for
eigenfrequency ν, i.e. i∂/∂t → ν. Without wakes, this
equation leads to the Blaskiewicz-type collective spec-
trum, νk ' k2ω2

s /ω
sc. The mathematical elegance of

Eq. (8) has its price: missing is the Landau damping,
which required additional ideas and computations.

Analytical estimations for LD at SSC were also sug-
gested in Ref. [20, 22] for weak head-tail cases, when the
wake does not influence the eigenfunction much. Con-
trary to coasting beams, it was found that there is an
intrinsic LD, caused by the longitudinal variation of the
SC tune shift only, even without any lattice tune spreads.
The physical mechanism of the dissipation was associ-
ated with a break of the slice rigidity at the bunch edges,
where the SC is not strong any more. The slice soft-
ening at the bunch edges opens a way for the energy
transfer to the incoherent degrees of freedom. Accord-
ing to the related estimation, the intrinsic LD rate Λk

at SSC was found to be a steep function of the SC pa-
rameter q ≡ ωsc/ωs and the positive mode number k,
Λk ' k4ωs/q

3; the SSC assumes q � 2k. Six years
later these analytical results for SSC eigenfunctions and
LD rates were fully confirmed in Synergia macroparticle
simulations by A. Macridin et al. [24], where the intrinsic
LD rates were shown to have their maxima at q ' 2k.
A more subtle case of parametric Landau damping was
treated by A. Macridin et al. in Ref. [25] by means of
analytical modeling and macroparticle simulations. An-
alytical estimations of octupoles-related LD suggested in
Ref. [20, 22] are still waiting for at least numerical veri-
fications; nothing yet has been published in that matter.
Octupoles, however, are rather inefficient for LD, which
requires significant nonlinearity inside the beam, not far
outside, as octupoles provide. That is why a better in-
strument for LD is an electron lens, at least as thin as the
beam. Such e-lenses are able to provide LD without dete-
rioration of the dynamic aperture, as it was pointed out
by V. Shiltsev et al. [26]. Estimations of e-lens-caused LD
rates for bunches with SC were suggested by Yu. Alex-
ahin, A. Burov and V. Shiltsev in 2017 [27].

With the wake taken into account, the Blaskiewicz’ re-
sult of linear growth of the TMCI wake threshold was
confirmed in a series of publications, see Refs. [28, 29]
and references therein. A hidden obstacle with this prob-
lem, sometimes caused misleading results, was realized
by V. Balbekov [30], who showed that convergence of the
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expansion of the sought-for eigenfunction over the zero-
wake basis degrades with SC, requiring more and more
terms for higher SC parameter q. The physical reason
of the convergence worsening was recently found by the
author of this paper; it is associated with the head-to-
tail amplification, or the convective instabilities driven by
wakes at SSC. When eigenfunctions are significantly am-
plified, their expansion over any even basis cannot be of
a good convergence. Clearly manifest subsiding of the in-
stability with SC was presented in the two-particle model
of Ref. [31].

With the theoretical proof of TMCI vanishing with SC,
two problems became rather obvious, one experimental
and the other theoretical. The former consisted in a rea-
sonable agreement of the transverse instability at CERN
SPS with no-SC theory, while SC tune shift was very
strong there, especially with the old lattice [32, 33]. The
latter problem was related to the linear growth of the
wake threshold with SC. Due to this feature, the bunch
should be stable up to infinite intensity, as soon as its
emittance is low enough, which did not sound as a rea-
sonable statement. The resolution of both problems was
presented by the author two years ago [34]. The main
idea, already mentioned above, was that, while moving
out TMCI, SC moves another instability in its place, a
convective one. Contrary to TMCI, which is an absolute
instability, i.e. has nonzero growth rate, the convective
instabilities grow not in time, but in space, from head
to tail [35]. This head-to-tail amplification increases ex-
ponentially with bunch intensity, resulting in one or an-
other physical limit, set by lattice nonlinearity, beam loss
or feedback. When the amplification is large, even a tiny
feedback from tail to head may be sufficient to close the
loop and turn the convective instability into an absolute-
convective one, like those with a microphone close to its
loudspeaker. Such a feedback may be presented with a
bunch-by-bunch damper, coupled-bunch wakes, or a halo
of the same bunch. Here a question may be asked, why
is the halo needed for the feedback? Why can core par-
ticles not play this role, when they move to the bunch
head with their high transverse amplitudes acquired at
the tail? The answer is that due to strong SC, the bunch
slices are rigid, as it was discussed in the previous section.
Strong SC means that all tune shifts are small compared
with the SC tune shift, so intra-slice degrees of freedom
cannot be excited, and thus the tail particles do not pre-
serve their large amplitudes while moving to the bunch
head; instead, they just follow the existing spacial pat-
tern of the rigid-slice oscillations.

However, what is impossible for the bunch’s core,
might work for its halo, which SC tune shift is smaller, so
the halo slices can be soft, providing a tail-to-head feed-

back. At strong SC, this feedback would be small due to
the low population of the halo, but, if the convective am-
plification is large enough, even a small feedback could
be sufficient to ignite the absolute-convective instability,
as it was suggested and modeled in Ref. [36]. Apparently,
the same effect is responsible for the non-monotonic be-
havior of the wake threshold on the SC parameter re-
ported by Yu. Alexahin at this workshop [37]. A good
agreement of his analytically calculated highly convective
mode with the pattern of oscillations seen by A. Oeftiger
in macroparticle simulations for the same conditions also
deserves to be mentioned.

It is already clear, that convective instabilities consti-
tute a common obstacle for high intensity circular ma-
chines of low and medium energy, where SC is signifi-
cant; they definitely take place at CERN Booster, PS
and SPS rings, as well as at the Fermilab Booster. That
is why it is important to understand how they behave to-
gether with other factors of beam dynamics. Transverse
instabilities of a bunch with SC, wake and damper were
considered in Ref. [38]. In Ref. [39], measurements of a
microwave instability at transition crossing in PS were
reported; the instability was characterized as convective.
Recently an analytical model for it was proposed [40] by
means of Eq. (8). A simple threshold formula derived
there was found to be in good agreement with the data
of Refs. [39, 41]. A statement made in Ref. [39] that “The
bunch parameter measurements demonstrate... that the
space-charge effect does not affect the instability thresh-
olds” does not actually contradict to rather weak depen-
dence of the threshold bunch intensity Nth on the trans-

verse emittance, Nth ∝ ε1/4⊥ of Ref. [40], since the limited
range of the emittances examined in Ref. [39] and the
measurement errors do not allow to resolve rather weak
dependence on the emittance on the ground of this set of
measurements alone [42].
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REVIEW OF INSTABILITIES WITH IONS OR/AND ELECTRONS AND
POSSIBLE MITIGATIONS

L. Mether∗, CERN, Geneva, Switzerland

Abstract
The presence of ions and electrons from gas ionization,

photoemission or secondary emission is unavoidable in the
vacuum chambers of high intensity accelerators and storage
rings. Under suitable conditions, these ions and electrons
can accumulate and drive the beams unstable. In this con-
tribution, the mechanisms behind and the main conditions
for ion and electron accumulation in the bunched beams are
summarized. The characteristics of the induced instabilities,
as well as common modelling techniques and mitigation
strategies are reviewed. The possible interplays between
ions and electrons are also discussed.

INTRODUCTION
Electromagnetic fields in the beam environment, in addi-

tion to the externally applied RF and magnetic fields, may
perturb the motion of the beam particles and give rise to in-
stabilities. Whereas impedance and space charge are caused
by electromagnetic fields induced by the beam itself, elec-
tron and ion instabilities are two-stream instabilities that are
caused by the presence of another set of charged particles.
Typically, this other set of particles is generated by the beam
itself directly or indirectly. Electrons and ions are produced
through, for example, the beam-induced ionization of resid-
ual gas in the beam chamber, photoemission from synchro-
tron radiation and outgassing due to particles impacting the
beam chamber. Particles with the same sign of electrical
charge as the beam particles are repelled by the beam and
therefore rarely accumulate, whereas particles with the op-
posite sign of electrical charge, which are attracted by the
beam field, are prone to accumulation. Consequently ion
accumulation is typically observed in electron machines and
electron cloud build-up in positron and proton machines.

ION INSTABILITIES
Beam-induced gas ionization gives rise to electrons and

ions along the beam path. In electron machines, positive
ions are attracted by the negative beam field and may become
trapped in the beam potential and oscillate around the bunch
train, as illustrated in Fig. 1a. Classical ion instabilities,
where ions are trapped and accumulate over several turns
in a synchrotron, can be avoided with a sufficiently long
clearing gap in the bunch train pattern. In the presence of
a clearing gap, ions can only accumulate over a single turn,
but can still give rise to a fast beam-ion instability [1,2]. Fast
beam-ion instabilities can occur also in linear accelerators.

Due to their relatively large mass, ions typically do not
move sufficiently during the passage of individual bunches to

∗ lotta.mether@cern.ch

cause head-tail instabilities. Instead, the ions transfer inform-
ation on the offset of their generating bunch to the following
bunches and thus may lead to coupled-bunch instabilities.
The instabilities are typically accompanied by transverse
emittance growth and a coherent tune shift. In particular for
the fast beam-ion instability, the effects are usually stronger
at the tail of the bunch trains, since the density of trapped
ions increases along the trains.

Classical ion instabilities have been observed in several
machines since the 60’s [3]. Fast beam-ion instabilities have
also been observed in many machines since they were first
predicted in the 90’s [4]. In most cases, fast beam-ion in-
stabilities have been observed in the presence of vacuum de-
gradation e.g. during commissioning, due to a local pressure
rise such as from impedance heating, or during dedicated
experiments with additional injected gas.

The fast beam-ion instability can be analytically mod-
elled using the linear approximation of a two-dimensional
Gaussian beam field [1]. In this approximation, an ion with
mass number A at the transverse position (x, y) receives the
following velocity kick by the beam

2Nbrpc
A

x, y(
σx + σy

)
σx,y

≡ kx,y ∗ x, y , (1)

where Nb is the bunch intensity, rp the classical proton ra-
dius, c the speed of light and σx,y are the transverse beam
sizes. During the bunch spacing Tb the ions drift. By ana-
logy with the stability condition of a linear beam trajectory,
|Tr(M)| < 2, the motion is stable if kx,yTb < 4. This leads
to a lower limit on the ion mass number for trapping to occur

A > Atrap =
NbrpTbc

2
(
σx + σy

)
σx,y

. (2)

Neglecting the presence of a spread in the oscillation fre-
quency of the trapped ions, the instability rise time can be
estimated as

τ2
inst ∝ γ2 Aωβ

n4
b

N3
b

P2Tbc

(
σx + σy

)3
σ3
x,y . (3)

Here γ is the Lorentz factor of the beam, nb is the number
of bunches in the train, ωβ is the (angular) betatron fre-
quency and P is the partial vacuum pressure for the species
considered.

However, the linear approximation is accurate only for
ions oscillating within a small region around the centre of
the beam, with x, y ≲ σx,y . This condition is more easily
satisfied for heavier ions with mass numbers that are well
above the trapping mass number Atrap. In the non-linear
regime, ion trajectories are significantly altered with respect
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(a) Ion accumulation along an electron bunch train.

(b) Electron cloud build-up along a proton/positron bunch train.

Figure 1: Schematic diagrams of ion accumulation in electron machines (a) and electron cloud build-up in positron or
proton machines (b).

Figure 2: Comparison of ion trajectories along a bunch train using the linear approximation and the Bassetti-Erskine
formula [5] for the beam field for different ion mass numbers (left to right). The top and bottom rows show trajectories with
initial amplitudes of 0.7σ and 1.5σ respectively.

to the linear approximation and the trapping condition Eq. (2)
is not strictly valid, as shown in Fig. 2. As illustrated in the
left column of the figure, the non-linearity of the beam field
alters the ion trapping such that ions that would be over-
focused and lost in the linear regime are in fact trapped in
an oscillation around the beam for a significant amount of
time. The non-linear beam field also introduces a spread in
the ion oscillation frequency. Extensions of the theory to the

non-linear regime suggest that the non-linearity damps the
instability, such that the growth rate becomes linear rather
than exponential [6].

The full beam-ion interaction, including non-linearities,
can be accurately modelled using macro-particle simula-
tions. The simulations can be done in the strong-strong
regime, where both the beam and ions are represented by
macro-particles, or the weak-strong regime, where only the
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ions are modelled with macro-particles. The strong-strong
simulations, in particular, are typically computationally very
heavy, but they have the benefit of being able to model also
the evolution of the beam emittance. Instabilities caused
by ion trapping in the non-linear regime were observed in
a recent simulation study [7]. Compared to the standard
fast beam-ion instability, these instabilities showed atypical
characteristics, e.g. the instability developed simultaneously
over most of the train rather than developing from the tail of
the train towards the head and the instability was stronger
for larger ion mass numbers contrary to the prediction of
Eq. (3).

Apart from the non-linearity of the beam field, the vari-
ation of the beta functions along the machine and the pres-
ence of multiple gas species can also have a damping effect
on the instability. In addition, the instability also strongly
depends on the filling pattern. All of these effects can readily
be taken into account in macro-particle simulations. Fast
beam-ion instabilities have also successfully been modelled
using a wake field formalism [8,9], which allows taking into
account several of these effects.

ELECTRON INSTABILITIES
Electrons are produced in the beam chamber e.g. through

beam-induced gas ionization and photoemission from syn-
chrotron radiation. Such seed electrons are accelerated by
the beam and can induce secondary electron emission from
the chamber wall on their impact. With a positively charged
beam, a subsequent bunch will accelerate these secondary
electrons across the chamber and, as they hit the wall, fur-
ther secondary emission can be induced. In this way, as
illustrated in Fig. 1b, secondary electron emission can lead
to avalanche electron multiplication through beam-induced
multipacting over several bunch passages, until a dynamical
equilibrium is reached.

The conditions for electron cloud build-up depend on
several parameters including the bunch spacing, the chamber
geometry, external magnetic fields, the bunch charge and
length, as well as the secondary emission yield (SEY) of the
chamber surface. The SEY is defined as the ratio between the
emitted and impacting electron currents and is a function of
the energy and angle of incidence of the impacting electrons.
The SEY of a given surface depends on its chemical and
physical properties, which may change over time.

Whereas ions barely move during the passage of indi-
vidual bunches, the much lighter electrons move signific-
antly during a single bunch passage. Electrons attracted by
the beam field are pulled into the bunch (the so-called pinch)
and oscillate in the beam field during the bunch passage.
This gives rise to a z-dependent electron density along the
bunch, which can induce coupling between the head and the
tail of the bunch and eventually drive the bunch unstable. As
a consequence of the electron motion within the bunch, fast
intra-bunch motion is characteristic for single bunch electron
cloud instabilities. The instabilities are often accompanied
by beam losses and transverse emittance growth.

(a) Single-bunch (vertical) instabilities in the LHC [10].

(b) Coupled-bunch (horizontal) instability in the PS [11].

Figure 3: Measured centroid positions for selected bunches
along bunch trains suffering from single- and coupled-bunch
electron cloud instabilities in CERN accelerators.
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Since the electron cloud survives on the time scale of
several bunch passages, it can also be responsible for bunch-
to-bunch coupling and coupled-bunch instabilities. These in-
stabilities are likely to occur in situations where the electron
motion is constrained, such that a memory of the electron
distribution is maintained from one bunch to the following.
This can be the case e.g. in the presence of externally ap-
plied magnetic fields such as dipole fields. Since electron
clouds build up along the bunch trains, bunches at the tail
of trains encounter a larger electron density than bunches
at the head of trains and are therefore most affected by both
single- and coupled-bunch instabilities. This is illustrated
by the transverse position measurements shown in Fig. 3.

Electron cloud instabilities were first observed in the 60’s.
Since then, electron cloud has been observed in several dif-
ferent machines, through many related effects [10,12]. Apart
from instabilities, electron cloud effects on the beam dynam-
ics include tune shifts along the bunch train and incoherent
effects such as tune spread and emittance growth, which
may lead to slow beam losses. An RF stable phase shift is
induced as a consequence of the beam energy lost to the
electrons [13]. Electron clouds can also affect the vacuum
quality, through outgassing leading to a pressure rise. Fi-
nally, the impinging electrons deposit a heat load on the
chamber walls, which can be problematic in particular in
superconducting machines. Currently electron cloud effects
are present during operation e.g. in the LHC [14] and at
SuperKEKB [15].

Analytical models have been developed to study the be-
haviour of electrons in the beam potential and the induced
instabilities. The electron oscillations in the beam field dur-
ing the pinch can be modelled similarly to the ion motion
in the electron beam in Eq. (1). As shown in Fig. 4, within
the validity regime of the linear approximation, i.e. for an
electron with an oscillation amplitude that is smaller than the
rms beam size, there is good agreement between the linear
analytical theory and simulations [16]. Models using a wake
field formalism have been developed for studying the result-
ing head-tail instability, although the electron cloud cannot
be considered a time-invariant system due to the electron
motion during the bunch passage [17–19].

Due to the complexity of the electron cloud build-up and
instability processes, a comprehensive understanding of elec-
tron cloud effects currently relies on macro-particle simula-
tions. For single-bunch electron cloud instabilities the prob-
lem can be divided into two parts: electron cloud build-up
simulations with a rigid beam and subsequent beam dynam-
ics simulations of the instability, where electron distributions
saved in build-up simulations can be used to initialize the
electrons [20]. For coupled-bunch instabilities, on the other
hand, the build-up must be performed dynamically over the
full bunch train to capture the instability mechanism [21].
However, several aspects of coupled-bunch instabilities have
successfully been modelled analytically with wake field mod-
els [22–24], similarly to the fast beam ion instability.

Full scale electron cloud instability simulations are de-
manding both in terms of computing resources and time.

Figure 4: Comparison between macro-particle simulations
and the linear theory of the electron trajectories within a
Gaussian bunch in an LHC arc quadrupole [16].

This is due to the large range of the time and distance scales
involved in the process. The entire chamber must be simu-
lated and, at the same time, the small beam must be resolved
very well, requiring a fine grid mesh over a large area. The
fast electron motion requires small time steps, of the or-
der of 10 ps, but the instability evolution can take several
seconds amounting to a very large number of time steps.
Consequently, electron cloud simulations can benefit from
advanced computational methods such as multi-grid Poisson
solvers and parallel computing [25,26]. However, due to the
sequential nature of the electron cloud build-up, paralleliza-
tion strategies are more limited than e.g. for simulations with
only a lumped impedance. Even with advanced techniques,
a single simulation can require several weeks of computing
time on tens or hundreds of CPU cores.

MITIGATION STRATEGIES
Electron and ion instabilities can naturally be mitigated by

preventing the accumulation of the corresponding particles.
One approach to achieving this is to directly suppress the
production of electrons and ions. A first step towards sup-
pressing primary electrons and ions is to ensure a good
vacuum or low residual gas pressure, to which end chamber
surfaces with low outgassing or active pumping such as Non
Evaporable Getter (NEG) coatings can be helpful [27]. For
ion instabilities, this can be a sufficient measure to prevent
significant accumulation. For electron cloud prevention, it
may be necessary to suppress also the amount of photoelec-
trons emitted by the synchrotron radiation e.g. with the help
of saw-tooth surfaces [28]. Furthermore, it is not sufficient
to suppress primary electron production if secondary emis-

Proceedings of the ICFA mini-Workshop, MCBI 2019, Zermatt, Switzerland

18



sion is large, as this can lead to exponential growth of the
electron density.

Secondary electron emission can be suppressed through
several different methods. For many materials, conditioning
the surface with electrons lowers the secondary emission
yield as a function of the accumulated electron dose [29].
This allows for beam-induced conditioning (or scrubbing),
occurring gradually during accelerator operation [30]. An-
other commonly used technique is to coat exposed surfaces
with materials that naturally have a low SEY, such as amorph-
ous carbon or NEG [31,32]. In addition, a low SEY can also
be achieved by modifying the surface topology, e.g. through
laser ablation [33, 34].

An alternative, or complementary, approach to direct sup-
pression is to actively perturb the electron and ion motion, so
as to prevent their accumulation. This can be achieved e.g. by
using clearing electrodes, which generate electric fields that
attract the charged particles towards the walls [35–38]. For
electrons, a similar effect can be achieved with weak mag-
netic fields that bend the trajectories of emitted particles
back onto the chamber wall, such as solenoids [39, 40].

If accumulation cannot be prevented, there are some
means of addressing the resulting instabilities. Coupled-
bunch instabilities, whether due to electrons or ions, can
typically be suppressed with conventional bunch-by-bunch
transverse feedback systems, see Fig. 5. Landau damping
can also help mitigate coupled-bunch instabilities from elec-
trons and ions. For ion instabilities, a spread in the ion
oscillation frequencies e.g. due to the non-linearity of the
beam field and the presence of different ion species can give
rise to Landau damping that has a mitigating effect on the in-
stability [2,42]. Amplitude detuning from octupole magnets
can mitigate the coupled-bunch electron instability [43].

Figure 5: Vertical bunch offsets as a function of bunch
number measured at CESR-TA with different Kr gas pres-
sures [41]. With the transverse feedback switched on (filled
area in blue) the fast beam-ion instability is fully suppressed.

Single-bunch electron instabilities, on the other hand, typ-
ically cannot be efficiently suppressed with conventional

feedback systems, due to their characteristic fast intra-bunch
motion. Wideband feedback systems, currently under devel-
opment, have the potential to efficiently suppress also the
fast intra-bunch motion [44]. Meanwhile, chromaticity and
amplitude detuning from octupole magnets can suppress the
instabilities to some extent [45].

Since both the electron and ion densities needed to cause
instabilities accumulate over several bunch passages, the
instabilities can also be mitigated by tailoring the filling
pattern to minimize their accumulation. This can be achieved
e.g. by increasing the bunch spacing or reducing the length
of bunch trains [8, 41, 46], although it often comes at the
cost of a reduced total beam current.

ELECTRON-ION INSTABILITIES
Above, it has been assumed that any seed particles with the

same sign of electrical charge as the beam are negligible as
they don’t accumulate in the chamber volume, since they are
repelled by the beam and eventually will reach the chamber
walls and be absorbed. In this section, we discuss conditions
under which this may not be a reasonable assumption.

Certainly, in most situations some effects that impact the
dynamics indirectly can occur at the wall, such as outgassing
when repelled ions or electrons impact on the wall. Apart
from such potential secondary effects, it is reasonable to
ignore the second species when the amount of seed particles
produced at each bunch passage is small compared to the
accumulated charge in the electron or ion cloud. On the other
hand, if large amounts of electrons and ions are generated
at each bunch passage, e.g. if very high gas densities occur
in the beam pipe, one can expect the two species to have
a significant impact on each other’s dynamics. This could
result in a collective behaviour involving the two species
that is qualitatively different from the behaviour of either
species on its own.

Events falling under this category occurred in the LHC
during operation in 2017 and 2018 [47]. The recurring
events, which were characterized by very fast beam instabil-
ities accompanied by unusual beam losses in a certain ma-
chine location, would inevitably lead to beam dumps. The
instabilities are thought to have been caused by a very high
local gas density, predicted by beam loss rates to 1018–1022

m−3, depending on the longitudinal extent of the gas [48].
These transient pressure bumps were generated by the beam-
induced phase transition of macro-particles of frozen air,
present due to an accidental inlet of air during the preceding
machine cool-down.

Observations of large positive tune shifts and fast intra-
bunch motion suggest that large electron densities were
present during the events [49]. However, electron cloud
simulations with high gas densities could not reproduce the
observations [50]. To model the instability, electron cloud
simulation tools were extended with multi-cloud capabilities
to model both the build-up and beam stability in the pres-
ence of electrons and ions simultaneously [51]. For high gas
densities, the simulations show a significant impact of the
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(a) t = 0 (b) t = 1 ns (c) t = 5 ns (d) t = 15 ns

Figure 6: Simulation snapshots of the electron density in the LHC beam chamber during a bunch passage [51]. Images from
a multi-species simulation (top), are compared to the equivalent images in a simulation tracking only electrons (bottom).
The first image on each row (t = 0) is taken during the passage of the centre of the bunch.

field from the ion population on the electron dynamics, as
illustrated in Fig. 6, confirming that, at high concentrations,
the two species must be modelled together.

OUTLOOK
Electron and ion instabilities have been observed in several

machines. Electron cloud is present in several operating
machines. Ion instabilities are currently observed mainly
under vacuum degradation, but may become more prevalent
in future machines with higher beam brightness. In addition,
an instability mechanism relying on the interplay between
electrons and ions may occur under exceptional conditions.

In order to avoid problems from electron and ion instabil-
ities, predictions and development of mitigation strategies
are important. Macro-particle simulations can model the
phenomena comprehensively using modern computational
tools, but large amounts of computing time and resources
are still needed for realistic simulations. For electron cloud,
the development and implementation of mitigation strategies
are needed for several on-going as well as future projects,
such as the HL-LHC and the FCC. For ion instabilities more
comprehensive studies are needed to assess their impact in
future machines.
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REVIEW OF INSTABILITIES WITH BEAM-BEAM EFFECTS AND
POSSIBLE MITIGATIONS

T. Pieloni ∗, EPFL, Lausanne, Switzerland

Abstract
In circular colliders the two counter rotating beams inter-

act electromagnetically at various locations along the ring,
where sharing a common beam pipe, and at the interaction
regions via the so called beam-beam force. These interac-
tions are of different nature, long-range or head-on and they
represent a very important non-linear force acting on the
particle beams. When mitigating impedance driven instabil-
ities the impact of beam-beam effects has to be accounted
for, since these effects change many of the optical properties
and particle dynamics with very important impacts to the
stability conditions. Since the beam-beam force can change
single particle properties as well as coherent beam oscilla-
tions they need to be added in all their aspects to the study
of mitigation methods for coherent impedance driven insta-
bilities. The beam-beam effects can help mitigating but can
be detrimental in enhancing the coherent motion. Several
observations from past colliders have shown the impact of
beam-beam effects on beam stability but more recently the
Large Hadron Collider (LHC) has given the possibility to
experimentally probe the impact of these interactions on the
beam stability due to the constant appearance of instabilities.
A very dense experimental and theoretical campaign has
been motivated to better understand their role in the insta-
bility picture. In this paper the main contributions to beam
stability and mitigations coming from beam-beam effects
are explained with direct observations and experimental evi-
dences from the LHC. The challenges arising from the higher
energy reach of future colliders has also boosted at a study
level the development of alternative mitigating methods and
a new strategy for the design of future accelerators with
conventional mitigation techniques.

INTRODUCTION
The accelerator impedance [1, 2] can be a source of co-

herent instabilities. The general strategy for mitigating such
effects is that the coupled-bunch instability modes will be
cured by a transverse feed-back [3], while single-bunch in-
stabilities will be suppressed by Landau damping [4]. As for
the LHC, Landau octupoles provide the necessary Landau
damping [5–7] while a transverse feedback is constantly used
to suppress any coupled bunch mode [8,9]. Over many years
of operation several instabilities have appeared requiring a
much larger octupole strength providing Landau damping.
Therefore several studies have been conducted to understand
the effectiveness of Landau damping and the role of beam-
beam interactions in the stability of the beams. In Fig. 1 a
factor 2 difference between expected and required octupole
strength to mitigate coherent instabilities via Landau damp-
∗ tatiana.pieloni@epfl.ch

ing is shown together with an historical sketch of the different
types of instabilities observed over RUN I and II [10]. In
colliders anything relevant in conventional single beam insta-
bilities [3] (i.e. chromaticity, tune spread, tune shifts, linear
coupling) will be modified by the beam-beam interactions.
Depending on the operational configuration the beam-beam
effects can enhance stability or might deteriorate it [11]. For
these reasons these effects need to be understood, evaluated
and kept under control to ensure long term stability. An
extensive campaign devoted to understand the impact of
beam-beam effects as a possible source of this discrepancy
between expected and measured instability thresholds has
been conducted and a summary is given in this paper.

BEAM-BEAM INTERACTIONS AND
BEAM STABILITY

In synchrotrons, the beam is kept stable partially by Lan-
dau damping due to the tune spread within each bunch. The
stability diagram in plane j = (x, y) is calculated from [12]:

SD−1 = −
∫ ∞

0
dJx

∫ ∞

0

Jx,y
dΦ(Jx,Jy )

dJx,y

Q0 −Qx,y (Jx, Jy )
dJy (1)

where Jx,y and Qx,y are the action variable and particle
detuning, respectively The horizontal and vertical planes
are indicated as x or y. Q0 is the unperturbed betatron tune,
and Φ is the particle distribution. Due to the dependency
on the particle distribution derivative, it is clear that the sta-
bility can be changed significantly by a small change in the
distribution and or by a change in the detuning with ampli-
tude. In addition a transverse feedback is constantly used
to damp the coupled bunch instabilities. The fastest grow-
ing instability modes can be damped with very low damper
bandwidth, while the damping of the high frequency modes
is very sensitive to the exact frequency response of the feed-
back system above the cutoff frequency [8, 9]. Impedance
driven instabilities have still be present during the LHC oper-
ations. The beam-beam interactions are strongly non-linear
electromagnetic interactions that modify in a substantial way
the beam properties and optical characteristics in addition to
the accelerator lattice [13]. For the case of Gaussian particle
distributions the angular deflection a particle will fill going
through the opposite beam has only a radial component and
can be expressed by the known relation:

∆r ′ =
2Nr0
γ
· 1

r
· (1 − e−

r2
2σ2 ) (2)

where N is the number of charges, r0 is the classical proton
radius, γ is the relativistic factor and σ is the transverse
RMS beam size.
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Figure 1: Chronological summary of the different instabilities detected in the LHC (left plot). Plot of the expected ( green
and grey lines ) versus operationally used (red and blue crosses) octupole strengths to mitigate coherent instabilities (right
plot) for different physics fills. A factor two is evident between the models and the reality. Courtesy of X. Buffat.

Figure 2: Beam-beam force as a function of the test particle
position in units of σ for different beam to beam separations:
the blue line for zero offset, the green line for offset of 1 σ
and the red line for 8 σ separation.

In Fig. 2 the beam-beam force, as expressed in Eq. (2),
is shown for different separations r in units of σ between
the force produced by a bunch and the probing one (the grey
area). The blue line shows the force when a head-on colli-
sion occurs r ≈ 0, the green line shows the case of a small
offset r ≈ 1σ (as for example when levelling luminosity
with a transverse offset or when collapsing the separation
bumps) and the red line shows the case of a 8 σ long-range
interaction. The interactions can occur at different beam
to beam distances and the effects on the counter rotating
beam can be very different because different particles are
involved in the interactions. In head-on collisions the core
of the beams are the most affected while for long-range inter-
actions tail particles are the one most affected. In a collider
with many bunches and multiple Interaction Points (IPs) all
these effects occur at different stages of the operational cycle

and at different locations along the ring. While head-on or
small offsets collisions can occur only at the IPs the long
range interactions can occur either around the interaction
regions where the beams are bought into collision (i.e. a la
LHC [5]) or regularly spaced around the machine when they
share a common beam pipe (i.e. at the Tevatron [14]).

In the LHC the interactions are of all types: head-on, long-
range or with small offsets. The beams interact at more than
124 locations along the circumference at each turn.

These effects can enhance stability or reduce it depending
on the effects involved, for this reason they must be taken
into account when understanding the coherent stability of
beams in hadron colliders. Several lessons come from past
experience (i.e. Tevatron, RHIC) but more have been ex-
perimentally explored in the LHC during the past years of
operation due to the continuous presence of instabilities
during the operation of the collider.

INCOHERENT EFFECTS
Since 2012 the LHC has experienced strong impedance

driven instabilities during the whole physics runs. To miti-
gate such effects the Landau octupoles have been powered at
maximum strength and high chromaticity operation has been
put in place (from 2 to 15-17 units increase) as summarised
in [10, 15]. These strong non-linearities have negative ef-
fects on the beams dynamics of colliding beams but were
necessary to mitigate the instabilities. In addition they in-
terplay with beam-beam incoherent effects change the beam
stability thresholds. This occurs via several effects: the de-
tuning with amplitude [16], via a change of chromaticity
from long-range as well as head-on collisions, the impact
of noise and diffusive mechanisms at reduced dynamical
aperture.

The beam-beam LR separation at the first encounter can,
for the high luminosity experiments, be defined as:

r = α ·
√

β∗ · γ
εnorm

(3)
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where α is the crossing angle, β∗ the beta function at the
IP and εnorm is the normalized emittance at the IP. This
approximation is valid only for the case where the β∗ is much
smaller than the s location of the first long-range encounter
(for a 25 ns beam spacing, this corresponds to 3.75 m from
the IP). Reducing the long-range separation will make the
force stronger and reduce as a consequence the dynamical
aperture.

Detuning with amplitude and Stability
In the presence of the beam-beam interactions, the trans-

verse beam stability provided by the Landau octupoles is
modified [15,17,18]. In fact, the detuning with amplitude
(tune spread) given by the octupole magnets is modified
by the beam-beam detuning with amplitude coming from
the different types of interactions. When the beams collide
head-on, the transverse beam stability is maximised due to
the large tune spread provided by the beam-beam head-on
interaction [7]. For this reason, a detailed analysis of the
transverse beam stability is required taking into account the
presence of the opposite beam.

The transverse stability of the beams can be evaluated by
solving the dispersion integral [12] in the presence of all
non-linearities in the machine. The detuning with amplitude
is obtained from multi particle tracking simulations through
a realistic model of the machine lattice and through the
different beam-beam interactions [18] while the particle
distribution is assumed Gaussian.

Figure 3: Two dimensional detuning with amplitude from
Landau octupoles (yellow lines) and Landau octupoles plus
long-range beam-beam interactions (green lines). Courtesy
of C. Tambasco.

Figure 3 shows the detuning with amplitude from the Lan-
dau octupoles alone (yellow lines) and when beam-beam
long-range interactions are added (green lines). A reduction
of the detuning is visible for the configuration studied in
these cases: the beam-beam long-range interactions com-
pensate, due to their octupolar component [16], the effect
of the octupole magnets. One can have also the case where
the beam-beam detuning enhances the octupoles effects in-
creasing the tune spread. As a consequence the Stability

Diagrams (SD) are strongly modified as shown in Fig. 4.
Coherent modes otherwise damped when beam-beam ef-
fects reduces the detuning with amplitude can become un-
stable because the stability area is reduced. This is clearly
visible in Fig. 4 where in yellow line the SD due to only
octupoles is compared to the one obtained when also beam-
beam long-range interactions are included. The black dot is
illustrative of an impedance induced coherent mode that can
become unstable when the SD is reduced. In addition to the
beam-beam effects any other non-linearity can give similar
results. When the beams collide, the head-on interaction
affects mostly core particles creating a much larger stable
area [7]. In Fig. 5 the SDs for the Landau octupoles (green-
line), in the presence of long-range beam-beam (blue line)
and for a head-on collision (red line) are shown. In collision,
thanks to the very effective and large stability area, beams
have shown a very stable behaviour in physics. This has
also inspired the possibility to use collisions to stabilize the
beams and has pushed for the implementation of the collide
and squeeze [19].

Figure 4: Stability diagram for the case with Landau oc-
tupoles and long-range beam-beam interactions (green lines).
Courtesy of C. Tambasco.

The idea beyond the collide and squeeze mitigation is to
reduce the effects of long-range beam-beam interactions by
keeping the beam to beam distance r of Eq. (3) as large as
possible. This is obtained by keeping a large β∗. Instead of
reducing the beta function to its minimum value (squeezing
the beams) with a consequent increase of the beam-beam
effects and then collide. One should collide before the de-
tuning from long-range beam-beam becomes relevant and
after reduce the β∗. By colliding the stability is then ensured
by the head-on interaction as illustrated in Fig. 5 where a
comparison of the SDs from the different effects is shown.
More details can be found in [15, 18].

Dynamic Aperture and resonance excitation
Increasing the particle spread to have a larger stability di-

agram is not the whole story. By increasing the tune spread,
either pushing non linear elements (i.e. Landau Octupoles)
or enhancing the beam-beam interactions, the particles long
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Figure 5: Stability diagram for the case with Landau oc-
tupoles (blue line), octupole magnets and long-range beam-
beam interactions (green lines) and for a head-on collision
(red line).

term stability will be affected and particles might be pushed
to larger amplitudes and they could eventually be lost if they
reach the dynamic aperture amplitude [20, 21]. If too many
particles are lost then the damping efficiency of the Landau
octupoles is reduced because of the modifying particle dis-
tribution. Another mechanism that can reduce the Landau
damping stability areas is due to the very strong non-linear
elements resonant behaviour that can change the particles
distributions in frequency space via the excitation of reso-
nances in tune space [22–24]. The indicator of the non-linear
and chaotic behaviour of particles is the so called dynamical
aperture defined as the amplitude in units of the transverse
beam RMS size beyond which particles are eventually lost
over long tracking, typically 106 turns. If particles drift at
larger apertures due to the non-linearities and or are trapped
into resonant behaviours they will create a change in parti-
cle density and finally they might eventually be lost. These
two effects have a clear impact to the Landau damping with
octupole magnets since this depends on the derivative of
the particle distribution, that in case of particle losses due
to a reduced dynamical aperture or by the mutation of the
particle distributions due to strong resonances can change
the Landau damping properties in a fundamental manner.
The fact that particles re-distribute has a clear impact to the
distributions in action space and consequently to the sta-
bility diagram via the dependency on the derivative of the
distributions ( dΦ(Jx,Jy )

dJx,y
in Eq. (1)). Reducing the long-range

separation of Eq. (3) will make the force stronger (Eq. (2))
and reduce as a consequence the dynamical aperture. This is
visible in Fig. 6 where the dynamic aperture as a function of
the crossing angle is shown for four different configurations
of the LHC 2012 operation [11, 25, 26].
The impact of a reduced dynamic aperture can be evalu-

ated by cutting particles at the DA aperture in units of the
beam RMS size. This is done in Fig. 7 where the SDs are

Figure 6: Dynamic aperture as a function of crossing angle
for different configurations of the LHC 2012 beams with
high octupole strength, high chromaticity operation and long-
range beam-beam effects.

computed for different values of dynamic aperture. A col-
lider with operational settings too close to the dynamical
aperture can result in a drastic cut of large amplitude par-
ticles that provide Landau damping. As a result a relevant
reduction of SD is expected [27]. Such a scenario is not far
from the LHC 2012 physics configurations [28].

Figure 7: SD diagram for different dynamic aperture values
from 6 to 2 σ for the LHC case.

In addition to the dynamical aperture the presence of
strong resonances excited by the non-linearities in the ma-
chine and among them beam-beam effects can also have
detrimental effects to the Landau damping. Among many
the linear coupling as studied in [29] can be a very important
source of distortion in the detuning with amplitude. This
is shown in Fig. 8 where the two dimensional tune spread
(left plot) is shown when linear coupling is applied (blue
lines) and when it is (red lines). On the right the particle
distributions in action space are also plotted with the particle
density as color code. This plot shows the change in particle
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distribution as a consequence of the resonance excited. In
Fig. 9 the stability diagrams are plotted for two different
unperturbed tunes using the tracked particle distributions
from Sixtrack of Fig. 8. The horizontal plane SD (cyan and
dark blue lines) are large and not changed by the resonance.
On the contrary the vertical plane shows a very strong re-
duction of the SD (the pink line) and a sensitivity to a tune
change that enhances the resonance effect (the green line).
This effect has been described in [30] and experimentally
measured via Beam Transfer function measurements in [31].

Figure 8: Two dimensional footprint (left plot) for different
tune values and particle distribution in action space for the
case with shifted tune closer to the linear resonance (right
plot).

Figure 9: SD diagram in the presence of linear coupling
resonance and for different tunes moving the footprints far
away from the resonance.

The dynamic aperture and resonances effects on the beam
stability has been proved to play a very important role. For
these reasons it is fundamental to include in the overall
stability strategy a global optimisation of the non-linearities
to avoid a deterioration of the Landau damping properties.

Noise
As initially explored in [15] the long lasting delay of

instabilities in the LHC already back in 2012 raised the
question if this very slow process could have been linked to
a modification of the particle distributions due to resonance
excitation, diffusion and/or noise.

Two approaches have been followed to try to bring light
to these effects: an experimental effort to characterise the
Landau damping properties of the beams via beam trans-
verse transfer functionmeasurements [31] and the theoretical
and numerical studies of the impact of noise and diffusive
mechanisms to the beam stability [15].

The experimental evolution of Landau damping with and
without beam-beam effects has been probed in the LHC
via beam-transfer function measurements. The goal was to
try to experimentally observe the evolution of the Landau
damping during an operational cycle in the presence of all
non linearities, beam-beam interactions included. This was
achieved with the development of the beam transfer func-
tion measurements because of the relation BTF ∝ SD−1.
These measurements are meant to understand the effective
Landau damping for different machine configurations and to
possibly collect evidences of possible particle distribution
deformations due to diffusive processes and or resonances
effects as in [22].

The second path was to theoretically and numerically ex-
plore the impact of noise sources to the beam stability [15].
The aim was to understand the mechanisms that can lead to
a loss of Landau damping linked to diffusive mechanisms
as a possible explanation of the observed beam behaviours.
Instabilities of high latencies have been observed in LHC
before collision. The impact of coloured noise to the beam
stability has been observed with direct measurements during
BTF experiments [32] while indirect measurements have
reproduced fully the instability characteristics in [33]. The
instabilities observed are driven by noise and not caused
by machine variations. Instabilities of high latencies can
develop in high-energy hadron machines with noise and
impedance, by changing the distribution of particles. Sev-
eral studies have shown such behaviours theoretically and
experimentally [34–37]. A possible mitigation technique
considered is to reduce the modification speed of particles
but studies are still on-going. More recently also [38] proves
the possibility of such mechanism for instabilities in hadron
synchrotrons. Studies of the impact of noise to the beam dy-
namics will have to change to take into account the possible
loss of Landau damping associated to. This is a new feature
never evaluated before for any collider.

COHERENT EFFECTS
Due to the beam-beam interaction particles of the beams

organise their motion and coherent oscillations take place
during collision [39–43]. This coherent behaviour of the
bunches in a beam can lead to limitations to the machine per-
formances since the system of bunches colliding is a coupled
system and actions of one bunch are transmitted to all the
rest. These coherent modes have been routinely observed
in various colliders and are generally not self-excited. The
coherent motion moreover is not always damped by Landau
damping mechanisms mainly when the frequencies of the
collective oscillations are outside the continuum incoher-
ent spectrum. Under external excitation, such as machine
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impedance, these modes could therefore become unstable.
Therefore, one should always try to avoid or suppress collec-
tive motion by breaking the organised dynamics of particles.
In addition a transverse feedback is constantly used to

damp the coupled bunch instabilities.The fastest growing
instability modes can be damped with very low damper band-
width, while the damping of the high frequency modes is
very sensitive to the exact frequency response of the feedback
system above the cutoff frequency.

Mode Coupling
The existence of a strong mode coupling instability when

one of the beam-beam coherent modes crossed a higher order
head-tail mode has been studied theoretically and experimen-
tally in [44]. The instability has very similar characteristics
as the classical impedance driven TMCI [8] and could oc-
cur even at low bunch intensities providing the beam-beam
parameter is sufficiently large to overlap the π − mode fre-
quency with the higher order head-tail modes. In [44] it
has been shown that the chromaticity appears to be rather
inefficient by itself to cure this instability while a bunch-by-
bunch transverse damper would easily suppress it. From
these studies it is clear that an optimum combination of
damper gain and chromaticity should be found to minimise
unwanted side effects as for example reduction of beam life-
time or emittance degradation. In Fig. 10 the amplitude of
the spectral line (color code) is shown as a function of the
coherent beam-beam and synchro-betatron modes frequen-
cies Q per different beam-beam strengths ( ξ). It is evident
that when the coherent beam-beam pi-mode approaches the
head-tail mode -1 (ξ ≈ 0.003) the modes couple leading to
a strong instability.

Figure 10: Synchro-betatron modes as a function of the
beam-beam parameter ξ. The color code represents the
amplitude of the spectral line.
While in Fig. 11 the amplitude of oscillation and rise

time of a single and two-beam instability is shown. The
magnitude of the instability and rise time is increased by
an order of magnitude with respect to the single beam one
when it occurs at the overlap of a beam-beam coherent mode.
In addition the beneficial effect of a transverse damper in
suppressing such instability is also marked with a black line.
Details of such study can be found in [44]. The coupled-

bunch beam stability in the presence of the transverse

Figure 11: Measured oscillation amplitude in the vertical
plane of both beams and exponential fit. An example of
the single beam instabilities and two beams instabilities are
shown on the top and bottom plots, respectively. The time at
which the damper was turned ON is marked by the vertical
black line.

feedback, chromaticity, and Landau octupoles using the
NHT [45], DELPHI [46] and BIM-BIM [47] has been de-
scribed in [10].

Suppressing coherent beam-beam modes
Due to the beam-beam interaction, particles of the beams

organise their motion and coherent oscillations take place
during collision [40–43]. This coherent behaviour of the
bunches in a beam can lead to limitations to the machine
performances since the system of bunches colliding is a
coupled system and actions of one bunch are transmitted
to all the rest. Since coherent beam-beam modes are not
always damped by Landau damping mechanisms one
should always try to avoid or suppress collective motion
by breaking the organised dynamics of particles. Since
coherent behaviours develop mainly when a high degree of
symmetry is present between the two beams (same betatron
frequencies, same intensities, same sizes) one can reduce
these effects by breaking this symmetry. There are different
ways to suppress coherent beam-beam modes. Here a list of
the mitigation methods:
Different bunch intensities: if the two bunches will
have intensities that differ of around 60% then the co-
herent motion between the colliding bunches will be
suppressed [40,48]. This technique is not used operationally
because of its very bad impact to the colliders luminosity
that will be reduced by the reduction factor on the bunch
intensity.
Different tunes in the two beams: in the case the two
beams will have different tunes the system will be decoupled
if the difference in tune will be larger than the beam-beam
parameter ξ [22, 49, 50]. This technique has been also
proved experimentally at the Relativistic Heavy Ion Collider
RHIC for example.
Unequal distribution of interaction points: multiple
interactions will create a mixing of coherent modes as for
example for the case of the LHC with multiple long-range
interactions. The coherent modes will be so many to create
a continuum of frequency [41, 51, 52].
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Phase differences between interaction points: similarly
to the impact of the tunes, if the phase advances between in-
teraction points are not symmetric the phase difference will
make coherent motion more difficult to organize [43, 53].
Synchrotron motion: if transverse coherent modes overlap
with the incoherent spread coming from the longitudinal
motion then transverse modes can be damped thanks to the
synchrotron betatron coupling one has in the beam-beam
interactions when a crossing angle is applied at the
interaction points [54, 55].

FUTURE STUDIES AND CHALLENGES
Future colliders aim at beams of much higher energies to

explore new physics process beyond the known playground.
In particular presently CERN has undertaken a preliminary
conceptual design for a 100 TeV center of mass energy
hadron collider and a conceptual design report has been
recently issued [56]. For such machines stability of beams
is an issue since the classical approach of using octupole
magnets to provide the needed Landau damping can be quite
inefficient. Octupole magnets provide the frequency spread
needed for Landau damping, the effectiveness of such de-
vices decreases with energy because the detuning is affected
by both adiabatic damping and increased beam rigidity. The
tune spread follows the scaling law ∆Qoctupoles ∝ 1/γ2.
For this reason new devices and or techniques should be
studied and explored to mitigate coherent instabilities. The
main mitigation methods explored for the design of future
colliders are:

• Optics and beam-beam global design: at the design
stage fully integrate beam-beam effects into the Landau
damping evaluations and in the lattice design to max-
imise the Landau damping and the dynamical aperture.
This is obtained by fully integrating the beam-beam
effects at the lattice and interaction region design level
(i.e. phase advance studies, larger beta functions at
the location of the Landau octupoles, global compen-
sations schemes) [57–59]. Maximise the tune spread
∆Q.

• Collide and squeeze: as soon as the beam stability
approaches its limits ,i.e. at top energy, go into collision
to have maximum Landau damping from the head-on
beam-beam interaction. Then squeeze the beams to
introduce gradually the long-range effects and allow a
luminosity levelling knob on demand. With very little
impact to the collider performances it allows to have the
largest stability diagram and the best use of the lattice
and of the two beams formitigating coherent impedance
driven instabilities [59, 60]. Use the ∆Qbb head−on
which is independent of the beam energy.

• Electron lenses: since the beam-beam head-on colli-
sion is independent of the beam energy the tune spread
(Landau damping) produced can be much larger and
if margins are needed then the use of a well controlled

electron beam can be a powerful source of Landau
damping. Detailed studies of electron lenses and their
proved impact on the beam tune spread can be found
in [61–63]. The impact on the beam stability and Lan-
dau damping is studied in [64].

• Radio frequency quadrupoles: these devices are stud-
ied because the detuning with amplitude comes from
the longitudinal action variable and not from the trans-
verse plane. The tune spread for Landau damping is
given by ∆Qx,y = ∆Qx,y (Jz ) and therefore it is not
affected by the adiabatic damping due to the higher
energy. The RF quadrupole is only affected by the in-
creased beam rigidity, so the tune spread is ∆QRFQ ∝
1/γ.

These devices have been studied and a first experimental
test to prove the Landau damping has been attempted in
the LHC with very promising results. Detailed studies are
reported in [65–69].

From the experience of the LHC it is clear that the effort at
the design stage to fully integrate Landau damping devices
and the impact of all beam-beam interactions to Landau
damping, mode coupling and the modification of the optical
properties of the lattice has to be studied and optimised
in order to maximize the stabilising effects of such strong
non-linearity.

Designing a future collider will then require a challenging
set of studies to foresee:

• Full study of the impact of beam-beam effects to the
Landau damping and use them to enhance it where
possible with operational choices as learned from [15]

• Analysis of the dynamic aperture and resonance exci-
tation in terms of impact to the Landau damping to
foresee possible losses of stability as done in [20].

• Study the effect of particles diffusion and or emittance
growth from noise sources as a possible source it self
of loss of Landau damping as learned from [34].

• Explore the interplay of a transverse feedback andmode
coupling instabilities from beam-beam coherent modes
as described and proved experimentally in [71, 72]

• Explore alternative methods to provide efficient Landau
damping at very high energies.

Any future design study has to take all these lessons into
account at the design stage in order to fully implement all
the effects in the design of the optics to optimise the stability
and have a better control of the different aspects. This has
been the strategy for the FCC-hh design as presented in [?]
and summarised in the conceptual design report [56]. Sta-
bility studies cover fully the impact of two beams and the
lattice design is also conceived to optimise at the maximum
the beam-beam effects interplaying with octupoles and sex-
tupole magnets. Operational scenarios have been defined to
profit of head-on collisions using collide and squeeze [59]

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

29



to further increase the Landau damping when at top energy.
And in parallel effort has been made to advance the concepts
and studies of new devices to possibly support and increase
the Landau damping [64, 65].

SUMMARY
Beam-beam effects typical of colliders have shown over

the last 10 years at the LHC to be a fundamental ingredient
for beam stability. This has manifested in many ways as ex-
plained and highlighted in this paper. Several experimental
tests and evidences have been carried out to demonstrate the
mechanism beyond the effects linked to beam-beam interac-
tions and their role in loss of Landau damping and the mode
coupling instability. The understanding of the impedance
driven instabilities at the LHC over this last decade has paved
the path for an improved design of a future hadron collider.
Pushing the single particle studies to merge into collective
beam stability as shown to be fundamental because the re-
sulting stability of the beams is the result of the interplay of
all these effects. The treatment of the effects independently
is not anymore sufficient to describe the behaviour of oper-
ational beams and to reproduce the observations. Pushed
by the need to mitigate the still present LHC instabilities,
new devices to experimentally verify the Landau damping
and or to possibly explain the discrepancies with respect to
the known models have been developed. The use of this
techniques have brought a much better understanding of the
underlying physics and they have highlighted the need for
new tools to model and explain the beam stability issues
observed. Interesting developments on active devices to
provide Landau damping as electron lenses and RFQs have
been studied in the recent years showing very powerful tools
for future machines. At the present the study of noise and
its impact to stability is very demanding but can represent
the missing ingredient to the understanding of the coherent
instabilities observed.
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OPERATIONAL EXPERIENCE OF BEAM STABILITY CONTROL 

R. Steerenberg†, CERN, Geneva  

Abstract 
The CERN accelerator complex, as well as other accel-

erator facilities world-wide, produce a large variety of par-
ticle beams for use in experiments. The beam quality is of 
prime importance and can be characterised by many pa-
rameters, such as beam or bunch intensity, longitudinal and 
transverse beam size, time structure, etc. Certain combina-
tions of these beam parameters, along with the machine 
characteristics such as impedance, can lead to challenging 
configurations that can drive the particle beams unstable, 
potentially leading to degradation of the beam quality and 
particle losses around the circumference of the accelerator. 
These losses result in activation of the accelerator compo-
nents and therefore prolong the cooldown time to allow for 
hands-on preventive and corrective maintenance, hence re-
ducing the beam time available for physics. 

Beam stability control is therefore of major importance 
for the operation of accelerators and can be obtained 
through distinct means for different accelerators and beam 
characteristics. This paper outlines the principal opera-
tional instability observations and mitigations applied for 
the CERN accelerator complex, complemented with ap-
proaches used in some other accelerator laboratories 
around the world. An attempt is made to illustrate the in-
terplay between the beam dynamics experts and the opera-
tions teams. 

CERN ACCELERATOR COMPLEX AND 
PARTICLE BEAMS 

The CERN accelerator complex (Fig. 1), as it is in used 
today, has evolved over more than 60 year. The CERN Pro-
ton Synchrotron (PS), initially foreseen for internal target 
experiment, was designed for beam intensities of a few 
1010, while upgrades and addition of the PS Booster (PSB) 
allowed to increase the beam intensity up to more than 
3´1013 protons per pulse. Similarly, the Super Proton Syn-
chrotron (SPS) has gone through many transformations and 
performance increase steps. Initially it was used as high en-
ergy protons synchrotron, then transformed into a proton – 
antiproton collider, before being used as injector to the 
Large Electron Positron (LEP) collider. Today besides pro-
ducing the beams for the Large Hadron Collider (LHC), the 
PSB, PS and SPS provide various types and configurations 
of particle beams to a rich variety of fixed target experi-
ments. The performance increase and the large spectrum of 
beam characteristics gave rise to rich panel of beam insta-
bility observations and mitigation techniques, most of 
which are used operationally. 

Another interesting period is upcoming, with the com-
missioning of the LHC injector upgrade project that has as 
principal aim to more than double the LHC beam 

brightness. Although potential beam instabilities have been 
studied and mitigation measures have been foreseen, new 
challenges will arise and will have to be dealt with effi-
ciently, by beam dynamics experts and the operations 
teams. 

 

 
Figure 1: Schematic overview of the CERN accelerator 
complex today. 

Operational Instability Observation 
Beam instabilities that developed over the years as a re-

sult of the performance increases have been studied in de-
tail analytically, through simulations, but also during nu-
merous machine development sessions. The latter led to the 
implementation and/or extension of a large spectrum of ob-
servation and diagnostics tools. Many of these were initi-
ated as proof of principle or prototypes to cover the need 
of the study, but many were later converted into operational 
tools. 

Wideband longitudinal and transverse pick-ups, power 
converter signals and feedback loop signals are connected 
to a distributed analogue/digital signal observation system, 
called OASIS [1]. This allows remotely connecting signals 
or data streams around the accelerator complex to the local 
OASIS sub-systems and to visualise them, using a common 
trigger, on displays in the control room. A few examples of 
the signals and their observation modes are given in Fig. 2.  

 

  
Figure 2: Examples of visualisation of signals on the OA-
SIS system, normal analogue mode (left) and analogue 
mode with waterfall image (right). 
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More dedicated systems, such as Bunch Shape Monitors 
(BSM) combined with tomographic algorithms, allow for 
tools such as Tomoscope [2] and Beam Quality Monitors 
(BQM). The BQM makes a real-time analysis of the beam 
quality and can be parametrised to dump the beam prior to 
transferring it to the LHC if the quality does not meet the 
pre-defined requirements [3]. 

More recently, the LHC transverse damper system was 
equipped with enhanced diagnostic tools, called ADT-Ob-
sbox [4]. This system forms a rich source of digitised beam 
signals for instability studies. It triggers on instabilities and 
stores the signals for many thousands of turns bunch-by-
bunch for off-line analysis (see fig. 3). In some places spec-
trum analysers are still available and used for on-line ob-
servations, but the abovementioned systems allow more 
sophisticated analysis, hence the decrease in number of 
spectrum analysers over the years.  

 

 
Figure 3: Example of ADT-ObsBox signals for four 
bunches over 400 turns. 
The extensive logging of machine parameters, as is done 
for the LHC, but also more and more, for the LHC injec-
tor chain, froms a rich source of data for the analysis of 
beam instabilities and allows correlating them with ma-
chine parameters. 

Operational Instability Mitigation 
Once beam instabilities are observed and analysed miti-

gation measures will have to be applied. The most common 
operational knobs in the control rooms for the transverse 
plane are tune, chromaticity, linear coupling and Landau 
octupoles, complemented by the various parameters of the 
transverse feedback system. For the longitudinal plane 
these are RF cavity voltage, higher order cavity voltage and 
the various parameters of the longitudinal feedback sys-
tem. If the beam specifications allow, controlled transverse 
and/or longitudinal blow up are also powerful tools to pal-
liate operationally beam instabilities. 

Synchrotron radiation damping is an effective means to 
moderate beam instabilities, but apart from the CLEAR fa-
cility, only protons, antiprotons and different ion species 
are accelerated and decelerated at CERN, which do not 
provide useable synchrotron radiation damping in any of 
the accelerators. 

Stochastics and electron beam cooling are used in the 
low energy machines at CERN, such as the Antiproton De-
celerator (AD), the Extra Low ENergy Antiprotons 

machine (ELENA) and the Low Energy Ion Ring (LEIR), 
but not for any of the high energy, high intensity and/or 
high brightness proton beams.  

OPERATIONAL EXPERIENCE WITH 
BEAM INSTABILITY AT CERN 

PS Booster (PSB) 
The PSB is the first link in the LHC injector chain and is 

at the source of all beams for the downstream experimental 
areas and machines. It has its own experimental facility, the 
Isotope mass Separator On-Line DEvice (ISOLDE) for 
which it produces a 4-bunch high intensity beam of 
~3.4´1013 protons per pulse at 1.4 GeV kinetic energy and 
2 GeV in 2021. 

 
The PSB beams can potentially be impaired by a hori-

zontal beam instability in the presence of high space 
charge, resulting in a tune spread of up to dq ~ 0.5. This 
instability is efficiently suppressed owing the good work-
ing transverse damper. The cause for this instability, which 
was recently identified, are the cables of the extraction 
kicker system [5]. The PSB relies on the transverse feed-
back in coming years for the mitigation of this instability. 
However, studies for a definitive solution at the source has 
been launched.  

 
Apart from the transverse damper and the capability of 

applying a controlled longitudinal blow-up, the PSB is not 
equipped with chromaticity sextupoles nor Landau octu-
poles. 

CERN Proton Synchrotron (PS) 
All operational beams, apart from the ISOLDE beam, are 

accelerated and manipulated in the PS. The main instability 
related phenomena observed on some of these beams are: 

• Head-tail instability in the presence of space 
charge, resulting in a tune spread of up to dq ~ 0.5; 

• Beam break-up at transition crossing in the pres-
ence of space charge [6], or Transverse Micro-
wave Convective Instability [7]; 

• Longitudinal coupled bunch instabilities; 
• Transverse coupled bunch instabilities. 

The principal means in the PS to correct for beam insta-
bilities are: 

• Transverse damper, not much used until recently; 
• Tune and coupling, for coherent instabilities; 
• Chromaticity, sign flip at g-jump; 
• Landau octupoles, rarely used and only available 

below transition crossing (~6 GeV/c); 
• RF cavity voltage, reduced after g-jump to max-

imise Landau damping; 
• Controlled longitudinal blow-up though dedi-

cated 200 MHz cavities; 
• Longitudinal damper, recently installed. 

The following paragraphs illustrate examples of opera-
tional beams on which the abovementioned phenomena 
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have been observed and to which corrections are applied, 
together with some operational experience where relevant. 

The n-TOF beam, which is a single bunch high intensity 
beam (~8´1013 protons), suffered from the beam break up 
instability at transition crossing. Initially the controlled 
longitudinal blow up was increased with a positive effect 
on the instability, but a detrimental effect on the beam qual-
ity occurred, as ghost bunches were created by particles 
leaking out of the bucket into the neighbouring empty 
buckets. Careful studies on the controlled blow-up param-
eters have identified a set of parameters that blow up most 
efficiently the core of the bunch and less the particle trajec-
tories on the outskirts of the bunch. These blow-up param-
eters are now routinely used and if necessary adapted by 
the operations teams. 

 
The LHC beam uses a double batch injection, hence a 

waiting time of 1.2 s for the first injected batch on the in-
jection plateau. The beam is intrinsically unstable in the 
horizontal plane with nominal chromaticity, xh,v = -1 below 
transition. Until recently, approaching the horizontal and 
vertical tunes close to the coupling resonance and adding 
linear coupling through skew quadrupoles were used to 
damp the instability, hence improved the beam quality and 
reduced the beam losses [8]. More recently, the low energy 
working point was modified. Small but negative values for 
the chromaticity in both planes were, combined with the 
use of the transverse damper to damp the head-tail modes. 
The working point adjustments together with the transverse 
damper settings are performed by the operations teams. 

 

  

Figure 4: (left) the instability causing losses on the flat 
bottom, (right) Stable beam without losses. 
 

The LHC beam, during the energy ramp, exhibits dipolar 
and quadrupolar coupled bunch instabilities, limiting the 
bunch intensity [9]. The RF system was modified such that 
two out of the ten 10 MHz cavities could be used to damp 
the instability. In addition, partial mitigation was found ap-
plying controlled longitudinal blow up in the PSB prior to 
extraction, and in the PS at low energy. However, for beam 
specification reasons the maximum longitudinal emittance 
at extraction cannot exceed 0.35 eVs. For the future a ded-
icated longitudinal damper has been installed and the 
10 MHz cavity impedance will be reduced through an up-
grade of the amplifiers. The operational experience with 
this is that the two 10 MHz cavities used to damp the insta-
bilities in addition to their main role, accelerating the beam, 
tripped more regularly, causing beam downtime. The 
bunch splitting processes, used to produce the 25 ns bunch 
spacing, required regular manual adjustments by the oper-
ations team for the optimisation of the beam quality. Good 

measurement and correction tools are available in the con-
trol room to diagnose and mitigate the instability. 

Super Proton Synchrotron (SPS) 
The SPS receives its beam from the PS and produces var-

ious types of beams for the LHC, the Fixed target experi-
ments in the North Area of the Prevessin site, the AWAKE 
experiment and the HiRadMat facility. The main instability 
related phenomena observed on some of these beams are: 

• Fast vertical single bunch instability; 
• Horizontal coupled bunch instability during the 

injection plateau for 1.8´1011 protons per bunch 
on the LHC beam; 

• Electron cloud induced instability 
• Longitudinal coupled bunch instability, due to RF 

cavity beam loading. 
The principal means in the SPS to correct for beam in-

stabilities are: 
• Chromaticity; 
• Landau octupoles; 
• Transverse damper; 
• Lowering of the g-transition, through a well-stud-

ied optics modification; 
• Prototype intra-bunch damper in the vertical plane 

only. Presently only used for studies and limited 
in power; 

• 800 MHz RF cavity used as Landau cavity, in the 
past also for controlled longitudinal blow-up; 

• RF cavity voltage, but no or little margins availa-
ble. 

The following paragraphs illustrate examples of opera-
tional beams on which the abovementioned phenomena 
have been observed and to which corrections are applied, 
together with some operational experience, where relevant. 

 
The TMCI-like fast vertical single bunch instability or 

Transverse Microwave Convective Instability forms a per-
formance limiting factor in the SPS. Running the machine 
at higher chromaticity values contributes to stabilising the 
instability but is not satisfactory. Studies and tests with 
beam have confirmed that lowering the g-transition by 
switching from the so-called Q26 optics to the Q20 low 
gamma transition optics, provides an efficient cure for this 
TMCI-like instability [10]. For the Q20 optics, the fre-
quency slip factor increases by a factor 2.8 at injection and 
1.6 at high energy compared to the Q26 case. The draw-
back of the Q20 solution is that it imposes a higher RF volt-
age, which is already limited with the present RF system. 
As a result, the SPS RF system is being upgraded and more 
voltage will become available. In addition, an alternative 
scheme with Q22, a compromise between stabilisation and 
available RF voltage, is being studied. The Q20 optics has 
been deployed operationally on the LHC beams and is used 
for routine operation and filling of the LHC. The SPS is 
now awaiting the upgrade of the RF system to take full ben-
efit of the scheme. This is a clear example of an expert 
driven change with a good and close collaboration with the 
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Operations group for operational deployment of the new 
scheme. 

 
A horizontal coupled bunch instability is present at flat 

bottom in the SPS on the LHC beam for bunch intensities 
approaching 1.8´1011 protons. The transverse damper in 
combination with the Landau octupoles are used rather ef-
ficiently to mitigate this instability. With the Q20 optics the 
Landau octupoles generated a large second order chroma-
ticity as a result of the high dispersion at their location and 
enhanced the beam losses due to the large incoherent tune 
spread. As a result, in 2018, following careful machine 
studies the Landau octupoles were partially re-configured 
with the aim to reduce the second order chromaticity Q’’ 
for which the before and after situation is given in Fig. 5 
[11].  

 

  
Figure 5: The non-linear chromaticity before (left) and af-
ter (right) deploying the Landau octupole reconfiguration.  

 
The LHC beam in the SPS is also undergoing electron 

cloud induced instabilities, which can severely impact the 
beam quality. Two main operational mitigation measures 
are used to combat the build-up of electron cloud:  
1) running the machine with higher values for the chroma-
ticity and 2) perform scrubbing runs following vacuum in-
terventions or prolonged stops. The latter is very effective 
but can be rather time consuming depending on the extend 
and duration of the vacuum interventions. The operations 
team, in close collaboration with the electron cloud ex-
perts, perform the yearly scrubbing runs. Until recently the 
scrubbing run required frequent interruptions to avoid 
overheating of the kickers due to impedance. The serigra-
phy on the ceramic chambers will be adapted to reduce the 
kicker heating in the future. A solution at the source, amor-
phous Carbon coating of the vacuum chambers, is also be-
ing deployed gradually, reducing or even eliminating the 
need for the scrubbing runs in the future. 

Large Hadron Collider (LHC) 
The LHC receives the beam from the SPS in multiple 

batches of bunch trains, ranging in length from 12 to 288 
bunches. In order to increase the physics production, the 
luminosity in the LHC is continuously optimised by reduc-
ing as much as possible the physical beam size in the inter-
action points, but also by injecting beams of increased 
brightness from the injectors. The main instability related 
phenomena observed on the beam in the LHC are: 

• Electron cloud driven instability at injection; 
• Beam instability driven by the impedance from 

the closing collimators; 

• Very fast instability as a result of a vacuum related 
non-conformity (16L2); 

• Longitudinal beam instability after injection. 
The principal means in the LHC to correct for beam in-

stabilities are: 
• Transverse feedback (ADT) in both planes; 
• Tune and linear coupling control; 
• Chromaticity, a large chromaticity is imposed dur-

ing the whole cycle due to instabilities; 
• Landau octupoles; 
• RF Cavity voltage; 
• Controlled longitudinal blow up, to maintain con-

stant longitudinal emittance and bunch length that 
decreases over log fills, as a result of synchrotron 
radiation damping. 

The following paragraphs illustrate examples of opera-
tional beams for which the abovementioned phenomena 
have been observed and to which corrections are applied, 
together with some operational experience, where relevant. 

 
The electron cloud driven instability at injection is cured 

in a similar manner as for the SPS. Prior to a physics run 
and during the gradual intensity ramp-up, a scrubbing run 
is performed to reduce the secondary electron emission 
yield. This drastically reduces the electron cloud formation 
but does unfortunately not suppress it. Therefore, the LHC 
runs with a chromaticity of ~ 15 units in both planes, 
which, combined with an increased strength of the Landau 
octupoles and the correction of the linear coupling at low 
energy, allows for sufficient mitigation for operation with 
the required bunch intensities and bunch patterns. The op-
erations teams regularly measure and correct the chroma-
ticity. Following the findings on the linear coupling by 
beam dynamics experts, the operations team has developed 
a tool to measure and correct the linear coupling which is 
also used by the operations teams on a regular basis.  
 

The closure of the collimators at high energy gives rise 
to an impedance induced beam instability that is cured by 
applying a high value for the chromaticity in both planes 
of ~ 15 units, in combination with the Landau octupoles 
that run close the maximum available current of 550 A. The 
latter have been used both in negative and positive polarity. 
This topic is generally seen as very complex by the major-
ity of the operations team members, but they closely col-
laborate with the beam dynamics experts for the measure-
ment campaigns. The accelerator physicists in the opera-
tions team are highly involved in the setting-up of the cures 
and development of the monitoring tools. 
 

Following a beam vacuum non-conformity, fast beam in-
stabilities, caused by a local high gas density, have led to 
beam dumps in 2017 and 2018 [12][13]. Since this phe-
nomenon arose unexpectedly during the intensity ramp-up 
in 2017, no predefined cure was readily available, and the 
logging of the beam and machine signals prior to and dur-
ing each instability-induced beam dump contributed signif-
icantly to the understanding of the instability mechanism. 
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Through trial and error several mitigation measures have 
been attempted. An extra solenoid to evacuate electrons 
and/or ions in the suspected area of the machine was in-
stalled and contributed to the reduction of instability in-
duced beam dumps. Also conditioning with a lower beam 
intensity, following a beam dump, turned out to be a work-
ing recovery strategy. Taking a step back on the beam per-
formance contributed significantly to the reduction of the 
number of instability-induced beam dumps and increased 
again the beam availability for the experiments. Combing 
in the operational experience with the enhanced under-
standing of the instability mechanism by the beam dynam-
ics experts resulted in exploiting the enormous flexibility 
of the injector chain. The so-called 8b4e LHC beam, where 
the short 8-bunch trains were separated by four empty 
buckets, was setup in a short period of time and suppressed 
the electron cloud production in the LHC at the expense of 
a slightly reduced, but still respectable peak luminosity of 
close to the 2´1034 cm-2s-1, twice the LHC design value. 
This beam configuration therefore contributed greatly to 
the reduction of the beam-induced heat load, hence the 
number of instability-induced beam dumps. The definitive 
cure of the problem is the removal of the non-conformity, 
foreseen for LHC Run 3. 

 
Persistent injection phase oscillations caused a longitu-

dinal beam instability after injection prior to 2018 (Fig. 6) 
[14]. This was identified to be due to the mismatch between 
the LHC bucket height and the momentum spread of the 
arriving bunch. The theoretically optimum voltage with re-
spect to the momentum spread of the injected SPS bunch 
is 2 MV. However, this voltage resulted in too high injec-
tion losses in the past. As result, the RF beam dynamic ex-
pert performed studies and found that 4 MV would be the 
optimum voltage for the beam coming from the SPS as op-
posed to the 6 MV that was applied operationally. During 
the 2018 physics run, under a close collaboration between 
the RF beam dynamics expert and the operations team, the 
voltage was reduced in steps over many LHC fills. This 
was done by carefully observing the effects and evaluating 
if a next step could be made safely without compromising 
beam quality or perturbing the collisions for the experi-
ments. Since then the 4 MV has been successfully used 
beam injection without observing the longitudinal instabil-
ity after injection. 

 

 
     

     

BEAM INSTABILITY OBSERVATION AND 
MITIGATION IN OTHER ACCELERATOR 

LABORATORIES 
J-PARC 

The J-PARC complex is a multipurpose high-power pro-
ton accelerator facility comprising a 400 MeV H- Linac, a 
3 GeV Rapid Cycling Synchrotron (RSC) and a 30 GeV 
Main Ring (MR). The design power of the MR is 750 MW, 
but a performance improvement scheme aims at increasing 
the beam power to 1.3 MW with a beam intensity of 
3.3´1013 protons per pulse [15]. 

A transverse instability causing beam losses in the RCS 
is suppressed effectively by programming a negative chro-
maticity of seven units. Reducing to smaller absolute val-
ues of the chromaticity the beam is unstable and larger neg-
ative values provoke beam losses, likely due to the large 
chromatic tune spread.  

In the longitudinal plane of the MR, dipolar coupled 
bunch instabilities have been observed for beam powers 
approaching 500 kW, as a result of RF cavity beam loading. 
A feedback system has been developed and is being tested 
on low power beams before being deployed operationally 
on the high-power beams. 

A resistive wall impedance and kicker impedance cause 
transverse beam instabilities in the MR. Also here, a large 
value for the chromaticity, together with Landau octupoles 
provides a cure [16]. 

The performance increase and optimisation are iterative 
processes that are mainly driven by the beam dynamics ex-
perts. The operations team is not really involved in this pro-
cess, until new settings and procedures have become fully 
operational. 

FermiLab 
The FNAL Booster experiences a transverse instability 

under high space charge regime [17]. These instabilities are 
until now suppressed by applying a large value for the hor-
izontal and vertical chromaticity of ~12 units. The plans to 
build and install a transverse damper will allow lowering 
the values for the horizontal and vertical chromaticity 
again.  

Longitudinal coupled bunch modes are also observed, 
probably as a result of RF cavity beam loading. The longi-
tudinal emittance is blown-up after transition by voluntary 
mismatch of the bucket. Longitudinal dampers are availa-
ble, but the longitudinal coupled bunch mode 2 is not yet 
well-controlled. 

The booster is tuned on a daily basis by experts with all 
the knobs available. 

Brookhaven National Laboratory 
The BNL Booster accelerates protons and ions and is 

running near its natural chromaticity without losses. The 
octupole winding were retired, as they had little or no use 
anymore. Space charge issues are prominent at injection 
and a dual harmonic RF system is used to control the 
bunching factor. 

 
 
 

         
     

 

Figure 6: Dipole oscillations observed on the bunch pro- 
file approximately one minute after injection.
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The AGS accelerates polarised protons and ions, but at 
low or moderate intensities. In the past the AGS acceler-
ated proton beam intensities of more than 8´1013 protons 
per pulse for slow extraction to fixed target experiments. 
At that epoch many beam instabilities have been observed 
and cures have been put in place. The main systems used 
were transverse damper, higher frequency dilution cavities 
at injection and transition, skew quadrupoles for empirical 
linear coupling correction by the operations teams and 
higher order multipoles used by the operations teams to 
empirically improve beam transmission. 

Today the AGS no longer accelerates these high intensi-
ties and activity on the beam instability front has decreased 
drastically.  

At RHIC [18] that collides polarised protons and ions the 
injection is dominated by intra-beam scattering and capture 
losses. The transition crossing with high intensities was of-
ten accompanied with beam instabilities, most likely due to 
electron clouds. NEG coating has been applied and scrub-
bing runs to reduce the secondary electron emission yield 
are performed. The transverse damper combats the injec-
tion oscillations and is, if necessary, adjusted by experts 
and monitored by the operations teams. A transverse 
bunch-by-bunch system was deployed in 2014 but is not 
yet fully operational for technical reasons. The chromatic-
ity, which is slightly increased with respect to the design 
value (5 units instead of 2 units) for higher intensities, to 
avoid beam losses, is measured and controlled by the oper-
ations teams with support from the beam dynamics experts. 
Linear coupling and tune are controlled by feedback sys-
tems. The setting up of these systems is done by experts 
and the monitoring by the operations teams. 

Landau damping cavities are necessary for beam stabil-
ity at high ion intensities during injection and acceleration 
past transition. A longitudinal bunch-by-bunch damper is 
in use since 2013 for protons, which allows for relaxing the 
voltage on the Landau cavities. For low energy physics the 
Low Energy RHIC electron Cooling (LEReC) has been 
commissioned and the operations teams start now partici-
pating in the electron beam tuning too.  

CONCLUSION 
Beam instabilities and their mitigation are sometimes 

seen as black magic from an operations point of view, but 
this perception changes when basic understanding of the 
phenomena and their mitigation have been achieved. The 
good communication and collaboration between the beam 
dynamics experts and the operations teams are of key im-
portance to achieve this basic understanding, 

In different accelerator laboratories various approaches 
towards the operational mitigation of beam instabilities are 
applied, ranging from full expert control to a large involve-
ment and autonomy by the operations teams. At CERN the 
much appreciated inter-group collaborative approach is fa-
voured, leaving a large autonomy to the operations teams 
and freeing up time for the experts to study and/or simulate 
in more depth the theoretical background for the phenom-
ena and to provide reliable models that help to predict and 
correct beam instabilities. At a later stage, these models are 

often integrated by the operations teams in operational 
software applications, increasing the ability to act upon 
arising instability issues more autonomously by the opera-
tions teams that is present 24/7.  

There is also a general tendency to push the performance 
wherever it is possible. However, making a small step 
back, to the benefit of the stable and routine operation, of-
ten results in an overall gain of the performance for the ex-
periments. 

The presently available diagnostics systems and tools for 
the mitigation of beam instabilities in the control room 
seems adequate, and wherever shortcomings were identi-
fied upgrades are foreseen in the near future. 

With the commissioning and subsequent performance 
ramp-up following the deployment of the LHC Injector up-
grade programme, there will be challenges and interesting 
times ahead. 

Knowledge transfer and close collaboration between 
beam dynamics experts and the operations teams in the 
control room are key to ensure proper diagnosis and under-
standing of the beam instabilities and to deploy operational 
mitigations and tools to ensure stable beam operation effi-
ciently. 
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STABILITY DIAGRAMS FOR LANDAU DAMPING∗

J. S. Berg†, Brookhaven National Laboratory, Upton, NY, USA

Abstract
Stability diagrams allow one to determine whether a sys-

tem is stable due to the presence of incoherent tune spread
in a beam, a phenomenon known as Landau damping. This
paper presents an overview of the mathematical foundations
that underpin stability diagrams. I first describe stability
diagrams as a mapping between two complex planes: the
space of eigenvalues of the underlying Vlasov equation, and
a space which can most easily be described as the product
of beam current and an effective impedance. I go on to
describe the circumstances when the Vlasov description of
impedance-driven instabilities can or can not be formulated
to construct a stability diagram. Finally I outline how this
is applied to impedance-driven collective effects in particle
accelerators.

INTRODUCTION
Stability diagrams allow one to determine whether a beam

is stabilized by Landau damping by plotting the result of
a relatively simple calculation involving the accelerator
impedance and beam current on the same plane as a curve;
the stability of the beam depends upon which side of the
curve the point lies. The earliest use of stability diagrams
was by Pease [1] for the case of longitudinal stability of un-
bunched beams. Several papers [2–4] expanded up on this
with more examples and including the case of transverse
stability of unbunched beams. Zotter [5] appears to be the
first showing longitudinal bunched beam stability diagrams,
and Chin [6] introduces transverse bunched beam stability
diagrams.

The intention of this paper is to describe some mathemat-
ical foundations for the use of stability diagrams to calculate
the point at which Landau damping is lost. I will describe
the mathematics of the problem in terms of eigenmodes:
complex (in the mathematical sense of “complex numbers”)
distributions of particles that are invariant in all phase space
variables except for the independent variable (for particle
accelerations, often the length along a reference curve, but
time for some applications). The dependence on the inde-
pendent variable is exponential in the independent variable,
with 𝑖 times the coefficient being the eigenfrequency.

These eigenmodes can be divided into what are known
as incoherent and coherent modes. Incoherent modes have
a continuous spectrum for the eigenfrequency: the number
of modes is uncountable (in the mathematical sense); the
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spectrum is generally a union of intervals on the real line.
Incoherent modes appear even in the absence of collective
interactions. Their frequencies are the single particle fre-
quencies we refer to as tunes, or multiples thereof. They
have a spread in frequencies due to tune shift with ampli-
tude, or chromaticity in the absence of longitudinal focusing.
Their modes are distributions along a single line of constant
action, and constant energy in the absence of longitudinal
focusing.

The coherent modes have a discrete spectrum: there is a
region in the complex plane around any mode in which there
are only a finite number of modes. There are a countable
(in the mathematical sense: the number could be infinite)
number of such modes. These coherent modes are what one
computes when the equations for collective effects are solved
in the absence of tune shift with amplitude or chromaticity
caused by the magnetic lattice or potential-well distortion.

In single particle dynamics, there is a phenomenon known
as filamentation which is directly related to Landau damp-
ing. Imagine one starts with a distribution whose shape is
not “matched” with the lines of constant amplitude. When
there is a tune spread in amplitude, particles with different
amplitudes rotate in phase at different rates, leading to a
distribution which is effectively uniform in phase, without
any particle actually changing its own amplitude. Simplisti-
cally, Landau damping occurs when the rate at which this
filamentation occurs for the incoherent modes, which have
real eigenvalues and therefore no change in their amplitude,
is greater than the growth rate of the coherent modes.

For collective effects in particle accelerators, generally
there is an intensity threshold below which the eigenvalue
equation has no discrete modes: this is the mathematical
manifestation of Landau damping. A stability diagram is a
diagrammatic technique that can, for some restricted cases,
allow one to quickly compute where this threshold lies. For
cases where a stability diagram can be applied to a problem,
one can plot the complex coherent mode frequencies in the
absence of tune spread, or equivalently impedances, in the
complex plane, and in the same plane draw a curve (the
stability diagram); if the frequency lies on the inside the
curve, the mode is said to be stabilized by Landau damping.
In reality it is a statement that there is no such discrete mode.

GENERIC FORMULATION OF
EIGENVALUE EQUATION

The equations describing the evolution of a distribution
including collective effects can be Fourier transformed in
the independent variable, and become an eigenvalue equa-
tion where the eigenvalue is the frequency corresponding to
that independent variable. A generic form of the resulting
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eigenvalue equation is

[Ω − 𝜔(𝑥)] 𝑓 (𝑥) = 𝜆
∫

𝐾 (𝑥, 𝑥) 𝑓 (𝑥) 𝑑𝑥 (1)

For particle accelerators: 𝜔 can be the tune (in which case
𝑥 is an action variable) or an orbit frequency (𝑥 will be
the energy); 𝜆 will be proportional to the beam current; 𝐾
will be proportional to the impedance; and the phase space
distribution will be contained in 𝐾 . This description is very
simplistic (in particular 𝑥 can be a vector of variables, and
these can be matrix equations), but sufficient for this initial
discussion.

If 𝜔(𝑥) does not depend on 𝑥 and 𝐾 is sufficiently well-
behaved, 𝑓 (𝑥), the beam distribution in the frequency do-
main, can be written as a sum of coefficients times basis
functions. The eigenvalue problem then becomes a linear al-
gebra problem for the coefficients, with the matrix elements
being integrals of products of 𝐾 and the basis functions:

(Ω − 𝜔)𝑐𝑚 = 𝜆
∑︁
𝑛

𝑍𝑚𝑛𝑐𝑛 (2)

𝑓 (𝑥) =
∑︁
𝑘

𝑐𝑘𝐵𝑘 (𝑥) 𝑐𝑘 =
∫
𝐶∗
𝑘 (𝑥) 𝑓 (𝑥) 𝑑𝑥 (3)

𝑍𝑚𝑛 =
∫
𝐶∗
𝑚 (𝑥)𝐾 (𝑥, 𝑥)𝐵𝑛 (𝑥) 𝑑𝑥 𝑑𝑥 (4)

A complete basis can be chosen so that the basis functions re-
quired to represent an arbitrary function is countably infinite.
The resulting eigenvalue spectrum is also countably infinite
but discrete. On formulating the linear algebra problem, one
necessarily would take a finite number of basis functions,
but as one increases the number of basis functions, the co-
efficients of the basis functions already included and their
corresponding eigenvalues are expected to converge.

When 𝜔(𝑥) does depend on 𝑥, instead one develops a
continuous, and therefore uncountably infinite, set of eigen-
value and eigenvectors for the problem. The eigenvalues
in the continuous spectrum for Eq. (1) are just the range of
𝜔(𝑥), and therefore are real, for values of 𝑥 where 𝐾 (𝑥, 𝑥) is
nonzero. The resulting eigenfunctions are not true functions
but “distributions” [7]:

𝑓𝐶 (𝑥,Ω) = 𝛿
(
𝑥 − 𝜔−1 (Ω)) + PV

𝑔(𝑥,Ω)
𝑥 − 𝜔−1 (Ω) (5)

𝑔(𝑥,Ω) can be computed by plugging 𝑓𝐶 into Eq. (1) if so
desired.

In addition, when 𝜔(𝑥) depends on 𝑥, there may still be
a discrete eigenvalue spectrum with a countable number of
eigenvalues as well, for which the eigenfunctions are non-
singular ordinary functions. A generic distribution written
in the domain of the independent variable (𝑡 here) will be a
combination of the discrete and continuous modes:

𝑓 (𝑥, 𝑡) =
∫

𝑐(Ω) 𝑓𝐶 (𝑥,Ω)𝑒−𝑖Ω𝑡𝑑Ω

+
∑︁
𝑛

𝑐𝑛 𝑓𝐷𝑛 (𝑥)𝑒−𝑖Ω𝑛𝑡 (6)

For a sufficiently smooth 𝑐(Ω), the moments of 𝑓 (𝑥, 𝑡),
which lead to nonzero values on the right hand side of Eq. (1),
that arise from the continuous part of Eq. (6) will decrease
with time. Note that the coefficients in Eq. (6) are not chang-
ing in amplitude: particle amplitudes are not decreasing,
only the moments that drive collective effects are. Any
discrete modes (the second term in Eq. (6)) can still be ex-
ponentially increasing. However, for sufficiently small 𝜆,
there may not be any discrete modes: this disappearance of
discrete modes is Landau damping.

GENERIC FORMULATION OF
STABILITY DIAGRAMS

To determine when a system is “Landau damped,” one
needs to find 𝜆 for which Eq. (1) has no discrete modes. The
equation itself is not amenable to direct numerical solution
due to the mixture of singular and non-singular modes and
the uncountable eigenvalue spectrum. A stability diagram
is an attempt to avoid this direct numerical simulation while
still finding the 𝜆 for which the system has no discrete modes.
𝑓 (𝑥) can be expanded as a series of basis functions and

Eq. (1) can be written similarly to Eqs. (2–4), but with Ω −
𝜔(𝑥) moved to the side of the equation with 𝐾 (𝑥, 𝑥):

𝑐𝑚 = 𝜆
∑︁
𝑛

𝐾𝑚𝑛 (Ω)𝑐𝑛 (7)

𝐾𝑚𝑛 (Ω) =
∫

𝐶∗
𝑚 (𝑥)𝐾 (𝑥, 𝑥)𝐵𝑛 (𝑥)

Ω − 𝜔(𝑥) 𝑑𝑥 𝑑𝑥 (8)

Consider the properties of the functions 𝐾𝑚𝑛 (Ω).
|𝐾𝑚𝑛 (Ω) | ∼ 𝑂 ( |Ω|−1) as |Ω| → ∞. 𝐾𝑚𝑛 (Ω) is defined
everywhere except for the line where Ω is in the range
of 𝜔(𝑥) for 𝑥 real and 𝐾 (𝑥, 𝑥) is nonzero. Thus 𝐾𝑚𝑛 (Ω)
defines a mapping of the entire complex plane, except for
that line, to a bounded region of the complex plane:
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The boundary of the region can be found by evaluating
𝐾𝑚𝑛 (𝜔(𝑥) ± 𝑖𝜖) for real 𝑥 and infinitesimal 𝜖 .

Now consider a simplification of Eq. (7) where the matrix
𝐾𝑚𝑛 (Ω) is diagonal. Then the equation becomes

𝜆 = 1/𝐾𝑚𝑚 (Ω) (9)

The right hand side of Eq. (9) is a mapping of the complex
Ω plane, except for the line mentioned above, to the complex
plane with a hole in it:
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Now consider the definition of 𝐾𝑚𝑛 (Ω) from Eq. (8), and
assume that 𝜔(𝑥) did not depend on 𝑥; then

𝐾𝑚𝑛 (Ω) = 𝑍𝑚𝑛
Ω − 𝜔 (10)

where 𝑍𝑚𝑛 is defined in Eq. (4). If 𝐾𝑚𝑛 (Ω) were diago-
nal, then 𝑍𝑚𝑛 would be as well, in which case (if 𝜔 were
constant), the equation for the eigenvalue Ω0 would be

Ω0 − 𝜔 = 𝜆𝑍𝑚𝑚 (11)

Combining Eq. (11) with Eq. (9), we have

Ω0 − 𝜔 =
𝑍𝑚𝑚

𝐾𝑚𝑚 (Ω) (12)

Equation 12 is the general form for any stability diagram,
and indicates how a stability diagram is used. The eigenvalue
equation is first solved without frequency spread (Eq. (11)),
then the difference of the eigenvalue from 𝜔 is plotted in the
same plane as the range of 𝑍𝑚𝑛/𝐾𝑚𝑛 (Ω). In practice one
plots the boundary 𝑍𝑚𝑛/𝐾𝑚𝑛 (Ω ± 𝑖𝜖) for Ω real. If Ω0 − 𝜔
is outside the range of 𝑍𝑚𝑛/𝐾𝑚𝑛 (Ω ± 𝑖𝜖) (i.e., on the origin
side of the boundary), then such a solution cannot exist as
a discrete mode: it is Landau damped. If Ω0 − 𝜔 is within
the range of 𝑍𝑚𝑛/𝐾𝑚𝑛 (Ω), then its frequency and growth
rate can be determined by solving Eq. (12) for Ω. Note that
𝑍𝑚𝑛/𝐾𝑚𝑛 (Ω) = Ω +𝑂 (1) for large Ω.

If diagonalizing the problem is not acceptable, then one
could start with the eigenvalue problem in Eq. (7), and treat
it as an eigenvalue problem for 𝜆−1 for fixed Ω. One can
plot each eigenvalue as a function of Ω0 ± 𝑖𝜖 for Ω0 real.
That will give a closed curve for each eigenvalue; the region
outside the closed curves for all of the eigenvalues is the
region corresponding to values of 𝜆 that will result in no
discrete eigenvalues for the original problem with Ω as the
eigenvalue. 𝜆 will be a (possibly complex) constant times the
beam current; taking a line along the appropriate direction
in that region will allow one to determine the maximum
current that is stable from Landau damping.

FORMULATION FOR PARTICLE
ACCELERATORS

Now consider the accelerator problem. Equation (9) will
usually (but not always) take the form

1 = −𝑖𝐶 𝐼𝑍eff,𝒎

𝐸

∫ 𝒎 · 𝜕𝜓0
𝜕𝑱

Ω − 𝒎 · 𝝎(𝑱) 𝑑𝑱 (13)

where 𝐼 is the beam current, 𝐸 is the beam energy, 𝑍eff,𝒎 an
effective impedance (the impedance weighted by a function
of frequency), and𝜓0 is a phase space distribution. 𝝎(𝑱) can
be a tune that varies with amplitude or an orbit period that
varies with energy, or both. The phase space distribution is
often Gaussian or a distribution that goes to zero reasonably
smoothly at some number of 𝜎 [8, 9]. Using distributions
with step truncations (“truncated Gaussian” distributions,
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Figure 1: Stability diagrams for longitudinal motion and
an unbunched beam. Different curves are for distributions
smoothly truncated at a certan number of standard deviations,
and a Gaussian distribution.

for instance) should be avoided for these computations, since
one effectively picks up a discrete mode at the truncation
(though collimation might make something similar occur).

Using Eq. (13) in Eq. (12), the impedance, current, and
energy all disappear from the right hand side. Thus the sta-
bility diagram only depends on the phase space distribution
𝜓0 and the mode 𝒎 under consideration.

In the following subsections I outline the common cases
for particle accelerators. These are meant only to summarize
the characteristics of the behavior of these systems. I will
leave out constants that do not serve to illustrate the points
I am making. More detailed discussions are left to other
references. I adopt the conventions of [9] for dimensionless
functions used in constructing stability diagrams (Eqs. 14–17
are derived in detail there).

Longitudinal Impedance, Unbunched Beam
For a longitudinal impedance with no RF, the eigenvalue

equation becomes

1

�̄� ∥

(
𝑘𝜔0 − 𝜔
𝑘𝜔0𝜂𝑐𝜎𝛿

) = 𝑖𝐶
𝐼

𝐸𝜂𝑐𝜎
2
𝛿

𝑍 ∥ (𝑘𝜔0)
𝑘𝜔0

(14)

𝐵 ∥ is dimensionless, only depending on the shape (and not
the scale) of the energy distribution in the beam. It’s behavior
differs from what was described previously in that 1/𝐵 ∥ (𝑥) is
proportional to 𝑥2, not 𝑥, for large 𝑥. Curves of 1/𝐵 ∥ (𝑥± 𝑖𝜖)
are plotted in Fig. 1 for both a Gaussian distribution and a
distribution that goes smoothly to zero at 3 and 5 standard
deviations [8, 9]. Note that the curve for 1/𝐵 ∥ (𝑥 − 𝑖𝜖) lies
on top of the curve for 1/𝐵 ∥ (𝑥 + 𝑖𝜖); this behavior is unique
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Figure 2: Stability diagrams for transverse motion and an
unbunched beam where frequency spread arises from energy
spread.

to the longitudinal unbunched case. To use this stability
diagram, one plots the right hand side of Eq. (14) in the
plane with the stability diagram; if the right hand side is
inside the curve, then the mode is stable.

The longitudinal diagram gives the known behavior: the
beam is stable for highly inductive impedances for 𝜂𝑐 > 0
and for highly capacitive impedance for 𝜂𝑐 < 0 due to the
long tail in that direction; the tail is reduced for a more
truncated distribution; and stability is lost when 𝜂𝑐 = 0.

Transverse Unbunched, Energy Spread
For a transverse impedance with no RF and a frequency

spread arising from energy spread, the eigenvalue equation
becomes

𝜎𝛿 [(𝑘𝜔0 ± 𝜔⊥)𝜂𝑐 ∓ 𝜔⊥𝜉]
�̄�⊥

(
𝑘𝜔0 ± 𝜔⊥ − 𝜔

𝜎𝛿 [(𝑘𝜔0 ± 𝜔⊥)𝜂𝑐 ∓ 𝜔⊥𝜉]

) =

− 𝑖𝐶 𝐼𝑍⊥ (𝑘𝜔0 ± 𝜔⊥)
𝐸

(15)

�̄�⊥ (𝑥) is dimensionless and for large 𝑥 is approximately
𝑥−1. Figure 2 shows plots of 1/𝐵⊥ (𝑥 ± 𝑖𝜖) for the same
distributions as in Fig. 1. The upper curve and lower curves
are for the two signs in 𝑥 ± 𝑖𝜖 . Due to the symmetry of the
impedance (assuming feedback is not included), the right
hand side of Eq. (15) must be between both of the curves
for stability, since even if it on the stable side of both of the
curves for one of the ± signs in Eq. (15), it will be on the
unstable side of both curves for the other sign of ± (and the
negative 𝑘) in that equation.

8 6 4 2 0 2 4 6 8
Real

8

6

4

2

0

2

4

6

8

Im
ag

in
ar

y

Gaussian
3 sigma
5 sigma

Figure 3: Stability diagrams for transverse motion and an
unbunched beam where frequency spread arises from trans-
verse tune spread. Tune shifts with amplitude are in opposite
directions for the two planes.

Transverse Tune Spread
When variation in transverse amplitude is the dominant

source of frequency spread, the formulations for bunched
and unbunched beams are very similar. This is because it is
the longitudinal motion that creates the distinction between
bunched and unbunched beams, and that longitudinal motion
is effectively integrated out.

When there is no RF and the energy spread gives a small
contribution to the frequency spread (for instance when
(𝑘𝜔0 ± 𝜔⊥)𝜂𝑐 ∓ 𝜔⊥𝜉 reaches its smallest value), the tune
shift with transverse amplitude may become the dominant
contribution to the frequency spread. In this case the eigen-
value equation takes the form

𝜔 − 𝑘𝜔0 − 𝜔𝑦
𝑇𝑦

(
𝜔 − 𝑘𝜔0 − 𝜔𝑦

𝛼𝑥𝑦 − 𝜔𝜔𝑥𝜉𝑥𝜖𝑥/𝑐 ,
𝜔 − 𝑘𝜔0 − 𝜔𝑦

𝛼𝑥𝑦 − 𝜔𝜔𝑥𝜉𝑥𝜖𝑥/𝑐

) =

− 𝑖𝐶 𝐼𝑍⊥ (𝜔𝑦 + 𝑘𝜔0)
𝐸

(16)

There should be a ± in various places in this equation, but
that can be generally ignored, at least if there is feedback.
The two arguments to 𝑇𝑦 take into account tune shift with
amplitude in the two horizontal planes. If the tune shift with
amplitude is negative, the tail of the stability diagram will
correspond to an inductive impedance. If the tune shifts with
amplitudes have opposite signs, the stability diagram will
have tails in both directions (Fig. 3). The top and bottom
curves are drawn for the two signs in 𝑦/𝑇𝑦 (𝑥 ± 𝑖𝜖 , 𝑦 ± 𝑖𝜖),
and for stability the right hand side needs to be between the
two curves due to the symmetry in the impedance.
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The case of bunched beam with transverse tune spread
is nearly the same as the transverse unbunched case. The
first important difference is that an “effective impedance” is
used, which is an integral or sum over the impedance times
a weighting function. The weighting function is shifted by a
frequency 𝜉𝜔0/𝜂𝑐 , breaking the symmetries mentioned ear-
lier, meaning that we could have damped discrete modes that
do not have corresponding growing discrete modes. The sec-
ond important difference is that multiples of the synchrotron
frequency enter in, as well as the amplitude dependence of
those tune shifts, while the chromaticity terms are no longer
present in the arguments to 𝑇𝑦 . The chromaticity terms seen
when there is no RF in Eqs. (15) and (16) are still present
in the bunched case, they manifest themselves in the shift
in frequency in the weight function when computing the
effective impedance (and that frequency shift can be seen in
Eq. (15)). The stability diagram is valid for individual modes
for either the single or multi-bunch case. Thus, one solves
the corresponding uncoupled problem for the eigenvalue Ω,
and plots Ω − 𝜔𝑦 − 𝑚𝜔𝑧 on the same diagram as

Ω − 𝜔𝑦 − 𝑚𝜔𝑧
𝑇𝑦

(
Ω − 𝜔𝑦 − 𝑚𝜔𝑧
𝛼𝑦𝑥 + 𝑚𝛼𝑧𝑥 ,

Ω − 𝜔𝑦 − 𝑚𝜔𝑧
𝛼𝑦𝑥 + 𝑚𝛼𝑧𝑥

) (17)

evaluated at Ω = 𝜔 + 𝑖𝜖 for 𝜔 real.
With coupling between modes with different 𝑚, this for-

mulation can still be used because the integrals only depend
on the distribution and the form of the tune shift with am-
plitude. One does not use a stability diagram: the coupled
nonlinear equations are solved, and Eq. (17) is evaluated at
an arbitrary complex Ω; since 𝑚 is different for each mode,
the function must be evaluated at a number of different points.
Chin et al. [6, 10] appear do this.

Longitudinal Tune Spread
Incorporating longitudinal tune spread in a bunched beam

for a calculation for Landau damping presents the largest
challenge for accelerator applications. But doing so is desir-
able since the longitudinal tune shift with amplitude can be
the largest source of tune spread in the system. The challenge
can be seen in the computation of 𝐾 (Ω). This computation
requires integrals of the form


[𝐶∗
𝑚 (𝑱)𝐽𝑦𝒎 · (𝜕𝜓0/𝜕𝑱)𝐵𝑚 (𝑱′)𝑍 (𝜔)

𝐽𝑚 (
√︁

2𝐽𝑧𝛽𝑧𝜔)𝐽𝑚 (
√︁

2𝐽 ′𝑧𝛽𝑧𝜔)]
Ω − 𝜔𝑦 (𝑱) − 𝑚𝜔𝑧 (𝑱)

𝑑𝑱 𝑑𝑱′ 𝑑𝜔 (18)

This is the form for transverse modes, but the form for lon-
gitudinal modes is similar. The problem is the appearance
of 𝜔 in the argument of the Bessel functions. The integrals
of 𝑱 and 𝑱′ create a frequency-dependent weight function
that multiplies the impedance. If the tunes in the denomi-
nator depend on 𝐽𝑧 , then that weighting function depends
on Ω, and their is not a single stability diagram that can be

drawn. One approach that can be taken is to expand the first
Bessel function form small arguments [5]; unfortunately,
this can get the high-frequency contribution for the effective
impedance wrong. Initial experiments indicated that this
approximation is optimistic [8]. Chin et al. [10] approach
the difficulty with an additional summation.

For transverse instabilities, the tails in the stability di-
agrams are lost because modes with opposite signs of 𝑚
generally have similar effective impedances (at least if the
chromaticity is zero), but the tail of the stability diagram
along the real frequency shift axis is in opposite directions
for the two signs of 𝑚, so the resulting stability diagram
has a very reduced area [8]. This problem is not present for
longitudinal impedances.
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LANDAU DAMPING IN THE TRANSVERSE PLANE
N. Mounet∗, CERN, Geneva, Switzerland

Abstract
In these proceedings we sketch a general theory for Lan-

dau damping in the transverse plane, in the particular case of
beam-coupling impedance with linear (octupolar) detuning
as the source of tune spread. Using a Hamiltonian formalism
and perturbation theory, we will go beyond the traditional
stability diagram approach to obtain the general non-linear
determinant equation that leads to modes determination.
Limiting cases are studied, and preliminary results of the
full formalism are obtained in an attempt to generalize the
concept of stability diagram.

INTRODUCTION
In particle accelerators and storage rings, the beam can in

principle be affected by various mechanisms that can lead
to collective instabilities. Nevertheless, it typically remains
stable thanks to a natural stabilization mechanism originating
from the spread of the particles tune [1]. This phenomenon,
first observed in plasmas, is called Landau damping [2].

When a beam is under the effect of a coherent, possibly un-
stable, mode, Landau damping can be understood intuitively
as the de-synchronization of the beam individual particles
from the collective motion, due to the fact that their oscil-
lation frequency (or tune) gets modified, via the spread, as
the amplitude of the unstable mode grows. There are simple
ways to mathematically theorize Landau damping (see e.g.
in Ref. [1]). For instance, in the transverse plane and with a
dipolar beam-coupling impedance as the source of the co-
herent instability, one can simply use Hill equation, with a
collective force depending on the beam average position on
the right hand side of the equation, and integrate the solution
over a continuous distribution of betatron frequencies. Such
a formalism can be very handy to understand quickly the
physics of the phenomenon, but lacks generality, as it is in
particular not able to handle the case when the spread in
frequency is in the same plane as the collective excitation,
unless rather complicated developments are made on top of
the theory [3].

Here we will use phase space distribution functions,
Vlasov equation [4] and linear perturbation theory, to com-
pute coherent modes originating from a beam-coupling dipo-
lar impedance, similarly to what is done in Chao’s book [1],
but adding as additional ingredient a tune spread in the form
of a linear, octupolar detuning. We will derive the com-
plete formalism and get an extension of Sacherer equation,
obtained first by Chin in 1985 [5]. The equation will be
then transformed into a determinant equation, that can be
reduced to the usual stability diagram theory as a limiting
case. Finally, an indirect analysis of the general equation
is performed as an application of the formalism, showing

∗ nicolas.mounet@cern.ch

that the stability diagram theory can be potentially recovered
also in the general case.

The conventions and notations are identical to those in
Ref. [6], which were inspired from Chao’s book [1].

SACHERER EQUATION WITH LINEAR
AMPLITUDE DETUNING

The system of beam particles is governed by an Hamilto-
nian H split in two parts: the unperturbed Hamiltonian H0
and a first order perturbation ∆H

H = H0 + ∆H. (1)

The phase space density is represented by a distribution
function ψ, also separated into an stationary part ψ0 (gov-
erned by H0) and a perturbation ∆ψ:

ψ = ψ0 + ∆ψ. (2)

For a beam of particles, using the coordinates (x, x ′ =
dx
ds , y, y

′ = dy
ds , z, δ) – with s the longitudinal coordinate

along the orbit and δ the relative deviation of the longitu-
dinal momentum from that of the synchronous particle, we
consider a lattice without coupling and use the smooth ap-
proximation, including the effect of chromaticities (Q′

x,Q
′
y)

and of linear (octupolar) amplitude detuning:

H0 = ω0

(
Qx0 +Q′

xδ +
axx

2
Jx +

axy

2
Jy

)
Jx

+ ω0

(
Qy0 +Q′

yδ +
axy

2
Jx +

ayy
2

Jy
)

Jy − ωsJz, (3)

with Qx0 and Qy0 the unperturbed transverse tunes, ω0 the
angular revolution frequency, ωs = Qsω0 the angular syn-
chrotron frequency, and the actions (Jx, Jy, Jz) defined by

Jx =
1
2

(
Qx0

R
x2 +

R
Qx0

x ′2
)
, (4)

Jy =
1
2

(
Qy0

R
y2 +

R
Qy0

y′2
)
, (5)

Jz =
1
2

(
ωs

vη
z2 +

vη

ωs
δ2

)
, (6)

with R the machine physical radius, v the beam velocity and
η = αp − 1

γ2 the slippage factor. The corresponding angle
variables are given by

θx = atan
(

Rx ′

Qx0x

)
, (7)

θy = atan
(

Ry′

Qy0y

)
, (8)

ϕ = atan
(
vηδ

ωsz

)
. (9)
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In the case of octupoles distributed all around the ring,
the amplitude detuning coefficients are given by [7]

axx =
3

8π

∫ 2πR

0
dsβ2

x(s)
O3(s)

p0
e

,

ayy =
3

8π

∫ 2πR

0
dsβ2

y(s)
O3(s)

p0
e

,

axy = − 3
4π

∫ 2πR

0
dsβx(s)βy(s)O3(s)

p0
e

, (10)

with (βx, βy) the beta functions, e the elementary charge,
O3 ≡ 1

6
∂3By

∂x3 the octupolar strength in T.m−3 and p0 the
longitudinal momentum of the synchronous particle.

The stationary distribution, solution of Vlasov equa-
tion [4] for the unperturbed Hamiltonian, is in general a
function of the invariants of motion. Since the Hamiltonian
does not depend on the angles θx and θy , Jx and Jy are
invariants of motion. On the other hand, H0 depends on
ϕ through the chromatic term, but this dependency being
much weaker than the main longitudinal motion (given by
the term −ωsJz), the standard approximation is to neglect
it [1, chap. 6], which is equivalent to the assumption

∂H0
∂ϕ

≈ 0, (11)

(see Ref. [6] for more details). Moreover, one can neglect
the weak coupling induced by both the indirect amplitude
detuning and the chromaticities, such that it is reasonable
to assume that the stationary distribution can be written by
separating all three degrees of freedom:

ψ0(x, x ′, y, y′, z, δ) = N fx0(Jx) fy0(Jy)g0(Jz), (12)

with N the total number of particles in the full phase space.
The normalization conditions are chosen as:∫ +∞

0
dJx fx0 (Jx) = 1

2π
,∫ +∞

0
dJy fy0

(
Jy

)
=

1
2π
,∫ +∞

0
dJz g0 (Jz) = 1

2π
. (13)

The perturbative part of the Hamiltonian∆H is assumed to
be responsible for a collective, z-dependent, vertical dipolar
force Fcoh

y , e.g. to be of the form [6]

∆H = −
yFcoh

y (z; t)
p0

= −
√

2JyR
Qy0

cos θy
Fcoh
y (z; t)

p0
, (14)

using

y =

√
2JyR
Qy0

cos θy . (15)

Having defined H0, ∆H and ψ0, we want to obtain now at
first order the perturbation of the distribution ∆ψ. Our start-
ing point will be the linearized Vlasov equation expressed

with Poisson brackets [8]:

∂∆ψ

∂t
+ [∆ψ,H0] + [ψ0,∆H] = 0, (16)

with the definition (using action-angle variables as expressed
above):

[F ,G] = ∂F
∂Jx

∂G
∂θx

− ∂F
∂θx

∂G
∂Jx

+
∂F
∂Jy

∂G
∂θy

− ∂F
∂θy

∂G
∂Jy
+
∂F
∂Jz

∂G
∂ϕ

− ∂F
∂ϕ

∂G
∂Jz

, (17)

for two differentiable functions F and G. We refer the reader
to Ref. [9] for more details on classical Hamiltonian me-
chanics, and to Refs. [10–12] for a detailed description of
Hamiltonian dynamics in the case of single particle beam
physics. Vlasov equation applied to a distribution of beam
particles, in the context of linear perturbation theory, is thor-
oughly explained in Ref. [1, chap. 6]. A short primer on both
Hamiltonian and Vlasov aspects can be found in Ref. [6].

Neglecting as above ∂H0
∂φ , we can write

[∆ψ,H0] ≈ −∂∆ψ
∂θx

∂H0
∂Jx

− ∂∆ψ

∂θy

∂H0
∂Jy

− ∂∆ψ

∂ϕ

∂H0
∂Jz

≈ −ω0Qx
∂∆ψ

∂θx
− ω0Qy

∂∆ψ

∂θy
+ ωs

∂∆ψ

∂ϕ
, (18)

with

Qx = Qx0 +Q′
xδ + axx Jx + axy Jy, (19)

Qy = Qy0 +Q′
yδ + axy Jx + ayy Jy . (20)

The other Poisson brackets is given by (using the fact that
∆H does not depend on θx and that ψ0 does not depend on
any of the angles)

[ψ0,∆H] = N fx0(Jx)
(

dfy0

dJy
g0(Jz)∂∆H

∂θy
+ fy0(Jy)dg0

dJz

∂∆H
∂ϕ

)

= N fx0(Jx)
dfy0

dJy
g0(Jz)

√
2JyR
Qy0

sin θy
Fcoh
y (z; t)

p0

+ N fx0(Jx) fy0(Jy)dg0
dJz

∂∆H
∂z

∂z
∂ϕ

≈ N fx0(Jx)
dfy0

dJy
g0(Jz)

√
2JyR
Qy0

sin θy
Fcoh
y (z; t)

p0
.

(21)

In the above we have neglected ∂∆H
∂z . This is a standard

approximation, made in Ref. [1, chap. 6], which has its
grounds in the general idea that we neglect any effect of the
transverse coherent force on the longitudinal motion. This
should be valid as long as one remains far from low-order
synchro-betatron resonances Qy0 + lQs = n (and provided
the transverse beam size is small enough).
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The linearized Vlasov equation (16) then takes the form

∂∆ψ

∂t
− ∂∆ψ

∂θx
ω0Qx − ∂∆ψ

∂θy
ω0Qy +

∂∆ψ

∂ϕ
ωs

+ N fx0(Jx)
dfy0

dJy
g0 (Jz)

√
2JyR
Qy0

sin θy
Fcoh
y (z; t)

p0
= 0.

(22)

For convenience we switch to the r coordinate instead of
Jz , as in Ref. [1, chap. 6]:

r =

√
2Jzvη
ωs

, z = r cos ϕ, δ =
ωs

vη
r sin ϕ. (23)

Then we express the perturbation assuming a single co-
herent mode of complex angular frequency Ω = Qcω0, and
decompose it using Fourier series for all three angles, in a
completely general way:

∆ψ
(
Jx, θx, Jy, θy, r, ϕ; t

)
= e jΩt

+∞∑
m=−∞

e jmθx

+∞∑
p=−∞

e jpθy

× e−
j(mQ′

x+pQ′
y)r cos φ

ηR

+∞∑
l=−∞

e−jlφhm,p,l (Jx, Jy, r
)
, (24)

where we have introduced, without loss of generality, the
head-tail phase factor

e−
j(mQ′

x+pQ′
y)r cos φ

ηR ,

similarly to what is done in Ref [1, chap. 6]. This phase
factor is a convenience introduced to simplify the equation,
as we will see below. To proceed further, we again assume
that the dependency between the longitudinal and transverse
actions is separable, in other words that

hm,p,l (Jx, Jy, r
)
= f m,p,l

(
Jx, Jy

)
Rl(r). (25)

Now we expand the linearized Vlasov equation from
Eq. (22) as

e jΩt
+∞∑

m=−∞

+∞∑
p=−∞

+∞∑
l=−∞

e jmθx e jpθy e−jlφe−
j(mQ′

x+pQ′
y)r cos φ

ηR ×


jQc − jmQx − jpQy − jlQs +

jωs

(
mQ′

x + pQ′
y

)
r sin ϕ

ηv


× ω0 f m,p,l

(
Jx, Jy

)
Rl(r) = −N fx0(Jx)

dfy0

dJy
g0 (Jz)

×
√

2JyR
Qy0

e jθy − e−jθy

2 j

Fcoh
y (z; t)

p0
, (26)

where we have used the identity ω0 =
v
R . In the above, the

expression within square brackets can be simplified further

since the chromatic terms in Eqs. (19) and (20) cancel out
with the term

jωs

(
mQ′

x + pQ′
y

)
r sin ϕ

ηv
= j

(
mQ′

x + pQ′
y

)
δ,

using Eq. (23) – this is the reason why we introduced the
head-tail phase factor in the first place. Then, comparing
the expressions in θx and θy on both sides of the equation,
term by term identification in the Fourier series gives:

f m,p,l
(
Jx, Jy

)
= 0 for any m , 0 and any p , ±1. (27)

Equation (26) thus becomes

e jΩt
∑
p=±1

+∞∑
l=−∞

e jpθy e−jlφe−
j pQ′

y r cos φ
ηR ×

j
[
Qc − p

(
Qy0 + axy Jx + ayy Jy

) − lQs

]
× ω0 f 0,p,l (Jx, Jy

)
Rl(r) = −N fx0(Jx)

dfy0

dJy
g0 (Jz)

×
√

2JyR
Qy0

e jθy − e−jθy

2 j

Fcoh
y (z; t)

p0
. (28)

Now we make the standard assumption that Qc ≈ Qy0
such that

��Qc +
(
Qy0 + axy Jx + ayy Jy

) − lQs

�� >>��Qc −
(
Qy0 + axy Jx + ayy Jy

) − lQs

�� .
This means that the term for p = −1 can be neglected as

well as e−jθy on the right-hand side [1, chap. 6], and we end
up with (after simplification by e jθy )

e jΩte−
jQ′

y r cos φ
ηR

+∞∑
l=−∞

e−jlφ f 0,1,l (Jx, Jy
)

Rl(r)

× ω0
[
Qc −

(
Qy0 + axy Jx + ayy Jy

) − lQs

]
= N fx0(Jx)

dfy0

dJy
g0 (Jz)

√
2JyR
Qy0

Fcoh
y (z; t)

2p0
. (29)

Renaming f 0,1,l ≡ f l , and re-arranging to put all terms
in Jx and Jy on the left-hand side, we get

ω0
N

+∞∑
l=−∞

e−jlφRl(r)

×



f l
(
Jx, Jy

) [
Qc −

(
Qy0 + axy Jx + ayy Jy

) − lQs

]
fx0(Jx) d fy0

dJy

√
2JyR
Qy0




= e−jΩte
jQ′

y r cos φ
ηR g0 (Jz)

Fcoh
y (z; t)

2p0
. (30)

If we take the derivative with respect to Jx , the right-hand
side goes to zero, which means that for any l the term be-
tween curly brackets in the left-hand side must be a constant
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with respect to Jx . The same goes if we take instead the
derivative with respect to Jy . Hence

f l
(
Jx, Jy

) ∝ fx0(Jx) d fy0
dJy

√
2JyR
Qy0

Qc −
(
Qy0 + axy Jx + ayy Jy

) − lQs

. (31)

The proportionality constant may be included in Rl(r)
– thus we can write the above as an equality rather than a
proportionality relation. We can finally write the full pertur-
bation to the distribution as

∆ψ
(
Jx, θx, Jy, θy, r, ϕ; t

)
= e jΩte jθy e−

jQ′
y r cos φ
ηR

×
+∞∑
l=−∞

Rl(r)e−jlφ
fx0(Jx) d fy0

dJy

√
2JyR
Qy0

Qc −
(
Qy0 + axy Jx + ayy Jy

) − lQs

.

(32)

Up to now, the only assumptions on the coherent force
considered were that it is vertical, dipolar and z-dependent.
To proceed further, we will take the specific case of an
impedance distributed along the ring, i.e. given by [6]

Fcoh
y (z; t) = q2

2πR

+∞∑
k=−∞

∬
dz̃dδ̃Wy(z̃ + 2πkR − z)

·
⨌

dJ̃xdθ̃xdJ̃ydθ̃y∆ψ
(
J̃x, θ̃x, J̃y, θ̃y, r̃, ϕ̃; t − k

2πR
v

)
ỹ,

with q = Ze the charge of each particle, Wy(z) the wake
function, and where the infinite sum stands for the multiturn
effect (i.e. the fact that the wake does not decay completely
after one or several turns). Only the perturbed distribution
∆ψ enters the expression above as the stationary distribution
is assumed to be perfectly centred and hence not giving rise
to any dipolar force. Plugging Eqs. (15) and (32) into the
above we get

Fcoh
y (z; t) = q2

πQy0

+∞∑
k=−∞

e jΩ(t−k 2πR
v )

∬
dz̃dδ̃

· Wy(z̃ + 2πkR − z)
∬

dθ̃xdθ̃ye j θ̃y cos θ̃ye−
jQ′

y r̃ cos φ̃
ηR

+∞∑
l′=−∞

Rl′(r̃)e−jl′φ̃
∬ dJ̃xdJ̃y · J̃y · fx0

(
J̃x

) · d fy0
dJy

(
J̃y

)
Qc −

(
Qy0 + axy J̃x + ayy J̃y

) − l ′Qs

.

This can be further simplified thanks to

∬
dz̃dδ̃ =

ωs

vη

∬
r̃dr̃dϕ̃ =

Qs

ηR

∬
r̃dr̃dϕ̃,

∫ 2π

0
dθ̃x = 2π,

∫ 2π

0
dθ̃ye j θ̃y cos θ̃y = π,

and defining the dispersion integral I(Qc − lQs) using1

I(Q) =
∬ dJxdJy · Jy · fx0 (Jx) · d fy0

dJy

Q − (
Qy0 + axy Jx + ayy Jy

) , (33)

such that we get

Fcoh
y (z; t) = 2πq2Qs

ηRQy0

+∞∑
k=−∞

e jΩ(t−k 2πR
v )

·
∬

r̃ dr̃ dϕ̃Wy(r̃ cos ϕ̃ + 2πkR − r cos ϕ) · e−
jQ′

y r̃ cos φ̃
ηR

·
+∞∑

l′=−∞
Rl′(r̃)e−jl′φ̃I(Qc − l ′Qs). (34)

Note that analytical expressions exist for the dispersion in-
tegral expressed in Eq. (33), for various kinds of unperturbed
distributions, e.g. Gaussian or parabolic [14, 15].

We can now plug Eq. (34) into Eq. (30), using also Eq. (31)
(taken as an equality) and recalling that ω0 =

v
R , to get

+∞∑
l′=−∞

e−jl
′φRl′(r) = Nπq2Qs

ηvQy0p0
e

jQ′
y r cos φ
ηR g0 (Jz)

×
+∞∑

k=−∞
e−j2πkQc

∬
r̃ dr̃ dϕ̃Wy(r̃ cos ϕ̃ + 2πkR − r cos ϕ)

× e−
jQ′

y r̃ cos φ̃
ηR

+∞∑
l′=−∞

Rl′(r̃)e−jl′φ̃I(Qc − l ′Qs). (35)

Multiplying each side of the equation by e j lφ

2π , integrating
over ϕ, and considering g0 as a function of r , we can write:

Rl(r) = Nq2Qsg0(r)
2ηvQy0p0

∫ 2π

0
dϕe jlφe

jQ′
y r cos φ
ηR

+∞∑
k=−∞

e−j2πkQc

×
∬

r̃ dr̃ dϕ̃Wy(r̃ cos ϕ̃ + 2πkR − r cos ϕ) · e−
jQ′

y r̃ cos φ̃
ηR

×
+∞∑

l′=−∞
Rl′(r̃)e−jl′φ̃I(Qc − l ′Qs). (36)

This is an extension of Sacherer integral equation, ex-
pressed with the wake function and including tune spread.
Formally, this is an equation in Qc – the coherent complex
tune shift looked for – and in the unknown functions Rl(r).

The equation can also be expressed with the impedance
Zy(ω) instead of the wake function [1, chap. 6], using the

1 Compared to the definition used in the code DELPHI [13], there is an
additional factor 1

4π2 due to the normalization chosen in Eqs. (13), i.e.

IDELPHI(Q) = 4π2Ihere(Q).
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relation (see Ref [6] for a mathematical derivation):

+∞∑
k=−∞

e−j2πkQcWy(r̃ cos ϕ̃ + 2πkR − r cos ϕ) ≈

− jω0
2π

+∞∑
k=−∞

Zy

[ (
Qy0 + k

)
ω0

]
e j(Qy0+k) r̃ cos φ̃−r cos φ

R , (37)

where we have used again Qc ≈ Qy0. This gives

Rl(r) = − jNq2Qsg0(r)
4πηRQy0p0

∫ 2π

0
dϕe jlφe

jQ′
y r cos φ
ηR

×
+∞∑

k=−∞
e

− j(Qy0+k)r cos φ
R Zy

[ (
Qy0 + k

)
ω0

]

×
∬

r̃ dr̃ dϕ̃ e
j(Qy0+k)r̃ cos φ̃

R · e−
jQ′

y r̃ cos φ̃
ηR

×
+∞∑

l′=−∞
Rl′(r̃)e−jl′φ̃I(Qc − l ′Qs), (38)

which we can further simplify using
∫ 2π

0
dϕ̃e−jlφ̃e jχ cos φ̃ = 2π jl Jl (χ) for any χ, (39)

from Eq. (9.1.21) of Ref. [16], Jl being the Bessel function
of order l. This gives another version of Sacherer equation,
expressed now with the impedance:

Rl(r) = − jNπq2Qsg0 (r)
ηRQy0p0

+∞∑
k=−∞

Jl

[(
Qy0 + k −

Q′
y

η

)
r
R

]

× Zy

[ (
Qy0 + k

)
ω0

] +∞∑
l′=−∞

jl
′−lI(Qc − l ′Qs)

×
∫ +∞

0
r̃dr̃Rl′(r̃)Jl′

[(
Qy0 + k −

Q′
y

η

)
r̃
R

]
. (40)

A similar equation was obtained by Chin [5], with one-
dimensional transverse tune spread. In the absence of
tunespread, this reduces to the standard Sacherer equa-
tion [1, 6, 17, 18]2, if we put the coefficients I(Qc − lQs)
into the unknown functions Rl(r) and notice that I(Q) =
−1/(4π2(Q − Qy0)

)
(see below).

SOLVING THE EQUATION
One strategy to solve the equation is first to replace the

unknown functions Rl(r) thanks to

ρl(r) ≡ I(Qc − lQs)Rl(r).
2 Note that in the impedance term of Eq. (11) in Ref. [18], the signs of the

expressions between brackets in the Bessel functions have been incorrectly
inverted: one should read (ωp −ωξ )τ instead of (ωξ −ωp )τ. Moreover,
the constant factor on the right-hand side of the equation depends on the
normalization conditions chosen for each of the unperturbed functions
fx0, fy0 and g0, which is arbitrary (only the normalization of ψ0 is fixed).

This gives

ρl(r)
I (Qc − lQs) =

− jNπq2Qsg0 (r)
ηRQy0p0

×
+∞∑

k=−∞
Jl

[(
Qy0 + k −

Q′
y

η

)
r
R

]
Zy

[ (
Qy0 + k

)
ω0

]

×
+∞∑

l′=−∞
jl

′−l
∫ +∞

0
r̃dr̃ρl′(r̃)Jl′

[(
Qy0 + k −

Q′
y

η

)
r̃
R

]
.

(41)

Then, one can expand ρl(r) and g0(r) over generalized
Laguerre polynomials Lαn , as in Refs. [5, 18], i.e.

ρl(r) =
( r

A

) |l |
e−br

2
+∞∑
n=0

clnL |l |
n (ar2), (42)

g0(r) = ηR
Qs

e−br
2
+∞∑
m=0

gmL0
m(ar2), (43)

where A , a and b are arbitrary constants that will be speci-
fied later. Note that the change of variable Jz → r introduces
an additional factor ηR

Qs
in the normalization condition of

g0 expressed as an integral over r (see Eqs. (13) and (23)),
hence the proportionality constant in front of the expression
for g0(r). Using the orthogonality relations of the general-
ized Laguerre polynomials [16, chap. 22], the cln and gm

coefficients can be expressed as

cln =
2a1+ |l | A2 |l |n!
(n + |l |)!

∫ +∞

0
rdr

( r
A

) |l |
e(b−a)r

2
L |l |
n (ar2)ρl(r),

(44)

gm = 2a
∫ +∞

0
rdre(b−a)r

2
L0
m(ar2)g0(r). (45)

Note that any longitudinal distribution g0(r) can be dealt
with in this way, generalizing the approach of Chin [5,19,20].
Multiplying both sides of Eq. (41) by

2a1+ |l | A2 |l | n!
(n + |l |)!r

( r
A

) |l |
e(b−a)r

2
L |l |
n (ar2),

and integrating from r = 0 to r = +∞ we get

cln
I (Qc − lQs) =

− j2πNq2Qs

ηRQy0p0

a1+ |l | A2 |l |n!
(n + |l |)!

×
+∞∑

k=−∞
Zy

[ (
Qy0 + k

)
ω0

] +∞∫
0

rdrg0(r)

×
( r

A

) |l |
e(b−a)r

2
L |l |
n (ar2)Jl

[(
Qy0 + k −

Q′
y

η

)
r
R

]

×
+∞∑

l′=−∞
jl

′−l
+∞∫
0

rdrρl′(r)Jl′
[(

Qy0 + k −
Q′

y

η

)
r
R

]
. (46)
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Now we expand g0(r) and ρl′(r) using Eqs. (42) and (43),
obtaining

cln
I (Qc − lQs) =

− j2πNq2

Qy0p0

a1+ |l | A |l |n!
(n + |l |)!

×
+∞∑

k=−∞
Zy

[ (
Qy0 + k

)
ω0

] +∞∑
m=0

gm

×
+∞∫
0

r1+ |l |e−ar
2
L0
m(ar2)L |l |

n (ar2)Jl
[(

Qy0 + k −
Q′

y

η

)
r
R

]
dr

×
+∞∑

l′=−∞
jl

′−l
+∞∑
n′=0

cl′n′

×
+∞∫
0

r
( r

A

) |l′ |
e−br

2
L |l′ |
n′ (ar2)Jl′

[(
Qy0 + k −

Q′
y

η

)
r
R

]
dr .

(47)

The two integrals above can be computed analytically
using two formulas obtained from Hankel transforms [21,
pp. 42-43]3(using also Eq. (9.1.5) from Ref. [16, p. 358]):

+∞∫
0

r1+ |l |e−ar
2
L0
m(ar2)L |l |

n (ar2)Jl(λr)dr =

(−1)m+n
2a

(
sign(l)λ

2a

) |l |
e

−λ2
4a Lm−n

n

(
λ2

4a

)
L |l |+n−m
m

(
λ2

4a

)
,

(48)
+∞∫
0

r1+ |l |e−br
2
L |l |
n (ar2)Jl(λr)dr =

sign(l) |l |
2b

(
λ

2b

) |l | ( b − a
b

)n
e

−λ2
4b L |l |

n

(
aλ2

4b(a − b)

)
, (49)

valid for any a > 0, b > 0 and λ. Defining then

Gln(λ) ≡ (2a)1+ |l | A |l |
+∞∑
m=0

gm
+∞∫
0

r1+ |l |e−ar
2

× L0
m(ar2)L |l |

n (ar2)Jl(λr)dr

= (sign(l)λA) |l | e
−λ2
4a

+∞∑
m=0

(−1)m+ngm

× Lm−n
n

(
λ2

4a

)
L |l |+n−m
m

(
λ2

4a

)
, (50)

3 To obtain Eq. (48), we have corrected a typo in Ref [21, p. 43], Eq. (8):
the two lower indices of the Laguerre polynomials on the right-hand side
were inverted.

and

Iln(λ) ≡ A−|l |
+∞∫
0

e−br
2
r1+ |l |L |l |

n (ar2)Jl(λr)dr

=




1
2b

(
sign(l)λ

2bA

) |l | (
1 − a

b

)n e
−λ2
4b L |l |

n

(
aλ2

4b(a−b)
)

if a , b,

(
λ
2
)2n+ |l | sign(l)|l |

2n!an+|l |+1A|l | e−
λ2
4a if a = b,

(taking the expression to its limit when a = b), Sacherer
equation finally becomes

0 =
+∞∑

l′=−∞

+∞∑
n′=0

(
δll′δnn′

I (Qc − l ′Qs) +Mln,l′n′

)
cl′n′, (51)

with the matrix M defined by

Mln,l′n′ =
j1+l′−lπNq2 n!

Qy0p0 2 |l | (n + |l |)!
+∞∑

k=−∞

{
Zy

[ (
Qy0 + k

)
ω0

]

×Gln

(
Qy0 + k

R
−

Q′
y

ηR

)
Il′n′

(
Qy0 + k

R
−

Q′
y

ηR

)}
. (52)

In the DELPHI code [13, 18], for an initially Gaussian
longitudinal distribution, b = 1

2σ2
z

(with σz the RMS bunch
length) and all gm are zero except g0 = b

π to respect the
normalization condition in Eqs. (13). Then the choices a = b
and A = 4σz were found to optimize convergence with
respect to the matrix size in the case without tunespread (see
next section)4.

Non-trivial solutions of Eq. (51) are found if and only if

det
( [

δll′δnn′

I (Qc − l ′Qs) +Mln,l′n′

] )
= 0. (53)

This equation in Qc generalizes the similar determinant
equation obtained in Ref. [5] to the case of a two-dimensional
tune spread and any longitudinal distribution. Mathemati-
cally, it is a transcendental equation, because the dispersion
integral is non-polynomial in general, hence there is a priori
no general strategy to find all possible roots.

As a final remark, one can easily add two extensions to
this formalism, both implemented in the DELPHI code:

• if the beam is made of M > 1 equidistant bunches, and
assuming the intrabunch motion in all the bunches is
identical (only the phase of the oscillation may differ
from one bunch to another), the equation obtained is

4 In Ref. [18], the functions Gln and Iln were chosen slightly differently:

GRef. [18]
ln

(ω) = v2τ−|l |
b

Ghere
ln

(ω
v

)
and IRef. [18]

ln
(ω) = v−2τ |l |

b
Ihere
ln

(ω
v

)
,

with τb =
4σz
v . The matrix M of Ref. [18] is also multiplied by ω0

4π2
with respect to the one written in Eq. (52): the ω0 factor is because in
Ref. [18] the problem is expressed in terms of angular frequency shifts
rather than tune shifts, while the 1

4π2 factor gets compensated by the
same factor in I(Q) here.
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still of the form (51) but with a slightly modified matrix
M: one has to multiply the matrix given in Eq. (52) by
M and replace [22]

Qy0 + k,

by
[Qy0] + kM + p,

in all the terms of the infinite sum over k, where [·]
indicates the fractional part and 0 ≤ p ≤ M − 1 is the
coupled-bunch mode considered (one has to solve the
problem for each coupled-bunch mode, in principle),

• an ideal, bunch-by-bunch transverse damper can be
added by considering it as an impedance proportional
to a delta function and replacing the infinite sum over
k in Eq. (52) by an integral. This gives a matrix D that
can be added to M above, of the form

Dln,l′n′ =
j1+l′−lNπq2 n!

Qy0p0 2 |l | (n + |l |)!

× µGln

(
−

Q′
y

ηR

)
Il′n′

(
−

Q′
y

ηR

)
, (54)

with µ a constant adjusted, in the case without tune-
spread (see next section), in such a way as to damp the
rigid-bunch mode in nd turns, with a damping phase φ
(the origin φ = 0 being chosen as the perfectly resistive
damper). This means that one chooses µ such that (see
also the first limiting case below) [18]

1
4π2 D00,00 =

je jϕ

2πnd
.

LIMITING CASES
One can find two well-known limiting cases to the deter-

minant equation (53). First, in the absence of tune spread,
axy = ayy = 0 and

I(Q) = − 1
4π2(Q − Qy0)

, (55)

from the normalization conditions in Eqs. (13). This means
that Eq. (51) becomes

(
Qc − Qy0

)
cnl =

+∞∑
l′=−∞

+∞∑
n′=0

(
l ′Qsδll′δnn′ +

1
4π2Mln,l′n′

)
cn

′
l′ ,

(56)
which is the usual eigenvalue problem in the absence of tune
spread [1, 18]. The coherent tune shifts looked for can then
be obtained through a diagonalization.

Another limiting case appears in the absence of coupling
between different modes, i.e. when all non-diagonal terms
are zero in the matrix M. Then the determinant equation
becomes

det
( [
δll′δnn′

(
1

I(Qc − l ′Qs) +Mln,l′n′

)] )

=

+∞∏
l=−∞

+∞∏
n=0

(
1

I(Qc − lQs) +Mln,ln

)
= 0, (57)

(as the matrix is now diagonal), which means that we get a
set of equations of the form (for each l and n):

− 1 =Mln,ln × I(Qc − lQs), (58)

which gives one possible coherent tune Qc for each (l, n).
We hence can consider separately the coherent tune shift
and the dispersion integral, in other words we recover the
stability diagram theory [23, 24].

RESULTS
Notwithstanding the difficulty to find all the roots of the

general determinant equation (53), we can try to get a gener-
alization of the concept of stability diagram. To do so, we
simply compute the determinant along lines of constant real
tune shift ℜ(Qc) − Qy0 in the absence of imaginary tune
shift (ℑ(Qc) = 0), and get the one-dimensional minimum
along such curves. At the exact location of the stability dia-
gram (if it exists), this minimum should get to zero. This is
illustrated in Fig. 1, in a case with only a transverse damper
that is set in antidamper mode [25] i.e. with a phase above
π/2 in order to create instabilities.

Doing this exercise for a set of configurations that span a
large portion of the complex plane of possible unperturbed
coherent tune shifts (i.e. tune shifts in the absence of tune
spread) thus allows us to find a (potential) stability diagram
by plotting as a color the minimum of such 1D curves. The
way to find a set of configurations that span a large part
of the complex plane is to use an ideal (bunch-by-bunch)
damper with arbitrary phase and gain [25]. The unperturbed
tune shifts that serve as abscissa and ordinate of the plot,
are obtained by diagonalization of the eigenvalue problem
in Eq. (56), using routines from the DELPHI [18] code
with LHC-like parameters, in the absence of impedance (see
Table 1 for details).

In Fig. 2 we show the result of this exercise, in a case
where the chromaticity is zero. Looking at the brightest
region (which represents the closest to zero minima of the
aforementioned 1D curves), we clearly recover the standard
stability diagram as obtained in e.g. [14]. On the other
hand, for Q′ = 5 we see in Fig. 3 that one deviates from the
usual stability diagram for an unperturbed tune shift close
to Qs. Note, still, that one cannot really tell at this stage
if the brightest region really represents a stability diagram,
i.e. that it delimits the boundary between the unstable and
the stable region of unperturbed tune shifts – this is under
investigation.

CONCLUSION
We have derived an extension of Sacherer integral equa-

tion in the case of two-dimensional transverse tune spread,
generalizing several approaches in the literature. This al-
lowed us to obtain both the usual eigenvalue problem and
the stability diagram theory as limiting cases. The final de-
terminant equation turns out to be very challenging to solve
in general; still, preliminary results were obtained, in an
attempt to generalize the concept of stability diagram.
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Figure 1: (Top) Unperturbed modes (color dots) for an ideal
bunch-by-bunch damper at different transverse damper gains,
at a given phase (here a phase of zero means a perfectly
resistive damper, and phase of π is a perfectly resistive anti-
damper), at Q′ = 0. The standard stability diagram for a
Gaussian transverse distribution is also shown (black curve).
(Bottom) Determinant of Eq. (53) plotted vs. real tune shift
(for an imaginary tune shift of zero).
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LANDAU DAMPING IN THE LONGITUDINAL PLANE
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Abstract
Loss of Landau damping in the longitudinal plane can

limit the performance of an accelerator and lead to particle
losses via undamped bunch oscillations or to single- and
multi- bunch instabilities. The threshold for loss of Landau
damping for a single bunch is usually defined by comparing
the position of the coherent bunch oscillation frequency
with respect to the incoherent synchrotron frequency spread.
Di�erent ways of calculating this threshold are presented and
compared, using the LHC as an example. Loss of Landau
damping in longitudinal plane can be cured by increasing
the synchrotron frequency spread, either through controlled
emittance blow-up or the installation of an additional, higher-
harmonic RF system.

INTRODUCTION
Landau damping is lost when the coherent bunch fre-

quency moves outside the incoherent frequency band modi-
fied by beam-induced voltage. In longitudinal plane, Landau
damping of coherent modes is achieved by synchrotron fre-
quency spread, which can be increased by increasing bucket
filling factor (minimum RF voltage for a given longitudinal
emittance; limited by particle losses), increasing bunch emit-
tance (applying controlled longitudinal emittance blow-up;
limited by available RF voltage) or using a higher-harmonic
RF system (in active or passive mode).

All these methods are used in CERN synchrotrons for
beam stabilisation. Voltage programs through acceleration
ramp are usually designed to keep buckets as full as possible
while avoiding particle losses. The 4th harmonic RF system
provides beam stability in the SPS together with controlled
emittance blow-up, which is also necessary in LHC (see
illustration in Fig. 1).

LANDAU DAMPING IN LHC
In absence of a longitudinal wide-band feedback and a

higher harmonic RF system, single bunch stability in LHC
should be provided by natural Landau damping thanks to
the su�cient synchrotron frequency spread �!s in the main
400 MHz RF system. The initial analysis [1] was based
on Sacherer stability criterion [2], [3], which in simplified
form [4] can be written as

�!c < �!s/4, (1)

where �!c is the coherent dipole oscillation frequency shift
and �!s is the synchrotron frequency spread inside the
bunch. It suggested that a nominal, 1 ns long, bunch will be
stable at top energy of 7 TeV up to intensity of 2.4 ⇥ 1011

protons per bunch (p/b) in an RF voltage V of 16 MV, as-
suming an inductive impedance ImZ/n = 0.28 Ohm. With

Figure 1: Measured average bunch length evolution during
LHC acceleration ramp for Beam 1 with controlled emittance
blow-up applied (blue line) and Beam 2 without it (red line).
Continuous reduction of the bunch length in Beam 2 during
the ramp (marked by the two vertical dotted lines). The
stability threshold was reached and many bunches became
unstable, indicated by the large bunch length spread.

a nominal bunch intensity of 1.0 ⇥ 1011 p/b, the stability
margin seemed to be su�cient and wide-band feedback was
not planned for LHC [5].

To avoid loss of Landau damping (LLD) during accelera-
tion ramp, the longitudinal emittance should be increased
with beam energy as / E1/2

s [6], which in operation means
keeping bunch length ⌧ constant during controlled emittance
blow-up (as for Beam 1 in Fig. 1). This requirement also
follows from the scaling of the LLD threshold for bunch
intensity Nb , which can be derived from the criterion (1)

ImZ/n / ⇠ =
⌧5V
Nb
. (2)

It was noticed from the start of the LHC operation that
nominal bunch parameters are at the limit of longitudinal
stability due to LLD. Indeed, undamped injection phase os-
cillations continued not only during the long flat bottom,
but even survived the acceleration ramp with controlled
emittance blow-up. At the top energy, a lower single-bunch
stability threshold of 2 ⇥ 1011 p/b was found in measure-
ments for a bunch length of 1 ns and low-frequency LHC
impedance ImZ/n of 0.09 Ohm, three times smaller than
the previously assumed (with safety margins) 0.28 Ohm.

Macro-particle simulations [7], performed using the code
BLonD [8] and the existing LHC impedance model [9],
shown in Fig. 2, agree well with measurements. Note
that the simulations using constant impedance ImZ/n =
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0.09 Ohm gave similar results to those performed with the
full impedance model.

In longitudinal phase-space, bunches can be presented by
a binomial particle distribution

F(E) = F0

✓
1 � E

Emax

◆µ
. (3)

Here E is the energy of synchrotron oscillations E =
€�2/(2!2

s0) +U(�)/(V cos �s) and Emax its maximum value
inside the bunch; !s0 is the frequency of linear synchrotron
oscillations in a single RF system, U(�) is the RF potential
and �s is the synchronous phase.

In the LHC, µ = 2.0 is giving a good fit to the measured
bunch line density, which for short bunches in a single RF
system can be presented in a simple form

�(�) = �0 (1 � �2/�2
max)µ+1/2, (4)

with normalisation
Ø
�(�)d� = 1. Here �max = h!0⌧/2, h

is the harmonic number, ⌧ the bunch length and !0 = 2⇡ f0
is the revolution frequency.

Figure 2: Longitudinal impedance model of LHC [9].

Beam measurements during acceleration ramp, at injec-
tion and top energies, as well as with various RF voltages
have confirmed the expected scaling of the LLD threshold
with beam energy, voltage and bunch length (in relatively
small available range) giving for ⇠ from Eq. (2) a value of
(5.0 ± 0.5) · 10�5 [ns5V], see Ref. [7] for more details.

However, the comparison of absolute threshold values
indicates that the criterion (1) used for the prediction of the
LLD threshold underestimates it by more than a factor 3.
Since this simplified criterion is often used for design of
future accelerators assuming constant ImZ/n in absence of
the detailed impedance model, it is worthwhile to try and
understand the reasons for the observed discrepancy.

SACHERER STABILITY DIAGRAMS
The large di�erence between measurements in LHC and

predictions based on Sacherer criterion cannot be attributed
to any “missing“ contribution in the LHC impedance model

due to a good agreement between measurements and simula-
tions. Another possible explanation could be that Eq. (1) is
a simplified version of more accurate criterion which can be
obtained from the Sacherer dispersion relation for a specific
stationary particle distribution F(E) [3]

1 =
�!c,m

Wm

π 1

0

EmF0(E)
! � m!s(E) dE, (5)

where
Wm =

π 1

0
EmF0(E) dE,

and �!c,m is the coherent synchrotron frequency shift rel-
ative to the incoherent synchrotron frequency a�ected by
the potential well distortion. In this approach, suggested
by F. Sacherer [2], the coherent frequencies !c,m are ob-
tained as solutions of a general matrix equation for zero
synchrotron frequency spread, using the notation of the ef-
fective impedance (ImZ/n)e� . Stability diagrams are then
obtained as some approximation for the so-called “synthetic
kernel”. This corresponds to an assumption that the wake
force is proportional to the longitudinal displacement of the
bunch center, valid only for a rigid bunch motion.

The dispersion relation (5) leads to stability diagrams,
widely used for analysis of single bunch stability and, in
particular, for the loss of Landau damping (see, for exam-
ple Refs. [10] - [12]). Note that this method predicts zero
LLD threshold for distribution functions (3) with µ  1
for ⌘ImZ/n < 0 (space charge above transition), where slip
factor ⌘ = 1/�2

t � 1/�2 and �t is the relativistic gamma at
transition energy.

The widely-used expression for the LLD threshold current

Ith =
m + 1

m
3⇡2

16
V h3 ( f0⌧)5
(ImZ/n)e�


�!c,m

�!s

�
stab

(6)

was found for parabolic bunches with µ = 0.5. From the cor-
responding stability diagram, for dipole mode (m = 1) one
gets

⇥
�!c,m/�!s

⇤
stab = 2/3 (e.g. Ref. [12]). To obtain the

criterion (1), the stability limit for µ = 2 ("smooth distribu-
tion") is replaced by a semi-circle with radius �!c/�!s =

0.25. Analytical solutions for !c,m have been found for
other particle distributions (Gaussian and binomial (3) with
µ = 0, 1) [2]. However, analytical calculations become more
involved due to the necessity to include the incoherent fre-
quency shift.

HOFMANN-PEDERSEN APPROACH
Another possible method to evaluate the LLD threshold

is based on direct comparison of the coherent oscillation
frequency !c with the incoherent frequency band �!s for a
constant inductive impedance ImZ/n. Self-consistent ana-
lytical solutions for �!c and �!s have been found for the
specific particle distribution with a local elliptic energy distri-
bution in longitudinal phase space [13], which corresponds
to so called “parabolic” line density with µ = 0.5 in Eq. (3).
Only the case of ⌘ImZ/n > 0 was considered, assuming a
rigid bunch motion.
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The coherent frequency of rigid dipole motion does not
depend on bunch intensity (see also Fig. 3) and in a sin-
gle RF system can be found for any bunch profile from the
relation [14]

!2
c = !

2
s0

π
�(�) cos � d�. (7)

Contrary to the Sacherer stability diagrams, the spread �!s

is taken into account in calculation of !c , giving non-zero
threshold also for the case ⌘ImZ/n < 0, which can be eval-
uated in similar way. The results for LHC are shown in
Fig. 3.
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Figure 3: Coherent frequency (solid black line) and incoher-
ent frequencies (red region) in the bunch as a function of
intensity parameter, calculated using the Hofmann-Pedersen
approach for ⌘ > 0 (LHC), µ = 0.5 and ⌧ = 1.05 ns.

For short bunches in a stationary bucket, the LLD thresh-
old can be presented in a simple form [13]

Ith = F
V h3 ( f0⌧)5

ImZ/n
(8)

with the form-factor F = ⇡4/30. It agrees quite well (⇠ 30%
higher) with Sacherer criterion for dipole motion and µ =
0.5, where [�!c/�!s]stab = 2/3, giving F = ⇡2/4 in Eq. (8).
As can be seen from Fig. 3, the threshold is much lower for
⌘ImZ < 0. This is the case for µ = 0.5 only, for higher µ
values, the situation can be opposite. The solutions for other
particle distributions can be found in semi-analytical way
using formula (7) and taking into account the potential well
distortion for the calculation of both coherent (small e�ect)
and incoherent synchrotron frequencies inside the bunch.
The results of these calculations for bunch lengths, scaled
from FWHM (full-width half-maximum) value found for
each distribution for a Gaussian bunch, are shown in Fig. 4,
with µ = 2 suitable for the LHC bunch profiles [7].

As can be seen in Fig. 4, a large di�erence (almost factor
4) between measurements and predictions for a rigid-bunch
dipole motion cannot be explained by a di�erence in particle
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Figure 4: Intensity thresholds for the loss of Landau damping
(LHC flat bottom energy of 0.45 TeV) as a function of bunch
length (scaled from FWHM), calculated using the Hofmann-
Pedersen approach for di�erent particle distributions from
binomial family (solid line for µ = 0.5 and colored circles for
µ � 1.0, 1.5, 2.0, 2.5) together with the measured threshold
(dashed black line) increased for comparison by a factor of
4.

distribution: the thresholds for various distributions are sim-
ilar for the same FWHM bunch length (this was also seen in
simulations [7]).

The Hofmann-Pedersen approach allows to find solutions
for a rigid bunch motion in self-consistent way and it was
also used for calculations of the LLD thresholds in single
and double RF systems [14], [15].

VAN-KAMPEN MODES
There are several ways to find general solutions of the lin-

earised Vlasov equation in the longitudinal plane for high az-
imuthal and radial modes without neglecting the synchrotron
frequency spread [16] - [18], which allow then to obtain the
LLD thresholds in a self-consistent way.

The method applied in Ref. [19] is based on appearance
of so-called Van-Kampen modes [20] in solutions of the
Vlasov equation for a perturbation F̃(E, , t) to a stationary
distribution function F(E), expanded in harmonics m of
synchrotron motion with eigen-functions Cm(E) and Sm(E)
[18]:

F̃(E, , t) = e�i⌦t
1’

m=1
[Cm(E) cos m + Sm(E) sin m ] .

Substitution into the linearised Vlasov equation gives

⇥
⌦2 � m2!2

s(E)
⇤

Cm(E) = �2i I0h m2

V cos �s
!2
s(E) F0(E)

⇥
+1’
m0=1

π Emax

0

dE 0

!s(E 0)
+1’

k=�1

Zk(⌦)
k

Imk(E)I⇤m0k(E 0)Cm0(E 0),
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where function

Imk(E) = 1
2⇡

π ⇡

�⇡
d ei

k
h �(E, )�im , (9)

and I0 is the average beam current. When the integration over
energy is replaced here by a sum, one has to solve an eigen-
value problem for the corresponding matrix equation. This
technique was used to analyse numerically in Refs. [18], [21]
- [23] bunch instability due to radial mode coupling and in
Ref. [19] - the thresholds for the loss of Landau damping.
Below the LLD threshold, there is a continuous spectrum
consisting of singular modes from incoherent synchrotron
frequency band. Existence of discrete modes, coherent solu-
tions described by regular eigen-functions, outside incoher-
ent band serves as a criterion for the LLD [17], [19]. This
method was fruitfully applied to understand and cure danc-
ing bunches at Tevatron [24]. The results of calculations
for LHC are shown in Fig. 5. They agree with available ex-
perimetal data and simulations. However, as it was noticed
already before [19], the LLD threshold from Van Kampen
modes di�ers significantly from the Sacherer criterion.

The Van Kampen modes were used to compare the LLD
thresholds in single and double RF systems [19], [25], [26].

  
   

Figure 5: Measured (symbols) and calculated (red and blue
lines) intensity thresholds versus bunch length in LHC (flat
top energy 6.5 TeV, V = 12 MV) for the particle distribu-
tion (3) with µ = 2.

LEBEDEV EQUATION

The first self-consistent system of equations suitable
for analysis of beam stability thresholds was proposed by
A. N. Lebedev in 1968 [16] and it can be written in the form
(see also [27], [28])

�̃p(⌦) = I0h
V cos �s

1’
k=�1

Gpk(⌦) Zk(⌦)
k

�̃k(⌦), (10)

where the matrix elements are

Gpk(⌦) = �2⇡i!2
s0

1’
m=�1

m

⇥
π Emax

0

Imk(E)I⇤mp(E)
⌦ � m!s(E) F0(E) dE,

and �k is Fourier harmonic of the line density perturba-
tion. For short bunches in a single RF system �(E, ) 'p

2E cos , and function (9) can be presented as

Imk(E) ⇡ imJm

✓
k
h

p
2E

◆
, (11)

where Jm(x) is the Bessel function of the first kind and the
order m.

Matrix equation (10), converted into integral equation
by performing inverse Fourier transform over azimuthal
harmonics, was used for analysis of single-bunch stability
threshold in presence of an inductive impedance with con-
stant ImZ/n [16] and later in Ref. [29], where the threshold,
very similar to the Sacherer criterion (6), was obtained.

For small arguments k
p

2E/h < 1 in Eq.(11), or for the
frequency range well inside stable bunch spectrum f =
k f0 < 1/(⇡⌧), the Bessel function can be approximated as

Jm(k
p

2E) '
✓

k
h

p
2E

◆m 1
2m m!

. (12)

In this case, for uncoupled mode m, the eigen-functions of
Eq.(10) have a form

�k(⌦) =
✓

k
h

◆m
Bm(⌦),

Using this solution in Eq.(10) and keeping only resonant
term with positive m allows the dispersion relation (5) to
be reproduced up to the coe�cient in front of the integral,
obtained here in the low-frequency approximation

1 = � i2⇡!2
s0I0h

V cos �s
m

2m (m!)2 Z⇤
e� ⇥

π 1

0

EmF0(E)
⌦ � m!s(E)dE .

(13)
Here the e�ective impedance is defined as

Z⇤
e� =

1’
k=�1

Zk

k

✓
k
h

◆2m
,

and it obviously doesn’t converge for constant ImZ/k and,
as Eq. (13) itself, is valid only for k < 1/(⇡ f0⌧). So the
Sacherer dispersion relation is applicable only in this, low-
frequency approximation.

The matrix equation (10) has been solved numerically us-
ing the code MELODY [30] and the results for the LLD agree
very well with those obtained from Van Kampen modes (see
Fig. 5) for the same impedance model. However there is
no threshold for a constant ImZ/n (the solution does not
converge with higher and higher frequencies included), and

  

   

    
   Van Kampen

A.N. Lebedev
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the physical impedance model should be used. For LHC,
the results strongly depend on the cut-o� frequency fcut
for constant ImZ/n or the resonant frequency of the broad-
band impedance model. Good agreement with measure-
ments in LHC was obtained for µ = 2 and broad-band
impedance with fr = 5 GHz, Q = 1, ImZ/n = 0.076 Ohm
and fcut = 20 GHz. It is also observed that the potential well
distortion does not a�ect the thresholds significantly.

DOUBLE RF SYSTEM
The most e�cient way to increase synchrotron frequency

spread inside the bunch is to use a higher harmonic RF
system. The total RF voltage will be

Vt = V1 sin � + V2 sin (n� + �2),

where the phase �2 defines the mode of operation: bunch-
lengthening (BL) if total voltage gradient at bunch center is
reduced and bunch-shortening (BS), if increased. At CERN,
a higher harmonic RF system is applied for beam stabilisa-
tion in the SPS (with n = 4) [31]; it was considered for LHC
(with n = 2) [7] and for the PS (with n = 3 � 4) [32].

Only the BS-mode is used at CERN for beam stabilisation,
since the application of the BL-mode for multi-bunch beams
is less obvious [31]. One of the main reasons is an existence
of the flat region in the synchrotron frequency distribution
(!0

s(E) ⇠ 0) inside the bunch, where F0(E) , 0 [33]. This
problem can be seen from Eq.(10), where, at the threshold
of stability, the element Gpk can be written in the form

Gpk(⌦) = �2⇡2 sgn(⌦)
1’

m=1

!2
s0 F0(Em)
!0
s(Em) Imk(Em)I⇤mp(Em)

�i 4⇡!2
s0

1’
m=1

P
π Emax

0
dE F0(E)

Imk(E)I⇤mp(E)!s(E)
⌦2/m2 � !2

s(E)
.

Here Em is defined by |⌦| = m!s(Em) if the coherent mode
frequency belongs to the incoherent frequency band, and P
denotes the principle value.

Equation (10) becomes very simple when used for a
narrow-band impedance with resonant frequency fr , so that
only azimuthal harmonics with k ⇠ fr/ f0 can be kept. The
stability threshold of a multi-bunch beam in a double RF
system is not defined if the region with !0

s(E) ⇠ 0 is inside
bunch emittance [33].

A similar region, with!0
s(E) ⇠ 0, may also exist in the BS-

mode for n > 2 above certain voltage ratio V2/V1, see Fig. 6.
However, for the same voltage V2, the relative synchrotron
frequency spread increases with n, and therefore large n is
still attractive as a design choice if used for relatively short
bunches.

Possible reduction of stability threshold for large bunch
emittances in both BS-mode and BL-mode was confirmed
in simulations [19], [25], [26], see also example in Fig. 7.
In simulations, in order to excite the coherent motion of the
particles, a small phase kick is initially given to the matched
bunch. The LLD threshold is then determined from the

residual bunch oscillations and in particular, by the ratio of
the residual maximum amplitude oscillations to the initial
kick. However, special care should be taken when defining
this threshold, since it may strongly depend on the criterion
chosen. This is illustrated in Fig. 7, where the residual
oscillation amplitude found from simulations for a double
RF system (BL-mode) is shown [26]. As can be seen in the
plot, a selection of a certain criterion (horizontal line in the
plot) a�ects the absolute LLD threshold, although it gives
similar relative results (for the di�erent emittances).

Figure 6: Relative synchrotron frequency as a function of
longitudinal emittance in double RF system in BS-mode
with di�erent n and V1/V2 = n (example for the SPS bottom
energy).

Figure 7: Ratio of the residual dipole oscillation amplitude
to the amplitude of the initial phase kick (color circles) as
a function of the bunch intensity found in simulations per-
formed for various bunch emittances in a double RF system
with n = 2 (BL-mode). The horizontal line indicates a
possible criterion for the LLD threshold.
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SUMMARY
In longitudinal plane, simplified analytical criteria are

often used for the scaling of the loss of Landau damping
threshold with beam and machine parameters. The Sacherer
stability diagram in longitudinal plane is justified only for
low-frequency impedance and in other cases should be used
with caution. More advanced methods (Van-Kampen modes
and Lebedev equation) together with particle simulations are
available for accurate threshold estimations, also based on a
realistic impedance model, since a constant ImZ/n may not
give converging LLD thresholds. In case of ⌘ImZ/n > 0,
the dependence of thresholds on particle distribution can be
reduced by using the FWHM bunch lengths.

Landau damping can be significantly increased by addi-
tional, higher harmonic RF system, but its limitations in
BL-mode and, for n > 2, in BS-mode should be taken into
account for the choice of the beam and RF parameters.
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Abstract
Landau damping is a powerful mechanism to suppress

impedance-driven coherent instabilities in circular acceler-
ators. In the transverse planes it is usually introduced by
means of magnetic octupoles. We will discuss a method to
generate the required incoherent betatron frequency spread
through detuning with the longitudinal rather than the trans-
verse amplitudes. The approach is motivated mainly by
the high-brightness, low transverse emittance beams in fu-
ture colliders where detuning with the transverse amplitudes
from magnetic octupoles becomes significantly less effective.
Two equivalent methods are under study: a radio-frequency
quadrupole cavity and the nonlinear chromaticity. The un-
derlying beam dynamics mechanisms are explained based
on a recently extended Vlasov theory and relevant results
are discussed for different longitudinal beam distributions
under specific approximations. Finally, the analytical studies
are benchmarked against numerical simulations employing
a circulant matrix and a macroparticle tracking model.

INTRODUCTION
The use of radio frequency (rf) quadrupole cavities against

coherent beam instabilities has first been discussed in [1, 2]
to suppress coupled-bunch modes, and later in [3,4] to raise
the intensity threshold of the transverse mode-coupling in-
stability (TMCI). Here, rf quadrupoles are considered to
provide Landau damping of weak single-bunch head-tail
modes [5–7]. Detailed theoretical, experimental, and simu-
lation studies of the latter have been reported in [8–12] and
a summary of relevant extracts thereof is given here.

The purpose of the rf quadrupole for Landau damping is to
generate transverse quadrupolar kicks on the beam particles
with a strength that depends on their longitudinal coordi-
nate. Every particle feels a different focusing (defocussing)
force as it passes through the device and hence experiences
a change in its betatron frequencies depending on its longitu-
dinal position within the bunch. The result is an incoherent
betatron frequency spread which leads to Landau damping
in the transverse planes. Other than for magnetic octupoles,
the frequency spread from an rf quadrupole is dependent on
the longitudinal amplitude spread within the bunch [7, 8].
It can be shown that nonlinear chromaticity can introduce
an equivalent longitudinal amplitude dependent frequency

∗ michael.schenk@epfl.ch

spread (see e.g. [10]). This result will be used here to discuss
the analytical studies.

Thanks to the orders of magnitude larger spread in the
longitudinal compared to the transverse amplitudes of the
beams in future hadron colliders, a longitudinal amplitude-
dependent frequency spread can be produced very efficiently
compared to magnetic octupoles. The differences are partic-
ularly important at increased beam energies and for reduced
transverse emittances. In addition, the amount of frequency
spread remains unaffected by beam manipulations in the
transverse planes, such as beam halo cleaning through colli-
mation, for example. Recently, it has also been demonstrated
that transverse linear coupling can strongly reduce the inco-
herent betatron frequency distributions generated through
detuning with the transverse amplitudes [13]. This can lead
to a loss of Landau damping and requires an accurate cor-
rection of the linear coupling in future machines [14]. The
shape and amount of frequency spread introduced through
detuning with the longitudinal amplitude, on the other hand,
is not affected by linear coupling [15]. It is hence expected
that there is no loss of Landau damping in that case. Another
effect that is currently under detailed investigation is trans-
verse noise that can locally significantly reduce the stability
diagrams generated by magnetic octupoles and hence lead
to a loss of Landau damping [16]. It is believed that this
effect will not be present for rf quadrupoles or nonlinear
chromaticity thanks to the separation of the longitudinal am-
plitude space and the transverse planes where the frequency
spread is created.

THEORY
Berg and Ruggiero developed the basic formalism for

longitudinal amplitude dependent Landau damping in [17].
They also demonstrated that it differs to some extent from
Landau damping introduced by octupole magnets. The the-
ory has been further developed and thoroughly analyzed
in [9]. Only the key equations and a summary of their inter-
pretations are presented here.

The goal is to extend the existing Vlasov formalism by
introducing a general variation ΔlV (X) of the betatron fre-
quency with arbitrary orders of chromaticity b (=)

ΔlV (X) = lV,0
<∑
==1

b (=)

=!
X=, (1)

Proceedings of the ICFA mini-Workshop, MCBI 2019, Zermatt, Switzerland

60



with
b (=) =

1
lV,0

m=lV

mX=

����
X=0
, (2)

lV,0 the zero-amplitude betatron frequency, and X the rela-
tive momentum deviation. One may, analogously, introduce
a general variation of the betatron frequency with the lon-
gitudinal position ΔlV (I) to describe the frequency spread
from an rf quadrupole. The two approaches eventually lead
to the same results. Here, we assume that the frequency
spread is produced by nonlinear chromaticity.

Following the path laid out by Chao in [6], but using
the general dependence of ΔlV on b (=) , one can derive an
eigenvalue equation (details in [9])

f;: = −8 
∞∑

;′, :′=−∞
f;′:′ /⊥

(
: ′l0 +Ω(;)

)
×

∫ ∞

0

A60 (A) �:′; (A) �:; (A)
Ω(;) − lV,0 − ;lB − 〈ΔlV〉q (A)

3A, (3)

where
f;: =

∫ ∞

0
A'; (A) �:; (A) 3A. (4)

 is a constant, /⊥ the dipolar impedance function, 60
the longitudinal particle distribution, l0 the revolution fre-
quency, lB the synchrotron frequency, Ω(;) the complex
coherent frequency of the ; th azimuthal mode, (A, q) are po-
lar coordinates in longitudinal phase space, and '; the radial
beam modes. The �:; functions can be perceived as gener-
alized Bessel functions. They reduce to Bessel functions
of the first kind for a purely linear chromaticity. The term
〈ΔlV〉q describes the betatron frequency spread introduced
through detuning with the longitudinal amplitude A

〈ΔlV〉q (A) = 1
2c

∫ 2c

0
ΔlV [X(A, q)] 3q. (5)

This term appears in the denominator of the dispersion inte-
gral on the right hand side of Eq. (3) which demonstrates that
it indeed provides Landau damping. One realizes that for odd
orders of chromaticity the average frequency spread vanishes
〈ΔlV〉q (A) ≡ 0. This result is independent of the longitudi-
nal particle distribution. Hence, odd orders of chromaticity
do not introduce Landau damping, at least for instabilities
with rise times in the order of several synchrotron periods
where the frequency spread averages to zero1. On the other
hand, even orders of chromaticity introduce a frequency
spread with longitudinal amplitude that does not average
out over time which leads to Landau damping, similarly to
an rf quadrupole operated (anti-) on-crest of the rf wave.
There is yet another mechanism, however. Both odd and
even orders of chromaticity introduce a change of the effec-
tive impedance and modify the complex frequencies of the
coherent modes in that manner. This effect is described by
1 This is analogous to an rf quadrupole operated at the zero crossing of the

rf wave studied in [3, 4] to increase the TMCI threshold.

the generalized Bessel functions introduced above. The �:;
functions contain complex, chromaticity-dependent, phase
terms which describe the alteration of the interaction of the
beam with the impedance. The result is that the overlap sum
over index : ′ in Eq. (3) between the �:′; functions and the
impedance changes. In time domain these chromatic phase
terms can be interpreted as a change of the synchronicity
between wake kicks, betatron, and synchrotron motion of the
particles. They lead to a change of the coherent frequencies
of all the modes. Note that such modification of the effective
impedance is independent of frequency spread and there is
no increase of the area of stability in the complex frequency
space. Thus, this effect is not related to Landau damping.

SOLUTIONS
Solutions to the Vlasov Eq. (3) are determined for two

different types of longitudinal particle distributions. The
analytical results presented here are benchmarked against the
PyHeadtail macroparticle tracking model and the BimBim
circulant matrix solver [18–20].

Airbag beam
For the airbag model the beam particles are assumed to

populate an infinitesimally thin elliptical shell in the lon-
gitudinal phase space, i.e. they all oscillate with the same
longitudinal amplitude. As a result, the betatron frequency
spread from nonlinear chromaticity or rf quadrupoles van-
ishes and hence there can be no Landau damping. In the
weak-wake approximation considered here, azimuthal mode
coupling can be neglected and one can solve the equations
for all the azimuthal modes ; ∈ Z independently of each
other. For an airbag distribution the dispersion integral can
be easily evaluated and one obtains the solutions

Ω(;) − lV,0 − ;lB − 〈ΔlV〉q ( Î) =

− 8 #422

2lV,0)2
0 �0

∞∑
:=−∞

/⊥ (l′)
���:; ( Î)��2 , (6)

where l′ = :l0 + lV,0 + ;lB. # denotes the bunch popu-
lation, )0 the revolution period, �0 the beam energy, Î the
longitudinal amplitude of the airbag beam, 4 the elementary
charge, and 2 the speed of light. We have obtained an ex-
plicit expression for the coherent frequency shift of every
azimuthal mode. The detuning term 〈ΔlV〉q ( Î) = const.
is now independent of the longitudinal amplitude A and is
identical for all the particles. As expected, the dispersion
integral has disappeared from the equation which can be
interpreted as the absence of Landau damping. Equation (6)
is a generalization of Eq. (6.188) in [6] and is valid for arbi-
trary orders of chromaticity. It reduces to Chao’s equation
for a purely linear chromaticity as shown in [9].

The new formalism is first benchmarked against the well-
known case of a purely linear chromaticity and a broad-band
resonator impedance. The results are summarized in Fig. 1.
The analytical calculations are given by the colored lines and
represent the real (upper plot) and imaginary (lower plot)
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Figure 1: Real (top) and imaginary (bottom) coherent fre-
quency shifts as a function of b (1) for an airbag model.

coherent frequency shifts of the six lowest-order azimuthal
modes vs. b (1) . The real part is measured with respect to
the respective unstable synchrotron side band. It can be
seen that the azimuthal modes for a specific positive and
negative azimuthal number are identical. This will no longer
be the case when introducing second-order chromaticity as
described below. For b (1) < 0 the most unstable mode is
a head-tail mode zero (above transition). For increasing
b (1) > 0, the most unstable mode changes from azimuthal
mode one through five. The outputs from BimBim (red)
and PyHeadtail (green) after post-processing are shown
on top of the analytical results. The three approaches are in
excellent agreement which confirms that they all work well
for the basic linear chromaticity case.

Figure 2 summarizes the more interesting case in presence
of nonlinear chromaticity. The coherent frequency shifts
obtained from analytical formula [Eq. (6)], PyHeadtail,
and BimBim are shown as functions of b (2) for constant b (1) .
Similar to the case with linear chromaticity, b (2) changes
the effective impedance and eventually, transitions to other,
more unstable azimuthal modes occur. A major difference
with respect to Fig. 1, however, is that the degeneracy in
the azimuthal mode number is lifted. For a certain absolute
value of the mode number, the modes with the two opposite
signs are no longer identical. Additionally, the real part of
the coherent frequency shift is dominated by the constant
and real-valued 〈ΔlV〉q ( Î) which is the same for all the
azimuthal modes. This is specific to the airbag beam and
is again a result of the absence of a spread in longitudinal
amplitude. As for the linear case, the theoretical predictions
are in perfect agreement with both the tracking and circulant
matrix models which confirms that the formalism developed
above is indeed valid for the airbag beam.

Arbitrary distributions
The new theory describes the change of the effective

impedance from nonlinear chromaticity very accurately and
produces satisfying results for the airbag model. The next
step is to introduce beam distributions where the particles

Figure 2: Real (top) and imaginary (bottom) coherent fre-
quency shifts as a function of b (2) at fixed b (1) for an airbag
model.

exhibit a spread in their longitudinal amplitudes, for example
Gaussian, to validate the theory also in presence of Landau
damping. Unfortunately, Eq. (3) could not be solved exactly
for the general case. To make the dispersion relation and the
presence of Landau damping more apparent and to bring the
equation into a form that can be solved and benchmarked
against numerical models, strict assumptions are made on
the shape of the transverse dipolar impedance instead

/⊥ (l′) =
{
/:0 ≠ 0, : = :0,

0, otherwise.
(7)

Equation (3) then simplifies to

1 = −8 /:0

∫ ∞

0

A60 (A)
����:0
; (A)

���2
Ω(;) − lV (A) − ;lB

3A, (8)

where lV (A) = lV,0 + 〈ΔlV〉q . Equation (8) is a dispersion
relation. The formula for stability boundary diagrams can
now be easily determined

1
ΔΩ(;)lin

=
1
N

∫ ∞

0

A60 (A)
����:0
; (A)

���2
Ω(;) − lV (A) − ;lB

3A,

N =
∫ ∞

0
A60 (A)

����:0
; (A)

���2 3A,
(9)

where ΔΩ(;)lin = Ω(;)lin − lV,0 − ;lB and Ω(;)lin denotes the
complex coherent frequency of the azimuthal mode ; in
absence of Landau damping. It can be demonstrated that the
dispersion relation derived here is equivalent to the results
found by Berg and Ruggiero in [17] (proof in [9]).

To benchmark the analytical model against PyHeadtail
tracking simulations we assume a Gaussian beam distribu-
tion and define a scenario which fulfills best the approxi-
mations and assumptions made when deriving Eq. (9). The
main assumption is to use a highly narrow-band resonator
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impedance to mimic the single-peak impedance approxima-
tion. This can be achieved by tuning the quality factor and
the frequency of the resonator accordingly. The parameters
were set to match the spectral maximum of the azimuthal
mode zero while remaining small for all the other modes.
It was verified that the error in both the real and imaginary
coherent frequencies between the single-peak approximation
and the simulation was less than ten percent.

Next, the dispersion relation in Eq. (9) is solved numeri-
cally to obtain the stability boundary diagrams in complex
frequency space. The solutions are displayed in Fig. 3 for
four different values of b (2) , increasing in absolute value
from top left to bottom right. The plots illustrate the in-
crease of the stability boundary (black line, −Im Ω = 0) and
hence of the stable area (blue hatched region, −Im Ω ≤ 0)
in complex frequency space. The coherent frequency shift
of the unstable mode under consideration (red cross) is ob-
tained from PyHeadtail simulations. It is demonstrated
in [9] that the change of the effective impedance (chromatic
effect) introduced by b (2) is negligible for this particular
instability and that Landau damping is the dominant mecha-
nism here. The unperturbed coherent frequency can hence
be assumed to be independent of b (2) . The colored lines in
the figure refer to constant values of imaginary frequency
shift (−Im Ω = const.) and follow the distortion of the fre-
quency space caused by the spread introduced by b (2) . By
means of these isolines one can read off the effective change
of the imaginary frequency shift of the unstable mode as a
function of frequency spread, or b (2) . This illustrates the
damping process: with increasing spread the imaginary part
of the unstable mode is effectively reduced, meaning that
the growth rate of the instability decreases. For b (2) ≤ −9.6,
the area of stability has become large enough to include
the unstable mode. At this point the instability is Landau
damped. The final comparison of the imaginary frequency
shifts, or instability growth rates, between stability diagram
theory (red), obtained from the isolines in Fig. 3, and from
PyHeadtail simulations (green) is shown in Fig. 4. They
are both in excellent agreement with each other. Not only
the stabilizing threshold for the amount of b (2) matches, but
also the intermediate stages of b (2) show a remarkable agree-
ment on the imaginary frequency shifts. This proves that the
theory works successfully and that nonlinear chromaticity or
rf quadrupoles indeed provide Landau damping. It should
be pointed out, however, that the one-sidedness of the sta-
bility diagrams is a limitation of this method. A frequency
spread from b (2) < 0, for example, would only be able to
Landau-damp the modes with Re Ω < 0. The modes with
Re Ω > 0 could potentially be suppressed by means of a
second, complementary method such as frequency spread
from octupole magnets.

CONCLUSIONS
The existing Vlasov theory on transverse dipole modes

has been extended to include the effects of nonlinear chro-
maticity up to arbitrary orders. This new formalism made it

Figure 3: Stability boundary diagrams for four different
values of b (2) increasing in absolute value from top left to
bottom right.

Figure 4: Stabilization of the head-tail mode zero vs. b (2) for
a Gaussian beam. PyHeadtail simulations (green crosses)
are shown together with analytical predictions calculated by
means of stability diagram theory (red diamonds).

possible to confirm the hypothesis that nonlinear chromatic-
ity and rf quadrupoles have two effects on the beam dynamics
of transverse coherent modes: (1) they lead to a change of
effective impedance; and (2) they introduce Landau damp-
ing thanks to the incoherent betatron frequency spread with
longitudinal amplitude. The two mechanisms have been
identified and studied separately using analytical formulae.
In addition, the theory has been successfully benchmarked
up to second-order chromaticity for an airbag model and a
Gaussian beam. In the first case, there is no Landau damping
due to the missing frequency spread from detuning with lon-
gitudinal amplitude. Analytical results have been validated
both with a tracking model and a circulant matrix solver
which revealed an outstanding agreement. For the Gaussian
beam it has been demonstrated that, given the assumption of
a strongly peaked impedance, analytical predictions from sta-
bility diagram theory are in excellent agreement with track-
ing simulations. This proves that detuning with longitudinal
amplitude indeed provides Landau damping. The results
are also in accordance with experiments and simulations
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that were carried out on the rf quadrupole and on nonlinear
chromaticity in the Large Hadron Collider and provide the
foundation for the interpretation of these results. The study
also demonstrates, however, that beam stabilization with rf
quadrupoles or nonlinear chromaticity is not easily evalu-
ated analytically for arbitrary impedances. Macroparticle
tracking simulations are instead the most accurate way to
study these effects.
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ON LANDAU DAMPING RESTORATION WITH ELECTRON LENSES IN 
SPACE-CHARGE DOMINATED BEAMS* 

Y. Alexahin#, A. Burov, V. Shiltsev, A. Valishev, Fermilab, Batavia, IL 60510, USA

Abstract 
It is shown that the Lorentz forces of a low-energy, 

magnetically stabilized electron beam, or “electron lens”, 
can introduce transverse nonlinear focusing sufficient for 
Landau damping of transverse beam instabilities in 
accelerators. Unlike other nonlinear elements, the electron 
lens can provide the frequency spread mainly at the 
desirable range of particle amplitudes, thus permitting to 
avoid the beam lifetime degradation.  

INTRODUCTION 
There are many impedance-driven collective instability 

phenomena in high intensity charged particle beams [1, 2] 
limiting the single-bunch and total beam intensities. 
Suppression of the collective instabilities can be obtained 
via the stabilizing effect of Landau damping [3] when the 
spectrum of incoherent frequencies ωx,y overlap the 
frequencies of the unstable collective modes, thus 
allowing absorption of the collective energy by the 
resonant particles.  

But the direct space charge forces in high intensity 
beam shift the incoherent frequencies away from the 
frequency of the zero head-tail mode leaving it exposed to 
instability. Similar effect happens with the Σ-mode in 
colliding beams.  

To restore Landau damping the octupole magnets are 
commonly used with the transverse magnetic field 𝐵𝐵𝑥𝑥 +
𝑖𝑖𝐵𝐵𝑦𝑦 = 𝑂𝑂3(𝑥𝑥 + 𝑖𝑖𝑖𝑖)3 which generates the amplitude-
dependent betatron frequency spread [4]. Damping by 
octupoles has several drawbacks: first of all, the 
corresponding frequency spread δωx,y scales with beam 
energy increase as 1/E2 due to increasing rigidity and 
smaller beam size, hence, one needs to increase strength 
of these magnets accordingly. Secondly, strong octupoles 
significantly reduce machine’s dynamic aperture.  

Another method involves beam-based feedback system 
which suppresses coherent motion of the beam or bunch 
centroid. Though generally effective, such feedback 
systems which act only on the modes with non-zero 
dipole moment, leaving the multitude of other ”head-tail” 
modes unsuppressed [5]. Electron lenses [6] were shown 
to provide effective Landau damping [7] mechanism free 
of all the above listed drawbacks of other methods. 

ELECTRON LENS 
Over the years the electron lenses served for a number 

of purposes [8]. Here we discuss their use for restoration 
of Landau damping switched off by the beam space-

charge (or by the beam-beam effect). In these cases the  
electron lens should provide a comparable 
tuneshift/tunespread raising the possibility of an adverse 
effect on the incoherent particle motion in the beam. 
There are a number of ideas how to avoid this, e.g. by 
making the optics with electron lens integrable.  

 
Figure 1: IOTA electron lens (courtesy of G. Stancari) 

Such experiment is planned at the Integrable Optics 
Test Accelerator (IOTA) at Fermilab [9]. Figure 1 shows 
the lens being built for this purpose. By changing the gun 
cathode shape and voltage it is possible to form electron 
beam of different transverse profile and current and – by 
changing the solenoid magnetic field – to adjust the e-
beam size. 

Danilov-Nagaitsev Paradigm 
In Ref. [10] V. Danilov and S. Nagaitsev proposed a 

recipe for building nonlinear integrable optics which in 
the simplest case can be described as follows: 
• The lattice outside a special nonlinear insertion 

should be (almost) linear with phase advances being 
multiples of π. 

• Beta-functions in the nonlinear insertion should be 
equal (βx = β y = β⊥). In the particular case of an 
octupole-like nonlinearity its gradient O3(s) in order 
to preserve the Hamiltonian should be distributed 
along the path s as 

3
3( ) 1/ ( ).O s sβ⊥

    (1) 

It can be expected that weak nonlinearities outside the 
special insertion will not break the KAM tori leaving the 
motion stable in a wide range of amplitudes. 

In the case of a hollow electron beam which does not 
affect the beta-functions the longitudinal profiling can be 
achieved simply by variation of the solenoid magnetic 
field, while in the case of solid electron beam the situation 
is complicated by the effect of the lens itself on the beta-
functions. 

 ___________________________________________  
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HOLLOW E-LENS 
A hollow electron lens was considered as the nonlinear 

element for creating a tunespread for Landau damping in 
the Recycler [11]. The lattice of the RR30 strait section 
(which housed the antiproton electron cooler in the past) 
was redesigned to have a 22.5 m drift with βx  = βy = β* 
and αx = αy = 0 at its center. β* was varied in the range 
8.7÷15.5 m so that the phase advance was (0.4÷0.6)π over 
the drift. 

The transverse e-lens profile was chosen as 

)]2/exp()2/[exp()( 2
2

22
1

2
0 σσρρ rrr −−−=  (2) 

with σ1,2~ β⊥
3/4 to produce a gradient satisfying Eq. 1.  

The effect of the hollow lens with (constant) 
σ2/σ1=0.85 on the proton tunes is illustrated in Fig. 2. 

 
Figure 2: Tuneshifts as functions of relative horizontal 
amplitude ax/σ1 at ay= 0. ξ1 is the maximum tuneshift 
which the first term in Eq. 2 would produce alone. 

Besides the electron lens, octupoles and special 
nonlinear magnets with strength also obeying Eq. 1 were 
simulated but incurred drastic reduction in dynamic 
aperture. On the contrary, the electron lens did not affect 
the dynamic aperture. The probable explanation is that the 
e-lens shifts both tunes in the same direction for all 
amplitudes thus avoiding some resonances. 

Landau Damping by Hollow e-Lens 
Figure 3 shows histograms of the spectral density of 

transverse oscillations in a bunched beam after receiving 
a kick in the presence of a hollow electron lens. The lens 
transverse dimensions were chosen such that the 
maximum tuneshift, δQmax, was reached at oscillations 
amplitude of 3.4σbeam, σbeam being the proton beam 
transverse r.m.s. size. With increasing δQmax the spectral 
peak is shifting (but not as much) and widens testifying of 
increased Landau damping. The synchrotron tune for this 
example was Qs = 0.02⋅QSC with QSC being the maximum 
absolute value of the space charge tuneshift. 

The Runaway Effect 
It was naively expected that while a hollow electron 

lens shifts the tunes of protons with large amplitudes and 
compensates for the space charge tuneshift, it will not 
affect the coherent tune making the overlap possible. 
Actually there is an appreciable coherent tuneshift as well 

so that the gap with incoherent tunes remains (A. Burov). 
This can be called a run-away effect. The explanation is 
that the maximum contribution to the dispersion integral 
comes from particles with ~σbeam transverse amplitudes 
which do see the e-lens field in the considered case. 

A hint of this effect can be seen in Fig. 3. Still in the 
case of a bunched beam where the head and tail 
experience much weaker space charge defocusing the 
overlap does happen providing Landau damping. 

The situation is different in the case of the ~ rectangular 
RF bucket as well as for the head-on colliding beam.  

Figure 3: Spectral density of transverse oscillations in a 
bunch with space charge at indicated values of the 
maximum tuneshift due to a hollow electron lens. 

GAUSSIAN E-LENS 
Limited applicability of the hollow electron lens 

necessitates the consideration of a solid lens, here we 
limit ourselves to a Gaussian transverse profile. Since the 
runaway effect is caused by particles with transverse 
amplitudes ≥ σbeam, we will look at a narrow “pencil” 
electron lens beam with the size smaller than the size of 
the proton beam, σlens < σbeam.  

Figure 4 shows the total tuneshift (SC + e-lens) for 
three values of e-lens strength. 

 
Figure 4: Tuneshift produced by space charge and a 
Gaussian e-lens with σlens = σbeam/2 vs. the action variable 
Jx normalized by the beam emittance. 

Coasting Beam 
There is a limitation on the longitudinal bunch profile 

for which the eigenmode analysis of the Vlasov equation 
described in [12] can be applied. Besides Gaussian it can 
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be constant which is a fair representation of a flat bunch 
in a multi-harmonic RF. 

 
Figure 5: Spectral density of transverse oscillations in a 
coasting beam with space charge at indicated values of 
the maximum tuneshift due to a Gaussian electron lens. 

The spectra for the same e-lens strength as in Fig. 4 are 
shown in Fig. 5. One can see that in order to intercept the 
runaway coherent tune the e-lens should be noticeably 
stronger than the space charge. 

The absence of narrow peaks in the spectrum is a 
testimony of Landau damping but does not tell us how 
strong it is. For this purpose the technique of stability 
diagram can be employed. It shows the stability region in 
the plane of complex coherent tuneshift ζ produced by 
external impedances. 

Figure 6: Stability diagram for coasting beam. 

 We use here the method based on the eigenmode 
analysis [12]. Figure 6 shows the stability diagram for the 
e-lens strength Qlens / QSC =2.5. It proves that Gaussian 
lens can provide stability in the presence of large 
impedance no matter what the sign of its real part is 
(focusing or defocusing). 

Bunched Beam 
With longitudinally bell-shaped bunch (Gaussian in our 

study) there is no need to make the e-beam transverse size 
small compared with the proton beam size. The analysis 
presented below was performed for σlens = σbeam. 

Stability diagrams were estimated analytically and 
calculated using the method of [12] for a range of e-lens 
strength parameters and synchrotron tunes Qs. The results 
are summarized in Fig. 7. As the measure of Landau 
damping efficiency the boundary value Λ = Imζmax at 
Reζ = 0 was chosen. 

 
Figure 7: Landau damping rate vs e-lens strength 
normalized to QSC. Dots: the Vlasov model, dashed lines: 
analytical approximations for weak and medium-strong e-
lens, solid black line: integration of the two 
approximations [12]. 

OUTLOOK 
The presented results predict high efficiency of electron 

lenses in restoration of Landau damping. A few questions 
still remain open, such as dependence of the “runaway 
effect” on the thickness of the hollow e-lens, single-
particle stability in the presence of a “pencil” electron 
beam, etc. 

The analytical methods which we had used here should 
be complemented by numerical simulations and 
experimental studies planned at IOTA [9]. 
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BNS damping* 

Alexander Novokhatski†, SLAC National Accelerator Laboratory, Menlo Park, USA 

Abstract 
Many years have passed since the invention of BNS 

damping, but it still attracts wide attention of accelerator 
physicists to implement this method in classical accelera-
tors and future high gradient acceleration technique. In this 
article we recall initial background principles of the devel-
opment of BNS damping. 

SOME HISTORY AS AN INTRODUCTION 
In the middle of 70s of the last century the director of the 

Institute of Nuclear Physics at Novosibirsk (nowadays 
Budker Institute of Nuclear Physics), Gersh Itskovich 
Budker introduced a new small group of researchers under 
the  leadership of Vladimir Balakin to study a new type of 
an accelerator for colliding beams. He called this future 
machine as “SuperLinac”. Nowadays we know such type 
of accelerators as “Linear Colliders”. The main task of the 
group was to investigate the possibility to achieve a high 
gradient acceleration of order of a 1 MV/cm and analyze 
possible beam dynamics problems and find solutions for 
them. It happened that it was not the only task. In parallel, 
we worked also on the proton ironless ring of 10 GeV, 
which Andrei Mikhailovich (as we really called Budker) 
extremely wanted to build. This machine could give a pos-
sibility to study very exciting physics of heavy nucleolus, 
predicted by Spartak Timofeyevich Belyaev, who was at 
that time a president of the Novosibirsk State University. 

However, all studies on linear colliding beams were kept 
in secrete and it was forbidden to show or publish the re-
sults outside the laboratory. What happened later? In sev-
eral years, our group led by the outstanding physicist Vla-
dimir Balakin successfully solved many important prob-
lems of the linear collider project. We have developed a 
technology of manufacturing high-gradient accelerating 
structure. Using this technology, we designed, manufac-
tured, and tested a single S-band cavity. We have achieved 
almost 2 MV/cm in this cavity. We have understood main 
beam dynamics problems of acceleration of intense 
bunches of electrons and positrons in a high gradient linear 
accelerator using analytic and numerical approach. We 
have developed a numerical code for calculation of the 
electromagnetic fields interacting with a beam in the accel-
erating structure. It was may be the very first code in the 
world for the wake field calculations. We have found solu-
tions for almost all of them. Unfortunately, Andrei Mikhai-
lovich died in 1977 just before he became a sixty. A new 
director Alexander Nikolayevich Skrinsky continued the 
activity on linear colliding beams at the lab. The “Super-
Linac” project got an official name: VLEPP (colliding lin-
ear electron positron beams), as analog to the names of the 
circular colliding beam facilities developed in the lab: 

VEPP-1, VEPP-2, VEPP-3 and VEPP-4.  And finally, the 
results of theoretical and experimental studies were pre-
sented outside the lab. The VLEPP project was first pre-
sented at the International Symposium devoted to 60-year 
anniversary of G. I. Budker and All-union particle acceler-
ator Conference at Dubna [1-3]. The results published in 
the Russian language were immediately translated to Eng-
lish at SLAC [4-6].  

The most famous result of the linear colliders study at 
Novosibirsk became a new method of damping the trans-
verse instability of a single bunch in a linear accelerator. 
This method got the name “BNS damping” by the first let-
ters of the inventors Balakin, Novokhatski and Smirnov. 
The method was first published in 1978, however refer-
ences in many other publications correspond to our 5-years 
later publication [7] in the proceedings of the12th Interna-
tional Conference on High Energy Accelerators at Fer-
milab (1983). And after more than 10 years BNS damping 
was successfully tested at the SLAC linear accelerator and 
implemented for operation of the first linear collider SLC 
[8]. 

In the following chapters we give more details starting 
with the description of the electromagnetic forces acting on 
the bunch particles moving in the accelerating structure. 
Then we present an equation for the bunch particle motion 
in the present of energy spread. We discuss the physics of 
BNS damping using a two-particle model. Then we present 
analytic solutions of a simplified equation of motion and 
numerical solutions for the VLEPP linear collider parame-
ters. We analyze the efficiency of the method and make 
comparison with the Landau damping. 

SINGLE BUNCH INSTABILITY 
One of the main beam dynamics problems in a liner col-

lider project was a transverse beam instability or beam 
break-up effect, discovered in operation of many linear ac-
celerator including SLAC linac [9]. The transverse insta-
bility limits the intensity of the accelerating beams. High 
intensity beams are needed to achieve high luminosity of 
the beam collisions. Higher luminosity allows study of 
very rare events.  

For the VLEPP project it was proposed to use a single 
high intensity short bunch. At that time, in comparison with 
a multi-bunch operation [10], it was not so much clear how 
a single short bunch interacts with an accelerating struc-
ture, what the beam break-up threshold can be? In the 
multi-bunch operation fields, exciting by passing by 
bunches accumulate in the structure. Accumulating fields 
are usually one or two eigen RF modes of the accelerating 
structure. A new bunch interacts with the field excited by 
the previously passed bunches. In a single bunch mode op-
eration, all fields excited by the bunch particles are chasing 
the bunch because the field and the bunch particle moving 
with speed of light. There was a weak hope that a single 

 ______________________________________________  
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bunch can have higher beam break-up threshold. To check 
it we need a reliable method for calculation of electromag-
netic interaction of a charged bunch with a metal acceler-
ating structure.  

Electromagnetic fields and wake field code 
For calculating electromagnetic forces, we used a wake 

field approach. Assuming that a bunch is moving with a 
constant speed along the structure in a straight line. Then 
we can easily describe the charge and current distributions 
in time domain needed for Maxwell equations. The bound-
ary conditions are determined by geometry of the acceler-
ating structure and can be very complicated. It is not so 
simple to solve Maxwell equations analytically, but we can 
use numerical methods for this. We developed a stable nu-
merical scheme for solving Maxwell equations in the time 
domain in the azimuthally symmetrical structures. An ex-
ample of calculated field distribution of a bunch moving in 
accelerating structure is shown in Fig. 1. 

 
Figure 1: The dynamics of electric force lines of a charged 
bunch moving in “empty” periodic iris-loaded accelerating 
structure (1978). 

This numerical scheme still in use and works very well 
for very short bunches [11-12]. In parallel with calculating 
of electromagnetic field components we calculate inte-
grated forces (longitudinal and transverse) acting on the 
bunch particles. Then we average forces for a unit length 
of the structure. 
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Transverse force description 
The magnitude of the transverse force is determined by 

the structure geometry, by the shift of the bunch trajectory 
relative to the axes, by the bunch charge and the bunch 
length. Fig. 2 shows the distribution of the transverse force 
along the bunch for different bunch length.  

 
Figure 2: Transverse force acting on the bunch particles for 
bunches of different bunch length (1978). Line 1 is for a 
shorter bunch and line 4 is for a longer bunch. 

Electromagnetic fields generated by a bunch in an accel-
erating structure have a defocusing action on the bunch 
particles if they travel off axes. The more leading particles 
are far away of axes the more effect on the following par-
ticles. Naturally, the force grows along the bunch. We may 
assume that a particle trajectory is not very far from the 
axes, so the dipole component of the excited field, which 
is proportional to the transverse coordinate, plays the main 
role. With our code we can calculate electromagnetic fields 
of a very short bunch. This gave us a possibility to derive 
an approximation for the Green’s function. With a Green’s 
function ( )g s^ we can present the dipole transverse force 
in the following way 
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( )X x is a bunch particle transverse coordinate and wa  
is an effective parameter, characterizing the geometry of 
the accelerating structure. The Green’s function is a dimen-
sionless function in this presentation. The bunch charge 
longitudinal distribution is normalized: 
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Equation for the transverse motion 
   Now using the transvers force description, we can 

write an equation for a bunch particle transverse motion in 
a linear accelerator with a FODO focusing system 

( ) ( ) ( ) ( ) ( )
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In this equation ( )sg is a relativistic factor of a particle 

with a longitudinal position in the bunch s , 0g  is the initial 
relativistic factor, which may depend upon the particle lon-
gitudinal position in the bunch. For simplicity of the equa-
tion we introduced a special parameter, a characteristic 
length of the accelerator where the transverse force pro-
duces a noticeable effect 
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The characteristic length becomes smaller when the bunch 
charge increases. Also, in this equation we measure time 
and betatron wave vector (frequency) in characteristic 
length 
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It is interesting that solving the equation (4) for the case 
of a zero energy spread and strong focusing * 1Lµ n= * ³
we can find that characteristic length  can be consider to be 
an instability growth rate parameter. The bunch emittance 
will grow exponentially as 

*
1~ exp exp ct
L

te
µ n

æ ö æ ö
=ç ÷ ç ÷ç ÷ ç ÷

è ø è ø
                    (7) 

PHYSICS OF BNS DAMPING 
 With a very precise description of the forces acting on 

the bunch particles we have found immediately in the beam 
dynamics study a very strong transverse instability of a sin-
gle bunch. We can describe it in the following way. The 
particles of the head of a bunch do not experienced action 
of the wake field and freely oscillate in the focusing lattice 
at the betatron frequencies. However, this oscillation pro-
duce a periodical force for the particles of the tail of the 
bunch because they experience the action of the wake field.  
As the frequency of the force and the frequency of free os-
cillations are the same, then the amplitude of oscillations 
of the tail particles will grow up in time because of the res-
onance. Considering that this action goes through the entire 
bunch we got an exponential growth of the amplitude of 
the particle oscillations. 

 An immediate solution for cancelling the oscillation 
growth is to destroy the resonance, that means to give dif-
ferent betatron frequencies to the particle of the bunch head 
and particles of the bunch tail. It can be done in many dif-
ferent ways, but a simple solution is to utilize the fact that 

the betatron oscillation frequency depends by virtue of the 
chromaticity on the energy of the beam particles. So, if we 
give different energy to the particles then we will have dif-
ferent betatron frequencies. The difference in energy along 
the bunch must have a definite sigh. Since the transverse 
wake field introduces defocusing force, then we need the 
additional chromatic focusing to compensate defocusing. 
That means that particles of the bunch tail must have 
smaller energy. By accelerating the bunch behind the crest 
of the accelerating field, the tail particles gain less energy 
than the head. Therefore, the tail particles are focused more 
by the quadrupoles than the head. The longitudinal wake 
field actually helps to increase the energy spread. The tail 
particles loss more energy due to the action of this field. 
With increasing of the particle energy during the accelera-
tion, the energy difference can be reduced. The beam break 
up effect becomes smaller 0~ g

g  and the bunch is now 

moved ahead of the crest to reduce the energy  spread in 
the beam. We can see that that BNS damping does not re-
quire any additional accelerator elements like special fo-
cusing elements. It can be easily applied to any linear ac-
celerator, just change the phases of the klystrons along the 
linac. 

Two-particle model 
We can get a reliable solution in a two-particle model. 

Assuming that we have particles with different betatron 
frequencies. The head particle has only oscillations due to 
the focusing system, but the tail particle has an additional 
force proportional to the transverse coordinate of the head 
particle 
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The solutions of these equations with an initial nonzero 
coordinate are 
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To keep the oscillation amplitude of tail particle we need 
the following condition for the difference of betatron fre-
quencies 
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We can consider the minimum frequency spread needed 

to damp oscillation growth of the tail particle, to be the 
BNS damping condition.  
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Analytical solutions for many particles 
The equation for the particle motion (4) is rather compli-

cated for analytical solution but can be easily solved by us-
ing the numerical methods. However, some properties of 
BNS damping can be found based on the analytical solu-
tions of a simplified equation with the following assump-
tion: 

No acceleration 0d
d
g
t
=  

Bunch longitudinal distribution is constant   
( ) [0,1]s constr =  

Green’s function is constant   
( )g s const=  

Linear distribution of energy along the bunch 
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Correspondent linear distribution of the betatron fre-
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Simplified equation takes the following form 
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We found a way to solve this equation analytically using 
the Laplace transformation because this problem is a prob-
lem with initial conditions. Laplace transform 
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Using it we can get an analytical solution in the Laplace 
presentation 
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Immediately we found a parameter h , which gives the 
ratio between the BNS condition (12) and total frequency 
spread 
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The inverse Laplace transform is easy to derive for inte-
ger values of 𝜂	

 
• 𝜂 =0 There are no transverse forces. Just to 

check the model. Free oscillations with natural 
frequencies 

( ) ( ) ( )0
0, cos( )X s X s

s
g

t µ t
g

=  

 
• 𝜂 =2 Instability. Resonant build-up of oscilla-

tions at a frequency of the “head” particle 
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• 𝜂 =-1 Instability. Resonant build-up of oscilla-

tions at the natural frequencies 
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• 𝜂 =1 BNS damping. All particles oscillate at 

the frequency of the “head” particle without any 
growth 
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This nice behavior of the bunch is possible for other 
combinations of the Green’s function and bunch distribu-
tion. 

 
• 𝜂 =1/2 One more exciting solution. The ampli-

tude of oscillation of the “tail” particles is going 
down in time 
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0J is the Bessel function of zero order. The amplitude of 
oscillations goes down as a square root of time. Unfortu-
nately, analysis shows that this interesting result holds only 
for the constant Green’s function. 

APPLICATION TO THE VLEPP PROJECT 
Computer simulations with realistic Green’s function 

and bunch distribution showed the same particle dynamics. 
Analysis of the longitudinal beam dynamics including lon-
gitudinal wake fields showed that it is possible to make a 
linear energy variation along the bunch. The results of the 
numerical integration of equation (4) exhibit the similar 
regularities of the transverse motion of the bunch particle. 
Fig. 3 gives the phase images (X X’ plane) of particles 
along the bunch at different energy spread. The dependence 
of the bunch effective emittance upon the sign and the 
value of energy variation along the bunch is shown in Fig-
ure 4. One can see here the results of numerical simulation 
for the 100 GeV section of the accelerator VLEPP. As is 
seen, to suppress the transvers instability, an initial energy 
spread of 10% needs to be introduced. During the acceler-
ation this linear spread can be decreased down to 3% and 
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can reach a minimally achievable one on the final section. 
Without BNS damping the beam emittance could be many 
orders higher. The effect of application of BNS damping is 
is very strong. 

Figure 3: X’ X phase plot for different energy spreads 
(1978) 

 
Figure 4: Relative emittance at the exit of the 100 GeV ac-
celerator section versus the initial energy spread. With the 
initial energy spread of 12% the beam can reach at the sec-
tion exit with a minimally achievable spread of 3% (1978) 

EFFICIENCY AND COMPARISON WITH 
LANDAU DAMPING 

We would like to mention that the efficiency of the BNS 
damping strongly depends upon the focusing system. For 
higher betatron frequencies less frequency spread is 
needed, and much higher intensity bunch can be acceler-
ated without emittance growth. This is in general good for 
any linear accelerator to have more periods of transverse 
oscillations, made by the bunch particles on the accelerator 
length. Very important the sign of the linear energy spread 
along the bunch to completely damp the instability. For the 
opposite sign of the energy spread, the instability growth 
rate decreases, but instability cannot be fully damped. Such 
feature is very close to Landau damping, where betatron 
oscillation frequencies are not corelated with the longitu-
dinal positions of particles in the bunch. Usually is it a ran-
dom distribution of betatron frequencies. This is the main 
difference between the damping methods. Maybe it is pos-
sible to use Landau damping to decrease the instability 
growth, however a comparison with BNS damping showed 
that Landau damping is not so effective as BNS damping. 
Fig. 5 shows comparison of BNS damping and Landau 

damping. The function of Landau damping is mirrored for 
negative values of energy spread. 

Figure5: Beam emittance upon the linear energy spread for 
BNS damping (a solid line) and for the case of Landau 
damping (a dotted line). For the negative values of energy 
spread the result form Landau damping is mirrored from 
positive values. One can see that Landau damping works 
something like BNS damping but for an opposite sign of 
the energy spread and cannot damp instability completely. 

CONCLUSION 
• BNS damping is a very efficient method for 

damping the transverse instability in a linear ac-
celerator 

• Naturally, it works in the multi-bunch regime as 
well. 

• SLC, the first linear collider using this method in-
creased luminosity several times. 

• BNS damping was effectively used in the injector 
of intense beams for the SLAC PEP-II B-factory. 

• In the linear accelerators BNS damping works 
much better than Landau damping.  
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MITIGATION OF COLLECTIVE EFFECTS BY OPTICS OPTIMISATION

Y. Papaphilippou, F. Antoniou and H. Bartosik, CERN, Geneva, Switzerland

Abstract
This paper covers recent progress in the design of optics

solutions to minimize collective effects such as beam insta-
bilities, intra-beam scattering or space charge in hadron and
lepton rings. The necessary steps are reviewed for design-
ing the optics of high-intensity and high-brightness syn-
chrotrons but also ultra-low emittance lepton storage rings,
whose performance is strongly dominated by collective ef-
fects. Particular emphasis is given to proposed and existing
designs illustrated by simulations and beam measurements.

INTRODUCTION
The physics quantities parametrising the performance of

a large variety of hadron and lepton rings, as, for exam-
ple, the average beam power of synchrotron based proton
drivers, the luminosity of colliders, the brightness of their
associated injectors or the brilliance of X-ray storage rings,
are proportional to the beam intensity or to its ratio with
the beam dimensions. The modern tendency is to push
the performance frontiers towards extreme conditions, i.e.
the highest beam intensity contained within ultra-low beam
volumes, under which the collective behaviour of the beam
becomes predominant. It is thus of paramount importance
to take measures in order to alleviate collective effects in
the early phase of the design, which usually begins with
the optimisation of the linear optics.

This is by far not an easy task, as already there is a
large amount of optics conditions based on single-particle
constraints to be satisfied, including non-linear dynamics.
Thereby, the parameter space becomes entangled and diffi-
cult to control and optimise. One should rely on analytical
and numerical methods for obtaining a global parameteri-
sation, including collective effects.

In the case of rings in operation, dealing with collec-
tive effects usually implicates mitigation techniques based
on the use of multi-pole magnets [1] or higher harmonic
RF cavities [2] for providing Landau damping, dedicated
feedback systems [3] or the reduction of the beam inter-
action with its environment through careful vacuum and
low-impedance component design [4]. Changing the lin-
ear optics, without major upgrade involving radical modifi-
cations of the machine configuration, is an unconventional
approach, since it is subject to the constraints of the ex-
isting magnet and powering systems. It can be even more
challenging because of its interplay with the already op-
timised operation of critical systems, such as beam trans-
fer elements or RF. On the other hand, if a viable solu-
tion is found, it can be a very cost effective way to over-

come existing intensity or brightness limits. In addition, it
may be used to relax tolerances associated with the above-
mentioned mitigation measures for reducing collective ef-
fects.

This paper is organised as follows: after describing the
basic linear optics parameters which affect collective ef-
fects, optics design strategies are reviewed, underlining
specific examples of high-power or high-brightness syn-
chrotrons and low emittance damping rings, studied in re-
cent years, mainly at CERN. Of particular interest is the
application of these approaches to operating rings with il-
lustrations from the direct impact of the optics modifica-
tions to machine performance.

IMPACT OF OPTICS PARAMETERS ON
COLLECTIVE EFFECTS

In this section, three fundamental quantities that affect
collective effects are described, following the logical route
of an optics study: starting from the most basic one, the
beam energy, passing to the most fundamental, the trans-
verse beam sizes and ending with the phase slip factor,
which will be shown to be most intimately connected to
the collective beam behaviour.

Beam energy

The beam energy is one among the basic parameters that
have to be specified even before starting the optics design
of a ring. Although, strictly speaking, it cannot be consid-
ered as an optics constraint, it is indirectly related through
the integrated magnet strengths and the size of the lattice
cells, i.e. the ring circumference. At the same time, in
the absence of strong synchrotron radiation damping, the
transverse emittance is inversely proportional to the energy,
thus reducing the physical beam size. Almost all collective
effects become less pronounced with increasing beam en-
ergy, with the notable exception of the electron cloud in-
stability thresholds [5]. Hence, for hadron rings, it is nat-
ural to target always the highest possible energy although
this heavily depends on the users’ physics needs, the reach
of the pre-injectors and finally on cost. In the case of
beams dominated by synchrotron radiation damping, e.g.
for ultra-low emittance e+/e− rings, the quadratic depen-
dence of the horizontal equilibrium emittance to the energy
puts an additional restriction to this increase, and a care-
ful optimisation has to be performed, in order to meet the
specific design targets and reaching high brightness.
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Betatron functions
Transverse beam sizes are also playing an important role

to the collective beam behaviour, especially in the case of
self-induced fields. For example, the space-charge tune-
shift [6] and IBS growth rates [7] are inversely propor-
tional to their product raised to a certain power. For high-
intensity/power rings, there is usually no specific prefer-
ence on the size of transverse emittances and the trend is
to produce them large enough, for limiting the aforemen-
tioned effects. When the performance target is high bright-
ness, which corresponds to small (transverse) emittances,
the optics is the only ”knob” for increasing beam sizes. For
hadron rings, the FODO cells are well suited for this, due
to the alternating behaviour of the optics functions. In par-
ticular, weaker focusing can maximise not only betatron
beam sizes but also their dispersive part (through the con-
tribution of momentum spread and dispersion), within the
limits set by the machine aperture. In the case of e+/e−

rings targeting low emittances, doublet-like cells are usu-
ally employed for minimising horizontal beam sizes. On
the other hand, the vertical beta functions can be increased,
especially along the bending magnets, where the horizontal
ones are small. Although this strategy is valid for space-
charge or IBS, beam current thresholds of instabilities such
as transverse mode coupling or coupled bunch, present an
opposite dependence and call for a reduction of the aver-
age (vertical) beta functions. Finally, the enhancement of
betatron functions at the location of non-linear magnetic
elements can provide additional tune-shift with amplitude
for Landau damping in case of need [8].

Slippage factor
The slippage (or phase slip) factor η is defined as the rate

of change of the revolution frequency with the momentum
deviation. At leading order, it is a function of the relativis-
tic γ factor (i.e. the energy) and the momentum compaction
factor αp:

η = αp −
1

γ2
. (1)

The momentum compaction factor is the rate of change of
the circumference C with the momentum spread and, again
at leading order, it is given by

αp =
1

C

∮
Dx(s)

ρ(s)
ds , (2)

which depends clearly on the variation of the horizontal
dispersion function along the bending magnets. The phase
slip factor unites transverse and longitudinal particle mo-
tion. In fact, the synchrotron frequency or the bunch length
are proportional to η1/2, which means that increasing the
slippage factor makes synchrotron motion faster, with an
equivalent increase of the bunch length.

The phase slip factor vanishes when γ = α
−1/2
p ≡ γt

and the corresponding energy is named transition energy. It
is widely known, since the commissioning of the first syn-
chrotrons, that crossing transition can cause various harm-
ful effects with respect to the collective behaviour of the

beam [9], as the longitudinal motion basically freezes, at
this point. Although several transition crossing schemes
have been proposed and operated reliably in synchrotrons
like the CERN PS for more than 40 years (see [10] and ref-
erences therein), the call for beams with higher intensity (or
power) resulted in the consideration of ring designs which
avoid transition, either by injecting above (η > 0), or al-
ways remaining below (η < 0) transition energy. The for-
mer case is almost always true for electron/positron rings
above a few hundred MeV (unless αp < 0). For hadron
rings, it requires the combination of high energy (i.e. large
circumference) and a large momentum compaction, which
is translated to larger dispersion excursions and, gener-
ally speaking, weaker focusing, thereby resulting in larger
beam sizes [11]. For remaining below transition, the oper-
ating energy range has to be kept narrow and a positive mo-
mentum compaction factor should be low, which points to-
wards stronger focusing and smaller beam sizes. The case
of negative momentum compaction (NMC) [12] is indeed
very interesting because the beam remains always below
transition independent of energy. Again, as in the case of
the rings remaining above transition, the need to excite dis-
persion oscillations for getting an overall negative disper-
sion integral on the bends, results in larger beam sizes.

The above discussion is even more interesting when
combined with the dependence of intensity thresholds for
most transverse and longitudinal instabilities to the abso-
lute value of the slippage factor [1]. A large slip factor pro-
vides additional spread in the synchrotron tunes, thereby
increasing Landau damping. Although the particular char-
acteristics of each machine may direct to different optics
optimisation routes, the above mentioned simple consider-
ations trace some generic guidelines for reducing collec-
tive effects, i.e. increase of the slippage factor (in abso-
lute) combined with increased beam sizes can be achieved
simultaneously above transition, or below transition and
negative momentum compaction. Remaining below tran-
sition has the additional benefit of enabling the damping of
the lowest head-tail instability modes with negative chro-
maticity [1], as the natural one, hence avoiding the use
of strong sextupoles which excite resonances and induce
beam losses.

HIGH-POWER SYNCHROTRONS
Recent optics design of high-intensity and/or high-power

rings such as the J-Parc main ring [13], the PS2 [14],
or the High-Power PS [15] are based on NMC arc cells,
for avoiding transition and reducing losses. These are se-
quences of modified FODO cells with an increased number
of quadrupole families (up to four) for inducing negative
dispersion, leading to an overall “imaginary” γt [12]. In
that case, the absolute value of the slippage factor could be
increased for raising instability thresholds but also because
a fast synchrotron frequency would be beneficial for lon-
gitudinal beam manipulation [16]. A complete picture of
the achievable tuning range of a ring such as the PS2 can
be obtained by the Global Analysis of all Stable Solutions
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(GLASS), a numerical method pioneered in low emittance
rings [18], where all possible quadrupole configurations
(within some gradient limits) providing stable solutions are
obtained, together with the optics parameters associated to
them. In the top part of Fig. 1, the imaginary transition
γt is presented for all stable solutions in the tune diagram,
along with resonance lines up to 3rd order. Low imaginary
values of γt (i.e. large absolute values of the momentum
compaction), indicated in blue are obtained for higher hor-
izontal tunes, where there is large flexibility for the vertical
tunes. In the bottom part of the figure, the geometrical ac-
ceptance is computed for the most demanding beam param-
eters with respect to emittance. The red colour corresponds
to small acceptance (above a limit of 3.5 σ), which means
larger beam sizes. The trend shows that the larger sizes (red
colour) are obtained for lower vertical tunes. This type of
global analysis including linear and non-linear dynamics
constraints was used for choosing the working point dur-
ing the conceptual design of the PS2 ring, and locate it at
(Qx,Qy)=(11.81,6.71), with γt = 25.3i [17].
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Figure 1: Transition energy γt (top) and geometrical ac-
ceptance in units of beam sizes Nσ (bottom), for a global
scan of optics solutions in the tune diagram (showing reso-
nances up to 3rd order), with blue corresponding to lower
γt or larger acceptance [17].

LOW EMITTANCE RINGS
The present trend of ultra-low emittance rings is to tar-

get the highest beam intensities within the smallest dimen-

Figure 2: Steady-state emittances (left) and their blow-up
(right) due to IBS, as a function of the energy [20].

sions, at least in the transverse plane. The additional com-
plication in the case of damping rings (DRs) for linear col-
liders is that they aim to produce low longitudinal emit-
tances, as well. The output beam dimensions are largely
dominated by IBS and even space-charge effects become
important, especially in the vertical plane. A careful op-
timisation of the optics parameters is crucial for reducing
these effects and obtaining a solid conceptual design [20].

Mitigating collective effects in the CLIC DRs
Due to the fact that not only the IBS growth rates but

also the equilibrium emittances vary with energy, it is im-
portant to find their interdependence, when the IBS effect
is included [21]. Evaluated through a modified version of
the Piwinski method [22], and for constant longitudinal
emittance, the dependence of the steady state transverse
emittances of the CLIC DRs on the energy is plotted in
Fig. 2 (left). A broad minimum is observed around 2.6 GeV
for both horizontal (blue) and vertical planes (green). The
IBS effect becomes weaker with the increase of energy, as
shown in Fig. 2 (right), where the emittance blow-up for all
beam dimensions is presented. Although higher energies
may be desirable for reducing further collective effects, the
output emittance is increased above the target value, due
to the domination of quantum excitation. In this respect, it
was decided to increase the CLIC DR energy to 2.86 GeV,
already reducing the IBS impact by a factor of two, as com-
pared to earlier designs at 2.42 GeV [21].

Figure 3: The horizontal (left) and longitudinal (right) IBS
growth rate evolution for a standard TME cell (blue dashed)
and a TME cell with a dipole with gradient (green).

In modern low emittance rings, theoretical minimum
emittance (TME) arc cells or multi bend achromats are em-
ployed. In order to reach minimum emittance, the hori-
zontal beam optics is quite constrained, whereas the verti-
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Figure 4: Analytical parameterization of the TME cell
phase advances with the IBS horizontal (top, left) and lon-
gitudinal (top, right) growth rates, the detuning factor (mid-
dle, left), the momentum compaction factor (middle, right),
the horizontal chromaticity (bottom, left) and the Laslett
tune shift (bottom, right) [20].

cal one is free, but also completely determined by the two
quadrupole families of the cell. It turns out that the ver-
tical beta function reaches a minimum at the same loca-
tion as the horizontal, which is the worst case for IBS. A
way to reverse this tendency, is to use a combined function
dipole with a low defocusing gradient. Although this gradi-
ent does not provide a significant effect to the emittance re-
duction, it reverses the behaviour of the vertical beta func-
tion at the middle of the dipole, maximizing the vertical
beam size at that location, and thus reducing IBS growth
rates [23]. This is shown in Fig. 3, where the horizontal
(left) and longitudinal (right) IBS growth rate evolution are
presented for a standard TME cell (blue dashed lines) and
compared to the corresponding ones when the dipole in-
cludes a vertical focusing gradient (green curves). A re-
duction of the horizontal growth rate of almost a factor of
two can be achieved in the shown example corresponding
to the CLIC damping rings arc cell, by allowing a smaller
increase to the longitudinal IBS growth rate.

A crucial step in the optimisation of the TME cell with
respect to its impact on collective effects is the analyti-
cal derivation of the two quadrupole focal lengths, in thin
lens approximation, depending only on the horizontal op-
tics functions at the centre of the dipole and the drift space
lengths [20, 24]. Using this representation, the dependence
of various parameters on the cell phase advances in the case
of the CLIC DRs are presented in Fig. 4, including the aver-

Figure 5: Dependence of the steady state emittance ratio
with the equilibrium emittance as a function of the wiggler
peak field and period (left) [20, 26] and as a function of
the total wiggler length and period for a 3.5 T peak field
(right) [27].

age IBS growth rates (top), the detuning from the minimum
emittance (middle, left) the momentum compaction factor
(middle, right), the vertical space-charge tune-shift (bot-
tom, left) and the horizontal chromaticity (bottom, right).
This parameterisation permitted to find the best compro-
mise for the phase advances (between 0.4 and 0.5) where
the IBS growth rates, the horizontal and vertical chromatic-
ities and the Laslett tune shift are minimized, while the
momentum compaction factor is maximized. These low
phase advances correspond to emittances that deviate from
the absolute minimum by a factor of around 15, as shown
in Fig. 4 (middle left). Even at this large detuning factor,
the TMEs are preferable for their compactness, in particu-
lar for a ring in which radiation damping is dominated by
wigglers. The use of variable bends with gradient in the
TME cell was also studied using a similar approach, fur-
ther reducing the IBS growth rates [25].

A similar study was performed in order to find the op-
timal wiggler field and wavelength, while minimising the
IBS effect [20, 25–27]. In Fig. 5 (left), the steady state
emittance ratio with the equilibrium emittance as a function
of the wiggler peak field and period is presented [20, 26].
The limits for the two superconducting technologies are
shown in yellow (NbTi) and red (Nb3Sn) and the 300 nm
and 500 nm target steady state emittance contours in black.
Based on these studies, the highest field within the limit of
technology would be desirable, but a moderate wavelength
is necessary for reducing IBS. At the same time, as shown
in Fig. 5 (right), by raising the field and using Nb3Sn wire
technology, the reduction of the ring circumference can be
also achieved, with beneficial impact to all type of col-
lective effects, including to a potential impedance reduc-
tion [25, 27]. These specifications were used for the super-
conducting wiggler prototype and short model developed
for the CLIC DRs [26, 27].

HIGH-BRIGHTNESS SYNCHROTRONS
Hadron collider injectors need to achieve the highest

brightness with the smallest possible losses. A typical ex-
ample is the CERN SPS whose performance limitations
and their mitigations for LHC beams are the subject of a
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study group [28], in view of reaching the required beam
parameters for the high luminosity LHC (HL-LHC). The
upgrade of the main 200 MHz RF system will solve beam
loading issues for reaching higher intensities, but a variety
of single and multi-bunch instabilities remain to be con-
fronted. The transverse mode coupling instability (TMCI)
in the vertical plane and e-cloud instability (ECI) for 25 ns
beams are the most prominent transverse problems, espe-
cially for HL-LHC intensities. Longitudinal instabilities
necessitate the use of a higher harmonic 800 MHz RF
system as Landau cavity and the application of controlled
longitudinal emittance blow-up throughout the ramp. For
constant longitudinal bunch parameters and matched RF-
voltage, higher intensity thresholds for the above instabili-
ties are expected when increasing the phase slip factor.

Lowering transition energy in the SPS
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Figure 6: Nominal optics (Q26) and modified (Q20) optics
of the SPS (1/6 of the circumference) [29].
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inal optics (nominal γt = 22.8) as a function of γt [29].

The SPS has a super-symmetry of 6 with a regular FODO
lattice built of 108 cells, 16 per arc and 2 per long straight
section. In the nominal SPS optics (called Q26), the phase
advance per FODO cell is close to π/2, resulting in beta-
tron tunes between 26 and 27. Low dispersion in the long
straight sections is achieved setting the arc phase advance
to 4 · 2π. Figure 6 (left) shows the optics functions in the
SPS lattice for the nominal optics. The LHC-type proton
beams are injected at 26 GeV/c (γ = 27.7), i.e. above tran-
sition (γt = 22.8). By reducing γt, the slippage factor is
increased throughout the acceleration cycle with the largest
relative gain at injection energy, as shown in Fig. 7, where
η normalized to the value in the nominal SPS optics (ηnom)

is plotted as a function of γt, for injection and extraction
energy. Significant gain of beam stability can be expected
for a relatively small reduction of γt, especially in the low
energy part of the acceleration cycle.

In 2010, alternative optics solutions for modifying γt of
the SPS were investigated [29]. Based on the fact that in
a regular FODO lattice, the transition energy is approxi-
mately equal to the horizontal tune, γt can be lowered by
reducing the horizontal phase advance around the ring. One
of the possible solutions, with low dispersion in the long
straight sections, is obtained by reducing the arc phase ad-
vance by 2π, i.e. µx, µy ≈ 3 · 2π and the machine tunes
are close to 20 (“Q20 optics”). Figure 6 (right) shows
the corresponding optics functions for one super-period of
the SPS. Note that in comparison to the nominal optics
(“Q26”), the dispersion function follows 3 instead of 4 big
oscillations along the arc with peak values increased from
4.5 m to 8 m. In this case, the transition energy is lowered
from γt = 22.8 in the nominal optics to γt = 18 and η
is increased by a factor 2.85 at injection and 1.6 at extrac-
tion energy (Fig. 7). The maximum β-function values are
the same in both optics, whereas the minima are increased
by about 50%. The optics modification is mostly affecting
peak dispersion which is almost doubled. The fractional
tunes have been chosen identical to the nominal optics in
order to allow for direct comparison in experimental stud-
ies.

Transverse mode coupling instability
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Figure 8: Examples of the intensity evolution as a function
of time after injection in the Q26 optics (left) and the Q20
optics (right). Green curves correspond to stable beam con-
ditions, red traces indicate cases above the TMCI thresh-
old [33].

A series of measurements with high-intensity single
bunches were conducted [30–33] in order to quantify the
benefit of the Q20 optics with respect to TMCI. In the nom-
inal optics, the threshold is found at 1.6×1011 p/b, for zero
chromaticity, as shown in Fig. 8 (left) [33]. In order to
pass this threshold with Q26, the vertical chromaticity has
to be increased so much that the losses are excessive due
to single-particle effects. In the Q20 optics, it was demon-
strated that up to 4×1011 could be injected with no sign
of the TMCI and low chromaticity, as shown in Fig. 8
(right) [33]. Such high intensity single bunches were al-
ready sent to the LHC for beam studies [34].
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Figure 9: Instability threshold density ρc as function of the
synchrotron tune for constant bunch parameters (left) and
the predicted linear dependence. ECI thresholds for vari-
ous intensities comparing the nominal (red) with the low
γt SPS optics (blue) [36].

Since the ECI threshold scales with the synchrotron tune,
as shown in Fig. 9 (left) [35], a clear benefit from the larger
η in the Q20 optics is expected. Numerical simulations
were performed, assuming that the electrons are confined
in bending magnets [36]. The expected threshold electron
density ρc for the ECI instability in the nominal (red) and
the Q20 optics (blue), as a function of the bunch intensity
Nb at injection energy, for matched RF voltages, is pre-
sented in Fig. 9 (right). Clearly, higher thresholds are pre-
dicted for Q20.

Longitudinal multi-bunch instabilities
In the Q26 nominal SPS optics the longitudinal multi-

bunch instability has a very low intensity threshold, which
is decreasing with the beam energy. It is expected that for
RF voltage programs providing similar beam parameters
(emittances, bunch lengths) the corresponding instability
threshold is higher in the Q20 optics. Figure 10 presents
the calculated narrow band impedance thresholds along the
cycle for both optics in the 200 MHz single RF system for
a longitudinal emittance of εl = 0.5 eV.s and the corre-
sponding voltage programs. For better comparison a con-
stant filling factor qp = 0.9 (in momentum) is chosen. Note
that the impedance threshold reaches its minimal value at
flat top for both optics.

To stabilize the LHC beam at flat top in the Q26 optics,
controlled longitudinal emittance blow-up is performed
during the ramp, in combination with the use of a dou-
ble harmonic RF system (800 MHz) in bunch shortening
mode. The maximum voltage of the 200 MHz RF system
is needed in order to shorten the bunches for beam trans-
fer to the LHC 400 MHz bucket. Due to the limited RF
voltage, bunches with the same longitudinal emittance at
extraction will be longer in the Q20 optics. In fact, for the
same longitudinal bunch parameters of a stationary bucket,
the required voltage would need to be scaled with η. How-
ever, the longitudinal instability threshold at 450 GeV/c is
about 50% higher in the Q20 optics and therefore less or no
controlled longitudinal emittance blow-up is required com-
pared to the nominal optics, for achieving the same beam
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Figure 11: Bunch length (top) and bunch position os-
cillations (bottom), at flat top, for the bunches of a sin-
gle batch 50 ns LHC beam, for Q26 (left) and for Q20
(right) [30–32].

stability. Figure 11 shows a comparison of the beam sta-
bility (bunch length and bunch position) between the two
optics, for one 50 ns LHC batch with 1.6 × 1011 p/b. The
Q20 optics is stable even in the absence of emittance blow-
up, with mean bunch length of around τ = 1.45 ns at flat
top, which is compatible with injection into the LHC.

The low transition energy optics in the SPS became op-
erational in September 2012. The switch to this new optics
was very smooth, allowing very high brightness beams to
be delivered to the LHC providing record luminosities [34].
An indication of the increased brightness delivered to the
LHC is presented in Fig. 12, where the mean bunch in-
tensity divided by the average of the horizontal and verti-
cal emittance is plotted along the different LHC fills, for
the second part of 2012. The green triangles represent the
brightness delivered in the LHC flat bottom using the nom-
inal Q26 optics, whereas the blue diamonds show the one

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

79



0.50$

0.60$

0.70$

0.80$

0.90$

1.00$

1.10$

1.20$

1.30$

1.40$

2960$ 3060$ 3160$ 3260$ 3360$

Br
ig
ht
ne

ss
*[1

01
1 /
μm

]*

Fill*#*

Q20.Beam1$.$1.07$+/.$0.06$ Q20.Beam2$.$1.05$+/.$0.07$ Q26.Beam1$.$0.93+/.$0.07$ Q26.Beam2$.$0.90+/.$0.05$

SPS$brightness$ LHC$flat.top$Beam1$ LHC$Flat.top$Beam2$

Q20 Q26 

Figure 12: Average intensity over mean emittance (bright-
ness) along the run, during the SPS operation with the nom-
inal (green triangles) and the Q20 (blue diamonds) optics,
in the LHC flat bottom for both beams. The SPS bright-
ness since the Q20 deployment is represented by the black
crosses.

corresponding to the Q20 optics, for both beams. There
was a clear brightness increase at the LHC flat bottom of
the order of 15 % on average, due to the Q20 optics. It is
also worth noting, that the SPS brightness (black crosses) is
similar, demonstrating an excellent brightness preservation
between the two rings. This optics have been routinely used
in operation during LHC run II (2015-2018) and opened the
way for ultra-high brightness beams to be delivered in the
HL-LHC era for protons and eventually for ions [37].

SUMMARY
Using analytical and numerical methods, linear op-

tics parameters, which have a direct impact on collec-
tive effects, were optimised for specific examples of high-
intensity, high brightness, hadron and lepton rings. These
approaches allowed a solid conceptual design of ultra-low
emittance damping rings and permitted to break intensity
limitations in an existing LHC injector, without any cost
impact or hardware change. It is certain that there is
a growing need for the optics designer to transcend the
single-particle dynamics mentality and apply such optimi-
sation procedures for reaching the optimal performance of
rings, in design or operation.
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Transverse Beam Instabilities and Linear Coupling in the LHC

L.R. Carver, X. Buffat, E. Métral, K. Li, M. Schenk
CERN, Geneva, Switzerland

Transverse beam instabilities were observed in the Large Hadron Collider (LHC) when the effect
of linear coupling was known to be large. This motivated a campaign of simulations on the effect
of linear coupling on the transverse stability. Measurements and simulations found that the linear
coupling was greatly diminishing the effectiveness of the Landau octupoles, leading to a loss of
Landau damping. All of the information shown here is summarised from Refs. [1, 2].

I. INTRODUCTION

Transverse beam instabilities had been observed in the
LHC when the tunes were moving closer together (Laslett
tune shift at injection) or when the coupling was known
to be large (the beam measurement of the closest tune
approach, |C−| showed an increase to approximately the
tune separation). This knowledge, in addition to the ex-
amples of transverse beam instabilities see during the en-
ergy ramp at the HERA proton ring, hinted at a link
between linear coupling and transverse stability [3, 4].

Linear coupling had been used in the Proton Syn-
chrotron (PS) at CERN to stabilise a strong horizontal
instability by coupling into the vertical plane [5, 6]. This
was possible due to a sharing of the instability rise times
between the two planes. These two sets of observations
are seemingly in contradiction to each other. This pro-
vided the motivation for a study into how linear coupling
plays a role in transverse beam stability in the LHC.

II. MAIN RESULTS

It had been known from LHC optics simulations that
the presence of linear coupling can change the detuning
coefficients from the Landau octupoles [7, 8]. However
a link had never been drawn to how this impacts the
effectiveness of the Landau damping.

The reduction in the size of the tune footprints due to
modification of the detuning coefficients causes a reduc-
tion of the stable area of the stability diagram, shown in
Fig.1. It can be seen from the figure that instabilities
can develop (due to a loss of Landau damping) when the
|C−| becomes about 60% of the tune separation, Qsep .

A simple model of the LHC was developed where the
strength of the coupling is designated by the value of the
|C−|. The transverse stability of this model was sim-
ulated in the collective effects tracking code PyHEAD-
TAIL [9] and showed similar results to frequency domain
computations which were performed using a combination
of DELPHI [10] and stability diagram analysis.

Dedicated beam measurements were made in the LHC
at 6.5 TeV, where the coupling was accurately measured
and the tune separation was slowly reduced until an in-
stability developed. The simple LHC model, as well as

frequency domain simulations was seen to agree with
these measurements in the machine.

FIG. 1. Comparison of the stability diagrams for fixed tunes
(Qx = 0.31, Qy = 0.32) for different levels of coupling. Shown
for comparison are unstable modes computed with DELPHI.

III. FUTURE WORK

Linear coupling is now an integral part of the LHC
stability model and must be well controlled in all stages
of the machine cycle. New measurement techniques have
been employed to ensure that the linear coupling can be
measured regularly and accurately to prevent any loss of
performance due to transverse instabilities [11, 12].

The studies performed for the LHC only took into ac-
count the effect of linear coupling on the tune spread
generated by the Landau octupoles. In fact in the LHC
there are several other contributors to the tune spread,
beam-beam interactions, electron cloud effects and to a
lesser extent, space charge (at injection energy). Linear
coupling can have an effect on the tune spread gener-
ated by each of these effects, it could be either stablizing
or destablizing depending on the specific configuration.
The full picture of linear coupling and collective effects
in the LHC is yet to be studied in detail. With one of
the primary sources of unwanted linear coupling coming
from the triplets, when the β∗ is reduced (as is antici-
pated for the HL-LHC) the beta-function is increased in
the triplets which means that increased linear coupling
is expected.
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COPING WITH LONGITUDINAL INSTABILITIES USING
CONTROLLED EMITTANCE BLOW-UP

H. Timko∗, S. Albright, T. Argyropoulos, P. Baudrenghien, H. Damerau, J. Esteban Müller,
A. Haas, G. Papotti, D. Quartullo, J. Repond, E. Shaposhnikova, CERN, Geneva, Switzerland

Abstract
Controlled emittance blow-up is a widely-spread method

to mitigate beam instabilities in accelerators. This paper
summarises the different methods used to generate and apply
RF phase noise or RF phase modulation in the RF systems of
the CERN synchrotrons. It also details machine by machine
when and how different methods are used.

INTRODUCTION
Many synchrotrons are operated at the limit of longitudi-

nal beam stability, with pushed performance, whether they
are already existing machines [1, 2] to be upgraded, or fu-
ture projects [3] that have to cope with design constraints.
To mitigate these instabilities, often a mixture of passive
methods, such as impedance reduction and increased syn-
chrotron tune spread due to a double-RF system, and active
methods, such as beam and cavity feedbacks, is applied [4].
Controlled emittance blow-up in the longitudinal plane is
another mitigation tool complementary to these.

In the synchrotrons at CERN, uncontrolled emittance
blow-up can occur for many operational beams, despite us-
ing other instability-mitigation methods. An uncontrolled
blow-up can lead to violent bunch length increase with a per-
turbed longitudinal distribution and excessive beam losses.
In order to avoid these effects, controlled emittance blow-up
can be applied when sufficient bucket area is available, pre-
ventively before the typical onset of instability in the cycle,
see Fig. 1.

Figure 1: Uncontrolled emittance blow-up of the LHC-type
beam occurring during the SPS energy ramp, seen as a vio-
lent increase in bunch length of some bunches; simulation
with 12 bunches. Red: minimum and maximum bunch
length deviations over the beam, blue: mean, four-sigma
equivalent FWHM bunch length.

∗ helga.timko@cern.ch

Controlled emittance blow-up is operationally used in the
CERN machines for the LHC-type proton beam, and also
some other beams, ranging from the PSB, over the PS and
SPS, to the LHC, where it was even anticipated by design.
For the FCC-hh [3], it is foreseen during the ramp, and
even during physics, to counteract synchrotron radiation
damping [5].

It is not only used to mitigate beam instabilities, but there
is a wide range of other applications, too. In accelerators at
CERN, it is operationally used to stabilise transition cross-
ing and to obtain a large enough emittance for bunch split-
ting or other RF manipulations. It can be applied to re-
duce intra-beam scatting, transverse space-charge effects,
or synchrotron radiation shrinkage. In addition, controlled
emittance blow-up can also be interesting for bunch length
control or longitudinal beam profile shaping.

METHODS USED IN CERN MACHINES
This section presents the different methods that can be

applied to achieve particle diffusion in the longitudinal phase
space of the bunches. At CERN, the methods used are phase
modulation applied to a high-harmonic RF voltage1 and
phase noise injection into the principal RF system around
the central synchrotron frequency. For the latter, the noise
can be generated in frequency or time domain, as shown
below. Bunch profile shaping, in particular, can also be
achieved through RF phase modulation with a frequency
close to the central synchrotron frequency.

RF Phase Noise Generated in Frequency Domain
In order to diffuse particles within a given phase-space

area of the bunch, a noise with a band-limited spectrum or
with a coloured spectrum can be applied to target exactly this
region of the bunch distribution, see Fig. 2. For a diffusion in
this phase-space region, noise with a flat spectrum could be
generated and injected into the phase of the RF voltage. In
practice, however, the beam phase loop is usually required to
be closed during the noise injection, and will counteract the
noise applied around the central synchrotron frequency [6],
see Fig. 3. To better target the bunch core, in some cases it
might be required to inject a noise with a coloured spectrum
that takes into account the response of the beam phase loop
and results in a flat effective spectrum, as is done in the LHC.

One way of generating a band-limited phase noise spec-
trum is via the algorithm described in [7]. With this algo-
rithm, a white-noise sequence is generated in time domain,

F: = 4
2cA:

√
−2 ln @: , (1)

1 In this paper, RF voltage refers to the voltage vector of amplitude and
phase.
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Figure 2: Synchrotron frequency distribution in the single-
harmonic RF system of the LHC as a function of synchrotron-
oscillation phase amplitude. The shaded regions indicate
how the frequency limits of the LHC noise spectrum target
the length of the bunch.

Figure 3: Intended (blue) and effective, measured (red) noise
spectrum when injected through the beam phase loop.

where A, @ ∈ [0, 1] are uniformly distributed random num-
bers and : ∈ N is the turn number in the sequence of #
turns. In the frequency-domain, the discrete Fourier image
of this sequence,

,= =
#−1∑
:=0

4−28 c :=
# F: , (2)

is then multiplied with the desired band-limited noise prob-
ability density (=,

Φ= = (=,= . (3)

The turn-by-turn phase noise sequence applied to the bunch
is finally obtained as a backward discrete Fourier transform,

q: =
1
#

#−1∑
==0

428 c :=
# Φ= . (4)

This method has been used operationally in the SPS [8]
and the LHC [9], and it has been tested for the LIU upgrade
of the PSB [10].

RF Phase Noise Generated in Time Domain
Alternatively, a phase-noise equivalent sequence in turn

: can directly be generated in time domain, by summing

# single-tone modulations with a given weight (amplitude)
� [11],

q: =
#∑
8=1

�8 sin
(∫ ):

0
2c 58 (C)3C + i8

)
, (5)

where ): =
∑:
==1 )rev,= is the sum of revolution periods

elapsed, 58 (C) is a time-dependent frequency component
and i8 a phase offset. During an acceleration ramp, for
instance, each 58 (C) can be calculated to track the evolution
of the synchrotron frequency distribution by maintaining
a fixed ratio relative to the difference between the small-
amplitude synchrotron frequency 5B,0 (C) and the synchrotron
frequency at the target longitudinal emittance 5B,1 (C), or
58 (C) = 5B,1 (C) + G8

[
5B,0 (C) − 5B,1 (C)

]
, where G8 ∈ [0, 1].

This is illustrated also in Fig. 4.

Figure 4: Noise spectrum as a sum of single-tone modu-
lations along the ramp, tracking the time evolution of the
central synchrotron frequency in the CERN PSB.

RF Phase Modulation in the Main RF System
Contrary to the previously mentioned methods, RF phase

modulation in the main RF system does not result in a dif-
fusion process, but in a resonant excitation of a single fre-
quency within the synchrotron frequency distribution [12].
Shaping the longitudinal distribution by these means can
help to improve beam stability, reduce heat load or pile-up
density [13,14]. It is done by modulating the phase of the
main RF voltage + (C) with a modulation amplitude q< and
frequency 5< as follows:

+ (C) = +1 sin (2cℎ1 5revC + k1 (C)) = (6)
+1 sin (2cℎ1 5revC + q< sin [2c 5<C] + q1) , (7)

where +1, ℎ1, and q1 are the voltage amplitude, harmonic,
and phase of the main RF system and 5rev is the revolution
frequency.

An example of measured bunch profile modification due
to phase modulation is shown in Fig. 5. The resulting bunch
length and bunch profile is determined by the modulation
frequency applied [13], and thus allows only for a discrete
regulation of the bunch length. In addition, the amplitude
of the excitation has to be above a critical value for resonant
excitation to occur.
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Figure 5: Bunch profile before (blue) and after (red) RF
phase modulation applied in the LHC during collisions.

RF Phase Modulation in a High-Harmonic RF
System

RF phase modulation can also be performed in a high-
harmonic RF system,

+ (C) = +1 sin (2cℎ1 5revC + q1)+ (8)
+2 sin (2cℎ2 5revC + q< sin [2c 5<C] + q2) , (9)

where +2, ℎ2, and q2 are the voltage amplitude, harmonic,
and phase of the high-harmonic system, respectively. The ef-
fect on the beam can be two-fold. As long as the modulation
frequency remains a few times the synchrotron frequency,
and the harmonic ratio ℎ2/ℎ1 remains small, the effect of the
modulation on the bunch remains in the resonant-excitation
regime [15, 16]. For larger modulation frequencies, and
with growing harmonic ratio, a noise-equivalent regime is
entered [17].

APPLICATIONS IN CERN MACHINES
In this Section, we summarise the main operational ap-

plications of controlled emittance blow-up throughout the
CERN synchrotrons.

Proton Synchrotron Booster
In the PSB, controlled emittance blow-up is used for the

emittance regulation of all beams produced. The amount of
blow-up used, and the duration of the process, depend on
the beam type.

In the course of the LIU upgrade of the PSB, its injection
energy will be increased from 50 MeV to 160 MeV, and its
maximum extraction energy will be raised from 1.4 GeV to
2 GeV. Proton beams for the LHC required already before the
Long Shutdown 2 (LS2) a controlled emittance blow-up to
provide uniform and reproducible longitudinal distributions,
and to minimise space-charge effects at PS injection; this
blow-up, however, was ‘only’ from 1 eVs to 1.4 eVs. For the
future HL-LHC production beams with twice the intensity, a
blow-up to 3 eVs is required [10]. This is more challenging
not only due to enhanced intensity effects, but also because
the cycle time available for the blow-up remains the same.

Prior to LS2, a sinusoidal phase modulation of a high-
harmonic (C16) cavity [18] was used for emittance blow-up
of all operational beams. This method has the advantage of
being relatively fast, however it is also relatively sensitive
to uncertainties in machine parameters, such as the rela-
tive phase offset between the RF systems. After LS2, the
use of blow-up through a high-harmonic is kept solely for
longitudinal shaving in the ramp.

For operational beams that do not require shaving, in-
stead, phase noise will be injected directly at the main RF
frequency, in single- or double-harmonic RF buckets. As
a baseline, the generation of the noise is going to be a sum
of distinct frequency components [11], which was used al-
ready for the PSB reliability run in 2018 with success, see
Fig. 6. This ensures better frequency tracking in the quickly-
changing acceleration ramp of the PSB than noise generation
in frequency domain, which requires fixing the frequency
band of the noise spectrum during a certain amount of time.

Figure 6: Tomographic reconstruction of a PSB bunch blown
up with a sum of single-frequency phase noise components;
BCMS-type proton beam from the start of the reliability run
in 2018.

Proton Synchrotron
Also in the PS, a single-tone phase modulation of a higher-

harmonic cavity at 200 MHz is used for controlled emittance
blow-up [17, 19]. For comparison, the main RF system is
operated in the range of 2.8 MHz to 10 MHz. The blow-
up through the higher-harmonic cavity results in a smooth
bunch-length increase over time, see Fig. 7, and it is also
approximately proportional to the RF voltage of the 200 MHz
system. This allows to easily adjust the final emittance. The
longitudinal distribution after the blow-up can moreover be
influenced by the choice of the modulation frequency, which
is typically in the range of a few kHz, corresponding to
several times the synchrotron frequency.
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Figure 7: Bunch length growth during controlled emittance
blow-up in the PS is approximately linear with time. The
strong bunch length oscillations during the first 10 ms are
triggered by an intentional longitudinal mismatch at injec-
tion and not related to the blow-up with the 200 MHz RF
system. Comparison of measurements (black: single mea-
surement, red: average of multiple measurements) and sim-
ulations (blue); a plot from [19].

The blow-up is applied for various reasons at different
times and energies of the PS acceleration ramp. As the res-
onant frequency of 200 MHz cavities cannot sweep with
the increasing revolution frequency, the harmonic number is
adapted during the cycle. At energies below transition cross-
ing, the blow-up can moreover only be performed at constant-
energy plateaus to gain sufficient time within the frequency
range of cavities without a harmonic number change.

The proton beam for the LHC is blown up at four distinct
times in the cycle. The blow-up is essential for the produc-
tion and stability of all high-intensity beams. In particular, it
is used to (i) obtain a large enough emittance prior to bunch
splittings, (ii) stabilise the beam during RF manipulations,
(iii) stabilise the transition crossing, and to (iv) regulate the
final emittance desired for extraction to the SPS. Also for
ions, blow-up is used to stabilize the beam during transition
crossing.

Super Proton Synchrotron
In the SPS, the operational method of controlled emittance

blow-up is RF phase noise injection through the beam phase
loop in the main RF system [8, 20], although in the past
also phase modulation in the fourth-harmonic RF system
was tried [21, 22]. It is primarily applied for LHC-type
protons, and was not needed for ions in the past. First studies
suggest that the LHC ion beam produced after LS2 will have
additional emittance blow-up during slip-stacking [23, 24].

LHC-type proton beams, in particular, are produced in
a double-harmonic RF system of 200 MHz and 800 MHz
operated in bunch-shortening mode. The synchrotron fre-
quency distribution for different voltage ratios is shown in
Fig. 8. For high-intensity proton beams, adapting the blow-
up spectrum to target the desired region of the bunch is
challenging. Firstly, because high-intensity protons require
a higher 800 MHz to 200 MHz voltage ratio for beam stabil-
ity. At high ratios the desired ∼0.6 eVs region of the bunch

Figure 8: Synchrotron frequency distribution at SPS flat top,
without intensity effects, in bunch-shortening mode, relative
to the central synchrotron frequency in the single-harmonic
RF system. Different voltage ratios of the 800 MHz to
200 MHz voltages A are shown in different colours; a plot
from [25].

cannot be targeted without touching also the halo population,
which in return can lead to beam losses. Secondly, intensity
effects shift the relative RF phase and distort the synchrotron
frequency distribution. For post-LS2 operation, studies are
on-going on how to best adapt the frequency limits of the
blow-up spectrum for varying, high beam intensity in the
future [26].

Large Hadron Collider
By design, nominal-intensity proton beams require a con-

trolled emittance blow-up in the LHC [27] to prevent single-
and coupled bunch instabilities [28] during the accelera-
tion ramp. Machine studies showed that for the nominal-
intensity beam, the coupled-bunch stability threshold is not
lower than the single-bunch threshold for the loss of Landau
damping [29]. Thus, the primary reason to use controlled
blow-up for the nominal proton beam is the mitigation of
single-bunch loss of Landau damping.

For proton beams with low, ‘pilot’ intensity, the blow-
up is not required from beam stability point of view; it is,
however, often applied to regulate the bunch length. For
the ion beams in the LHC, blow-up is primarily used to
minimize intra-beam scattering in physics by using suitably
large emittances at arrival to flat top.

Compared to other accelerators at CERN, the blow-up in
the LHC has several particularities. Firstly, it happens over
almost 13 million turns (1210 s) for a ramp from 450 GeV to
6.5 TeV, much slower than in the injector synchrotrons, and
increases the emittance by at least a factor 4, which is much
larger than in other machines. In addition, it is used in a
single-RF system, without a Landau-cavity being present and
stabilising the beam. In exchange, a feedback on the FWHM
bunch length regulates the amplitude of the phase noise
injected and makes sure that the target bunch length is not
exceeded. Indeed, machine studies showed that without the
bunch-length feedback, a regulation of the blow-up simply
via the noise spectrum and application time span, as is done
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in other machines, is practically impossible [30]; an example
is shown in Fig. 9. Even with the bunch-length feedback
present, regulation for the fast, ‘parabolic-parabolic-linear-
parabolic’ ramp is more demanding than for the operational,
‘parabolic-exponential-linear-parabolic’ ramp.

Figure 9: Bunch length evolution of the LHC Beams 1 (blue)
and 2 (red) with the bunch length feedback off; the blow-up
is started close to the stability threshold of the beam and
cannot regulate the bunch length. A plot from [30].

In collisions at 6.5 TeV, both the bunch length and the
bunch intensity are decreasing, and in long physics fills, loss
of Landau damping is approached slowly, on the timescale
of hours, see Fig. 10. As a mitigation measure against loss

Figure 10: Bunch length evolution in long physics fills in
the LHC Beams 1 (blue) and 2 (red). A slow blow-up occurs
due to loss of Landau damping.

of Landau damping, and as a bunch length regulation, sinu-
soidal phase modulation is applied in operation, whenever
the bunch length drops below 0.95 ns for nominal-intensity
protons. A good bunch length control in physics is also
important for the collision-vertex resolution of the LHC
detectors.

Future Circular Collider
Also in the FCC-hh, controlled blow-up is foreseen during

acceleration to counteract loss of Landau damping [3]. In
addition, a constant blow-up via phase noise injection in
physics is considered to counteract the fast bunch length
shrinkage due to synchrotron radiation; the required double-
sided noise spectral density % would be, in small-bunch

approximation [5],

% =
1
4
Δ�SR
�B

5rev

(
ℎ

&B0
g0

)2
, (10)

where Δ�SR is the energy loss per turn due to synchrotron
radiation, �B the synchronous energy, &B0 the central syn-
chrotron tune and g0 the initial bunch length.

CONCLUSIONS
Controlled longitudinal emittance blow-up is used in all

synchrotrons at CERN to mitigate, among others, single-
bunch loss of Landau damping or multi-bunch instabilities.
It is also used to stabilise transition crossing, reduce intra-
beam scattering and transverse space-charge effects, and
to prevent from bunch length shrinkage due to synchrotron
radiation. The two main blow-up methods are band-limited
RF phase noise injection and RF phase modulation of a high-
harmonic RF system. The latter has been used in the PSB
ramp and in the PS on intermediate flat tops or towards the
end of the ramp. In the SPS and LHC, as well as in the
post-LS2 PSB, phase noise injection is used. In the fast-
cycling injectors, the blow-up is done over a relatively short
period, and the blow-up parameters, such as amplitude and
frequency of modulation or noise spectrum, result in repro-
ducible beam quality. In the LHC, a bunch length feedback
is required to regulate the resulting bunch length. After LS2,
increased intensities will challenge the reproducibility of
the bunch length regulation and studies are on-going to im-
prove the noise spectrum and its generation for high-intensity
beams.
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SUPPRESSION OF THE FAST BEAM-ION INSTABILITY BY TUNE
SPREAD IN THE ELECTRON BEAM DUE TO BEAM-BEAM EFFECTS

Gennady Stupakov∗, SLAC National Accelerator Laboratory, Menlo Park, CA, USA

Abstract
The fast beam-ion instability (FII) is caused by the in-

teraction of an electron bunch train with the residual gas
ions. The ion oscillations in the potential well of the elec-
tron beam have an inherent frequency spread due to the
nonlinear profile of the potential. However, this frequency
spread and associated with it Landau damping typically is
not strong enough to suppress the instability. In this work,
we develop a model of FII which takes into account the fre-
quency spread in the electron beam due to the beam-beam
interaction in an electron-ion collider. We show that with a
large enough beam-beam parameter the fast ion instability
can be suppressed. We estimate the strength of this effect
for the parameters of the eRHIC electron-ion collider.

INTRODUCTION
A fast beam-ion instability (FII) which is caused by the

interaction of a single electron bunch train with the residual
gas ions, has been proposed and studied theoretically in
Refs. [1, 2]. The instability mechanism is the same in linacs
and storage rings assuming that the ions are cleared in one
turn. The ions generated by the head of the bunch train
oscillate in the transverse direction and resonantly interact
with the betatron oscillations of the subsequent bunches,
causing the growth of an initial perturbation of the beam.

An important element that has to be included into the
treatment of the instability is the frequency spread in the
ion population due to the nonlinearity of the potential well
for the trapped ions [2], as well as the spatial variation of
the ion frequency along the beam path [3]. This frequency
spread introduces the mechanism of Landau damping, or
decoherence, but does not completely suppress the instability
— it only makes it somewhat slower. In this work, we study
another source of the decoherence in the fast ion instability
originating from the tune spread in the electron beam. Such
a tune spread may be due to the beam-beam collisions in a
lepton or electron-ion collider.

For an analytical study we adopt a model that treats the
bunch train as a continuous beam. This model is applicable
if the distance between the bunches 𝑙𝑏 is smaller than the
betatron wavelength, 𝑙𝑏 ≪ 𝑐/𝜔𝛽 , and is also smaller than
the ion oscillation wavelength, 𝑙𝑏 ≪ 𝑐/𝜔𝑖 . We assume a one-
dimensional model that treats only vertical linear oscillation
of the centroids of the beam and the ions. We treat the
electron tune spread using the method developed in Ref. [4].

EQUATIONS OF MOTION
We use the notation �̃�𝑒

(
𝑠, 𝑡 |𝜔𝛽

)
for the vertical offset of

an electron in the beam that is characterized by the betatron
∗ stupakov@slac.stanford.edu

frequency 𝜔𝛽 , at time 𝑡 and longitudinal position 𝑠. The
distance 𝑠 is measured from the injection point at 𝑡 = 0.
The equation for �̃�𝑒, including the interaction with the ion
background, is derived in Refs. [1, 2],

(
1
𝑐

𝜕

𝜕𝑡
+ 𝜕

𝜕𝑠

)2
�̃�𝑒

(
𝑠, 𝑡 |𝜔𝛽

) + 𝜔2
𝛽

𝑐2 �̃�𝑒
(
𝑠, 𝑡 |𝜔𝛽

)
= (𝑐𝑡 − 𝑠)𝜅 [ �̄�𝑖 (𝑠, 𝑡) − �̄�𝑏 (𝑠, 𝑡)] . (1)

The left-hand side of this equation accounts for the free be-
tatron oscillations of a moving beam (we assume 𝑣beam ≈ 𝑐).
On the right hand side, we included the force acting on the
beam from the ions whose centroid is offset by �̄�𝑖 (𝑠, 𝑡). The
centroid of the electron beam is denoted by �̄�𝑏 (𝑠, 𝑡). In the
linear theory, which is the subject of this work, the interac-
tion force between the electron beam and ions is proportional
to the relative displacement between the beam and ions cen-
troids; it is also proportional to the ion density. Assuming a
continuous electron beam with a uniform density per unit
length, the ion density increases due to collisional ionization
as 𝑐𝑡 − 𝑠 behind the head of the beam (it is equal to zero
before the beam head arrives at the point 𝑠 at time 𝑡 = 𝑠/𝑐).
After separating the factor 𝑐𝑡 − 𝑠 on the right hand side of
Eq. (1), the coefficient 𝜅 is

𝜅 ≡ 4 ¤𝜆𝑖𝑜𝑛𝑟𝑒
3𝛾𝑐𝜎𝑦 (𝜎𝑥 + 𝜎𝑦) , (2)

where 𝛾 is the relativistic factor of the beam, 𝑟𝑒 is the classi-
cal electron radius, 𝜎𝑥,𝑦 denote the horizontal and vertical
rms-beam size respectively, and ¤𝜆𝑖𝑜𝑛 is the number of ions
per meter generated by the beam per unit time. Assuming
a cross section for collisional ionization of about 2 Mbarns
(corresponding to carbon monoxide and the electron energy
∼ 10 GeV), we have

¤𝜆𝑖𝑜𝑛 [m−1s−1] ≈ 1.8 · 109𝑛𝑒 [m−1]𝑝𝑔𝑎𝑠 [torr] , (3)

where 𝑛𝑒 is the number of electrons in the beam per meter,
and 𝑝𝑔𝑎𝑠 the residual gas pressure in torr.

We assume that there is a betatron frequency spread in
the electron beam due to the beam-beam interaction which
is described by the distribution function 𝑓𝑒 (𝜔𝛽) normalized
by unity,

∫
𝑓𝑒 (𝜔𝛽)𝑑𝜔𝛽 = 1. The betatron frequency spread

is assumed small, so that the function 𝑓𝑒 (𝜔𝛽) is localized
around the central frequency 𝜔𝛽0. The centroid offset is
obtained through averaging �̃�𝑒 (𝑠, 𝑡 |𝜔𝛽) with the help of the
distribution function,

�̄�𝑏 (𝑠, 𝑡) =
∫

𝑓𝑒 (𝜔𝛽) �̃�𝑒 (𝑠, 𝑡 |𝜔𝛽)𝑑𝜔𝛽 . (4)

To find the equation for ions, we will assume that they
perform linear oscillations inside the beam with a frequency
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𝜔𝑖 . Furthermore, we will allow a continuous spectrum of 𝜔𝑖
given by a distribution function 𝑓𝑖 (𝜔𝑖) normalized so that∫
𝑓𝑖 (𝜔𝑖) 𝑑𝜔𝑖 = 1. The distribution 𝑓𝑖 (𝜔𝑖) is peaked around

the frequency 𝜔𝑖 = 𝜔𝑖0 corresponding to small vertical
oscillations on the axis,

𝜔𝑖0 ≡
[

4𝑛𝑒𝑟𝑝𝑐2

3𝐴𝜎𝑦 (𝜎𝑥 + 𝜎𝑦)

]1/2

, (5)

where 𝐴 designates the atomic mass number of the ions, 𝑛𝑒
the number of electrons in the beam per unit length, and 𝑟𝑝
the classical proton radius (𝑟𝑝 ≈ 1.5 · 10−16 cm). Typically,
the frequency spread Δ𝜔𝑖 is not large; we assume Δ𝜔𝑖 ≪
𝜔𝑖0.

We have to distinguish between the ions generated at
different times 𝑡 ′ because they will have an initial offset
equal to the beam coordinate �̄�𝑏 (𝑠, 𝑡 ′). Let us denote by
�̃�𝑖 (𝑠, 𝑡 |𝑡 ′, 𝜔𝑖) the displacement, at time 𝑡 and position 𝑠, of
the ions generated at 𝑡 ′ (𝑡 ′ ≤ 𝑡) and oscillating with the
frequency 𝜔𝑖 . We have an oscillator equation for �̃�𝑖

𝜕2

𝜕𝑡2
�̃�𝑖 (𝑠, 𝑡 |𝑡 ′, 𝜔𝑖) + 𝜔2

𝑖 [ �̃�𝑖 (𝑠, 𝑡 |𝑡 ′, 𝜔𝑖) − �̄�𝑏 (𝑠, 𝑡)] = 0, (6)

with the initial condition

�̃�𝑖 (𝑠, 𝑡 ′ |𝑡 ′, 𝜔𝑖) = �̄�𝑏 (𝑠, 𝑡 ′), 𝜕 �̃�𝑖
𝜕𝑡

����
𝑡=𝑡′

= 0. (7)

Finally, averaging the displacement of the ions produced at
different times 𝑡 ′ and having different frequencies 𝜔𝑖 gives
the ion centroid �̄�𝑖 (𝑠, 𝑡),

�̄�𝑖 (𝑠, 𝑡) = 1
𝑡 − 𝑠/𝑐

∫ 𝑡

𝑠/𝑐
𝑑𝑡 ′

∫
𝑑𝜔𝑖 𝑓𝑖 (𝜔𝑖) �̃�𝑖 (𝑠, 𝑡 |𝑡 ′, 𝜔𝑖).

(8)
Equations (1), (6)-(8) constitute a full set of equations

governing the development of the instability.

AVERAGING EQUATIONS
Equation (6) can be easily integrated with the initial con-

ditions (7) yielding

�̃�𝑖 (𝑠, 𝑡 |𝑡 ′, 𝜔𝑖) = �̄�𝑏 (𝑠, 𝑡)−
𝑡∫

𝑡′

𝜕�̄�𝑏 (𝑠, 𝑡 ′′)
𝜕𝑡 ′′

cos𝜔𝑖 (𝑡−𝑡 ′′)𝑑𝑡 ′′.

(9)
Now using Eq. (8) and (9) in Eq. (1) we find an integro-
differential equation for �̃�𝑒,(

1
𝑐

𝜕

𝜕𝑡
+ 𝜕

𝜕𝑠

)2
�̃�𝑒

(
𝑠, 𝑡 |𝜔𝛽

) + 𝜔2
𝛽

𝑐2 �̃�𝑒
(
𝑠, 𝑡 |𝜔𝛽

)
= −𝜅

∫ 𝑡

𝑠/𝑐
(𝑐𝑡 ′ − 𝑠) 𝜕�̄�𝑏 (𝑠, 𝑡

′)
𝜕𝑡 ′

𝐷𝑖 (𝑡 − 𝑡 ′)𝑑𝑡 ′, (10)

where 𝐷𝑖 (𝑡 − 𝑡 ′) denotes the ion decoherence function de-
fined as

𝐷𝑖 (𝑡 − 𝑡 ′) =
∫

𝑑𝜔𝑖 cos𝜔𝑖 (𝑡 − 𝑡 ′) 𝑓𝑖 (𝜔𝑖). (11)

This function represents the oscillation of the centroid of an
ensemble of ions with a given frequency distribution 𝑓𝑖 (𝜔𝑖)
having an initial unit offset. If there is no frequency spread
in the beam ( 𝑓𝑖 = 𝛿(𝜔𝑖 − 𝜔𝑖0)) we have 𝐷𝑖 (𝑡) = cos(𝜔𝑖0𝑡).

Instead of 𝑡 and 𝑠, it is convenient to transform to new
independent variables 𝑧 and 𝑠, where 𝑧 = 𝑐𝑡−𝑠. The variable
𝑧 measures the distance from the head of the beam train and
for a fixed 𝑧 the variable 𝑠 plays a role of time. Denoting

𝑦 (𝑠, 𝑧) ≡ �̄�𝑏
(
𝑠,

1
𝑐
(𝑠 + 𝑧)

)
,

𝑦𝑒
(
𝑠, 𝑧 |𝜔𝛽

) ≡ �̃�𝑒
(
𝑠,

1
𝑐
(𝑠 + 𝑧) |𝜔𝛽

)
, (12)

Eq. (10) takes the form

𝜕2

𝜕𝑠2 𝑦𝑒
(
𝑠, 𝑧 |𝜔𝛽

) + 𝜔2
𝛽

𝑐2 𝑦𝑒
(
𝑠, 𝑧 |𝜔𝛽

)
= −𝜅

∫ 𝑧

0
𝑧′
𝜕𝑦 (𝑠, 𝑧′)
𝜕𝑧′

𝐷𝑖 [(𝑧 − 𝑧′)/𝑐]𝑑𝑧′. (13)

We will assume that the parameter 𝜅 that defines the in-
teraction between the beam and the ions is small,

𝑐2𝜅𝑙 ≪ 𝜔2
𝑖0, 𝜔

2
𝛽 , (14)

where 𝑙 denotes the length of the bunch train. This inequality
means that the instability develops on a time scale that is
much larger than both the betatron period and the period of
ion oscillations. Typically this inequality is easily satisfied.
In such a situation, the most unstable solution of Eq. (13)
can be represented as a wave propagating in the beam with
a slowly varying amplitude and phase,

𝑦𝑒 (𝑠, 𝑧 |𝜔𝛽) = Re𝐴𝑒 (𝑠, 𝑧 |𝜔𝛽)𝑒−𝑖𝜔𝛽0𝑠/𝑐+𝑖𝜔𝑖0𝑧/𝑐 , (15)

where the complex amplitude 𝐴𝑒 (𝑠, 𝑧 |𝜔𝛽) is a ‘slow’ func-
tion of its variables,����𝜕 ln 𝐴𝑒

𝜕𝑠

���� ≪ 𝜔𝛽0

𝑐
,

����𝜕 ln 𝐴𝑒
𝜕𝑧

���� ≪ 𝜔𝑖0
𝑐
. (16)

For a fixed 𝑧, the 𝑠-dependence of Eq. (15) describes a pure
betatron oscillation, while, for a fixed 𝑠 (that is in the frame
co-moving with the ions) the 𝑧-dependent part implies oscil-
lations (in time 𝑡) with the frequency 𝜔𝑖0. Hence the wave
resonantly couples the oscillations of ions and electrons.
Note that from Eq. (4) it follows that for the average offset
of the electron beam we have

𝑦(𝑠, 𝑧) = Re𝐴(𝑠, 𝑧)𝑒−𝑖𝜔𝛽0𝑠/𝑐+𝑖𝜔𝑖0𝑧/𝑐 , (17)

with

𝐴(𝑠, 𝑧) =
∫

𝑓𝑒 (𝜔𝛽)𝐴𝑒 (𝑠, 𝑧 |𝜔𝛽)𝑑𝜔𝛽 . (18)

Substituting Eq. (15) into Eq. (13) and averaging it over
the rapid oscillations with the frequencies 𝜔𝑖0 and 𝜔𝛽0, we
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can re-formulate Eq. (13) so that it describes a slow evolution
of the complex function 𝐴𝑒,

𝜕𝐴𝑒 (𝑠, 𝑧 |𝜔𝛽)
𝜕𝑠

+ 𝑖

𝑐
(𝜔𝛽 − 𝜔𝛽0)𝐴𝑒 (𝑠, 𝑧 |𝜔𝛽)

=
𝜅𝜔𝑖0
4𝜔𝛽0

∫ 𝑧

0
𝑧′𝐴(𝑠, 𝑧′)�̂�𝑖 (𝑧 − 𝑧′)𝑑𝑧′, (19)

where the function �̂�𝑖 (𝑧) is

�̂�𝑖 (𝑧) =
∫

𝑑𝜔𝑖 𝑓𝑖 (𝜔𝑖)𝑒𝑖 (𝜔𝑖−𝜔𝑖0)𝑧/𝑐 . (20)

Eqs. (18) and (19) constitute a full set of equations that we
need to solve.

We can make one more step and formulate an equation for
the amplitude of the averaged offset 𝐴. For this, we integrate
Eq. (19) over 𝑠,

𝐴𝑒 (𝑠, 𝑧 |𝜔𝛽) = 𝐴𝑒 (0, 𝑧 |𝜔𝛽)𝑒−𝑖 (𝜔𝛽−𝜔𝛽0)𝑠/𝑐

+ 𝜅𝜔𝑖0
4𝜔𝛽0

∫ 𝑠

0
𝑑𝑠′𝑒−𝑖 (𝜔𝛽−𝜔𝛽0) (𝑠−𝑠′)/𝑐

×
∫ 𝑧

0
𝑧′𝐴(𝑠′, 𝑧′)�̂�𝑖 (𝑧 − 𝑧′)𝑑𝑧′. (21)

We now average this equation with the distribution function
𝑓𝑒 (𝜔𝛽). It is reasonable to assume that the initial offset
𝐴𝑒 (0, 𝑧 |𝜔𝛽) does not depend on 𝜔𝛽 , and write it as 𝐴0 (𝑧).
We then obtain

𝐴(𝑠, 𝑧) = 𝐴0 (𝑧)�̂�𝑒 (𝑠) + 𝜅𝜔𝑖0
4𝜔𝛽0

∫ 𝑠

0
𝑑𝑠′�̂�𝑒 (𝑠 − 𝑠′)

×
∫ 𝑧

0
𝑧′𝐴(𝑠′, 𝑧′)�̂�𝑖 (𝑧 − 𝑧′)𝑑𝑧′, (22)

where

�̂�𝑒 (𝑠) =
∫

𝑑𝜔𝛽 𝑓𝑒 (𝜔𝛽)𝑒−𝑖 (𝜔𝛽−𝜔𝛽0)𝑠/𝑐 . (23)

Note that from Eq. (22) follows the initial condition for
function 𝐴,

𝐴(𝑠, 0) = 𝐴0 (0)�̂�𝑒 (𝑠). (24)

We can also re-write Eq. (22) as an integro-differential
equation

𝜕

𝜕𝑠
𝐴(𝑠, 𝑧) = 𝐴0 (𝑧)�̂� ′

𝑒 (𝑠) +
𝜅𝜔𝑖0
4𝜔𝛽0

∫ 𝑧

0
𝑧′𝐴(𝑠, 𝑧′)�̂�𝑖 (𝑧 − 𝑧′)𝑑𝑧′

+ 𝜅𝜔𝑖0
4𝜔𝛽0

∫ 𝑠

0
𝑑𝑠′�̂� ′

𝑒 (𝑠 − 𝑠′)
∫ 𝑧

0
𝑧′𝐴(𝑠′, 𝑧′)�̂�𝑖 (𝑧 − 𝑧′)𝑑𝑧′,

(25)

where the prime denotes the derivative with respect to 𝑠, and
we have used �̂�𝑒 (0) = 1. The first and the third terms on the
right-hand side vanish for a constant �̂�𝑒 that corresponds to
the case of the zero electron tune spread, and in this limit
we recover the result of Ref. [2].

SOLUTION OF FII EQUATIONS FOR
SPECIAL CASES

In this section will show how to solve Eq. (22) for the case
when one can neglect the ion decoherence, �̂�𝑖 (𝑧) = 1. In
this case Eq. (22) reduces to

𝐴(𝑠, 𝑧) = 𝐴0 (𝑧)�̂�𝑒 (𝑠) + 𝜅𝜔𝑖0
4𝜔𝛽0

×
∫ 𝑠

0
𝑑𝑠′�̂�𝑒 (𝑠 − 𝑠′)

∫ 𝑧

0
𝑧′𝐴(𝑠′, 𝑧′)𝑑𝑧′. (26)

We first make the Laplace transform with respect to the
variable 𝑠, introducing the Laplace image 𝑎(κ, 𝑧),

𝑎(κ, 𝑧) =
∫ ∞

0
𝐴(𝑠, 𝑧)𝑒−κ𝑠𝑑𝑠. (27)

Making the Laplace transform of Eq. (26) we find

𝑎(κ, 𝑧) = 𝐴0 (𝑧)𝑑 (κ) + 𝜅𝜔𝑖0
4𝜔𝛽0

𝑑 (κ)
∫ 𝑧

0
𝑧′𝑎(κ, 𝑧′)𝑑𝑧′,

(28)

where

𝑑 (κ) =
∫ ∞

0
�̂�𝑒 (𝑠)𝑒−κ𝑠𝑑𝑠. (29)

We can solve Eq. (28) analytically for the special case
when the initial amplitude of the beam offset, 𝐴0, does not
depend on 𝑧, 𝐴0 = const. Differentiating Eq. (28) with re-
spect to 𝑧 and solving the resulting differential equation with
the initial condition 𝑎(κ, 0) = 𝐴0𝑑 (κ) gives the following
result

𝑎(κ, 𝑧) = 𝐴0𝑑 (κ)𝑒𝑞𝑑 (κ)𝑧2
, (30)

with 𝑞 = 𝜅𝜔𝑖0/8𝜔𝛽0. Making the inverse Laplace transform,
we can find 𝐴,

𝐴(𝑠, 𝑧) = 𝐴0
1

2𝜋𝑖

∫ 𝜎+𝑖∞

𝜎−𝑖∞
𝑑κ𝑒κ𝑠𝑑 (κ)𝑒𝑞𝑑 (κ)𝑧2

. (31)

In the case when the tune spread in the electron beam is
so small that it can be neglected, we have �̂�𝑒 (𝑠) = 1 and
𝑑 (κ) = 1/κ. We arrive at the integral

1
2𝜋𝑖

∫ 𝜎+𝑖∞

𝜎−𝑖∞

𝑑κ
κ
𝑒κ𝑠+𝑞𝑧

2/κ = 𝐼0
(
2𝑧√𝑞𝑠) , (32)

and 𝐴 = 𝐴0𝐼0
(
2𝑧√𝑞𝑠) . This is the result of Refs. [1, 2]

when the ion frequency spread is neglected.
Consider now a model electron decoherence function

�̂�𝑒 (𝑠) = 𝑒−𝑝𝑠 with 𝑝 > 0, for which we have 𝑑 (κ) =
1/(κ + 𝑝). For the integral we have

𝐴(𝑠, 𝑧) = 𝐴0
2𝜋𝑖

∫ 𝜎+𝑖∞

𝜎−𝑖∞

𝑑κ
κ + 𝑝 𝑒

κ𝑠+𝑞𝑧2/(κ+𝑝) (33)

= 𝐴0𝑒
−𝑝𝑠 𝐼0

(
2𝑧√𝑞𝑠) .

Asymptotically, in the limit 𝑠 → ∞, we have 𝐼0 (2𝑧√𝑞𝑠) ∝
exp(2𝑧√𝑞𝑠)/√︁2𝑧√𝑞𝑠, and the exponential factor 𝑒−𝑝𝑠 over-
comes the growing Bessel function, and hence, suppresses
the instability.
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DECOHERENCE DUE TO BEAM-BEAM
COLLISIONS

The decoherence function �̂�𝑒 (𝑠) for the case when the
betatron tune spread is due to the beam-beam collisions at
the interaction point in a collider was derived in Ref. [5].
Assuming round beams at the interaction point, the following
expression for �̂�𝑒 (𝑠) was obtained:

�̂�𝑒 (𝑠) = 4
∫ ∞

0

∫ ∞

0
𝑑𝑎1 𝑑𝑎2

× exp
[−2(𝑎1 + 𝑎2) + 𝑖(𝑠/𝑐𝑇)Δ𝜈𝑦 (𝑎1, 𝑎2)

]
, (34)

where 𝑇 is the revolution period in the ring and the tune shift
Δ𝜈(𝑎1, 𝑎2) is given by the following formula [6],

Δ𝜈 = 𝜉
∫ 1

0
𝑑𝑢 𝑒−𝑢 (𝑎1+𝑎2) 𝐼0 (𝑎2𝑢) [𝐼0 (𝑎1𝑢) − 𝐼1 (𝑎1𝑢)] .

Here 𝑎1 and 𝑎2 are the dimensionless amplitudes of the
betatron oscillations, 𝐼𝑛 (𝑧) is the modified Bessel function
of the 𝑛-th order and 𝜉 is the tune shift parameter, 𝜉 =
𝑁𝑝𝑟𝑒/4𝜋𝜖 with 𝑁𝑝 the number of particles in the bunch,
𝑟𝑒 the classical electron radius and 𝜖 the normalized beam
emittance. The tune shift Δ𝜈 is positive due to the opposite
signs of the charges of the colliding beams in an electron-ion
collider. The plot of function �̂�𝑒 (𝑠) is shown in Fig. 1.

�� ��

�� ��

|��|

� �� �� �� ��
-����

-����

-����

����

����

����

����

����

	/
�

Figure 1: Plot of the real (black) and imaginary (magenta)
parts of the function �̂�𝑒 (𝑠). The black line is the absolute
value |�̂�𝑒 (𝑠) |.

NUMERICAL SOLUTION OF EQ. (25)
Here we outline the numerical solution of (25) following

the method proposed in Ref. [7]. We first normalize the
variable 𝑧 by the length of the bunch train 𝑙, 𝜁 = 𝑧/𝑙, and then
replace 𝑠 in this equation by 𝜉 = 𝑠(𝜅𝜔𝑖0𝑙2/4𝜔𝛽0). Note that
positions within the bunch train correspond to the interval
0 < 𝜁 < 1. We then have

𝜕

𝜕𝜉
𝐴(𝜉, 𝜁) = 𝐴0 (𝜁)�̂� ′

𝑒 (𝜉) +
∫ 𝜁

0
𝜁 ′𝐴(𝜉, 𝜁 ′)�̂�𝑖 (𝜁 − 𝜁 ′)𝑑𝜁 ′

+
∫ 𝜉

0
𝑑𝜉 ′�̂� ′

𝑒 (𝜉 − 𝜉 ′)
∫ 𝜁

0
𝜁 ′𝐴(𝜉 ′, 𝜁 ′)�̂�𝑖 (𝜁 − 𝜁 ′)𝑑𝜁 ′,

(35)

where �̂� ′
𝑒 now denotes the derivative of �̂�𝑒 with respect to

𝜉.
We first introduce a mesh in the unit interval 0 < 𝜁 < 1,

𝜁𝑘 = 𝑘Δ, 𝑘 = 1, . . . , 𝑛, with Δ = 1/(𝑛 − 1). The function
𝐴(𝜉, 𝜁) is now represented on this mesh, 𝐴(𝜉, 𝜁𝑘 ), and we
use the trapezoidal integration rule to carry out the integra-
tion over 𝜁 in Eq. (25),∫ 𝜁

0
𝜁 ′𝐴(𝜉 ′, 𝜁 ′)�̂�𝑖 (𝜁 − 𝜁 ′)𝑑𝜁 ′

=
Δ
2
[𝜁1𝐴(𝜉 ′, 𝜁1) + 2𝜁2𝐴(𝜉 ′, 𝜁2) + . . .

+2𝜁𝑛−1𝐴(𝜉 ′, 𝜁𝑛−1) + 𝜁𝑛𝐴(𝜉 ′, 𝜁𝑛)] . (36)

We will use the notation A(𝜉) for the vector 𝐴(𝜉, 𝜁𝑘 ) and
denote the discretized integration (36) by the operator 𝑇 ,∫ 𝜁

0
𝜁 ′𝐴(𝜉 ′, 𝜁 ′)�̂�𝑖 (𝜁 − 𝜁 ′)𝑑𝜁 ′ → 𝑇 · A. (37)

Then Eq. (35) can be written as

A ′(𝜉) = A0�̂�
′
𝑒 (𝜉) + 𝑇 · A(𝜉) +

∫ 𝜉

0
𝑑𝜇D(𝜉, 𝜇)𝑇 · A(𝜇),

(38)

where to simplify the notation we introduced D(𝜉, 𝜇) ≡
�̂� ′
𝑒 (𝜉 − 𝜇).
Introducing the step ℎ in variable 𝜉 we denote by A𝑘 the

value of A at 𝜉𝑘 = ℎ(𝑘 −1). Likewise A ′
𝑘 denotes the value

of 𝜕A/𝜕𝜉 | 𝜉=𝜉𝑘 . Again, using the trapezoidal method of
integration, we find

A ′
𝑘 = A0�̂�

′
𝑒 (𝜉𝑘 ) + 𝑇 · A𝑘 + ℎ2 [D(𝜉𝑘 , 𝜉1)𝑇 · A1

+2D(𝜉𝑘 , 𝜉2)𝑇 · A2 + . . . + 2D(𝜉𝑘 , 𝜉𝑘−1)𝑇 · A𝑘−1

+2D(𝜉𝑘 , 𝜉𝑘 )𝑇 · A𝑘 ] . (39)

To advance the step from 𝜉 = 𝜉𝑘 to 𝜉 = 𝜉𝑘 + ℎ we first
integrate (38) to obtain

A𝑘+1 = A𝑘 + A0 [�̂�𝑒 (𝜉𝑘+1) − �̂�𝑒 (𝜉𝑘 )] +
∫ 𝜉𝑘+1

𝜉𝑘

𝑑𝜉𝑇 · A(𝜉)

+
∫ 𝜉𝑘+1

𝜉𝑘

𝑑𝜉

∫ 𝜉

0
𝑑𝜇D(𝜉, 𝜇)𝑇 · A(𝜇)

= A𝑘 + A0 [�̂�𝑒 (𝜉𝑘+1) − �̂�𝑒 (𝜉𝑘 )] + 𝐼1 + 𝐼2. (40)

For 𝐼1 we use the trapezoidal rule together with the approxi-
mation A𝑘+1 = A𝑘 + ℎA ′

𝑘 to yield

𝐼1 =
ℎ

2
[
𝑇 · A𝑘 + 𝑇 · (A𝑘 + ℎA ′

𝑘 )
]
. (41)

For 𝐼2 we use the trapezoidal rule for the outer integral to
obtain

𝐼2 =
ℎ

2

[∫ 𝜉𝑘

0
𝑑𝜇D(𝜉𝑘 , 𝜇)𝑇 · A(𝜇)

+
∫ 𝜉𝑘+1

0
𝑑𝜇D(𝜉𝑘+1, 𝜇)𝑇 · A(𝜇)

]
. (42)
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We then use the trapezoidal rule for the inner integral and
again use the approximation A𝑘+1 = A𝑘 + ℎA ′

𝑘 to obtain

𝐼2 =
ℎ2

4
[D(𝜉𝑘 , 𝜉1)𝑇 · A1 + 2D(𝜉𝑘 , 𝜉2)𝑇 · A2 . . .

+2D(𝜉𝑘 , 𝜉𝑘−1)𝑇 · A𝑘−1 + D(𝜉𝑘 , 𝜉𝑘 )𝑇 · A𝑘 ]

+ ℎ
2

4
[D(𝜉𝑘+1, 𝜉1)𝑇 · A1 + 2D(𝜉𝑘+1, 𝜉2)𝑇 · A2 . . . (43)

+2D(𝜉𝑘+1, 𝜉𝑘 )𝑇 · A𝑘 + D(𝜉𝑘+1, 𝜉𝑘+1)𝑇 · (A𝑘 + ℎA ′
𝑘 )

]
.

Eqs. (40), (41) and (43) finalize the one step advance in the
numerical solution of Eq. (25).

FII AT ERHIC
In this section we will analyze the fast ion instability for

the electron storage ring of the proposed Electron Ion Col-
lider at BNL, eRHIC [8]. The parameters of eRHIC electron
beam relevant for the fast ion instability are summarized in
Table 1. The nominal tune shift for the electron beam is
𝜉 = 0.1.

Electron beam energy 10 GeV
Vertical beam emittance, 𝜖𝑦 4.9 nm
Horizontal beam emittance, 𝜖𝑥 20 nm
Residual gas pressure, 𝑝 0.75 nTorr
Averaged beta function, 𝛽𝑥 , 𝛽𝑦 18 m
Vertical betatron tune, 𝜈𝑦 31.06
Number of electron bunches, 𝑁𝑏 567
Length of the bunch train, 𝑙𝑏 3451 m
Atomic mass number for ions, 𝐴 28
Number of electrons per unit length, 𝑛𝑒 5.6 × 1010 m−1

Table 1: Parameters of the eRHIC collider relevant for FII.

Using the beam emittance and the value for the averaged
beta functions we find the characteristic beam sizes in the
vertical and horizontal directions, 𝜎𝑦 = 0.3 mm and 𝜎𝑥 =
0.6 mm. From Eq. (5) we obtain the ion frequency 𝜔𝑖0 =
4.5 × 107 s−1 and for the vertical betatron frequency we
calculate 𝜔𝛽 = 1.5 × 107 s−1. From Eq. (3) it follows that
¤𝜆 = 7.5 × 1010 m−1s−1 and the characteristic time of FII [2]
is

𝜏 =
4𝜔𝛽0

𝜅𝜔𝑖0𝑐𝑙2
= 2.1 𝜇s. (44)

In our calculations we assume the worst case scenario when
all residual gas pressure is due to the carbon monoxide
(lighter ions are usually less trapped inside the beam).

Note that the parameter 𝑐/𝜔𝛽 ≈ 20 m is several times
larger than the distance between the electron bunches, 𝑙𝑏 =
6.1 m, but 𝑐/𝜔𝑖0 = 6.5 m is comparable with 𝑙𝑏, which
means that, for the parameters of eRHIC, the model of con-
tinuous electron beam that we use in this paper is actually at
the edge of its applicability range.

We first simulated the fast ion instability for eRHIC pa-
rameters neglecting the electron decoherence by taking into

account only ion decoherence effects. This case is described
by Eq. (25) with �̂�𝑒 (𝑠) = 1. For the ion decoherence func-
tion �̂�𝑖 (𝑧), following Ref. [2], we took

�̂�𝑖 (𝑧) =
(
1 + 𝑖

4𝑐
𝜔𝑖0𝑧

)−1/2
. (45)

Fig. 2 shows the plot of the FII amplitude obtained by numer-
ical solution of Eq. (25) for this case at different locations
along the bunch train. This plot shows that the amplitude 𝐴
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Figure 2: Amplitude 𝐴 normalized by its initial value 𝐴0
at 13 equidistant positions in the bunch train as a function
of time measured in the revolution periods 𝑇 in the ring.
Electron decoherence effects are neglected. The amplitude
grows faster with increase of the distance from the head of
the train.

at the end of the electron bunch train grows more then four
order of magnitude after 50 revolution periods in the ring.

Using Fig. 2 as a reference case, we then simulated FII
with account of the electron beam decoherence. This case
is described by Eq. (25) with the electron decoherence func-
tion (34). For the ion decoherence function we again used
Eq. (45). The result is shown in Fig. 3. One can see that
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Figure 3: Amplitude 𝐴 normalized by its initial value 𝐴0
at 13 equidistant positions in the bunch train as a function
of time measured in the revolution periods 𝑇 in the ring.
Electron decoherence effects are taken into account.

the electron decoherence suppresses the instability in the
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region close to the head of the bunch train (the lowest 4-5
lines in the plot corresponding to positions near the head).
However, the amplitude 𝐴 still grows to unacceptably large
values at the tail of the train. Simulations show that if the
numerical solution is continued to even larger values of 𝑡, the
amplitude 𝐴 starts to decrease, but at its maximum at inter-
mediate times, it is amplified by many orders of magnitude
relative to the initial value. We conclude that while electron
decoherence effects do provide some stabilization effect, it
is not sufficient, for the nominal parameters of Table 1 (and
100% carbon monoxide residual gas), to fully suppress FII.

Finally, we repeated the previous simulation, but with 3
times smaller residual gas pressure, 𝑝 = 0.25 nTorr. The
result is shown in Fig. 4. This case can be characterized as a

���� �- �����
���� ��	 �����

� �� �� �� �� �����-�

��-�

���

���

�/�

|�
|/�

�

Figure 4: Amplitude 𝐴 normalized by its initial value 𝐴0
at 13 equidistant positions in the bunch train as a function
of time measured in the revolution periods 𝑇 in the ring.
Electron decoherence effects are taken into account. The
residual gas pressure is 𝑝 = 0.25 nTorr.

stable one: after some increase in the tail of the bunch train
the amplitude is suppressed through the electron decoher-
ence effects to the values below the initial value 𝐴0.

SUMMARY
In this paper, we extended the theoretical analysis of

Ref. [2] of the fast ion instability to include decoherence
effects due to the tune spread in the electron beam. Specifi-
cally, we calculated the electron decoherence function for
the case when the tune spread is caused by the beam-beam
collisions in an electron-ion collider. We derived an equation
that governs the evolution of the amplitude of the transverse
oscillations in the beam, and numerically solved it for the
nominal parameters of the eRHIC collider. We found that
while the electron decoherence weakens the instability, it
does not fully suppress it for the nominal parameters of eR-
HIC. The instability however is suppressed for three times
smaller residual gas pressure.

We note that our model of continuous electron beam is not
fully applicable for eRHIC parameter because the distance
between the electron bunches is of the same order as the
parameter 𝑐/𝜔𝑖0.

Qualitatively similar results have been recently obtained
by M. Blaskiewicz [9] who used computer simulations of
FII for eRHIC.
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BEAM LOADING COMPENSATION FOR OPTIMAL BUNCH
LENGTHENING WITH HARMONIC CAVITIES

Naoto Yamamoto∗, Takeshi Takahashi, Shogo Sakanaka KEK, Tsukuba, Japan

Abstract
Emittance growth and short beam lifetime due to intra-

beam scattering in extremely low emittance storage rings
can be mitigated if harmonic rf cavities are used for the pur-
pose of lengthening the longitudinal bunch size. The “flat
potential condition” can be achieved with harmonic cavities,
lengthening the bunch by a factor of ∼ 5. However, the per-
formance is limited by the transient beam-loading effect in
the rf cavities, which is induced by gaps in the ring fill pat-
tern. As a counter-measure of this effect, we have proposed
the active compensation techniques by using a single kicker
cavity having a bandwidth of several times the revolution
frequency. The transient effect can be compensated when
the kicker cavity voltage is determined to suppress bunch
phase shifts along the train.

INTRODUCTION
Extremely low emittance storage rings, which aim at

achieving the beam emittances of < 100 pm-rad, are be-
ing actively designed as future ring-based synchrotron light
sources. In such rings, emittance growth and short beam
lifetime due to intrabeam scattering are of serious concern.
To mitigate such adverse effects, a harmonic radio-frequency
(rf) system [1] is used to lengthen the beam bunches, so that
the particle density at the core of the bunch can be reduced.

Harmonic rf systems have been successfully operated to
lengthen beam bunches in several light sources [2–9]. How-
ever, in some of them, the bunch-lengthening performance
was limited due to the transient beam-loading (TBL) effect
when the large bunch gaps are introduced [3–5]. It was re-
ported [10] that the reduction of a total R/Q of rf cavities is
essential to alleviate such transient effects.

The voltage fluctuations due to the TBL effect can be
reduced when rf cavities having a small total R/Q are em-
ployed as shown in Fig. 7 in reference [11]. When the re-
maining variation of cavity voltages is kept smaller than
several tens kV, we can further improve the bunch lengthen-
ing performance using a single kicker cavity within technical
feasibility. In reference [11], we proposed two measures for
active compensation techniques: compensation on the fun-
damental and harmonic cavities, and compensation using a
separate kicker cavity.

As a next step of this work, feasiblity studies of the ac-
tive compensation techniques using a separate kicker cavity
were made. In this paper, we present numerical calculation
results after the details of the compensation techniques are
described.

∗ naoto.yamamoto@kek.jp

Table 1: Main parameters of the KEK-LS without harmonic
rf systems, including insertion device losses.

Parameter Value

Nominal beam energy 3.0 GeV
Stored beam current 500 mA
RF frequency (fundamental) 500.07 MHz
Harmonic number 952
Revolution frequency 525 kHz
Unperturbed synchrotron frequency 2.65 kHz
Synchrotron radiation loss per turn 851 keV
Main rf voltage 2.5 MV
Natural relative energy spread (rms) 7.3 × 10−4

Momentum compaction factor 2.2 × 10−4

Longitudinal radiation damping time 7.0 ms
Natural bunch length (rms) 9.5 ps

Table 2: Parameters of the KEK-LS rf systems used in cal-
culations at the beam current of 500 mA. For the fundamen-
tal and third harmonic cavities, the PF-type cavity and the
TM020 cavity were assumed, respectively. The synchronous
phases are shown in the cosine definition.

Parameter Fund. rf Harmonic rf
(3rd)

Rf voltage 2.5 MV 777 kV
Synchronous phase 1.178 rad -1.708 rad
Tuning angle -0.962 rad 1.433 rad
Total R/Q (R = V2

c /Pc) 875 Ω 386 Ω
Total shunt impedance 35 MΩ 14.48 MΩ
Cavity coupling 3.5 0.27
Cavity detuning amount -40.3 kHz 185 kHz

KEK-LS STORAGE RING
As an example of the extremely low emittance storage

rings for feasibility study of the TBL compensation, we
assumed the KEK light source (KEK-LS) [12]. Table 1
shows the main parameters of the KEK-LS. The KEK-LS
has a design based on the hybrid multi-bend achromatic
lattice. Although the natural emittance of 0.13 nm-rad is
expected with zero beam current, the emittance affected by
the intra-beam scattering is estimated to be 0.31 nm-rad at
the nominal beam current of 500 mA. Then we have planned
to introduce the harmonic cavities to mitigate the impact of
the intra-beam scattering.

The assumed parameters for the fundamental and har-
monic rf system are summarized in Table 2. The existing
Photon Factory (PF) type cavities [13] are assumed for the
fundamental cavity. A typical total RF voltage of 2.5 MV is
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Figure 1: A Schematic of active compensation for transient beam loading effect.

produced by five cavities, where each cavity has an unloaded
Q of 40,000 and R/Q of 175 Ω.

Concerning harmonic rf cavities for the KEK-LS, the
candidate is a normal conducting TM020 cavity having the
resonant frequency of 1.5 GHz, which is the third harmonic
of the fundamental frequency, since lower R/Q and higher
unloaded Q, as compared to the conventional TM010 cavity
are expected [14, 15]. In this investigation, R/Q of 77.2 Ω
and unloaded Q of 37,500 are expected for one 1.5 GHz-
TM020 cavity. At nominal stored current of 500 mA, the “flat
potential condition”, which means that the voltage slope and
the first derivative of the slope become zero, is satisfied with
the cavity coupling of 0.27 and detuning amount of 185 kHz.
At these conditions, the input power of the harmonic cavities
ideally becomes zero, that is to say, passive cavity operation.

ACTIVE COMPENSATION SYSTEM
The schematic of an active compensation system using a

separate kicker cavity is shown in Fig. 1. We have considered
to use a kicker cavity having the wide bandwidth, a solid state
amplifier and a feedforward low level rf (LLRF) control.

For the bandwidth of the feedforward signal, we consider
the frequency range of about several megahertz, covering
multiples of the repetition frequency of the fill pattern for
typical synchrotron sources.

Kicker cavity
A single kicker cavity is the key equipment of this system.

The cavity parameters shown in Table 3 are assumed for the
feasibility studies. The summarized parameters are based
on that of the PF-type 500-MHz cavity [13]. The cavity
coupling is changed to realize the adequate cavity bandwidth.
The 3dB full bandwidth of 5.0 MHz, which is given by
(1 + β)/Q0 × fr , is expected if the cavity coupling (β) is
set to 199 for a cavity having the resonant frequency ( fr ) of
500 MHz and unloaded Q (Q0) of 40,000, respectively.

Solid state amplifier
In order to compensate the transient voltages, the band-

widths of rf generators should be wider than the bandwidths

Table 3: Assumed parameters for a single cavity of the com-
pensation system.

Parameter Value

Resonant frequency 500.07 MHz
R/Q 175 Ω
Unloaded Q 40,000
Cavity number 1
Cavity coupling coefficient 199
-3dB full bandwidth 5.0 MHz

of feedforward signal. Then as a high power rf amplifier for
the active compensation system, a solid state amplifier is
preferred option due to the intrinsic advantage of the wider
bandwidth as compared to a klystron-based amplifier. As
a result of feasibility test, we obtained a 1-dB full band-
width of about 10 MHz with our prototype 1-kW, 500-MHz
solid-state amplifier.

Adaptive feedforward LLRF system
The LLRF system should provide an rf signal including a

fast feedforward pattern to compensate the transients while
stabilizing both amplitude and phase of rf voltage on aver-
age using some feedback loops. We believe that both the
feedforward and the feedback should be realized compatibly
if they have much different response time.

At this moment, we have not determined the practical
design of the feedforward LLRF system. A possible solution
is reading both fill pattern and beam current in the system,
calculating necessary feedforward pattern, and outputting
the desired rf signal from the LLRF system.

COMPENSATION USING SINGLE
KICKER CAVITY

In this section, we explain how to obtain the feedforward
signal of a single kicker cavity in case that the voltage fluctua-
tions along the bunch train for the fundamental and harmonic
cavities are given. Then, the calculation results obtained in
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the KEK-LS case are shown as an example of the transient
compensation.

The voltage fluctuations are anticipated numerically by
using analytical [11] or tracking [16] tools if the operation
parameters of the ring, including the bunch fill pattern , are
known. For practical cases, it is considered that we can
measure the fluctuations through rf cavity pickups experi-
mentally.

Feedforward signal
Once cavity voltage fluctuations are caused by TBL effect,

synchronous phases of bunches are varied according to the
location in the bunch train. The amount of the phase shift is
larger in the bunch lengthening operation mode compared
to the other operation modes because of the nonlinearity
of the harmonic rf voltage. The feedforward signal for a
kicker cavity should be determined to minimizing these
phase shifts.

When in the complex plane, voltages of both the funda-
mental and n-th harmonic cavity are represented by Ṽc,1(m)
and Ṽc,n(m) as functions of the bucket number m, the kicker
cavity voltage Ṽc,k(m) should satisfied the following require-
ment for canceling the bunch phase shift,

Re[Ṽc,k(m)] = −(Re[Ṽc,1(m) + Ṽc,n(m)] − U0/e), (1)

where U0 is the radiation loss per turn, e is the electron
charge and Re[Ṽc] is the accelerating voltage seen by the
beam. If the resonant frequency of the kicker cavity is exactly
the same or integer multiple of the ring rf frequency, the
amplitude of the kicker cavity voltage is represented by

|Ṽc,k(m)| = Re[Ṽc,k(m)]/cos ϕs,k, (2)

where ϕs,k is the cavity synchronous phase of the kicker
cavity in the cosine definition.

Then using the beam induced voltage in the kicker cavity
Ṽb,k(m), we obtain the required generator voltage

Ṽg,k(m) = Ṽc,k(m) − Ṽb,k(m). (3)

The generator current can be calculated using the kicker
cavity response given in Eq. (25) of Ref [11]. Consequently,
we deduce the input signal for the LLRF system after some
band-limiting treatments to keep the peak generator power
technically feasible.

Analytical simulation for KEK-LS case
In a standard operation of the KEK-LS ring, all rf buckets

will be equally filled with electrons, except for the bunch
gaps. To avoid ion trapping, we introduce several bunch
gaps symmetrically in the ring. The number and duration of
the gaps are tentatively 2 and 60 ns, respectively.

With the bunch gaps assumed, the amplitude of cavity
voltages for both the fundamental and 3rd harmonic cav-
ities are evaluated as shown in Fig. 2. For the harmonic
cavity driven mainly by the beam induced power, the am-
plitude decreases at the head part of the bunch train, then

Filling
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 [MV]

Fundamental cavity RF amplitude
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0.79

0 100 200 300 400 500 600 700 800 900

Bucket index

Harmonic cavity RF amplitude

Figure 2: Amplitude variations in the fundamental and har-
monic voltage due to bunch gap. A beam current of 500 mA
with the standard fill pattern of the KEK-LS, where the num-
ber and duration of the gaps are 2 and 60ns respectively, is
assumed.
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Figure 3: Required amplitude signal of the kicker cavity
with assumption of the standard fill pattern of the KEK-LS.
The red circles represent the band-limited signal with the
bandwidth of 3.2 MHz for the primary signal shown in blue
circles.

increases as the number of the bunch passing through the
cavity increases.

The amplitude of the kicker cavity voltage calculated by
Eq. (1) is plotted by blue circles in Fig. 3, where ϕs,k is
assumed to be zero. It is preferred that the bandwidth of the
feedforward signal for the kicker cavity is limited to keep
the generator power technically feasible. By omitting the
frequency components above 3.2 MHz (frequency which
is slightly higher than three times the repetition frequency
of bunch train) in the Fourier series of the generator cur-
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Figure 4: Rms bunch length versus the bucket index with
(red) and without (black) the kicker cavity. The feedforward
modulated signal with the frequency components below
3.2 MHz is assumed.

rent and re-calculating the generator voltage in the cavity,
the feedforward signal indicated by red circles in Fig. 3 is
obtained.

The rms bunch length with the kicker cavity is also cal-
culated by using the semianalytical measure detailed in
Ref. [11], where each longitudinal bunch distribution along
the train is numerically calculated by considering the rf-
potential shape at each bunch location, and is compared to
the length obtained without the kicker cavity. In the Fig. 4,
the red and black circles indicate the rms bunch lengths
with and without the kicker cavity, respectively. The average
bunch length with the active compensation over the bunch
trains is 40.9 ps, which is close to that (42.5 ps) obtained un-
der ideal conditions without any bunch gaps. Note, that the
average bunch length without the kicker cavity is estimated
to be 31.1 ps.

To confirm its technical feasibility, the voltage required
for the kicker cavity is plotted together with the dissipated,
generator and reflected powers as a function of bunch index
in Fig. 5. These values are calculated using the cavity param-
eters listed in Table 3. The cavity voltage required for this
compensation scheme is ∼ 45 kV, while the peak generator
power is ∼ 50 kW. Both of them are technically feasible.

CONCLUSION
To mitigate the impact of the TBL to the bunch length-

ening operation in extremely low emittance storage ring,
we have proposed the feedforward compensation technique
using a single kicker cavity. The kicker cavity having the
band width around several megahertz allows us to minimize
the phase shifts of the stored beam, and as a consequence,
to recover the bunch lengthening performance degraded by
the TBL effect.

In the case of the KEK-LS standard operation, the bunch
lengthening factor can be improved from 3.3 to 4.3 by using
the 500-MHz kicker cavity and the feedforward modulated
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Figure 5: Cavity voltage required for the kicker cavity and
comparison of the dissipation, generator and reflected pow-
ers as a function of bunch index when the cavity voltage
indicated by red circles in Fig. 3 is produced in the assumed
kicker cavity.

signal having 3.3-MHz frequency components. In that case,
the average and peak generator powers are estimated to be
14.7 and 46.7 kW, respectively.

In addition, it is considered that this technique can be
applied even to a passive harmonic system consisted of super-
conducting (SC) harmonic cavities. By using SC cavities,
the total R/Q can be reduced. However, the large bunch
phase shifts and degradation of the rms bunch length due to
the TBL effect were reported when the large bunch gap is
introduced for hybrid operation mode [5]. Even in such case,
the compensation technique described in this paper can be
applied, and expected to mitigate them.
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Abstract
In  DA NE,  the  Frascati  e+/e-  collider  operatingΦ

since 1998, an innovative collision scheme, the crab
waist, has been successfully implemented during the
years  2008-09.  During  operations  for  the  Siddharta
experiment  an  unusual  synchrotron  oscillation
damping effect induced by beam-beam collisions has
been  observed.  Indeed,  when  the  longitudinal
feedback is off, the positron beam becomes unstable
with  currents  above  200–300  mA  due  to  coupled
bunch  instability.  The  longitudinal  instability  is
damped by colliding the positron beam with a high
current electron beam (of the order of 2 A). A shift of
about -600 Hz in the residual synchrotron sidebands is
observed. Precise measurements have been performed
by using both a commercial spectrum analyzer and the
diagnostic  capabilities  of  the  longitudinal  bunch-by-
bunch  feedback.  The  damping  effect  has  been
observed  in  DA NE  for  the  first  time  duringΦ
collisions  with  the  crab  waist  scheme.  Our
explanation,  based  both  on  theoretical  consideration
and modelling simulation, is that beam collisions with
a large crossing angle produce longitudinal tune shift
and spread, providing Landau damping of synchrotron
oscillations.

INTRODUCTION
DA NE  is  a  -factory,  a  e+/e-  collider  built  atΦ Φ

Frascati in the years 1991-1996 [1], [2] and operating
since 1998. DA NE accelerator complex is composedΦ
by one linac that can accelerate electron beams with
energy  up  to  800 MeV (510 MeV in  operation)  or
positron  beams  with  energy  up  to  510  MeV,  an
accumulator-damping  ring,  a  transfer  line  and  two
main rings (MR) with one or two interaction points for
collisions  at  1.02  GeV  in  the  centre  of  mass.  The
linear  accelerator,  the  accumulator  ring  and  the
transfer line can be set  to inject in the MR a single
positron  or  electron  bunch  every  ½  second.  In  the
typical  injection  scheme  of  DA NE,  the  electronΦ
bunches are stored in the MR before the positron ones
because the electron injection efficiency is higher than
for  the  other  beam.  It  must  be  underlined  that  the
different behaviour is related mainly to the parasitic e-
cloud effect limiting the top beam current storable in
the e+ ring.

Electrons are therefore stored in MR with a rather
high  current  ( 2A),  then  the  injection  system  is≈
switched to the positron production mode, operation
which takes >1 minute. At the end of the switch, the
positrons  are  injected.  The  electron  beam  current
decays  rather  rapidly,  due  to  the  low  beam  energy
(510 MeV) and to the small transverse emittance, and
eventually the two beams collide at approximately the
same currents,  starting usually in the range between
1.5 and 1.0 A.

After electron injection and during the transfer line
switching  time,  there  are  beam collisions  with  very
high  electron  currents  (between  2A and  1.5A)  and
relatively  low positron  ones  (between  500  and  200
mA).  In  this  particular  situation,  a  longitudinal
damping of the positron beam has been observed even
with  the  longitudinal  bunch-by-bunch  e+  feedback
turned off. This damping effect has been observed in
DA NE for the first time during collisions with theΦ
crab waist scheme [3], [4], implemented in 2008 and
2009 years. 

After  first  observations  of  this  behaviour,  three
dedicated machine study runs have been carried out
with the goal of precisely measuring characteristics of
the effect [5]. In this paper we describe first of all the
measurements results. Then, we propose an analytical
formula to  explain the longitudinal beam-beam tune
shift.  Finally,  we  compare  the  measured  tune  shift
with  its  analytical  estimates  and  numerical
calculations.

INSTRUMENTATION AND
MEASUREMENTS

In  order  to  perform  the  measurements  in  the
positron  main  ring,  we  have  used  two  different
diagnostic  tools  comparing  the  results.  Precise
measurements on this effect have been performed by
using the following systems:

a) a commercial Real-time Spectrum Analyzer RSA
3303 by Tektronix, working from DC to 3 GHz. The
spectrum analyzer is  connected to a high bandwidth
beam  pickup,  made  by  four  buttons.  The  bunch
signals, after going to the H9, hybrids parts by MA-
COM,  produce  horizontal  and  vertical  differences
from the zero orbit and also the sum of the signals.
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The sum makes possible the detection of longitudinal
oscillations. To have a better signal-to-noise ratio the
acquisition system is completed by a bandpass passive
filter  working  at  360MHz  and  by  a  small  signal
amplifier;

b)  a  longitudinal  bunch-by-bunch  feedback
developed in collaboration with SLAC and LBNL in
the years 1993-96 with its powerful beam diagnostic
capability both in real time and off line [6], [7], [8].
The feedback has been used in closed loop and open
loop.

Fig.  1  shows  an  image  of  the  spectrum analyzer
screen.  The highest  observed peak at  362.484 MHz
corresponds to the 118-th revolution harmonic while
the synchrotron sidebands are separated by 35.25 kHz.
The e+ feedback is off (i.e. in open loop) and the total
positron beam current is 130 mA in 103 bunches.

Fig. 1 – Positron beam 118-th revolution harmonic with
synchrotron sidebands (feedback off, out of collision)

In the following plot (Fig. 2) showing the positron
beam behaviour,  the  electron  beam with ~1700 mA
current and the feedbacks on (i.e.  in closed loop) is
colliding  with  e+  beam  having  the  longitudinal
feedback turned off.

Fig. 2 – Positron synchrotron sidebands damped by beam-
beam collisions (feedback off).

The result  is  clearly  visible  in  the  Fig.  2:  the  e+
beam  synchrotron  sidebands  are  almost  completely
damped  when  placing  the  beams  in  collision,  even
though the e+ longitudinal feedback is turned off.

Fig.  3  compares  the  cases  “in  collision  –  out  of
collision” with the same setup as the previous ones,
that  is  with the e+ longitudinal feedback  turned off
and  all  the  other  systems turned  on.  The sidebands
frequency shift of the order of 1kHz is clearly visible
but  the  resolution  of  the  instrument  setup  is  not
accurate enough to be exactly measured. Nevertheless
it is evident from the historical plot that the damping
effect  induced  by  the  beam-beam  collisions  makes
lower the synchrotron frequency on both sidebands. In
the case of Fig. 3, the beam currents are 1550 mA for
the electrons and 390 mA for the positrons.

Fig. 3 - Positron beam longitudinal behaviour showing the
“in collision – out of collision” cases.

It is also possible to download the traces from RSA
3303A as numerical values. Transferring the data to a
PC/MATLAB  environment  a  new  plot  has  been
created as shown in the following Fig. 4. 

Fig. 4 - Data plot elaborated from the RSA acquisition
showing the longitudinal and horizontal tunes in collision
(blue) and out of collision (red trace).  Vertical scale is in

dBm, horizontal axis shows the number of bins
(proportional to the frequency)
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In  Fig.  4  the  highest  peak  corresponds  to  the  e+
118-th harmonic of the revolution frequency; the red
trace  shows  the  positron  spectrum out  of  collision,
while the blue one corresponds to the case of colliding
beams.  The vertical  scale  is  in  dBm,  the  horizontal
axis  is  in  number  of  bins  (proportional  to  the
frequency). This case is interesting because it shows a
situation  where  the  electron  beam  damps
longitudinally  and  shifts  in  frequency  the  positron
synchrotron oscillations. Besides, it is possible to see
that the beam collisions produce also a horizontal tune
shift (in this case increasing the frequency). 

With the  goal  to  confirm the  measurements  done
with  the  spectrum  analyzer  and  to  evaluate  more
precisely the beam-beam effect, the beam diagnostic
tools of the DA NE longitudinal feedback have beenΦ
used.  With  this  system  it  is  possible  to  record
longitudinal data for each bunch. Data can be recorded
both in closed loop and in open loop.

Fig. 5 shows the positron beam modal growth rate
analysis  for  the  cases  respectively  in  and  out  of
collisions.

Fig. 5 - Mode 19 growth rate out of collision is 1.99 ms-1.
Mode 19 growth rate in collision is 1.04 ms-1

In both cases the mode 19 is the strongest unstable
longitudinal mode; out of  collisions it  has  a growth
rate, in inverse units, of 1.99 ms-1, (corresponding to
502  microseconds),  in  collision  the  growth  rate  is
halved,  1.04  ms-1,  corresponding  to  961
microseconds. This, once again, confirms the damping
effect of beam-beam interaction.

Analyzing with great detail these data, it is possible
to measure the synchrotron frequency shift induced on
the positron beam by the beam-beam collisions with
the e+ longitudinal feedback turned off. As shown in
Fig.  6  and  7,  the  synchrotron  frequency  (out  of
collisions)  is  34.86  kHz,  while  the  synchrotron
frequency  (in  collisions)  is  34.23  kHz.  The
longitudinal  frequency  shift  induced  by  the  beam-
beam  collisions  is  therefore  -630  Hz  at  e+  beam
current  of  320  mA (out)  and  250  mA (in)  for  the

positrons.  The e- beam currents were 520 mA (out)
and 476 mA (in) respectively.

Fig.6 - The e+ synchrotron frequency out of collision is
34.86 kHz.

Fig.7 - The e+ synchrotron frequency in collision is
34.23kHz

In  the  following  section,  we  want  to  show  an
analytical  expression  for  the  synchrotron  tune  shift,
that is also a measure of the synchrotron tune spread,
and eventually to compare the formula with numerical
simulations.

ANALYTICAL FORMULA AND
COMPARISON WITH NUMERICAL

SIMULATIONS
Summarizing,  the  experimental  observations  and

measurements  at  DA NE  have  shown  that  beam-
beam  collisions  can  damp  the  longitudinal  coupled
bunch  instability.  Bringing  into  collisions  a  high
current electron beam with an unstable positron one
was stabilizing the synchrotron oscillations of the e+
beam,  even  with  the  longitudinal  feedback  system
switched off.  Besides,  a  negative  frequency shift  of
positron  beam  synchrotron  sidebands  has  been
observed during beam collisions.
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The  authors  attribute  these  two  effects  to  a
nonlinear  longitudinal  kick  arising  by  beam-beam
interaction  under  a  finite  crossing  angle.  It  is
worthwhile to  note here that  we have observed this
effect  clearly  only  after  implementation  of  the  crab
waist  scheme  of  beam-beam  collisions  at  DA NE
having  twice  larger  horizontal  crossing  angle  with
respect  to  the previous operations with the standard
collision scheme [9]. 

In the following an analytical expression for the
synchrotron  tune  shift  is  outlined  [10],  and  this
expression  gives  also  a  measure  of  the  synchrotron
tune spread. The formula is compared with numerical
simulations too.

Tune shift analytical formula
In collisions with a crossing angle the longitudinal

kick of a test particle is created due to a projection of
the transverse electromagnetic fields of  the opposite
beam onto the longitudinal axis  of the particle.  The
kicks that the test particle receives while passing the
strong  beam  with  rms  sizes  x,  y,  z under  a
horizontal  crossing  angle   [11]  are  shown  in  the
following eq. (1):

where  x,  y,  z  are  the  horizontal,  vertical  and
longitudinal deviations from the synchronous particle
travelling  on-axis,  respectively.  N is  the  number  of
particles in the strong bunch,  is the relativistic factor
of the weak beam. Then, for the on-axis test particle (x
= y = 0) the longitudinal kick is given by:
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For  small  synchrotron  oscillations  z  <<  z the
exponential factor in the integral can be approximated
by 1 and we obtain an expression for the linearized
longitudinal kick:
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As  we  see  from  (4),  for  the  flat  bunches  the
synchrotron tune shift practically does not depend on
the  vertical  beam  parameters.  So,  one  should  not
expect any big variations due to crabbing and/or hour-
glass  effect.  Since  particles  with  very  large
synchrotron  amplitudes  practically  do  not  “see”  the
opposite  beam  (except  for  a  small  fraction  of
synchrotron  period)  their  synchrotron  frequencies
remain very  close  to  the  unperturbed  value  z0.  For
this reason, like in the transverse cases, the linear tune
shift can be used as a measure of the nonlinear tune
spread.

Numerical Simulations
In  order  to  check  validity  of  the  formulae  we

performed numerical simulations with the beam-beam
code  LIFETRAC  [12]  comparing  the  tune  shift
calculated numerically with the one obtained by using
the analytical formula (4). As it has been shown [10]
by using the typical  parameters of  SuperB [13] and
DA NE, the formula agrees well with the simulations
when  the  horizontal  tune  is  far  from  the  linear
synchrobetatron coupling resonance, see Fig.  8.  The
agreement improves for larger Piwinski angles.

Fig. 8 - Synchrotron tune dependence on the horizontal
tune.  The  solid  straight  lines  correspond  to  the
analytically predicted synchrotron tunes

In  Fig.  9  the  blue  curve  shows  the  calculated
synchrotron  tune  dependence  on  the  normalized
synchrotron  amplitude  for  the  DA NE  “weak”
positron beam interacting with the “strong” electron
beam having a current of 1.7 A. For comparison, the
green curve shows the tune dependence on amplitude
arising due to nonlinearity of the RF voltage. As we
can see, the synchrotron tune spread due to the beam-
beam interaction is notably larger than that due to the
RF voltage alone, at least within 5 z. In the past it
was shown that the RF voltage nonlinearity is strong
enough to damp quadrupole longitudinal couple bunch
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mode  instability  [14].  So,  we  can  expect  a  strong
Landau  damping  of  longitudinal  coupled  bunch
oscillations  by  the  beam-beam  collision.  This
conclusion  is  in  accordance  with  performed
measurements.

Fig.  9  -  Synchrotron  tune  dependence  on  normalized
amplitude of synchrotron oscillations (blue curve – tune
dependence created by beam-beam collisions alone, green
– RF nonlinearity alone, red – both contributions).

Summarizing the results of the computation, first of
all our numerical simulations have confirmed that the
synchrotron tune shift does not depend on parameters
of  the  vertical  motion.  As  a  second  point,  the
agreement  between  the  analytical  and  numerical
estimates  for  the  synchrotron  tune  shift  is  quite
reasonable for the horizontal tunes far from integers.
Quite naturally, in a scheme with a horizontal crossing
angle,  synchrotron  oscillations  are  coupled  with  the
horizontal betatron oscillations. One of the coupling's
side effects is the nz dependence on nx, which becomes
stronger in vicinity of the main coupling resonances.
In  order  to  make  comparisons  with  the  analytical
formula  we  need  to  choose  the  horizontal  betatron
tune nx closer to half-integer, where its influence on nz

is  weaker.  The  coupling  vanishes  for  very  large
Piwinski angles. Since  nx for DA NE is rather closeΦ
to  the  coupling  resonance,  we  use  numerical
simulations  in  order  to  compare  the  calculated
synchrotron  tune  shift  with  the  measured  one.  In
particular,  when  colliding  the  weak  positron  beam
with 500mA electron beam, the measured synchrotron
frequency shift was about -630 Hz (peak-to-peak). In
our simulations we use the DA NE beam parametersΦ
with  respectively   bunch   current  N=0.9x1010 and
bunch  length sz = 1.6 cm. These values  give a  result
in  the   synchrotron   tune  shift  of  -0.000232
corresponding to  the frequency shift  of  -720 Hz. In
our  opinion  the  agreement  is  good  considering
experimental measurement errors and the finite width
of the synchrotron sidebands.

CONCLUSION
The  synchrotron  oscillations  damping  in  beam-

beam  collisions  with  a  crossing  angle  has  been
observed  in  DA NE  [15],  [16].  The  respective
experimental  data  have  been  collected  by  the
commercial spectrum analyzer and by the bunch-by-
bunch  longitudinal  feedback  system.  The
measurement results obtained by the two diagnostics
tools  are  in  a  good  agreement.  A simple  analytical
formula  to  explain  synchrotron  tune  shift  and  tune
spread due to beam-beam collisions with a crossing
angle  has  been  presented.  The  formula  agrees  well
with the simulations when the horizontal tune is far
from the synchro-betatron resonances. The agreement
is better for larger Piwinski angles. Calculations have
shown that at high beam currents the synchrotron tune
spread  induced  by  the  beam-beam  interaction  at
DA NE can be larger than the tune spread due to theΦ
nonlinearity  of  the  RF  voltage.  This  may  result  in
additional  Landau  damping  of  the  longitudinal
coupled  bunch  oscillations.  The  effect  of  the
longitudinal kick arising in collisions with a crossing
angle has been taken into account in design of the low
energy  electron-positron  collider  for  production  and
study of  ( + -)  bound state  in  Novosibirsk  [17]  as 
well as for the evaluation of the energy change at the
IP in the FCC-ee [18].
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Abstract 
A large collider project CEPC-SPPC is under study 

with a global effort and a leading role from IHEP, with 
CEPC (Circular Electron-Positron Collider, Phase I) to 
probe Higgs physics and SPPC (Super Proton-Proton 
Collider, Phase II) to explore new physics beyond the 
Standard Model. The key design goal for SPPC is to reach 
75 TeV in center-of-mass energy with a circumference of 
100 km. As an important part of the SPPC conceptual 
study, the study on the longitudinal dynamics at SPPC has 
been conducted, with a focus on the RF scheme to meet 
the requirements for luminosity and mitigate the relevant 
instabilities. The longitudinal instability bottleneck asso-
ciated with the longitudinal dynamics is the loss of Lan-
dau damping. To mitigate the beam instabilities, a higher 
harmonic RF system (800 MHz) together with the basic 
RF system (400 MHz) to form a dual-harmonic RF sys-
tem is found helpful, which also increases the luminosity 
by producing shorter bunches. The preliminary results 
indicate that longitudinal impedance threshold can be 
increased.  

INTRODUCTION 
Following the discovery of Higgs boson at the Large 

Hadron Collider (LHC) in 2012, which opens a brand 
new door to the unknown physics, new large colliders are 
being proposed and studied by the international high-
energy community to explore the Higgs boson in depth 
and probe new physics beyond the Standard Model. In 
China, a two-stage project including two colliders of 
unprecedented scale – CEPC and SPPC (Circular Elec-
tron-Positron Collider & Super Proton-Proton Collider) 
was initiated, with CEPC (Phase I) focusing on the Higgs 
physics and SPPC (Phase II) being an energy frontier 
collider and a discovery machine which is far beyond the 
performance of the LHC [1]. The two colliders share the 
same tunnel of 100 km in circumference. 

The key design goal for SPPC is to reach 75 TeV in 
center-of-mass energy [2]. In such a high-energy proton-
proton collider, synchrotron radiation becomes non-
negligible during the acceleration cycle, especially in the 
collision phase. In addition, as the bunch population of 
1.5´1011 protons will be utilized to reach the nominal 
luminosity of 1´1035 cm-2s-1, beam instabilities become a 
major concern. Therefore, the longitudinal beam dynam-
ics including the emittance radiation damping and con-
trolled blow-up, instabilities and mitigations has been 

studied. In this paper, the longitudinal dynamics design 
and RF schemes to mitigate the longitudinal instabilities 
at SPPC are presented. 

MAIN LONGITUDINAL INSTABILITIES 
IN SPPC 

According to the phenomena observed and the experi-
ence accumulated during SPS and LHC design and opera-
tion [3-4], the main single bunch longitudinal collective 
effects requiring to be carefully considered for the next-
generation proton collider like SPPC are intra-beam scat-
tering, longitudinal microwave instability and loss of 
Landau damping, among which the latter plays a critical 
role. Concerning the mitigation of the longitudinal insta-
bilities, more attention should be paid to the increase of 
Landau damping. 

Intra-beam Scattering 
Intra-beam Scattering (IBS) is a multiple small-angle 

Coulomb scattering of charged particles within a bunch. It 
normally leads to two effects in proton or ion accelera-
tors: redistribution of beam momenta and impact on beam 
quality due to transverse and longitudinal emittance blow-
up. In SPPC, it is found that IBS is well under control 
during the whole acceleration cycle, provided that the 
longitudinal emittance at the collision is maintained at a 
high value in the presence of strong synchrotron radiation 
damping. The emittance blow-up is also needed for com-
pressing the other instabilities.  

Longitudinal Microwave Instability 
The longitudinal microwave instability is normally 

caused by the higher frequency part of impedance. When 
this instability occurs, it will normally first cause a high-
frequency structure on the bunch profile. In proton syn-
chrotrons the microwave instability is observed as a fast 
increase of the bunch length and thus of the longitudinal 
emittance [5]. The threshold of this instability can be 
estimated by the well-known Keil-Schnell-Boussard crite-
rion [6], 

2 2
/ / 2

ˆ
E FZ

n eI
dpb s h

£ .    (1) 

Here, 𝐼 is peak beam current, b is Lorentz factor, E is the 
total energy, 𝜎#  is the momentum spread, h is the slip 
factor and F is a form factor depending on the particle 
distribution. Usually, longitudinal microwave instability 
will not be worsened for larger hadron machines with the 
assumption of keeping the same bunch length and mo-
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mentum spread [7]. In SPPC, the overall longitudinal 
impedance should be well controlled to avoid the instabil-
ity. A reasonable assumption of 0.2 W is adopted in the 
studies, following 0.1 W at LHC which has a smaller 
circumference. 

Loss of Landau damping 
The Landau damping in the longitudinal phase plane 

comes from the spread in the synchrotron frequency due 
to the nonlinearity of the RF voltage. This is a natural 
stabilizing mechanism for different longitudinal instabili-
ties. Here a particular instability concerning the single 
bunch instability, that was observed in SPS, is described, 
which is often called the loss of Landau damping and 
caused by the excitation due to reactive impedance over-
shadowing the Landau damping. Based on the well-
known Sacherer dispersion relation, an approximate 
stable boundary can be given by 𝑆 > 4 𝑚 ∆𝜔*  for 
Sacherer’s smooth distribution, where m is the azimuthal 
mode which specifies the oscillation type of single bunch, 
like m = 1 for dipole mode, m = 2 for quadrupole mode, S 
is the synchrotron frequency spread and ∆𝜔* is the total 
coherent frequency shift from the contribution of various 
impedance [8]. It is notable that the dispersion relation as 
well as the size of the stable region is related to the bunch 
distribution [9]. Using the stability criteria with m = 1 
mode, the broad band impedance threshold, above which 
the single bunch instability will be generated, 
corresponding to the loss of Landau damping can be 
derived [10]:  
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where f0 is the revolution frequency, 𝐼+ = 𝑒𝑁+𝑓0  is the 
single bunch current with bunch intensity Nb, t is the full 
bunch length, ∆𝜔1 𝜔1  is the synchrotron frequency 
spread within the bunch and ∆𝐸 𝐸 is the relative energy 
spread. 

Given that the stable region will be bigger for the flat 
bunch distribution, it seems favourable to induce a dual-
harmonic RF system to lengthen the bunch and to 
increase the frequency spread which is an effective cure 
for loss of Landau damping. However, it has been 
demonstrated that Landau damping is lost when the 
derivative of synchrotron frequency is zero outside the 
bunch center [11], which makes the dual harmonic RF 
system working in bunch-lengthening mode (BLM) not 
preferable at SPS [12]. In SPPC, this instability is also of 
major concern, and the corresponding measures are 
studied in detail as shown below. 

LONGITUDINAL DYNAMICS DESIGN 
FOR SPPC 

The main parameters related to the SPPC longitudinal 
dynamics are listed in Table 1. One of the main goals of 
the collider design is to achieve a high luminosity which 
is relevant to the beam current, kinetic energy, beam-

beam parameter and the reduction factor due to the hour-
glass effect and the Piwinski angle [13]. The influence of 
hourglass effect can be neglected if 𝛽∗ 𝜎5 ≫ 1, with 𝛽∗ 
being the beta function at the collision point and 𝜎5  the 
RMS bunch length. This is the case for the SPPC. How-
ever, the reduction factor 𝐹9:  with respect to different  
𝛽∗ 𝜎5 and bunch spacings that is caused by the Piwinski 
angle is shown in Fig. 1. While 𝛽∗is constrained by the 
overall design of the interaction point, it is the goal of the 
longitudinal dynamics design to provide a  bunch as short 
as possible. There are two main constraints in limiting 
very short bunches, one from the intra-beam scattering 
(IBS) and the other from the longitudinal instabilities. In 
the SPPC baseline design, an RF system at 400 MHz is 
used. We are trying to improve the design by optimizing 
the RF system in order to have a better control over the 
above constraints or an even higher luminosity. 

Table 1: Main RF and beam parameters 
Parameter Value Unit 

Circumference, C 100 km 
Injection/collision energy,  E 2.1/37.5 TeV 
Transition gamma, 𝛾<= 99.21  
Bunch intensity, 𝑁+ 1.5×10BB  
Number of bunches, 𝑛+ 10080  
Bunch spacing, ∆𝑡 25 ns 
RF frequency, 𝑓=E 400 MHz 
RMS bunch length in colli-
sion, 𝜎5 7.55 cm 

Harmonic number, h 133333  
Energy loss in collision, 𝑈0 1.48 MeV/turn 
Longitudinal emittance 
damping time in collision, 𝜏H 

1.17 h 

 
Figure 1: Luminosity reduction factor due to the Piwinski 
angle for different 𝛽∗ 𝜎5 and bunch spacing. 

The growth time of the IBS effect is quite different in 
the different phases of the SPPC cycle and those at the 
injection and collision are shown in Fig. 2. At the injec-
tion, the longitudinal emittance between 1.5 eVs and 2.5 
eVs seems to be a good choice because the IBS growth 
time, at least 20 h, is much greater than the injection dura-
tion of 840 s. However, in collision, the longitudinal emit-
tance has to be increased to at least 6 eVs due to the long 
physics collision time as long as 14 h, and the short longi-
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tudinal emittance damping time of 1.07 h. Therefore, a 
controlled emittance blow-up scheme during the accelera-
tion cycle is crucial. 

The longitudinal instability constraint mainly results 
from the loss of Landau damping. With Eq. (2), a simpli-
fied formula corresponding to loss of Landau damping 
can be derived: 

532Im 3
32

rf

b

h VZ L
n I C

p æ ö£ ç ÷
è ø

.           (3) 

where h is the harmonic number, C is the ring circumfer-
ence, 𝐿 = 4𝜎5 is the full bunch length. Thus, the threshold 
on the longitudinal reactive impedance varies with the 
bunch length at injection and in collision, as is shown in 
Fig. 3. At injection, the RMS bunch length is at least 8 cm 
in order to have the longitudinal impedance threshold 
greater than 0.2 Ω and match with the upstream accelera-
tor in the injector chain in the longitudinal phase plane. 
Thus, a lower RF voltage should be used. However, in 
collision, to reach the RMS bunch length of 7.55 cm that 
is required by the luminosity in the baseline design, an RF 
voltage of at least 32 MV is needed, and a similar limita-
tion on the impedance threshold above 0.2 Ω is main-
tained. Based on the above considerations, in the SPPC 
baseline design, the RF voltage is chosen to be 20 MV 
and the RMS bunch length is 9 cm at injection, whereas 
in collision, the RF voltage increases to 40 MV. The cor-
responding longitudinal reactive impedance threshold 
during the cycle is above 0.2 Ω. To obtain a shorter bunch 
length  during collision than 7.55 cm, it will need a higher 
RF voltage but at the cost of a slight reduction in the 
longitudinal impedance threshold. Besides, we can also 
use a higher harmonic RF system of 800 MHz, or a dual 
harmonic RF system of 400 MHz and 800 MHz working 
in the bunch shortening mode, which will be illustrated 
below. 

 
Figure 2: IBS growth time at SPPC injection/collision. 

 
Figure 3: Longitudinal reactive impedance threshold at 
SPPC injection/collision.  

RF SCHEMES TO  
MITIGATE INSTABILITIES 

In order to enhance the Landau damping in the SPPC, a 
large synchrotron frequency spread inside the bunch is 
required, which can be achieved by using either a higher 
harmonic RF system of 800 MHz, or a dual harmonic RF 
system of 400 MHz and 800 MHz. A controlled emittance 
blow-up is also needed to avoid too small emittance that 
naturally shrinks due to synchrotron radiation. 

For the option of a single harmonic RF system at 800 
MHz, due to the limit of the momentum filling factor 
below 0.8 during physics running to avoid beam loss, the 
RMS bunch length will be reduced to 5.56 cm or less 
from 7.55 cm in the case of 400 MHz, as illustrated in 
Fig. 4. In this study, the RMS bunch length was taken as 
5.2 cm which is beneficial to the luminosity, and the rele-
vant parameters are: the longitudinal emittance 6.4 eVs, 
RF voltage 52 MV and RMS momentum spread 0.79×
10LM. The corresponding longitudinal impedance thresh-
old is about 1.6 times as high as that in the case of 400 
MHz. However, the RF bucket is occupied too much 
which will have an adverse effect on the bunch storage 
and collision during physics running of up to 14 h. 
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Figure 4: Momentum filling factor and bunch length for 
800 MHz 

A dual harmonic RF system can work in two different 
modes: the bunch lengthening mode (BLM) and bunch 
shortening mode (BSM) which are determined by the 
relative phase difference between the two harmonic sys-
tems. Fig. 5 shows the composed RF voltage curve, po-
tential well and bucket for the SRF (Single 400 MHz), 
BSM and BLM. One can see that BLM has a larger buck-
et area and a smaller peak line density which is beneficial 
to reduce space charge effects. These are extremely bene-
ficial in lower-energy high-intensity proton synchrotrons 
such as the p-RCS of the SPPC injector chain, while is 
negligible in the SPPC. However, as shown in Fig. 6, the 
BLM has relatively larger synchrotron frequency spread 
in the mode of k=0.4 and k=0.5 for the RMS bunch length 
7.55 cm or less, which corresponds to the maximum 
phase extension is about 1.3 rad, but it will significantly 
decrease with small phase errors and introduce regions 
with zero derivative, which are disadvantageous for Lan-
dau damping. Furthermore, the average synchrotron tune 
is smaller, which is unfavorable for controlling the Trans-
verse Mode Coupling Instability (TMCI) [14]. However, 
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both the synchrotron frequency spread and the average 
synchrotron tune at BSM are improved as compared with 
SRF. In addition, the bunch length is slightly shorter 
which is helpful to enhance the luminosity. Although the 
bucket area is relatively smaller, it can be cured by giving 
a larger voltage on the fundamental harmonic RF.  

 
Figure 5: RF voltage, potential well and bucket for SRF, 
BSM and BLM. 

 
Figure 6: Synchrotron tune distribution for different RF 
voltage ratios (k value) between 800 MHz and 400 MHz. 

Another vital measure in the longitudinal beam dynam-
ics is to blow up the longitudinal emittance in a controlled 
way. There are two main ways: (1) one injects a band-
width limited RF phase noise from 𝜔NOPQ to 𝜔RS into the 
fundamental RF system during the ramp-up through a 
phase loop, where 𝜔RS is a little beyond the bunch central 
synchrotron frequency 𝜔1  to fully influence the bunch 
core, but 𝜔NOPQ is the frequency of the bunch edge asso-
ciated with the desired bunch emittance. The particles 
with synchrotron frequencies falling in this frequency 
range are excited. Outside the frequency range, there is no 
resonant excitation, thus the longitudinal motion remains 
unchanged. Then a controlled larger longitudinal emit-
tance is obtained [15]. This method has been adopted by 
LHC, SPS and PSB [16-18] at CERN. (2) One adds a 
phase-modulated higher frequency RF to the fundamental 
RF, which will drive bunches towards resonant islands 
and cause the bunch density redistribution [19]. This 
method is used in PS [20]. The controlled longitudinal 
emittance plays a critical role in the reduction of the intra-
beam scattering, counteracting of the synchrotron radia-
tion damping, suppression of the collective instabilities 
and mitigation of the space charge effects. 

SUMMARY  
The potential key longitudinal instabilities in the SPPC 

are reviewed. In order to enhance the Landau damping for 

longitudinal microwave instability, loss of Landau damp-
ing, a dual harmonic RF system composed of 400 MHz 
and 800 MHz is proposed. In the bunch shortening mode, 
it can provide larger tune spread which is good for sup-
pressing the instabilities and shorter bunch length which 
can enhance the luminosity.  
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Abstract
We investigate a novel method to mitigate space charge

effects of high intensity proton beams propagating in circular
accelerators by means of trapping and controlling electrons
generated from beam- induced residual gas ionization. This
compensation method uses Coulomb repulsion force be-
tween a proton beam and electrons to mitigate self-space
charge effects of the beam if it passes through a plasma
column. The transverse electron-proton (e-p) instability in
the plasma column is well controlled by the longitudinal
magnetic field of a solenoid magnet and the bias voltages on
electrodes. In this report, we will show simulation results
how to control distributions of electrons and ions as well as
that of the proton beam inside the column.

INTRODUCTION
Mitigation of space charge effects is a crucial challenge in

high intensity hadron accelerators. In order to mitigate these
effects, various techniques have been implemented such as
by adding opposite charges (e.g., electron lens and electron
column), by accelerating beam rapidly, by scraping beam
halos, and by using solenoidal fields [1–3]

At Fermilab, the Integrable Optics Test Accelerator
(IOTA) ring is built to enable accelerator researchers to
study the frontiers of accelerator science, and is designed to
explore and improve the particle beams and machines for the
future high intensity accelerators [4]. IOTA is being com-
missioned to investigate a novel technique called nonlinear
integrable optics. The IOTA ring will be also used to study
the space charge compensation (SCC) using both electron
lens and electron column.

The SCC method with an electron lens uses co-
propagating beams of opposite charge (electron beam) to
collide with proton beams inside the strong magnetic field
by a solenoid. This results in the compensation of proton
beams’ space charge tune shift. This method requires a
precise control of transverse profile of e-beam. It is exper-
imentally mature "Swiss Knife," and has been employed
in Tevatron, RHIC, and now LHC [5]. However, the space
charge compensation with an electron column utilizes proton
beam itself to ionize residual gas and to generate electrons.
Electrons are approximately at rest longitudinally compared
to co-moving electrons in the electron lens scheme. Elec-
trons are trapped, matched, and controlled using external
solenoid and electrodes. In this report we present recent sim-

∗ kuphy@korea.ac.kr

ulation results to mitigate space charge effects using electron
column method at Fermilab’s IOTA ring.

EXPERIMENTAL SETUP

Figure 1: Schematic Layout of an Electron Column Experi-
mental Setup

Space charge effects can be compensated by making pro-
ton beam pass through plasma column of opposite charge
with matched distribution. In linear machines, this concept
was successfully applied to transport high-current low en-
ergy proton and 𝐻− beam (gas focusing), Gabor lens, etc [6].
In circular machines, e-p instabilities can be suppressed
using an external magnetic field of sufficient strength.

Electrons are generated from the beam-induced ionization
of residual gas without an external electron source. Then
their density profile is matched to that of proton beam by
using external magnetic field and precisely controlled by
using electrostatic electrodes. The schematic drawing of the
experimental setup is in Figure 1. The magnetic field should
be strong enough to stabilize electrons’ motion inside the
column, so that coherent e-p instabilities should be mitigated.
However, it also needs to be weak enough to allow ions
escape the column easily.

In IOTA, we will use e-lens’ central solenoid for e-column
operation. Ionization rate of residual gas by proton beam
can be controlled with the vacuum pressure, therefore it also
plays an important role to control the electron distribution.

SIMULATION SETUP
We investigate the dynamics of proton beam, electrons,

and ions with external E and B fields using Warp3D code [8].
The goal of the simulation is first to find matching conditions
of the transverse electron profile with B-field, voltages on
electrodes, and vacuum pressure. With these conditions,
a pulsed proton bunch is injected and passed through the
column. Density distributions of electrons and ions right
after the proton beam passed the column are recorded during
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Table 1: Beam and IOTA ring simulation parameters

Parameter Value Units
Beam Species proton
Beam Energy 2.5 MeV
Beam Current 8 mA
Beam Pulse Length 1.77 𝜇s
Column Length 1 m
Revolution Period 1.83 𝜇s
Gas Species Hydrogen
Macroparticle/step 500
Grid Spacing (x,y,z) 5, 5, 10 mm
Timestep 70 ps

one revolution period. Then, the second proton beam is
injected into the column with these preserved distributions.
Table 1 shows IOTA and SCC simulation parameters.

MATCHING CONDITION

(a) Transverse density profile (b) Longitudinal density profile

Figure 2: Transverse and longitudinal density profiles when
𝐵 = 0.1 𝑇 , 𝑉 = −5 𝑉 , and 𝑃 = 5 × 10−4 𝑇𝑜𝑟𝑟 .

To find matching conditions, initial optimization of the
column parameters (gas density, electrode potential, and
magnetic field) are performed using a coasting proton beam.
For given beam parameters, one can find the proton beam
potential at the center, which is given by 𝜙 = 30𝐼/𝛽 ≈ 3.5𝑉 ,
where 𝐼 is the beam current and 𝛽 is the relativistic velocity
of the beam. With this estimation, we could estimate the
optimal voltage on the electrodes. In addition, the vacuum
pressure also plays an important role to control the electron
density level. As a result, for 𝐵 = 0.1 𝑇 , 𝑉 = −5 𝑉 , and
𝑃 = 5 × 10−4 𝑇𝑜𝑟𝑟, matched transverse and longitudinal
distributions of electrons are achieved as shown in Figure 2.

SCC AFTER FIRST PASS
For the proton bunched beam, the KV distribution is used

in the transverse direction, while the uniform, step function
is used in the longitudinal direction. In order to quantify
SCC effects, simulations with ionization (SCC) and without
ionization (no SCC) are compared. Figure 3 shows the ra-
dial electric field along the x direction at the center of the
column for both cases (left) and their ratio (SCC to no SCC,
right). There are significant reduction in the radial electric
field by a factor of 2 inside the beam with the space charge
compensation.

Figure 3: Radial electric fields along x at the center of the
column for no SCC (green) and SCC (blue) at the end of
the first pass of the beam through the Electron Column (left)
and ratio of radial electric fields (SCC to no SCC, right).
Vertical black lines indicates the boundary of the proton
beam.

Figure 4: Distribution along x for the beam (red), electrons
(green), and ions (blue) at the center of the Electron Column
in z just before the beam would reenter the Column for a
second pass - top. Note the beam distribution plotted is
for the last time step that the beam is in the Column, for
reference. Bottom - same as the top, but plotted along z at
the center of the Column in y. The bin widths correspond to
the simulation grid spacing.

Figure 4 shows the density profiles (left: transverse and
right: longitudinal) of the proton beam, electrons, and ions
after the beam passes the column. The density distributions
of electrons are not perfectly matched to those of proton
beam for both directions. These under-compensation can
be precisely controlled by increasing the electrode voltage
or by increasing the vacuum pressure. The ions are are not
strongly confined by the magnetic field, so that they are more
homogeneously distributed.

SCC AFTER SECOND PASS
Figure 5 shows the radial electric field along the x direc-

tion at the center of the column for both cases (left) and their
ratio (SCC to no SCC, right) after the second pass of the pro-
ton beam. After the second pass, the transverse distribution
of electrons are still closely matched to that of the proton
beam. Therefore, there is still significant reduction of the
radial electric field within the beam. However, as shown in
Figure 6, there is a huge build up of ions near the beam, and
ion density surpasses the proton beam density. This will
lead to significant reduction in space charge compensation.
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Figure 5: Same at Fig. 3, but at the end of the second pass
of the beam through the Column.

This could be mitigated by reducing the gas density and/or
magnetic field strength.

Figure 6: Same as Fig. 4, but just before the beam would
reenter the Column for a third pass.

CONCLUSION
Simulations results show that the density profile of e-

column can be tuned with axial B-field, electrode voltages,
and vacuum pressure for (partial/full/over) SCC in the IOTA
ring. Simulations of the Space Charge Compensation using

an Electron Column shows positive effects to reduce radial
electric fields inside the pulsed beam. However, these reduc-
tion is about 50 % after the first and second pass. Additional
optimization is required to find suitable settings for E and B
fields as well as gas pressure for each turn. Electron and ion
distributions for each turn need to be monitored precisely.
Longer period (multiple passes throughout the ring) of sim-
ulations are to be investigated. Evolution of tune foot print
and phase space are also to be studied.
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Abstract
Predictions of transverse instability thresholds in the LHC

are based on the computation of Landau damping by calcu-
lating the Stability Diagram (SD). However any modifica-
tion of the tune spread and/or particle distribution modifies
the expected Landau damping in the beams. The Beam
Transfer Function (BTF) provides direct measurements of
the Landau damping and can be used to understand the
limitations of the models.

INTRODUCTION
The instabilities driven by the beam coupling impedance

can be mitigated by chromaticity, transverse feedback and/or
Landau damping mechanisms. As long as the different
modes of oscillations can be treated independently, the Lan-
dau damping is quantified by the dispersion integral for a
given detuning with amplitude qx,y and particle distribution
ψ(Jx,Jy) as a function of the transverse actions Jx and Jy in
each plane [1, 2]

SD−1
(x,y) =

−1
∆Qx,y

=

∞∫

0

Jx,y

Qx,y−qx,y(Jx,Jy)
dψ

dJx,y
dJxdJy, (1)

where ∆Qx,y are the complex tune shifts at the stability
limit for each coherent tune Qx,y. The transverse ampli-
tude detuning (or tune spread) is generated in the beams
by any non-linearities (including beam-beam interactions
when beams are in collisions [3]).The dispersion integral is
the inverse of the SD that defines the stability limit in the
complex plane of the coherent tune shifts. In order to be
stabilized, the coherent impedance modes must lie inside
the SD. The BTF is proportional to the dispersion integral

BT F(x,y) = Ax,y

∞∫

0

Jx,y

Qx,y−qx,y(Jx,Jy)
dψ

dJx,y
dJxdJy (2)

and therefore the BTF is proportional to the inverse of the
SD

SD−1
(x,y) =

−1
∆Qx,y

=
BT F(x,y)

Ax,y
. (3)

The proportionality constant Ax,y depends on the excitation
amplitude of the BTF and on the beam conditions them-
selves. The BTFs are sensitive to the tune spread in the
beams, as well as to particle distribution changes. In the
LHC, the tune spread is mainly provided by the so-called
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Figure 1: Example of a BTF measurement: amplitude and
phase response for B1 in the horizontal plane at the LHC
injection energy. Synchrotron sidebands are visible in the
amplitude, with the corresponding phase jumps at qx±Qs
(where Qs = 5×10−3).

Landau octupoles [2] and beam-beam interactions [3, 4]
(long range and head-on) when present. In case of diffusive
mechanisms and/or reduced dynamic aperture with particle
losses or redistributions, the expected Landau damping for
a Gaussian distribution of the beams is modified. The BTF
provides measurements of Landau damping when in the
presence of such effects. Therefore, in 2015 a transverse
BTF system was installed in the LHC in order to measure
the Landau damping of the beams and compare the mea-
surements with the models that did not fully reproduce the
instability observed [4]. For this purpose, a new method
for the data analysis has been developed and applied to the
measurements acquired in different configurations allowing
quantitative comparisons with models.

THE LHC BTF SYSTEM

During a BTF acquisition the beam is excited (without
causing beam losses or emittance blow-up) at a frequency
close to the tune. The response of the beams itself is of
course real, but the BTF is complex as we combine the am-
plitude and the phase separately [5]. An example of BTF
measurement is shown in Fig. 1 for Beam 1 (B1) in the
horizontal plane at injection energy. The blue line is the
amplitude response while the red line is the phase response.
The maximum amplitude corresponds to the fractional part
of the horizontal betatron coherent tune (qx ≈ 0.284). At
this frequency the phase assumes a value of π/2. The first
synchrotron sidebands are also visible in the amplitude re-
sponse, with the corresponding phase jumps, occurring at
qx±qs, where qs = 5×10−3 is the fractional longitudinal
tune at injection energy. The synchrotron sidebands are
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Figure 2: Amplitude and phase BTF responses simulated
by using the COMBI code (red line) in the presence of
linear detuning with amplitude. The black line represents
the results of the parametric fit. The same tune spread has
been applied for both cases and, as expected, the fit gives a
tune spread factor close to 1 (p1 = 1.02).

visible due to non-zero chromaticity Q′ ≈ 5.0 during the
acquisition of the BTF measurements.

The fitting method
In order to quantitatively compare the BTF measurements

with the expected Landau damping from the models, a fit-
ting method has been developed. The amplitude of the
beam oscillation driven by the BTF excitations is not cali-
brated, therefore, the amplitude response of the beam can
be expressed in arbitrary units only. In addition, a full cal-
ibration of the system cannot be accomplished since the
proportionality constant Ax,y in Eq.(2) cannot be known a
priori. Indeed, it depends not only on the calibration factor
of the BTF excitation amplitude, but also on the tune spread
introduced by the machine non-linearities. To overcome this
problem, the following fitting method is applied to the BTF
measurements. The fitting function takes as input the ampli-
tude Amodel and the phase ϕmodel of the computed dispersion
integral with the PySSD code [3], by using the following
parameterization

{
ϕ (Qmeas) = ϕmodel [p0+ p1 · (Qmodel−Q0)]
A(Qmeas) = p2/p1 ·Amodel (Qmodel )

(4)

where both Amodel and ϕmodel depend on the Qmodel . The
parameter p0 gives the tune shifts with respect to the fre-
quency of the analytical detuning (Qmodel −Q0) with Q0
the transverse coherent tune, p1 is the factor related to the
tune spread with respect to the expected one and it is called
tune spread factor. For example, if the tune spread factor
p1 > 1 it means that the measured tune spread is bigger
than the expected one. An example of the application of the
fitting method to simulations for a well known case of linear
detuning with amplitude the tune spread parameter p1 ≈ 1.
This is shown in Fig.2 where the simulated BTF response
(the red line) is compared to the fitting function (the black
line).
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Figure 3: Measured BTF amplitude and phase responses for
Beam 1 for different octupole currents at injection energy.

MEASUREMENTS ON SINGLE BEAM

Measurements of Landau damping with octupole
magnets at injection energy

An octupole current scan has been performed at injection
energy with collisions tunes (64.31, 59.32). The acquired
BTF responses are presented in Fig. 3 for various Landau oc-
tupole currents (0 A, 6.5 A, 13 A, 26 A). The measured tune
spread is therefore provided by the Landau octupole mag-
nets and lattice non-linearities. As visible the tune spread
increases as a function of the octupole current. However for
the largest octupole strength (26 A) a larger tune spread is
measured in the horizontal plane than in the vertical plane.
The fitting method has been applied to compare the mea-
surements with the expectations from the model. Figure 4
shows the results of the application of the fitting method.
The measured tune spread factor is plotted as a function of
the octupole current in the horizontal (blue dots) and in the
vertical (green dots) planes. The solid black line represents
the factors expected from the model with respect to a current
Ioct = 6.5A for which no asymmetry in the two transverse
planes has been observed. As expected for such a current
the tune spread factor of the model it is equal one. The red
shadow is given by the model expectations including the
initial non-zero tune spread corresponding to ≈ 5.5A and
considering an uncertainty of ±10% on the measured emit-
tance. As expected the tune spread factor linearly increases
as a function of the octupole current [2]. However in the ver-
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Figure 4: Measured tune spread factors as a function of the
octupole current at injection energy in the horizontal (the
blue dots) and in the vertical (the green dots) planes. The
solid black line represents the factors expected from the
model for a current Ioct = 6.5A. The red shadow represent
the model expectations including the initial non-zero tune
spread corresponding to ≈ 5.5A with an uncertainty of
±10% on the measured emittance.

tical plane a deviation from the linear trend is observed for
an octupole current of 26 A. Beam losses were observed for
high octupole current at the moment of the data acquisition,
due to a reduction of the Dynamic Aperture at injection with
collisions tunes. The results of particle tracking simulations
by using the SixTrack [6] code are presented in Fig. 5 where
the surviving particle ratio is plotted as a function of the
integral lower bound (l) used for the evaluation of the parti-
cle integral. The ratio is defined as the integral of the final
distribution (HFin) over the integral of the initial distribution
(HIni)

Rsurv =

∫ 6σ
l HFin(x,y)dxdy
∫ 6σ

l HIni(x,y)dxdy
(5)

where l, expressed in units of transverse rms beam size σ ,
is the integral lower bound and varies from 0 to 5.5 σ . The
upper bound of the particle distribution integral is fixed to
6 σ . As visible, particles are lost more and more from the
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Figure 5: Surviving particle ratio as a function of the integral
lower bound. The dark blue line with dark blue triangles and
the light blue dotted line represent the horizontal plane for
an octupole current of 13 A and 26 A respectively. The dark
green line with dark green triangles and the light green dot-
ted line represent the vertical plane for an octupole current
of 13 A and 26 A respectively.
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(a) Tune spread factors measured in the horizontal plane.
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(b) Tune spread factors measured in the vertical plane.

Figure 6: Measured tune spread factors with respect to the
analytical reference case of 4 A without linear coupling. The
black dots are the measurements without linear coupling
while the red stars are the measurements. The red and the
black shadows represent the analytical expectations with
an uncertainty of ±10% on the measured emittance for the
case with and without linear coupling respectively.

tails to the core while increasing the octupole current. For
the case with an octupole current of 26 A, a reduction up
to the 40 % is observed in the core of the beam for the
vertical plane (light green dotted line). This is in agreement
with the reduction of the tune spread observed in the BTF
measurements in the vertical plane. Indeed, the particles
that mostly contribute to the BTF response are those in the
beam core and not the ones in the tails [7]. If the particle
lost are the ones in the core of the beam, a reduction of
Landau damping is expected with respect to the unperturbed
Gaussian distribution.

Measurements of Landau damping in the presence
of linear coupling

In the presence of transverse linear coupling a reduc-
tion of the Landau damping is expected [8–10]. This has
been measured by means of BTFs in the LHC. Measure-
ments have been acquired at injection energy for global
linear coupling coefficient (defined as the closest-tune ap-
proach) |C−| = 0.006. The measurements were acquired for
an octupole current of 4 A, 8 A and 15.6 A. The measured
tune spread factors are shown in Fig. 6 as a function of the
octupole current. The red line represents the model expec-
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tations including both octupoles and linear coupling in the
MAD-X lattice [11], while the black line only includes oc-
tupoles. The red and the black shadows represent the model
uncertainty of ±10% on the measured emittance value. The
black dots are the measurements without coupling while
the red stars are the measurements in the presence of linear
coupling. As expected, an overall reduction of the tune
spread is measured in both planes. However, the reduction
is more important in the vertical plane for which the tune
spread is reduced by a factor 2 with respect to the horizontal
plane for the largest octupole current of 15.6 A value. The
experimental data reproduce well the expectations for both
cases.

Measurements of impedance tune shifts with BTFs
During a dedicated BTF MD in the 2018, measurements

were acquired at flat top energy (6.5 TeV). The measure-
ments were acquired after the correction of the linear cou-
pling in the LHC for an octupole current of 546 A and
a chromaticity of 2.5 units in order to minimize the syn-
chrotron sidebands in the BTF response. An example of the
acquired BTF response at flat top energy is shown in Fig. 7
where various horizontal BTF measurements (different col-
ors) for Beam 1 were acquired. The solid black dashed
lines corresponds to synchrotron sidebands at qx0±qs due
to the non zero chromaticity during the measurements,
with qx0 the incoherent bare tune in the horizontal plane.
As visible, the measured coherent tune is shifted with re-
spect to the incoherent bare tune with a coherent tune shift
∆Qcoh ≈−3.4×10−4. This observation suggested that the
impedance was not negligible and it was modifying the BTF
response [5,12,13]. This was also confirmed by the applica-
tion of the fitting method. By including only the octupole
magnets in the model the fitting function was not reproduc-
ing the measurements meaning that other effects need to be
considered. In order to study the impact of the impedance in
the BTF response, simulations using the COMBI code [14]
have been carried out. Figure 8 shows the coherent tune

Figure 7: Various horizontal BTF acquisitions for Beam
1 at flat top energy. The chromaticity was reduced to 2.5
units during the measurements. The black dashed lines
corresponds to synchrotron sidebands at qx0±qs with qx0
the incoherent bare tune in the horizontal plane.

Figure 8: Coherent tune shifts as a function of bunch inten-
sity. The tune shifts have been evaluated from the simulated
BTF response including the 2018 wake field model (light
blue line) and the wake field evaluated from the collimator
settings as during the MD (orange line).

shifts, as a function of the bunch intensity, evaluated from
the simulated BTF response including the 2018 wake field
model [15] (the light blue line) and the wake field evalu-
ated from the collimator settings as during the MD (the
orange line). As visible, in order to reproduce the observed
tune shift in the measured BTF (∆Qcoh ≈−3.4×10−4) at
flat top energy, one has to rescale the bunch intensity to
1.2×1011 p/bunch (the bunch intensity during the exper-
iment was ≈ 0.8×1011 p/bunch). This translates into a
factor 1.5 on the impedance with respect to measurements.
This value is in agreement with independent impedance
measurements in the LHC for the horizontal plane of Beam
1 [16]. A first attempt to directly compare the measured BTF
response to simulations is shown in Fig. 9 where the mea-
sured BTF response at flat top energy (red line) is compared
to the simulated BTF response (the light blue line) including
in the model the impedance and the Landau octupoles pow-
ered with a current of 546 A (as during the measurements).
For completeness the analytical case without impedance is
also plotted (black line) in the same picture. A factor 1.5
stronger impedance has been used as measured in the LHC.

Figure 9: Measured BTF response at flat top energy (red
line) compared to simulated BTF response (the blue line)
including in the model the impedance and an octupole cur-
rent of 546 A (as during the measurements). The analytical
case without impedance is the black line.
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Figure 10: Measured tune spread factor as a function of the
long range encounter separation at the interaction points in
units of the rms beam size. Measurements were acquired at
the end of the betatron squeeze. The red star represents the
measured tune spread in the vertical plane with a reduced
tune of ∆Qy =−0.001.

As visible the coherent tune shift is also fully reproduced.
The shape of the measured BTF is fully recovered for a
chromaticity of 1.0 units (the light blue line).

MEASUREMENTS IN THE PRESENCE OF
BEAM-BEAM INTERACTION

The LHC beams collide in the interaction points (IPs)
with a certain crossing angle to avoid multiple head-on
collisions causing the so-called beam-beam long range inter-
actions. A crossing angle scan was performed at the end of
the betatron squeeze (with positive octupole polarity) in or-
der to measure the modifications of Landau damping due to
the beam-beam long range interactions. The fitting method
has been applied to the BTF measurements with respect to
the case with nominal crossing angle and the measured tune
spread factor is plotted as a function of the long range sepa-
ration at the first encounter (in units of the transverse rms
beam size) in Fig.10. An unexpected behavior was found
with respect to models (the black line): a larger tune spread
was measured in the horizontal plane (the blue line), but still
smaller than prediction below 11.5 σ , while a smaller one
in the vertical plane (the red line) except for the measure-
ment at 12 σ and for the last measurement at 9 σ separation
for which a strong dependency on the working point was
observed. The red star represents the measured tune spread
in the vertical plane with a reduced tune of ∆Qy =−0.001.
The tune spread reduction was not expected from the mod-
els unless the transverse linear coupling is considered. A
parallel separation scan (from 0 to 6 σ in units of transverse
beam size) was performed with beams in head-on collisions.
The BTF measurements were acquired as a function of the
parallel separation at the IPs. Figure 11 shows the measured
BTF amplitude responses in the presence of head-on colli-
sions in IP1 and IP5 for various beam offsets at the IPs. As
visibile in fully head-on collisions the amplitude response
is wider, meaning that the tune spread is the largest one,
while at 1.45 σ the amplitude response is qualitatively the
narrowest. Therefore, the tune spread results to be reduced,
confirming the presence of a minimum of Landau damping

Figure 11: Measured BTF amplitude responses with head-
on collisions in IP1 and IP5 for different offsets at the IPs.

at this separation as expected [3, 4]. Tune shifts due to the
head-on interaction were also observed while separating the
beams. The measured tune shifts were compared to MAD-
X expectations [17] with a good agreement for separations
below 2 σ .

CONCLUSIONS
The transverse BTF system was installed in the LHC in

order to measure the Landau damping of the beams. A
fitting method was successfully applied to the data for quan-
titative comparison with expectations. The effects of the
linear coupling resonance on the Landau damping of the
beams was measured at injection energy with a good agree-
ment with models. It was observed that beam losses, due
to a reduced dynamic aperture at injection energy for high
octupole current, reduce the expected Landau damping of
the beams. In the presence of long range beam-beam inter-
action unexpected behaviors were observed showing that
other mechanisms should play a role such as linear coupling
and/or particle redistributions in the beams [7]. The mini-
mum of Landau damping expected at 1.5 σ beam to beam
separation at the IP was observed in the width of the BTF
amplitude response, confirming the presence of a minimum
of Landau damping during the collapse of the separation
bumps at such separation. The tune shifts due to the cou-
pling impedance were quantified confirming a factor 1.5 on
the effective imaginary part of the impedance expectations.
The BTF measurements provided a good reconstruction of
Landau damping especially at injection energy and for low
chromaticity values helping to understand mechanisms re-
sponsible for reduction of the expected Landau damping
for instance due to beam particle losses or linear coupling.
However the BTF system and the fitting method present
some limitations: when the chromaticity is not negligible
it causes distortion in the reconstruction of the SD. It is
not possible to apply the fitting method either when the
impedance is too strong or when the beam is too close to
the stability limit, the BTF excitation may cause coherent
instability as observed in the 2017 due to an increase of the
impedance [18].
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Abstract

We describe a proof-of-principle test to measure Landau
damping in a hadron ring using a destabilizing transverse
feedback acting as a controllable source of beam coupling
impedance. The test was performed at the Large Hadron
Collider and stability diagrams for a range of its Landau oc-
tupole strengths have been measured for its injection energy
of 450 GeV. In the future, the procedure could become an
accurate way of measuring stability diagrams throughout
the machine cycle.

LANDAU DAMPING

A common technique of measuring Landau Damping is by
means of Beam Transfer Function (BTF) measurements [1],
where the frequency dependence of the response to forced
beam oscillations is used to quantify the Stability Diagram
(SD) [2]. BTF has been successfully used to measure SDs
at GSI [3], RHIC [4] and at injection energy in LHC [6,7].
The method has some limitations though: first, it might be
challenging to maintain both good beam stability and high
signal to noise ratio when driving the oscillation as seen
at top energy in LHC [7]. Second and most importantly,
the measurement does not test the strength of the Landau
damping itself, but the transfer function. Numerous approx-
imations are usually made to obtain the SD from the BTF:
the synchrotron frequency spread is neglected, the betatron
frequency spread is assumed to be small, the beam response
to an external excitation is assumed to be linear.

A new alternative approach for measuring the strength
of Landau damping involves using the transverse feedback
with a reverted polarity (anti-damper) to excite a collective
mode in the beam. The anti-damper such acts as a control-
lable source of beam coupling impedance. By knowing the
strength of the feedback excitation, and observing at which
feedback gain the beam becomes unstable, one obtains a
direct measurement of the strength of Landau damping in
the synchrotron. Further, with an accurate control over the
feedback phase one can explore the full complex plane of
tune shift and growth rate. One can such derive the SD and
compare with theoretical predictions. In this paper we de-
scribe the first proof of principle test to measure the strength
of Landau damping created by the LHC octupole system at
450 GeV injection energy.

∗ Sergey.Antipov@desy.de

MEASUREMENT OF LANDAU DAMPING
AT LHC

Feedback as Controlled Impedance
If the variation of the feedback’s dynamic response over

the bunch length can be neglected, i.e. it is ‘flat’, it can
be described as a constant wake force acting on the beam
𝑊 (𝑧) = 𝑊0 = 𝑐𝑜𝑛𝑠𝑡. This is true e.g. for the LHC transverse
feedback whose bandwidth goes up to 40 MHz or 1/10 of
the radio frequency (RF) period or RF bucket width. This
wake function corresponds to a 𝛿-function-like coupling
impedance (see [8] or [9] for reference):

𝑍𝑑 (𝜔) ∼ 𝑖𝑔 × 𝑒𝑖𝜙 × 𝛿(𝜔), (1)

where 𝑔 stands for feedback gain in inverse turns and 𝜙 for its
phase: 0 indicates a resistive feedback (picking up on beam
position) and 90 deg a reactive one (picking up on transverse
beam momentum). A resistive feedback thus drives a coher-
ent beam mode upwards in the diagram, driving it unstable,
with an instability growth rate of −𝑔 (Fig. 1). Such a system
has been proposed for the IOTA ring [10, 11], where the
researchers considered an anti-damper with 𝜙 = 0.

Figure 1: Controlling the gain and the phase of the feedback
one explores the full relevant area of SD in LHC. Real and
imaginary mode frequency shifts are normalized by the syn-
chrotron frequency 𝜔𝑠 . SDs for a nominal 1.0 𝜇m emittance
Gaussian beam distribution are shown in black for various
Landau octupole currents.

A realistic impedance of various accelerator components
ranges from inductive impedance of high-Q RF modes,
to broadband imaginary impedance of bellows and tapers.
These impedances can be modelled by different phases of
the feedback: from 0 for a purely imaginary tune shift to
90 deg for a purely real one. In practice, a variation of the
phase is convenient to achieve with two feedback pick-ups:
one picking up on the beam momentum and the other on
its position. The LHC transverse feedback system features
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two pick-ups (Fig. 2). This allows producing an arbitrary
complex gain 𝑔×𝑒𝑖𝜙 by adjusting phase delay between them
and their gain [12].

Figure 2: LHC feedback system uses two pickups per plane
allowing acting independently on both beam transverse po-
sition and its transverse momentum.

It has to be noted that in normal operation the LHC trans-
verse feedback phase setting is optimized for a particular
tune value. When operating away from the optimal tune, the
phase of the pickup signal receives an error with respect to
an ideal value. The error is deterministic and occurs merely
from the specifics of signal processing. The error vanishes
for phase shifts of 0 and 𝜋/2, and is largest for 𝜋/4. For
the MD parameters with the tune close to 0.27 the error
should have never exceeded 4 deg (Fig. 3). Furthermore, the
impact of the pickup phase error on the transverse damper
phase seen by the beam is actually smaller, since the damper
sums signals from two pickups, each with a different relative
phase to the kicker. Our estimates suggest that the phase
error seen by the beam is sufficiently small and should not
exceed 1 deg at the nominal LHC tune settings.

Figure 3: Signal processing phase error as a function of
tune (horizontal axis) and the requested phase shift (colored
traces) in a range from -90 to +90 degrees.

Choice of parameters

In order to have a good comparison with theory it is ben-
eficial to perform a measurement at the nominal settings at
the top energy of 6.5 TeV, where the optics is well under
control, space charge is negligible, and there are plenty of ex-
perimental data for instability thresholds and the impedance
to compare with. Such a measurement however requires a
lot of machine time to perform, which is detrimental for ob-
taining reproducible results. On the other hand, performing
a measurement at the injection energy of 450 GeV allows for
a rapid machine setup and re-injection to perform multiple
repetitive measurements; also working at injection energy
allows applying a large octupolar detuning in order to stabi-
lize the beam without the need of resorting to the feedback,
which simplifies the measurement procedure. The space
charge tune shift remains small when using the low intensity
pilot beams, while the low beam intensity also minimizes
mode tune shift from beam coupling impedance.

Having a single dominating coherent mode is useful for
being able to draw accurate predictions on the instability
growth rate at various settings of feedback gain and phase.
For example, at a nominal beam intensity and relatively high
chromaticity there may be several azimuthal modes with
similar growth rates. Which of them becomes unstable first
in the measurement is then determined by the shape of the
SD and the mode frequency shift from impedance (Fig. 4).
While, in principle, these effects can be simulated (e.g. by
using a Vlasov solver) they also add unnecessary parameters
to the measurement procedure, which might be not very well
known or poorly controlled. Therefore such interference
of different modes should be avoided when designing the
experiment to measure Landau damping.

Based on the above considerations and limited by the
time constraint of a realistic LHC machine study we have
chosen to work at nominal LHC injection settings with an
injection pilot beam, i.e. a single bunch of 0.5 × 1010 p with
1 𝜇m normalized rms emittance. At these parameters the
azimuthal dipolar head-tail mode typically dominates the
landscape with higher order modes featuring much weaker
growth rates. Beam and machine parameters are summarized
in Table 1.

In LHC the betatron frequency spread required to produce
the Landau damping is largely generated by a dedicated sys-
tem of 84 focusing and 84 defocusing 30 cm long supercon-
ducting octupoles [14]. The initial calibration measurement
was performed with the betatron tune spread provided only
by the machine nonlinearities. This measurement is needed
to confirm the experimental procedure and quantify the ac-
tion of the feedback as the source of controlled impedance.
Then another set of measurements was performed with Lan-
dau damping produced by several configurations of relatively
high Landau octupole currents: ±11 and +17 A, which cor-
respond to roughly 4 and 7 × 10−5 rms tune spread. This
measurement was repeated at about nominal ring chromatic-
ity of 𝑄 ′ = +14 and at low chromaticity of 𝑄 ′ = +3.
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Figure 4: At Top energy and Nominal machine settings there
could be several interfering modes with similar growth rates,
depending on beam intensity. Top – nominal intensity of
1011 ppb, bottom – half the beam intensity. 𝐸 = 6.5 TeV,
𝑄 ′ = 15, 𝐼𝑜𝑐𝑡 = +500 A, 𝜖𝑛 = 2.5 𝜇m, nominal collimator
settings.

Feedback calibration

In order to ensure an independent control over both the
feedback gain and phase, the system was calibrated with no
octupole current at three anti-damper phases: 0, 45 and 67.5
deg. At each phase the feedback excited a beam instability
and the growth rate of the center-of-mass oscillations was
measured as a function of the feedback gain. An example of
raw data is shown in Fig. 5 and a larger data set is provided
in the Appendix.

Table 1: Key parameters used for the study

Parameter Value
Beam energy 450 GeV
Beam intensity 0.5 × 1010 ppb
Number of bunches 1
Norm. tr. emittance, rms 1.0 − 1.1 𝜇m
Bunch length, 4𝜎𝑟𝑚𝑠 1 ns
Coupling, |𝐶− | 0.001
RF voltage 6 MV
Tunes: x, y, z 0.275, 0.295, 0.005
Chromaticity, 𝑄 ′ 14
Synch. freq., 𝜔𝑠 0.03 rad−1

SC tune shift O (
10−4)

An instability has been declared if the beam centroid
excursion from the reference orbit exceeded 200 𝜇m, which
corresponds to the order of an rms beam size at the pickup
locations. After triggering the instability, the last 64’000
turns of beam position data were saved for future processing.
In order to assess the instability growth rate from the data
𝑥𝑖 , it has been first passed through a low-pass digital filter
to subtract any constant offset 𝑦𝑖 = 𝑥𝑖+1 − 𝑥𝑖 . Then the
oscillation envelope was obtained with a 50-turn moving
Gaussian filter applied to 𝑦2. Finally, a linear interpolation
with a 5000-turn moving window was applied to log 𝑦2 and
the growth rate was determined as 1/2 the maximum slope.

Examining the data we realised that the measurements
done at the smallest gains probably had the beam emittance
spoiled due to the approach we took – slowly steadily in-
creasing the gain until the first instability is observed. As a
results in those cases the beam was oscillating at large am-
plitudes before from the beginning, a pattern not observed
at higher feedback gains with fresh beams (Fig. 6). The
spoiled emittance might have severely affected the growth
rate and thus these data points could not be trusted. For sev-
eral data points second measurements with fresh beam were
performed – in that case those measurements were taken.
All the unreliable data for which no measurement with fresh
beam was available was discarded. In order to avoid this
if the measurements are repeated in the future we propose
performing the calibration starting with a large feedback
gain and gradually lowering it, reinjecting fresh beams after
each observed instability.

After filtering the data the resulting dependence of the
instability growth rate on the feedback gain was found to
be linear, as expected (see Fig. 7). Also, the growth rate
slope reduces gradually with the phase, as expected. The
magnitude of the slope yields the calibration factor for the
feedback gain (i.e. a setting of 𝑔 units drives an instability
with an exponential rise time of 𝑡 turns) for any following
measurements.

At the time of experiment no on-the-fly analysis of the
tune shift was done, as it was complicated by the presence of
tune significant tune jitter of the order of 1×10−4. Neverthe-
less, the tune shift sign was verified using a bunch-by-bunch
tune monitor (the base-band Q-meter, BBQ). Post-factum,
an accurate reconstruction of the tune turned out to be pos-
sible only for the measurements at 45 deg phase, where the
tune shift are large enough to overcome the noise while the
instability growth rate is still slow enough to obtain sufficient
data points during the developing instability. The tune was
computed using a moving window of 1024 turns with a Fast
Fourier Transform (FFT) with zero-padding and a Hanning
filter – a standard technique for identifying the major tune
lines in spectra of realistic accelerator data [15]. An example
of the observed tune shift can be seen in the center panel of
Fig. 5. As the anti-damper is turned on and the instability
starts developing, the tune changes from its average unper-
turbed value (blue line) to the shifted one (red line). Periodic
‘bumps’ can also be seen in the data which are attributable
to the tune feedback system.
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Figure 5: An example of an instability observed during the feedback calibration process. Left – the full 64’000 turn
acquisition of the center of mass position, the unstable area is highlighted in red. Right – zoom-in of the instability. The
dashed yellow line represents an exponential fit of the data. Center – the frequency domain: the black line shows the moving
average of the tune. The blue and red lines indicate mean values for the stable and unstable regions.

Figure 6: Left – examples of ‘good’ data: center of mass position oscillations start at around 100 units and increase
exponentially as the destabilising feedback is turned on. The growth rate is determined as the maximum slope (dashed
orange line) observed at the onset of the instability (highlighted with two vertical red lines). Turn 0 corresponds to the
start of the process. Right – examples of ‘bad’ data, with the beams likely having suffered an instability before, which had
affected the bunch distribution: the initial center of mass position oscillates around larger values, as the feedback gains is
increased no growth is observed in some cases. Even though in some cases an exponential growth is observed, the slope
might be affected by the blown up emittance.
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The tune is observed to vary linearly with the feedback
gain, and its slope matches what the growth rate measure-
ment implies: 1.3 × 10−2 vs. 1

2𝜋 6.39 × 10−2 = 1.1 × 10−2

(Fig. 7). A small discrepancy of about 15% can be explained
by the uncertainty of the tune shift determination procedure.
An uncertainty in damper phase can also contribute to the
discrepancy, while it is expected to remain rather small at
the above-mentioned less than 1 deg level.

Figure 7: The transverse feedback drives an instability (top)
and induces a tune shift proportional to its gain (bottom).

Stability Diagram scans
After calibrating the feedback we performed a series of

measurements at different octupole settings. At each setting
the feedback gain was gradually increased in small steps
until reaching the limit of stability. At this point the feed-
back phase was increased – as the SD contour should have
an increasing distance to the origin at increasing phase, the
beam should return to stable conditions at higher phases.
This procedure has been repeated for a few different phases
between 0 and 90 deg. At each step the feedback gain was
kept constant for about 30 sec, which should have excluded
potential impact of latency effects. This time window has
been chosen following a recent study, where latency effects
could be excluded in single bunch octupole threshold mea-
surements with sufficiently short 1 min steps [16]. In our
experiment, an instability was declared as soon as the beam
centroid excursion from the reference orbit exceeded 200 𝜇m
– a value comparable to the rms transverse size of the beam.
In this case the feedback was automatically switched back to
a resistive stabilizing mode with a strong damping time of
200 turns (Fig. 8). We used an automated script to perform
these stability diagram scan. The procedure of locating the
the boundary of stability typically took 5 min or less per
data point (octupole current, feedback phase setting). The

Figure 8: Procedure for measuring SDs: feedback gain is
increased at a fixed phase until a threshold amplitude is
exceeded, then the feedback is reverted back to the stabilizing
mode.

measurement was only performed in one of the LHC beams
– Beam 2 and only in the horizontal plane due to resource
and machine constraints at the time of the study.

The beam emittance should remain unaffected throughout
the measurement – a condition which was closely monitored
during the experiment by means of the beam synchrotron
radiation monitor. Therefore, in order to save time, the beam
was only re-injected when an emittance growth by more than
10% had been observed. A disadvantage of this approach
is that the distribution tails might have been affected by
previous measurements, as they correspond to a large tune
shift and thus play a crucial role in Landau damping. While
no systematic study of the effect was attempted during this
proof-of-principle test, several data points were measured
twice to check reproducibility of the results. The results
with an ‘old’ and with a ‘fresh’ beam turned out to be in
good agreement within 10% and less fluctuation.

RESULTS AND DISCUSSION
Landau damping by LHC octupoles

The shape of the measured SDs at 11, 17, and -11 A
qualitatively matches the expectations from simple linear
SD theory. Both the height and the width scale with the
octupole current: e.g. the SD for 17 A turns out to be around
50% taller than the SD for 11 A, which matches the 1.5
times higher current (Fig. 9). The second measurement for
11 A current made at a lower chromaticity of 3 units matches
within 10 − 20 percent the first one performed at 14 units.
The negative octupole polarity offers around 30% greater
coverage of the negative tune shifts. This illustrates the
reason why negative octupole polarity is preferred, namely to
suppress impedance-driven instabilities in LHC that feature
negative mode frequency shifts. The exact figure of the
required threshold gain will eventually depend on the details
of the beam distribution.

Injection-to-injection spread of the strength of Landau
damping, measured over 5 consecutive injections at 11 A and
0 deg phase (i.e. resistive anti-damper) turned out to be rather
small at around 7% indicating sufficient reproducibility of
the beam distribution. The 7% value gives a lower limit on
the systematic uncertainty for all subsequent measurements.

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

125



Figure 9: The measured height of the diagrams scales lin-
early with the octupole current with the negative octupole
polarity providing around 30% larger coverage of negative
mode frequency shifts, which are relevant for coherent beam
stability. LHC SDs were measured at 450 GeV in the hor-
izontal plane, solid lines – 𝑄 ′ = 14, dashed line – 𝑄 ′ = 3.
Real and imaginary tune shifts are normalized by the syn-
chrotron frequency.

Depending on the damper phase and thus the direction of
the tune shift, the modes would probe different parts of
the octupole SD: for the imaginary shift it would be the
center that is nearly independent of the beam distribution or
the octupole polarity, whereas for the real shift it would be
the tail of the diagram that strongly depends on the beam
parameters (i.e. emittance, intensity, bunch profile, etc.),
which all vary slightly from fill to fill. Hence, measurements
probing the central SD peak around 0 deg damper phase are
less affected by these beam parameter variations, while the
SD tails (probed around ±90 deg damper phase) underlie a
significant uncertainty.

Quantitatively, from simple detuning considerations one
would expect to measure about a factor two larger SDs than
what was observed in the experiment. There are several
factors that could contribute to this discrepancy. First of
all, it has to be mentioned that the mode complex frequency
shift is affected by the machine’s impedance and neglecting
the latter might lead to a considerable miscomputation of the
octupole threshold as demonstrated in Fig. 10. If one excites
with a resistive feedback, the border of the SD is crossed at a
different location, closer to the tail of the diagram, at a factor
two lower feedback gain. If one then uses this lower gain to
infer the octupole threshold without considering the mode
shift produced by the impedance, one might underestimate
the threshold by about a factor two.

Other effects include natural machine nonlinearities that
might generate a linear detuning with amplitude equivalent
to about −2.5 A of octupole current [17–19] and linear cou-
pling that can distort the amplitude detuning from the Landau
octupoles, reducing the footprint locally, but leading as well
to a large second order amplitude detuning [18,20]. While
the coupling had been corrected to a sufficiently low value in
the beginning of the test at |𝐶− | = 0.001, it may have drifted
away from this initial value over time, which would shrink

the octupole tune footprint and result in a slightly smaller
the SD for larger |𝐶− | values [21].

Figure 10: Machine impedance creates a negative tune shift,
affecting the position of SD crossing when a destabilizing
feedback is applied. Top – nominal machine impedance;
bottom – double machine impedance. The SD depicted by
a red line corresponds to a Gaussian beam with 1 𝜇m rms
normalized emittance and 2.5 A positive octupole current.
Various feedback gains for 5 equidistant phases between 0
and 90 deg are shown as coloured dots.

Finally, although space charge on its own does not provide
Landau damping for the rigid dipole mode, as pointed out
by Möhl [22], it does modify the SD produced by lattice
nonlinearities. In general, an interplay of octupole detuning
and nonlinear space charge may be important as observed
in particle tracking simulations [23]. When the strength
of space charge detuning is small relative to other sources
its impact can be estimated analytically in a simple model
[24], assuming a quasi-parabolic transverse distribution [25],
coasting beam conditions, and a linear space charge detuning
(the model can be extended to bunched beams [26], although
the impact of the bunching is minor). Depending on the
strength of space charge, it leads to a negative real tune
shift of the SD maximum, a widening of the diagram, and a
slight reduction of its height. For the studied parameters, the
impact of space charge should be relatively weak providing
a shift of the SD of around Δ0 = 10−4. Nevertheless, the
space charge interaction could significantly affect the spread
of betatron frequencies and thus the Landau damping when
the machine nonlinearities were small enough, i.e. during
the feedback calibration, as discussed below.
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Comparison with macro-particle simulations
To investigate the space charge issue further we performed

macro-particle simulations in the PyHEADTAIL macropar-
ticle tracking code, which performs 6-dimensional track-
ing [27–29]. The tracking utilizes smooth optics approxi-
mation and a drift/kick model for non-linear synchrotron
motion, treating the accelerator ring as a collection of inter-
action points connected by ring segments where the beam
is transversely transported via transfer matrices. Nonlinear
optics effects such as chromatic detuning and octupolar am-
plitude detuning are applied as effective tune shifts for each
individual macro-particle. Collective effects, arising from
impedance, space charge, or external feedback are applied
at the interaction points where the beam is longitudinally
divided into a set of slices via a 1D particle-in-cell (PIC)
algorithm.

The natural machine nonlinearities were modelled by
a −2.5 A equivalent octupole linear amplitude detuning
(∼ 10−5 rms tune spread). The numerical model also in-
cluded nonlinear longitudinal motion inside the RF bucket
while linear coupling effects were neglected, since they are
expected to have little effect on beam stability if the coupling
is sufficiently well corrected as discussed before. Without
space charge, 1 × 106 macro-particles have been tracked for
1 × 106 turns. Simulations including self-consistent space
charge (via a 2.5D slice-by-slice PIC algorithm) are based on
3 × 106 macro-particles being tracked during 60 × 103 turns
corresponding to a machine time of more than 5 s.

Tracking results shown in Fig. 11 demonstrate that SC sig-
nificantly affects the instability growth rate for a given gain
of the destabilizing feedback increasing the stable area. With
SC included the simulation results remain in good agree-
ment with the experimental observations. This highlights
the importance of including the space charge interaction into
the picture when comparing experimental data to models or
tracking results. Further comprehensive numerical studies
including all potential effects are required to understand the
magnitude and shape of the measured SDs and compare with
the available analytical models.

Table 2: Key simulation parameters in addition to Table 1

Parameter Value
Chromaticity 𝑄 ′

𝑥,𝑦 = 15
Transverse tunes (𝑄𝑥 , 𝑄𝑦) = (64.28, 59.31)
Synchrotron tune 𝑄𝑠 = 4.9 × 10−3

CONCLUSION
In this proof-of-principle test we have demonstrated that

the active feedback system can be used as a source of con-
trolled impedance to probe the strength of Landau damping.
The experiment has been carried out in the LHC at the injec-
tion energy of 450 GeV using single bunches at low intensity.
First, the active feedback system has been calibrated in order
to produce arbitrary complex tune shifts. Both tune shift and

Figure 11: Instability growth rate scales linearly with the
damper gain, allowing to calibrate the feedback strength.
The non-zero gain required to start an instability is caused
by natural nonlinearities of the machine. Overall, experimen-
tal data (crosses and the solid line) are in good agreement
with numerical simulations (squares and the dotted line).
Numerical simulations performed with space charge show
a greater amount of feedback gain required to destabilize
the beam than in the no-space-charge case (circles and the
dashed line), emphasizing the importance of accounting for
the space charge interaction at the LHC injection energy,
𝐸 = 450 GeV.

instability growth rate have been demonstrated to increase
linearly with the feedback gain, as expected. Then, the feed-
back has been utilized to directly measure the strength of
Landau damping by gradually increasing its gain until a
transverse activity is observed. The possibility of explor-
ing the SD by changing the damper phase has also been
demonstrated. The results are in qualitative agreement with
the details of theoretical SD predictions. A more extensive
quantitative analysis (in particular comparing to tracking
simulations with space charge) is required to include effects
of lattice nonlinearities and coherent effects in the picture.

The technique has a potential to become a fast non-
destructive tool for measuring the strength of Landau damp-
ing throughout the accelerator cycle. In LHC it would be
well suited for studies at the top energy, where the constraints
arising from Landau damping are the tightest and the effect
of space charge is negligible. In order to explore this poten-
tial, further studies including the top energy (6.5 TeV at the
moment, with plans to reach the nominal 7 TeV in the future)
should be carried out after the current Long Shutdown. This
approach also has a potential of shedding light on the inter-
play between Landau damping and space charge – an area
where currently one has to rely on computationally demand-
ing macroparticle simulations. For example, at LHC after
demonstrating sufficient safety for the machine, the bunch
intensity could be increased up to∼ 1011 p orΔ𝑄𝑆𝐶 ∼ 𝑄𝑠 at
450 GeV. This would allow investigating how an increasing
space charge force affects Landau damping by the octupoles.
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Figure 12: Beam position data for a 45 degree phase. Left – oscillation envelope over 64000 acquisition turns, the unstable
area, defined by a crossing of the threshold, is shown in red. Center – tune variation over time, obtained with a moving FFT
window of 2000 turns; solid black line shows the moving average, dashed blue – average stable tune, dashed red - average
unstable tune. Right – exponential amplitude blow-up observed in the unstable region; exponential fits are shown in orange.

Proceedings of the ICFA mini-Workshop, MCBI 2019, Zermatt, Switzerland

128



ACKNOWLEDGEMENTS
The authors would like to thank Alexey Burov (FNAL)

for sharing his ideas on the use of a transverse feedback
as a source of controlled impedance which triggered this
research. We express our gratitude to the LHC Operations
Team and especially Francesco Velotti for a fruitful and
productive collaboration that helped sketching a realistic
plan and ultimately successfully carry out tests. We shall
also thank Lukas Malina for his insightful tips on the analysis
of turn-by-turn data, Gianluigi Arduini for his comments
on the paper, and Ewen Maclean and Tobias Persson for
discussion on the sources of lattice nonlinearities in LHC.

REFERENCES
[1] A. W. Chao and M. Tigner, “Handbook of accelerator physics

and engineering,” Singapore: World Scientific (2006)
[2] K. Hübner, A. G. Ruggiero, and V. G. Vaccaro, “Stability

of the coherent transverse motion of a coasting beam for
realistic distribution functions and any given coupling with
its environment,” CERN-ISR-TH-RF-69-23

[3] V. Kornilov, O. Boine-Frankenheim, W. Kaufmann, and
P. Moritz, “Measurements and Analysis of the Transverse
Beam Transfer Function (BTF) at the SIS 18 Synchrotron,”
GSI-Acc-Note-2006-12-001, GSI, Darmstadt (2006)

[4] Y. Luo, W. Fischer, A. Marusic and M. Minty, “Measurement
and Simulation of Betatron Coupling Beam Transfer Function
in RHIC,” doi:10.18429/JACoW-IPAC2018-MOPMF010

[5] C. Tambasco et al., “First BTF Measurements at the
Large Hadron Collider,” doi:10.18429/JACoW-IPAC2016-
WEPOY030

[6] C. Tambasco et al., “Beam Transfer Function and Stability
Diagram,” these proceedings

[7] T. Pieloni et al., “MD 3292: Summary of BTF
studies MD Block 3&4,” CERN, 4 Dec 2018
https://indico.cern.ch/event/776844

[8] A. W. Chao, “Physics of collective beam instabilities in high-
energy accelerators,” New York, USA: Wiley (1993) 371 p

[9] A. Burov, “Nested Head-Tail Vlasov Solver,”
Phys. Rev. ST Accel. Beams 17, 021007 (2014)
doi:10.1103/PhysRevSTAB.17.021007

[10] S. Antipov et al., “IOTA (Integrable Optics Test Accelerator):
Facility and Experimental Beam Physics Program,” JINST 12,
no. 03, T03002 (2017) doi:10.1088/1748-0221/12/03/T03002

[11] E. Stern, J. Amundson, and A. Macridin, “Suppression
of Instabilities Generated by an Anti-Damper with a Non-
linear Magnetic Element in IOTA,” doi:10.18429/JACoW-
IPAC2018-THPAF068

[12] A. Butterworth et al., “LHC transverse feedback,” in Proc.
6th Evian Workshop on LHC beam operation, Evian Les
Bains, France, Dec 2015

[13] W. Höfle et al., “Transverse feedback in the HL-LHC era,”
5th Joint HighLumi LHC - LARP Meeting Fermilab, USA,
Oct 2015

[14] O. S. Brüning, P. Collier, P. Lebrun, S. Myers, R. Ostojic,
J. Poole and P. Proudlock, (Eds.), “LHC Design Report Vol.1:
The LHC Main Ring,” doi:10.5170/CERN-2004-003-V-1

[15] R. Bartolini, A. Bazzani, M. Giovannozzi, W. Scandale, and
E. Todesco, “Tune evaluation in simulations and experiments,”
Part. Accel. 52, 147-177 (1996) CERN-SL-95-84-AP.

[16] X. Buffat et al., “Summary of instability observations at
LHC and implications for HL-LHC,” CERN, 9 Jul 2019,
https://indico.cern.ch/event/831847/

[17] M. McAteer et al., “Magnet polarity checks in the LHC,”
CERN-ACC-NOTE-2014-0012

[18] E. H. Maclean, R. Tomás, F. Schmidt, and T. H. B. Persson,
“Measurement of nonlinear observables in the Large Hadron
Collider using kicked beams,” Phys. Rev. ST Accel. Beams 17,
no. 8, 081002 (2014). doi:10.1103/PhysRevSTAB.17.081002

[19] E. H. Maclean, “Observations relating to MCDO
alignment,” CERN, Geneva, Switzerland, Feb 2019
https://indico.cern.ch/event/812944/

[20] E. H. Maclean, F. Carlier, M. Giovannozzi, T. Persson,
and R. Tomás, “Effect of Linear Coupling on Nonlinear
Observables at the LHC,” doi:10.18429/JACoW-IPAC2017-
WEPIK092

[21] L. R. Carver, X. Buffat, K. Li, E. Métral, and
M. Schenk, “Transverse beam instabilities in the pres-
ence of linear coupling in the Large Hadron Collider,”
Phys. Rev. Accel. Beams 21, no. 4, 044401 (2018).
doi:10.1103/PhysRevAccelBeams.21.044401

[22] D. Möhl, “On Landau damping of dipole modes by nonlinear
space charge and octupoles,” Part. Accel. 50, 177 (1995).

[23] V. Kornilov, O. Boine-Frankenheim, and I. Hofmann, “Sta-
bility of transverse dipole modes in coasting ion beams
with nonlinear space charge, octupoles, and chromatic-
ity,” Phys. Rev. ST Accel. Beams 11, 014201 (2008).
doi:10.1103/PhysRevSTAB.11.014201

[24] E. Métral and F. Ruggiero, “Stability diagrams for Landau
damping with two-dimensional betatron tune spread from
both octupoles and non-linear space charge,” CERN-AB-
2004-025-ABP.

[25] E. Métral and A. Verdier, “Stability diagram for Landau damp-
ing with a beam collimated at an arbitrary number of sigmas,”
CERN-AB-2004-019-ABP.

[26] K. Y. Ng, “Landau damping of space-charge dominated Fer-
milab Booster beam,” FERMILAB-CONF-08-410-AD.

[27] K. Li et al., “Code development for collective effects,”
doi:10.18429/JACoW-HB2016-WEAM3X01

[28] E. Métral et al., “Beam Instabilities in Hadron Syn-
chrotrons,” IEEE Trans. Nucl. Sci. 63, no. 2, 1001 (2016).
doi:10.1109/TNS.2015.2513752

[29] A. Oeftiger, “An Overview of PyHEADTAIL,” CERN-ACC-
NOTE-2019-0013

[30] E. H. Maclean et al., “Tune-footprint through
the LHC cycle,” CERN, 17 Oct 2017,
https://indico.cern.ch/event/672805/

APPENDIX
An example of gathered data for the 45 deg phase, ob-

tained during feedback calibration when increasing the gain
from 0.006 to 0.010 units (Fig. 12). Turn-by-turn data was
gathered for 64000 turns for each event.
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DIAGNOSTICS WITH QUADRUPOLAR PICK-UPS
A. Oeftiger∗, GSI Helmholtzzentrum für Schwerionenforschung, Darmstadt, Germany

Abstract
The spectrum of a quadrupolar pick-up gives access to co-

herent second-order modes of a beam in a non-invasive way.
The signature of bunched beams not only features the first-
order and second-order dipolar modes, but also most notably
(1.) bands of even envelope modes, (2.) odd (skew) envelope
modes and (3.) coherent dispersion modes. The odd (skew)
envelope modes can provide information on linear coupling
and mismatch thereof. The tunes of even envelope modes
and the coherent dispersion modes shift significantly with
space charge and can thus provide a measurement thereof.

The paper presents measurements of the various modes
at the CERN Proton Synchrotron, demonstrates how the
spectral amplitudes depend on the mismatch conditions, and
suggests a new, alternative way to quantify space charge at
high brightness conditions via the coherent dispersion mode.

INTRODUCTION
Quadrupolar pick-ups (QPU) in a beam line provide in-

formation about the coherent transverse second-order mo-
ments of a passing bunch of particles. These devices have
often been used in studies measuring the beam emittance
or injection mismatch of the optics functions [1–3], or the
strength of space charge in synchrotrons [4–8]. The ad-
vantage is the non-invasive and thus non-destructive nature
of measuring the quadrupolar moment (&%* via induced
currents in the four symmetrically arranged electrodes, in
particular for inferring the transverse RMS emittances in
comparison to destructive profile measurement methods like
flying wire scans or secondary electron emission (SEM)
grids. Typically, time domain oriented methods to determine
the emittance from a measured quadrupolar moment demand
well controlled experimental setups, where differential off-
sets in the quadrupolar moments need to be understood and
controlled precisely while the strong dipolar component in
the signal needs to be suppressed. These challenges could
possibly be the main reason why QPUs are typically not yet
used as beam diagnostics in regular operation. A technic-
ally less demanding and thus potentially more rewarding
approach in a synchrotron is to profit from the frequency
domain and measure the bunch eigenmodes, where only
the frequency content and not the absolute values of (&%*
matter.

The quadrupolar spectrum of a circulating beam has a
rich structure. Most often the two even transverse envelope
modes of the oscillating fG,H (B) are studied, most prom-
inently for measuring the strength of space charge by de-
termining the coherent tune shift of the envelope due to
space charge defocusing. Past experiments mainly studied
coasting beam conditions [4–7]. A relatively recent study ex-

∗ also at CERN, Geneva, Switzerland

tends this space charge measurement to bunched beams [8]:
since the envelope oscillations due to injection mismatch
typically decohere very rapidly in bunches, they are much
more challenging to measure than in coasting beams. As
an alternative, the study establishes the quadrupolar beam
transfer function (Q-BTF) technique based on a transverse
feedback system, which quadrupolarly excites the bunch in
a frequency sweep while measuring the beam response in
the QPU. The such measured “bands” of coherent envelope
modes (due to varying defocusing by space charge depending
on the longitudinal line charge density) reveal the maximum
coherent envelope tune shift at the longitudinal peak line
charge density.

While a quadrupolar kick exciting the beam sizes would
intrinsically lead to RMS emittance growth Δn/n0, the dis-
cussed Q-BTF approach lead to well constrained values
Δn/n0 ≤ 5% (comparable to the impact of the flying wire
scan technique). Nonetheless, this method remains prin-
cipally destructive. It may be a good moment to reflect on
simpler non-destructive measurements of space charge than
via the envelopes fG,H , since they decohere so rapidly after
injection for bunched beams (i.e. usual operation mode in
most synchrotrons).

In this contribution, we turn our attention to other second-
order beam moments in the QPU frequency spectrum, which
may last much longer and would thus be more accessible
for precision measurements of space charge detuning. The
odd (skew or tilting) envelope modes are identified in meas-
urements for the first time. In the perturbative space charge
conditions of synchrotrons, these linear coupling modes do
not exhibit significant scaling with space charge though, non-
etheless they can provide a measure of linear coupling. Fur-
thermore, we discuss the coherent dispersion mode, which
represents the correlation between transverse and longitud-
inal degrees of freedom.The dispersion mode tune does shift
with space charge, which could make it an interesting altern-
ative candidate to the envelope modes in order to measure
space charge. Also, the dispersion mode could provide new
insights on beam dynamics regarding the topic of head-tail
instabilities vs. space charge: head-tail instabilities correlate
the transverse planes with the longitudinal plane, i.e. they
naturally provide amplitude to the coherent dispersion mode.

The CERN Proton Synchrotron (PS) is equipped with a
sensitive strip-line pick-up featuring a diode set-up for pre-
cise tune measurements (“Base-Band Q-meter”). Using the
quadrupolar combination of its four electrode signals gives
access to the quadrupolar spectrum. Based on this set-up, we
can identify the various modes in the spectrum by varying
the underlying beam dynamics such as dipolar mismatch
etc. We structure this paper as follows: first we outline the
relevant beam modes in the quadrupolar spectrum, before we
turn to the PS measurements – starting from the dominant
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dipolar modes, then investigating the odd envelope modes
and finally discussing the coherent dispersion mode.

OVERVIEW QUADRUPOLAR SPECTRUM

Figure 1: Schematics of four electrodes in quadrupolar pick-
up, taken from Ref. [9]

Four electrodes, symmetrically arranged in 90° steps in
the transverse plane around the passing beam as indicated
in Fig. 1, pick up on the quadrupolar moment of the passing
beam by combining their induced voltages as (&%* = (*) +
*�) − (*! +*') [9]. This quadratic signal

(&%* ∝ 〈H2〉 − 〈G2〉 (1)

contains contributions from all collective second-order
modes coupling into the transverse plane, where G denotes
the horizontal particle offset and H the vertical offset. 〈·〉

denotes the expectation value summing over all particles in
the beam.

Let us consider betatron motion GV around a constant
equilibrium orbit G with overlaid dispersive motion �GX
for dimensionless momentum offset X � Δ ?

?0
. �G denotes

the horizontal dispersion for this particle, �G = mG/mX.
The horizontal particle coordinate at the QPU location thus
amounts to

G = G + GV + �GX , (2)

and likewise for the vertical plane. The collective quadratic
signal thus splits up into

(&%* ∝
(〈H2

V〉 − 〈G2
V〉

)
︸           ︷︷           ︸

(f2
H−f2

G+〈HV 〉2−〈GV 〉2)

+ 2 · H 〈HV〉 − 2 · G 〈GV〉 (3)

+ 〈
HV X

〉 − 〈
GV X

〉 + longitudinal X terms .

On top, for skew components in the focusing channel, ad-
ditional coupling terms appear involving fGfH and a skew
envelope term f2

GH (first discussed by Chernin [10]).
The spectral content of (&%* comprises all the corres-

ponding eigenmodes for these coherent first- and second-
order moments. Given the bare betatron tunes&G,H , we thus
conceptually expect to see

• &G,H: dipolar transverse motion from G · 〈G〉, H · 〈H〉,

• 2&G,H: dipolar transverse motion from 〈GV〉2, 〈HV〉2,

• 2&G,H − Δ&env,SC
G,H : horizontal and vertical even envel-

ope modes from f2
G,H ,

• &G,H − Δ&disp,SC
G,H : horizontal and vertical coherent dis-

persion mode from
〈
GV X

〉
,
〈
HV X

〉
, and

• |&G −&H |, &G +&H: odd envelope or Chernin modes
from f2

GH , fGfH .
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Figure 2: Spectra of the dipole and quadrupole moments, recorded for a single shot at injection with amplitudes to scale.
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Note that this association of the two even envelope modes
with a respective transverse degree of freedom is only valid
for vanishing coupling. For full coupling, i.e. isotropic fo-
cusing &G = &H , the two modes become simultaneous anti-
phase and in-phase oscillations of both planes, often called
“anti-symmetric” and “breathing” quadrupole modes.

In general, the second-order modes are affected by coher-
ent tune shifts due to direct space charge defocusing (unlike
the first-order modes). This is indicated by Δ&env,SC

G,H for
the even envelope modes and by Δ&disp,SC

G,H for the coherent
dispersion mode.

The coherent tune shift of the odd envelope modes does
not significantly depend on space charge under typical condi-
tions of synchrotrons, as discussed by Aslaninejad and Hof-
mann [11], which is why we do not consider a corresponding
Δ&(� term above. The odd envelope tunes coherently shift
mainly due to the emittance ratio, which is rather small for
the typically round PS beams.

EXPERIMENTAL SETUP IN PS
The CERN PS is equipped with two skew quadrupole

families. One can hence adjust the strength of linear coup-
ling in the machine. Until this year, the PS has typically
been operated with maximised linear coupling to mitigate
the appearing horizontal head-tail instability, as the coup-
ling shares Landau damping between the two planes – this
effect significantly weakens the otherwise strong horizontal
instability [12].

In order to freely scrutinise the modes in the quadrupolar
spectrum in the CERN PS, we prepare a short bunch of
relatively low intensity (# = 5 × 1011 ppb) and very low
space charge (Δ& +G,H ≈ 0.01 due to blown up transverse
emittances) in the upstream PS Booster machine. The low
intensity weakens the horizontal head-tail instability and
we can thus freely choose the coupling strength without
the necessity of using the (new) transverse feedback system
for stabilisation during the first part of the cycle. To start
with, the skew quadrupoles are adjusted for maximised lin-
ear coupling. The two transverse betatron tunes have been
adjusted to a larger distance than the usual PS setting (at
around &G ≈ 6.24 and &H = 6.21) to enable us to clearly
distinguish between horizontal and vertical first-order &G,H
and second-order 2&G,H dipolar modes.

Figure 2 compares the spectra for the horizontal, vertical
and quadrupolar channel of the strip-line pick-up for a single
shot. Each spectrum is recorded over 1024 turns, starting
right after the injection bump closure in the PS to avoid
any related tune shifts thereof [13, Fig. 20]. While the two
transverse dipolar spectra mainly only contain the respective
betatron tune peaks at &G and &H , the quadrupolar spec-
trum exhibits several distinct modes. Besides the first-order
dipolar modes &G,H one observes the second-order dipolar
modes 2&G,H and the two odd envelope modes at |&G ±&H |.

The low space charge conditions entail vanishing coherent
dispersion mode tune shifts Δ&38B?,(�G,H → 0. The disper-
sion mode tunes are thus inseparable from the dominating

first-order dipolar mode tunes at &G,H under the present
conditions.

The “longitudinal X terms” in Eq. (3) contribute to the very
low frequency part of the quadrupolar spectrum. Indeed,
Fig. 2b shows significant amplitude in a broad area to the
left of the vertical dipolar tune peak, which is absent in the
dipolar spectra in Fig. 2a.

In the following we confirm the nature of the beam modes
in the quadrupolar spectrum as seen in Fig. 2b. To this end,
we discuss the panels of Fig. 3 showing spectograms of the
quadrupolar pick-up signal over about 1000 turns starting at
injection.

DIPOLAR MODES
For this first part we aim to carve out only the dipolar

modes in the spectrum while suppressing all other modes.
To this end, we operate at minimised linear coupling to
suppress the odd coupling modes.

Figure 3a illustrates a typical optimised injection into the
decoupled PS where dipolar injection mismatch has been
minimised. One observes mainly the two transverse first-
order dipolar modes at &G and &H (due to remaining small
but finite dipole motion of the beam around the orbit). The
first-order horizontal dipolar mode 〈GV〉 oscillates at frac-
tional horizontal tune @G = 0.3 and the vertical dipolar mode
〈HV〉 at fractional vertical tune @H = 0.06. The second-order
dipolar modes 〈GV〉2 and 〈HV〉2 at respective fractional tunes
1 − 2@G = 0.4 (mirrored at 0.5) and 2@H = 0.12 turn out to
be very faint for the matched set-up, they almost vanish in
the noise background.

By using a horizontal steering dipole magnet in the up-
stream transfer line for a horizontal dipolar injection mis-
match, the beam performs significant dipole oscillations
after injection for more than 1000 turns. Correspondingly,
we can clearly observe both first-order @G = 0.3 and second-
order 1 − 2@G = 0.4 signals in Fig. 3b. At a closer look
one can observe the PS injection bump closure leading to a
shifting tune during the first 400 turns. The bump closure
implied tune shift manifests as a downwards bent horizontal
tune shift for the dipole mode, which correspondingly ap-
pears as an upwards bent shift in the mirrored second-order
case. Applying the same mismatch only in the vertical plane
yields the dominating first-order @H = 0.06 and second-order
2@H = 0.12 signals in Fig. 3c – both bending upwards from
the injection bump. In both transverse cases, the dipolar mis-
match is also confirmed through large oscillation amplitudes
in the usual beam position monitor (BPM) system of the PS.

These dipolar signals are always present in the QPU spec-
trum with the first-order components 〈GV〉 and 〈HV〉 being
the most dominant in the spectrum.

ODD ENVELOPE MODES
We return to the usual set-up of the PS with maximised

linear coupling via the skew quadrupoles. Figure 3d shows
a quadrupolar spectrogram with four distinct modes visible.
They persist at least for several hundreds of turns. The two
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(a) Typical optimised injection with minimal mismatch, mainly the
two dipolar fractional tunes @G , @H are visible.
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(b) Intentional horizontal dipolar offset, the horizontal dipolar tune
appears in first order @G and mirrored second order 1 − 2@G .
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(c) Intentional vertical dipolar offset, the vertical dipolar tune @H
dominates over the horizontal plane.

0 200 400 600 800 1000
Turns after injection

0.0

0.1

0.2

0.3

0.4

0.5

Fr
ac

tio
na

l t
un

e 
f/f

re
v

19

20

21

22

23

24

Lo
g 

of
 sp

ec
tru

m

(d) Linear coupling mismatch via maximised skew component,
the horizontal and vertical dipolar fractional tunes @G , @H appear
together with the fainter odd envelope mode tunes at @G ± @H .

Figure 3: Quadrupolar spectograms for various injection and lattice settings.

first-order dipolar modes 〈GV〉 and 〈HV〉 are again clearly vis-
ible at fractional tunes @G = 0.24 and @H = 0.20. Below we
find the low-frequency odd envelope mode f2

GH (correspond-
ing to the difference resonance |&G−&H |) which oscillates at
@G−@H = 0.04. On the other side we find the high-frequency
odd envelope mode fGfH to oscillate at @G + @H = 0.44, as
expected for the sum resonance term. Since the transverse
emittances are approximately equal, the coherent tune shift
of the odd envelope modes vanishes [11].

Although the odd envelope mode tunes do not shift with
space charge and can thus not provide a measurement thereof,
they can still serve a useful purpose as they give access to
measuring linear coupling: any injection mismatch with
respect to linear coupling leads to amplitude in these modes.
At the same time, the beams arrive mainly without transverse
correlation from the upstream transfer line. Their oscillating
tune can then readily be identified in the spectrum of a QPU
along with the corresponding amplitude.

By adjusting the skew quadrupole families one can thus
minimise the linear coupling experienced by the beam in a
beam-based approach by simply minimising the amplitude
of the two odd envelope modes. This suggested new ap-
proach turns out to be rather flexible and is not restricted to
equal tunes – as opposed to the often employed “closest tune
approach” [14], where one measures the tune distance |�− |
between the two dipolar modes when setting equal tunes.

On the other hand, one can precisely measure coherent
frequency shifts in the case of unequal transverse emittances
since the odd modes persist for a sufficiently long time. For
a horizontally 1.5 times larger emittance, the chart in Aslan-
inejad and Hofmann [11, Fig. 4] predicts a coherent tune
shift on the order of 0.1Δ& +G . For a typical strong space
charge beam at PS injection the incoherent KV tune shift
amounts to Δ& +G ≈ 0.1. Thus the coherent tunes of the
odd modes shift by Δ&>33 ≈ 0.01, which should be well
identifiable in future experiments and thus providate a means
to measure the transverse emittance ratio.

COHERENT DISPERSION MODE
The impact of space charge on dispersion has first been

discussed in the context of extended RMS envelope equa-
tions by Venturini and Reiser [15] and Lee and Okamoto
[16]. To the author’s knowledge, the first experimental evid-
ence of the corresponding dispersion mode comes from the
Q-BTF measurements at the CERN PS in Ref. [8]: the com-
parison between measurement and simulation identifies the
peak shifted below &G = 6.18 as the coherent dispersion
mode, as has been presented in Fig. 4 [8, Fig. 3].

The RF excitation with a quadrupolar kick in frequency
sweep exhibits a dipolar feed-down component, coming from
any finite residual offset of the beam centroid when passing
through the kicker module (which has been minimised due to
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Figure 4: Comparison between measured beam frequency
response and simulated eigenmodes, taken from [8, Fig. 3].

careful orbit adjustment to the centre of the kicker before the
experiment). In the presence of finite chromaticity, dipolar
excitation of the beam at the eigenfrequency of a head-tail
mode of radial order : , i.e. at the :th synchrotron sideband
of the dipolar tune &G,H ± : ·&B , builds up amplitude in this
head-tail mode. This approach has been successfully applied
e.g. in Singh [17, Fig. 5.16], where dipolar RF excitation in
frequency sweep mode individually excites the lowest order
head-tail modes.

Non-rigid head-tail modes (for : ≠ 0) correlate the longit-
udinal phase space with the transverse plane. In particular,
the transverse amplitude exhibits nodes and maximum dis-
placement depending on the longitudinal location I or, equi-
valently, the longitudinal momentum offset X. This means
nothing else than providing energy to the coherent dispersion
mode 〈GV X〉.

The dipolar feed-down of the quadrupolar excitation is
thus the reason why (1.) the excited dipolar tunes become
visible in the dipolar beam response which had been recorded
along with the quadrupolar one [8, Fig. 1] and (2.) why also
the dispersion modes become excited along with the even
envelope bands.

As the PS injection plateau intrinsically exhibits the ho-
rizontal head-tail instability (for sufficient beam intensity)
at natural chromaticity, the coherent horizontal dispersion
mode can persist for a long time. This feature makes it a
candidate for precise tune measurement. The space charge
conditions for the above Q-BTF experiment were relatively
low at Δ& +G,H ≈ 0.02 [8, Table 1] (about a factor 5 below
the then operational LHC beams). While the even envelope
mode bands displayed maximum tune shifts of around 0.06,
the dispersion mode peak shifted only by about 0.01. In
this weak space charge regime and at vanishing chromaticity
(suppressing its corresponding widening effects on the even
envelope mode band as described in Ref. [8]), the maximum
tune shift of the even envelope mode can thus provide a good
measurement of direct space charge in units of Δ& +G,H .

When space charge becomes stronger (as for the LHC
beams), the even envelope modes become shifted to much
lower tunes: now the envelope band can easily overlap with
the first-order dipolar mode peaks, which can complicate
peak identification in the rather crowded fractional tune
space. Under these circumstances it can become beneficial
to measure space charge via its induced tune shift of the
coherent dispersion mode: firstly, Δ&38B?,(� shifts consid-
erably less than the maximum even envelope mode tune
Δ&4=E,(� . Secondly, one measures a rather narrow peak
as opposed to the broad band of even envelope modes im-
plied by the longitudinally changing space charge conditions,
which extend from weak shifts at the head and tail of the
bunch to the maximum space charge tune shift at the peak
line charge density. In the case of the Q-BTF measurement,
the dispersion mode also featured a much better signal-to-
noise ratio. These observations make the dispersion mode
potentially much easier to identify compared to the even en-
velope modes, providing thus a viable alternative approach
to measure direct space charge via the implied coherent tune
shift Δ&38B?,(� .

CONCLUSION

The spectrum of the quadrupolar signal (&%* ∝ 〈H2〉 −
〈G2〉, measured non-destructively in a four electrode pick-up,
provides rich information on beam dynamics. Diagnostics
can be extended to coherent second-order modes involving
the transverse degrees of freedom G, H – beyond present
tune measurement systems with BPMs measuring only the
coherent first-order transverse modes at &G , &H . Literature
on QPUs usually focusses on measurements based on the
even envelope modes, also often simply called “quadrupole”
modes.

The present work however scrutinises the other second-
order modes typically found in the quadrupolar spectrum of a
bunch, in particular due to mismatch after injection. Besides
the first- and second-order dipolar modes, one encounters
the odd envelope (or coherent skew) modes giving access
to linear coupling and mismatch thereof. Further we have
discussed the coherent dispersion modes, which measure
correlation between transverse amplitude and longitudinal
momentum. Energy in the coherent dispersion mode can
be provided through excitation of a head-tail mode, e.g. by
dipolar RF excitation at the corresponding synchrotron side-
band of the coherent dipolar tune, or by a growing head-tail
instability. The coherent dispersion mode can last much
longer after injection than the even envelope mode (in partic-
ular for bunched beams). As the coherent dispersion mode
also shifts with direct space charge, it makes for an altern-
ative candidate to measure space charge besides the typical
approach to quantify the even envelope mode shift due to
space charge. This suggested new approach can be particu-
larly beneficial under strong space charge conditions.
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DIAGNOSTICS OF LONGITUDINAL BUNCH INSTABILITIES AT KARA
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Abstract
KARA, the Karlsruhe Research Accelerator, can be oper-

ated in different modes, including a short-bunch mode. Dur-
ing this mode, where the dispersion is stretched in order to re-
duce the momentum-compaction factor, the micro-bunching
instability can occur. At KARA, several measurement setups
and techniques are used to investigate this instability further
with the long-term perspective to suppress and control it. In
this contribution, we give an overview about the different
setups and the results achieved during the past years.

MOTIVATION
For wavelengths below the size of the emitting structure,

electron bunches emit coherent synchrotron radiation (CSR),
which is – if the bunches are sufficiently compressed lon-
gitudinally – not damped by the vacuum beam pipe and is
thus transmitted. In bent sections of a circular accelerator
the bunch interacts with its previously emitted CSR which
leads to a deformation of the bunch. While this deformation
is stationary for low bunch currents, it becomes dynamic for
higher currents. This self-interaction can lead to a quick rise
in amplitude of the resulting sub-structures which increases
the intensity of the emitted CSR further. In addition, the
charge distribution in the phase space is blown-up until radia-
tion damping starts to shrink it again with the sub-structures
smeared out due to diffusion. This interplay of the instability-
driven blow-up and radiation damping leads to a bursting
behaviour of the bunch. It shows as periodical outbursts of
CSR and a sawtooth modulation of the energy spread and
the bunch length.

DIAGNOSTICS
To study the dynamics of the charge distribution in the

longitudinal phase space, its two projections – the energy
and the temporal profile – can be measured. The relevant
time-scales are given by the bunch spacing (at KARA 2 ns),
the revolution time (at KARA 368 ns) and the timescale of
the bursting behaviour, which is in the order of some mil-
liseconds. Together with the goal to record for sufficiently
long time scales, this sets stringent requirements to the de-
tector systems. At KARA, we use Schottky barrier diode
detectors to sample the CSR intensity, electro-optical spec-
tral decoding (EOSD) to measure the longitudinal bunch
profile and a fast-gated intensified camera and a KALYPSO
system, respectively, to measure the horizontal bunch size
as a measure for the energy spread.

∗ benjamin.kehrer@kit.edu
† now at Argonne National Laboratory, Lemont, IL, USA

Coherent Synchrotron Radiation
To sample the CSR intensity, we use Schottky barrier

diode detectors with response times below 200 ps, which
is sufficient for single-bunch resolution. They are commer-
cially available and offered in various frequency ranges. To
digitize the signals, either an oscilloscope in the segmented
mode or the KAPTURE system is used. KAPTURE is a
picosecond sampling system for individual short pulses with
a high repetition rate (500 MHz) [1, 2]. It has been devel-
oped at KIT and offers up to eight channels with an analog
bandwidth of 18 GHz and 12 bit ADCs.

Longitudinal bunch profile
For measurements of the longitudinal bunch profile we use

the technique of electro-optical spectral decoding. KARA is
the worlds first storage ring where this principle is used in the
near-field range [3, 4]. To do so, a gallium-phosphide (GaP)
crystal is inserted into the vacuum beam pipe and brought
close to the electron beam. The electric field of the passing
bunch turns the crystal birefringent and the longitudinal
bunch profile is imprinted into the crystal. Sending a long
chirped laser pulse (𝜆 = 1050 nm) through the crystal allows
to probe the birefringence and thus the laser spectrum is
modulated according to the longitudinal bunch profile.

To record and digitize the laser spectra we use the KA-
LYPSO system [5, 6]. It is an ultra-fast line array with up
to 1024 micro-strips and a maximum frame rate of 10 Mfps,
which allows turn-by-turn studies at KARA as the storage
ring has a revolution frequency of 2.7 MHz.

Energy spread
Although being an important parameter to study the micro-

bunching instability, the energy spread cannot be measured
directly. Therefore, the horizontal bunch size 𝜎𝑥 is studied
as it is coupled to the energy spread 𝜎𝛿 :

𝜎𝑥 =
√
𝛽𝑥𝜖𝑥 + (𝐷𝑥𝜎𝛿)2. (1)

In addition, it depends on the horizontal beta function 𝛽𝑥 ,
the horizontal dispersion 𝐷𝑥 and the horizontal emittance
𝜖𝑥 . To measure the horizontal bunch size, we use incoherent
synchrotron radiation in the visible range. At KARA, we
have a dedicated beam port for visible light diagnostics [7],
which uses bending radiation from a dipole magnet. For
time-resolved measurements of the horizontal bunch size
we use a fast-gated intensified camera (FGC) [8] and a KA-
LYPSO system [9]. The data analysis is the same for both
devices and takes the particularities of the optical setup and
the imaging process into account: During the acquisition,
the bunch is moving horizontally and the imaging system
contains two off-axis paraboloid mirrors. This leads to a
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distortion of the image which is expressed numerically by
the filament beam-spread function (FBSF) [10]. We deter-
mined the FBSFs from simulations of the optical setup and
the imaging process using OpTaliX [11].

As the final image is the convolution of the FBSF with the
horizontal bunch profile, the FBSF has to be deconvolved
to retrieve the horizontal bunch size. Since a numerical
deconvolution is slow and numerically unstable, we use a
numerical convolution of the FBSF with a Gaussian curve
as a fit function [12, 13].

The FGC has intrinsic limits as the number of data points
per image is limited and there are mechanical as well as
electrical delays. To overcome these limits, a KALYPSO
system is used here as well. Therefore it is equipped with
a Silicon sensor and thus turn-by-turn images are possible
with the potential for continuous streaming [9].

SYNCHRONIZATION
In order to reconstruct the dynamics in the longitudinal

phase space, the different measurement setups have to be
synchronized on a single-turn basis. We use our timing sys-
tem to provide a common trigger to all devices. By adjusting
the trigger delays at the different setups, the setup-intrinsic
delays are compensated and thus a simultaneous start of the
recording is achieved [14], see Fig. 1 for a schematic princi-
ple. The measurement trigger is an arm trigger, which does
not start the measurement directly. This is done by the next
incoming pulse from the revolution clock, which is indicated
by the small vertical arrow in Fig. 1.

MEASUREMENTS
The fully synchronized detector systems allow simulta-

neous measurements of the different bunch parameters. In
the following, two examples for these measurements are
discussed. Both were taken during the occurrence of the
micro-bunching instability.

EVG

EVR 1

EVR 1

EVR 2

EVR 3

EVR 4

FGC

KALYPSO@VLD

KAPTURE

EOSD

LLRF

RF
Ph

as
e

ste
p

Time Rev. clock

Event generator Event receivers Systems Check

Figure 1: Schematic principle of the synchronization scheme
at KARA. The timing system – which consists of one event
generator (EVG) and several event receivers (EVR) – pro-
vides a common measurement trigger that arms the setups
to start recording data with the next incoming trigger pulse
from the revolution clock.

Longitudinal bunch profile at onset of burst
In this first example we measured the longitudinal as well

as the horizontal bunch profile with two KALYPSO systems
and in parallel the CSR intensity with a narrow-band Schot-
tky diode (220 GHz to 330 GHz) read-out by an oscilloscope.
Figure 2 shows the corresponding signals for 120.000 turns
(approx. 44 ms).

Figure 2: Top: Color-coded horizontal bunch profiles
recorded using a KALYPSO system for 120.000 consecu-
tive turns; Center: Corresponding longitudinal bunch profile
from EOSD measurement using KALYPSO; Bottom: CSR
intensity sampled by a narrowband Schottky diode.
Data previously published in [15, Fig. 1].

On the CSR intensity the sawtooth pattern is clearly visible
which indicates the bursting behaviour of the bunch.

In Fig. 3, the longitudinal profile as well as the CSR in-
tensity are plotted for a shorter time range which covers
the onset of a CSR burst. On the longitudinal profile the
occurrence of sub-structuress can be seen at the same time

Figure 3: Detailed zoom-in into Fig. 2 around the onset of
the CSR burst.
Data previously published in [15, Fig. 2].
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when the CSR intensity rises, which supports the process
discussed in the introduction [15].

Energy spread and CSR
To study the energy spread during the micro-bunching

instability, the horizontal bunch size is determined from
KALYPSO measurements at the VLD port. In Fig. 4, such
a measurement covering approx. 36 ms is plotted together
with the corresponding CSR intensity.

Figure 4: Top: Horizontal bunch size recorded with KA-
LYPSO with a profile histogram applied to the data. Bottom:
Corresponding CSR signal recorded by a broadband Schot-
tky diode.
Previously published in [9, Fig. 5]

The horizontal bunch size – which is a measure for the
energy spread – shows a sawtooth modulation with the same
modulation period length as the bursting behaviour of the
CSR in the bottom panel. At the beginning of a burst, the
horizontal bunch size and thus the energy spread has a mini-
mum and increases quickly afterwards.

Figure 5: Detailed zoom-in into the data from Fig. 4. Top:
Horizontal bunch size recorded with KALYPSO with a pro-
file histogram applied to the data. Bottom: Corresponding
CSR signal recorded by a broadband Schottky diode. The
grey bars depict the time ranges, where the horizontal bunch
size is still decreasing, while the CSR intensity already starts
to increase.
Previously published in [9, Fig. 6]

As KALYPSO allows turn-by-turn studies, the onset of
the CSR bursts can be studied in more detail. Figure 5 shows
a zoom-in into the data set from Fig. 4.

The grey bars indicate the phase offset between the in-
crease of the horizontal bunch size and the onset of the CSR
burst. This offset indicates that at the beginning of a CSR
burst, the sub-structures – which lead to the emission of
the CSR – do not lead to an overall increase of the energy
spread and thus the energy spread is still shrinking caused
by synchrotron radiation damping. Here it takes for approx.
5 ms – in this case this corresponds to 4 synchrotron periods
– before also the energy spread starts to increase due to the
instability driven blow-up [16].

SUMMARY AND OUTLOOK
Time-resolved measurements of the different bunch pa-

rameters allow to investigate the micro-bunching instability
in more detail. At KARA, several measurement setups are
used for time-resolved studies with a single turn resolution.
All detector systems are synchronized on a single-turn basis.
These synchronous measurements are a first step towards the
reconstruction of the longitudinal phase space. In addition,
this can also be used as input for a potential feedback to
control the micro-bunching instability.
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Abstract

The beam coupling impedance represents one of the
sources of potential beam instabilities in particle acceler-
ators. The localization of large coupling impedance sources
is therefore very important in order to focus the efforts for
mitigation measures when these are needed. In this work
we will focus on the common methods adopted to quantify
the transverse impedance of a particle accelerator both from
the global and the local point of views. This activity can be
performed in both bunched and coasting beams following
different strategies.

INTRODUCTION

The beam coupling impedance represents one of the
sources of potential beam instabilities in particle acceler-
ators [1, 2]. The localization of large coupling impedance
sources is therefore very important in order to focus the ef-
forts for mitigation measures when these are needed. In this
work we will describe common measurements performed in
particle accelerators to quantify the transverse impedance
from global and local point of views. This type of mea-
surements can be done in both bunched and coasting beams
following different strategies and methods.

For bunched beams, known techniques as the tune shift
versus intensity and phase advance shift versus intensity
will be reviewed. The method application to the CERN
(Centre Européen pour la Recherche Nucléaire) PS (Proton
Synchrotron) and the FNAL (Fermi National Accelerator
Laboratory) Booster rings will be presented and advanced
techniques based on the AC (Alternating Current) dipole
excitation will be reviewed.

For coasting beams, it is not possible to record turn by
turn data with standard BPMs (Beam Position Monitors) due
to the absence of beam structure. Sources of large transverse
impedance can be identified by inspection of the unstable
beam spectrum. In this respect, the example of the successful
identification and mitigation of the most harmful vertical
impedance source of the CERN LEIR (Low Energy Ion
Ring) is presented.

∗ nicolo.biancacci@cern.ch

IMPEDANCE LOCALIZATION WITH
BUNCHED BEAMS

Tune shift with intensity
The systematic connection between transverse beam cou-

pling impedance and main accelerator observables such as
tune, phase advance between BPMs and orbit position was
done starting from [3,4].

The measurement of tune shift with intensity is a well
known technique to quantify the total imaginary part of the
transverse impedance of a machine.

In the following, a beam of average current Ī = qNp/T0
is considered, where q is the elementary charge, Np the
number of particles in the beam, T0 the revolution period
of the machine. Given a localized impedance source at the
location sk along the accelerator circumference (e.g. kickers,
cavities, etc.), the induced tune shift∆Qyk (i.e. in the vertical
plane for example) will be given by

∆Qyk = −
qĪT0

8π3/2βEστ
βyk (sk)Im

(
Ze f f
k

)
Lk, (1)

and, for distributed impedance along the accelerator cir-
cumference (e.g. resistive wall, indirect space charge, etc.),
by

∆Qy = − qĪT0

8π3/2βEστ

∮
C

βy(s)Im
(
Ze f f

)
ds, (2)

where we assumed a beam with longitudinal Gaussian
distribution of rms-length στ , E the total energy of the beam,
β = v/c where v is the beam velocity and c the speed of
light, βy(s) the beta function along the ring, Lk the device
length, and Ze f f the effective beam coupling impedance per
unit meter. This last parameter is defined as

Ze f f =

∫ +∞
−∞ Z(ω)‖S(ω)‖2 dω∫ +∞
−∞ ‖S(ω)‖2 dω

, (3)

where ‖S(ω)‖2 is the beam longitudinal power spectrum
over the angular frequency ω. For a Gaussian beam distri-
bution this is given by

‖S(ω)‖2 = e−ω
2σ2

τ . (4)

From Eqs. (1) and (2) we can see how the tune linearly
shifts with intensity. The tune shift constitutes the first
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global parameter used to estimate the total transverse re-
active impedance of an accelerator and it often represents
the first benchmark measurement for an accelerator trans-
verse impedance model [5].

We present, as an example, the case of the CERN PS, in
which the tune shift versus intensity has been measured at
different energies in order to disentangle the energy depen-
dent component of the impedance, i.e. the one related to the
indirect space charge.

Figure 1 shows the dependence of the imaginary part of
the vertical effective impedance versus kinetic energy in the
PS. The agreement between the model and the measurements
performed in 2015 at zero chromaticity is very good, sug-
gesting a remaining impedance of about 2.5 MΩ/m, not de-
pendent on the energy. The measurement also validates the
indirect space charge computed in the impedance model [6].

Figure 1: Effective imaginary part of the impedance depen-
dence versus kinetic energy in the PS. Blue and red dots
represent measurement data taken in 2015 and 2018 respec-
tively at chromaticity ξv = 0 and ξv = −1, black dots are
computation based on the impedance model (for zero chro-
maticity) [6], lines are fit following the energy scaling of the
transverse indirect space charge impedance.

The comparison with respect to the 2018 measurements
performed at ξv = −1, is instead in agreement only with the
indirect space charge trend versus energy, but presents an off-
set with respect to the model prediction at zero chromaticity.
This behaviour, unexpected from the impedance model, and
further confirmed with systematic tune shift measurements
as a function of chromaticity [6], has been investigated in
2018 by means of impedance localization measurements.

Phase advance shift with intensity
In order to identify the location of the highest transverse

impedance sources in a machine, an extension of the previ-
ously described method was proposed for the first time in
1995: measuring the impedance-induced betatron phase ad-
vance shift with intensity, the radio-frequency (RF) sections
were found to be important impedance contributors in the
CERN LEP collider [7].

A linear tune shift with intensity, can be due to the pres-
ence in the lattice of lumped or distributed intensity depen-
dent defocusing errors [8]. For each source of impedance,
the phase advance shift with intensity ∆µ(s, sk) in the plane
of reference can be computed as

∆µ(s, sk) = ∆Qk +
∆Qk

S(2πQ0)C(2ψk −ψ)S(ψ − 2πQ0) (5)

for s ≥ sk , and

∆µ(s, sk) = ∆Qk

S(2πQ0)S(ψ)C(ψ − 2ψk + 2πQ0) (6)

for s < sk , where ψ and ψk are the phase advance respec-
tively at the location s and the impedance location sk , Q0
is the bare machine tune (in the plane of reference), ∆Qk

the tune shift computed with Eq. (1) for the k th impedance
source. We introduced the short notation C(ψ) = cos(ψ)
and S(ψ) = sin(ψ).

A quadrupole error, therefore, produces a phase beat-
ing wave whose amplitude is given by the corresponding
tune shift, and presents a step equal to the tune shift at the
impedance location. The step will be positive for focusing
errors, or negative for defocusing ones. In most of the cases
an impedance behaves as a defocusing quadrupole error giv-
ing rise to a descending step into the beating wave at the
impedance location.

A similar method, based on the impedance-induced orbit
shift with intensity, was proposed in 1999 in the Novosibirsk
VEPP-4M electron-positron storage ring [9] and in 2001
in the Argonne APS synchrotron accelerator [10]. Later in
2002, the same method was tried in the Grenoble ESRF [11].

The impedance localization method using phase advance
shift with intensity, was also applied to the CERN SPS ma-
chine [12,13] and in BNL RHIC [14]. In the following years,
the method was applied to the PS, SPS and LHC [15] where
an innovative methodology using AC dipole excitation was
proposed [16]. Recently, the method was also successfully
tested at the ALBA accelerator [17].

Application to the CERN PS ring
The phase advance shift versus intensity method was ap-

plied during 2018 in the CERN PS in order to gather the
relevant reference information before the Long Shutdown 2
(LS2). Measurements were done at the PS extraction energy
of 25.4 GeV (kinetic) for minimizing the effect of indirect
space charge as shown in Fig. 1. The measurement was per-
formed with vertical chromaticity ξy close to zero. Figure 2
shows the localized impedance sources distributed along the
100 sections of the ring together with markers at specific
elements in the lattice, such as kickers, septa, wire scanner
(shown as ws), transverse feedback (shown as tfb). The raw
data (bottom plot in black) have been fitted by a least squares
algorithm accounting for the measurement uncertainty [18].
The localized impedance locations are mostly compatible
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with the kickers installed in the machine (see for example
sections 4, 9, 21, 45 and 71). In other locations, for example
between sections 55 and 75, or in section 90, the correlation
to the installed equipment is not straightforward.

Figure 2: Impedance localization reconstruction in the verti-
cal plane of the PS performed at 25.4 GeV kinetic energy.
At the top, impedance strength in units of fraction of the
total tune shift, at the middle, the 100 sections of the ring to-
gether with markers at specific elements in the lattice such as
kickers, septa, wire scanner (ws), transverse feedback (tfb),
at the bottom, the raw phase advance shift with intensity
normalized to the total tune shift together with the curve
reconstructed by the detected impedances.

The same measurement was performed at the energy of
2 GeV, i.e. below transition energy, with ξy of −0.15 and
−2.5 in order to probe the source of the impedance chro-
matic dependence. This measurement was not possible at
extraction energy due to the fast signal decoherence.

As from Fig.1 an increment of ∼3 MΩ/m is expected
moving from 25.4 GeV to 2 GeV kinetic energy due to in-
direct space charge, comparable with the total impedance
measured at extraction. Figure 3, shows the reconstructed
impedance and the corresponding raw data with least square
fit. While, from one hand, the larger amount of impedance
induces a stronger signal, on the other hand this is coming
from the indirect space charge, strongly dependent on the
accurate aperture model of the machine which is not yet
modelled, impedance-wise, at the location by location level.
This is a possible cause for the poor correspondence of the
impedance sources at low energy with respect to the one at
extraction energy shown in Fig. 2.

This measurement can be of interest when compared to
the same one performed with larger vertical chromaticity
ξy = −2.5. In this case, as shown in Figure 4, a large beating
is visible on the phase advance shift with intensity and a clear
lumped source appears in section 97. One of the compati-
ble elements in proximity could be the transverse feedback
kicker. Simulations and measurements did not attribute a
large impedance source to this element when striplines are
correctly matched to load via the RF-transformer [19] and
further investigations are required.

Figure 3: Impedance localization reconstruction in the verti-
cal plane of the PS performed at 2 GeV kinetic energy with
corrected chromaticity ξy = −0.15.

Figure 4: Impedance localization reconstruction in the verti-
cal plane of the PS performed at 2 GeV kinetic energy with
larger chromaticity ξy = −2.5.

Application to FNAL Booster ring
Impedance localization measurements were performed

in 2019 in the FNAL Booster ring in order to detect possi-
ble unexpected impedance sources in view of the machine
upgrade [20, 21]. Measurements were performed both in
so called DC (Direct Current) mode, i.e. on the injection
plateau, and in ramped mode, i.e. throughout the ramp to
flat top. The kicker was powered every 500 turns exciting co-
herent oscillations and the total injected intensity was varied
from ∼ 1 · 1012 to 5 · 1012 protons. Turn by turn data were
collected and their frequency spectra were calculated by Sus-
six [22] and Harpy [23] to extract the phase advance versus
intensity. Figure 5 shows the localization sources obtained
in DC mode: the accumulated phase advance steadily drifts
along the machine not showing particular step-like or beat-
ing behaviour, which is translated also on the normalized
impedance strength along the machine.

The result is not surprising as it is already known that
the almost totality of the Booster transverse impedance is
related to the main bends resistive wall impedance [24].

Measurements in DC mode for the horizontal plane
were not accurate enough due to the intrinsically weaker
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Figure 5: Localized vertical impedance sources at the ki-
netic energy of 400 MeV along the 25 sections of the FNAL
Booster ring together with markers at specific elements in
the lattice such as kickers, dipoles and collimators.

impedance [24]. Similarly, measurements in ramped mode
suffered from reduced kicker strength which affected the
quality of the turn by turn signals.

Advanced techniques: AC dipole

An AC dipole is a radio frequency dipole that produces an
oscillating field that excites driven oscillations in the beam.
While a normal kick would naturally excite the coherent tune
oscillation and sidebands, with an AC dipole it is possible
to drive the beam oscillation at different frequencies and
maintain coherent oscillations for many turns improving
the quality and reproducibility of the optics measurement.
Tracking simulations recently showed that an AC dipole
can be efficiently used to localize impedance sources thanks
to the improved quality of turn by turn coherent betatron
oscillation data [16]. The first exploratory measurement in
the LHC has been so far the only attempt to use the method
and new measurement campaigns are planned in the LHC
and its injectors.

IMPEDANCE LOCALIZATION WITH
COASTING BEAMS

Conventional impedance localization methods based on
BPMs acquisitions cannot be easily used to get accurate turn
by turn data for coasting beams, i.e. in the absence of lon-
gitudinal beam structure. On the other hand, the Schottky
signals are very commonly used to inspect the longitudinal
and transverse frequency content of the beam [25]. For this
reason, the impedance localization methods cannot be in-
tended in the classical way described in the previous section,
but require an alternative approach. In the following we will
describe the identification and suppression of a fast vertical
instability in LEIR based on the inspection of the Schottky
spectrum.

Identification and mitigation of LEIR vertical in-
stability

The LEIR machine is the first synchrotron accelerator of
the CERN ion chain [26]. It accumulates up to 7 pulses of
Pb54+

208 from the Linac 3 at the kinetic energy of 4.2 MeV per
nucleon and accelerates the beam up to 72.2 MeV to the PS1.
The injection and accumulation phases occur in coasting
beam and, until end of 2018, LEIR could not be operated
without transverse damper due to a fast vertical instability
occurring after 3-4 injections [27].

Figure 6 shows, at the top, a standard cycle of LEIR and,
at the bottom, the horizontal (yellow) and vertical (green)
∆ signals recorded by the damper wide band pick-ups. The
reader can notice 7 spikes corresponding to the 7 injections
and a signal increase during capture and acceleration, i.e.
from 1840 ms when the coasting beam is captured by the
RF cavities into 2 bunches.

Figure 6: At the top: intensity accumulated in LEIR (blue)
and magnetic program (red); in dashed lines, the end of
the cooling process, start of capture and acceleration are
respectively shown in cyan, red and green. At the bottom:
horizontal (yellow) and vertical (green) ∆ signals recorded
by the damper wide band pick-ups in the ring. Spikes in the
signals are correlated to the injections and capture processes.
The damper is active all along the cycle.

Figure 7 shows, in a similar way, the effect of removing the
vertical damper along the cycle: the vertical signal shows an
exponential growth starting from the 4th injection preventing
further accumulation.

At the onset of the instability, the vertical Schottky system
recorded a repetitive mode pattern, occurring at multiples
of 1.9 MHz as shown in Fig. 8. At the top, the Schottky
frequency spectrum is showed from 0 to 10 MHz for 350
ms from the start of the instability. At the bottom, selected
spectrum projections, corresponding to the dashed lines of
the top plot, are taken every 50 ms and show the frequency
evolution of the instability in incremental way. The rapid
1 Other species have been accelerated as well, such as Oxygen, Argon and

Xenon.
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Figure 7: Intensity accumulated in LEIR when the vertical
damper is switched-off along the cycle. See Fig. 6 for the
details on the plotted lines.

change in the spectrum after 200 ms is associated to beam
losses.

Figure 8: At the top: the Schottky frequency spectrum is
showed from 0 to 10 MHz as a function of time, for 350
ms from the start of the instability. At the bottom, selected
Schottky spectrum projections corresponding to the dashed
lines of the top plot (an offset has been applied for clarity).
A clear mode pattern resonating at multiples of 1.9 MHz is
visible.

Due to the very low frequency and the resonating behav-
ior the source of the impedance was associated to possible
mismatched terminations of devices that can sustain a quasi-
TEM (Transverse Electro-Magnetic) mode. These devices
are usually kickers or stripline pick-ups (their transverse
cross-section is not simply connected). Since the instability
was observed only in the vertical plane, stripline pick-ups

were considered as possible source (in LEIR kickers are only
acting in the horizontal plane).

A selected list of unused devices was selectively discon-
nected and terminated on a matched load. After the interven-
tion on the UQFHV41 pick-up2, the repetitive mode pattern
was not observed any longer and the instability was effec-
tively suppressed as shown in Fig. 9. After a re-connection
test, the instability reappeared confirming the source of the
instability.

Figure 9: Schottky spectrum after termination of the
UQFHV41 pick-up: resonances at multiple of 1.9 MHz
have disappeared.

CONCLUSIONS
In this paper we summarized the measurements techniques

used to localize impedance sources with bunched and coast-
ing beams.

With bunched beams, we presented the impedance lo-
calization method based on the phase advance shift with
intensity and the recent application to the CERN PS and
FNAL Booster rings.

In the PS, a large source of impedance was detected at
injection energy and at large negative chromaticity, which
is absent for corrected chromaticity. The effect has also
been measured by standard tune shift versus intensity mea-
surements. A possible source has been identified but not
confirmed by bench impedance measurements. Further in-
vestigations are planned after the machine restart.

In the FNAL Booster ring, the measurement was applied
both in DC (injection) and ramped operational modes. The
achieved data quality allowed accurate measurements only
in the vertical plane in DC mode, where no relevant isolated
impedance sources were identified.

With coasting beams, we have presented the success-
ful impedance identification and suppression performed in
2 This pick-up was used for beam transfer function measurements at the

time of the Low Energy Antiproton Ring (LEAR).
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LEIR. The inspection of the Schottky spectrum measured
during the vertical instability onset, allowed to reduce the
possible sources of the instability to the machine stripline
pick-ups. The instability was suppressed matching the ter-
mination of the UQFHV41 pick-up cables.

ACKNOWLEDGEMENTS
The authors would like to acknowledge the CERN LEIR,

PS, LHC, FNAL Booster operation teams for their contribu-
tion in the beam measurements setup. We would also like
to acknowledge C. Bath for the help given during the data
acquisition in the FNAL Booster studies.

REFERENCES
[1] L. Palumbo, V. G. Vaccaro, and M. Zobov, “Wake

fields and impedance,” Sep. 1994, number: LNF-94-041-
P Pages: 331 Publisher: CERN. [Online]. Available:
http://cds.cern.ch/record/276437

[2] A. W. Chao, Physics of Collective Beam Instabilities in High
Energy Accelerators. New York: John Wiley & Sons, Inc.,
1993. [Online]. Available: https://www.slac.stanford.edu/
~achao/wileybook.html

[3] F. J. Sacherer, “Transverse bunched beam instabilities -
Theory,” Apr. 1974, number: CERN-MPS-INT-BR-74-8.
[Online]. Available: http://cds.cern.ch/record/322645

[4] J. L. Laclare, “Bunched beam coherent instabilities,” 1987,
library Catalog: cds.cern.ch Publisher: CERN. [Online].
Available: http://cds.cern.ch/record/611596

[5] B. Salvant, C. Vollinger, T. Dascalu, S. Persichelli,
P. Kramer, N. Mounet, A. Farricker, A. Grudiev,
E. Koukovini-Platia, E. Métral, S. Antipov et al.,
“Building the impedance model of a real machine,”
in Proceedings, 10th International Particle Accelerator
Conference (IPAC2019): Melbourne, Australia, May
19-24, 2019, 2019, p. WEYPLS1. [Online]. Available:
https://doi.org/10.18429/JACoW-IPAC2019-WEYPLS1

[6] S. Persichelli, M. Migliorati, N. Biancacci, S. Gilardoni,
E. Métral, and B. Salvant, “Transverse beam coupling
impedance of the CERN Proton Synchrotron,” Phys. Rev.
Accel. Beams, vol. 19, p. 041001, Apr 2016. [Online]. Avail-
able: https://link.aps.org/doi/10.1103/PhysRevAccelBeams.
19.041001

[7] D. Brandt, A. Hofmann, K. Cornelis, B. W. Zotter,
P. Castro, G. L. Sabbi, J. Wenninger, and G. Morpurgo,
“Measurements of impedance distributions and instability
thresholds in LEP,” Jun. 1995, library Catalog: cds.cern.ch
Number: CERN-SL-95-34-AP. [Online]. Available: http:
//cds.cern.ch/record/283279

[8] S. Y. Lee, Accelerator Physics, 3rd ed. WORLD
SCIENTIFIC, 2011. [Online]. Available: https://www.
worldscientific.com/doi/abs/10.1142/8335

[9] V. Kiselev and V. Smaluk, “A method for measurement of
transverse impedance distribution along storage ring,” in
Proceedings of the 4th European Workshop on Beam Diag-
nostics and Instrumentation for Particle Accelerators, DIPAC
Chester, UK, 1999, pp. 202 – 204. [Online]. Available: http:
//accelconf.web.cern.ch/Accelconf/d99/papers/PT19.pdf

[10] L. Emery, G. Decker, and J. Galayda, “Local bump
method for measurement of transverse impedance of
narrow-gap ID chambers in storage rings,” in PACS2001.
Proceedings of the 2001 Particle Accelerator Conference,
vol. 3, June 2001, pp. 1823–1825 vol.3. [Online]. Available:
https://doi.org/10.1109/PAC.2001.987195

[11] E. Plouviez and L. Farvacque, “Probing the Transverse
Impedance of the ESRF Storage Ring,” in 8th European
Particle Accelerator Conference, Paris, France, 2002, pp.
1550 – 1552. [Online]. Available: http://accelconf.web.cern.
ch/AccelConf/e02/PAPERS/WEPRI009.pdf

[12] G. Arduini, F. Zimmermann, and C. Carli, “Localizing
Impedance Sources from Betatron-phase Beating in the
CERN SPS,” Aug. 2004, number: CERN-AB-2004-083.
[Online]. Available: http://cds.cern.ch/record/793443

[13] R. Calaga, G. Arduini, E. Métral, G. Papotti, D. Quatraro,
G. Rumolo, B. Salvant, and R. Tomás, “Transverse
Impedance Localization Using Dependent Optics,” in
PAC09, Vancouver, BC, Canada, 2009, pp. 4604 –
4606. [Online]. Available: http://accelconf.web.cern.ch/
AccelConf/PAC2009/papers/fr5rfp034.pdf

[14] R. Calaga, “Transverse impedance measurements in RHIC,”
APEX Workshop, 2010, Stony Brook University, NY, USA.

[15] N. Biancacci, G. Rumolo, G. Arduini, G. Sterbini, R. Tomàs,
N. Mounet, R. Wasef, Y. Papaphilippou, H. Bartosik,
M. Migliorati, R. Calaga, L. Palumbo, S. Persichelli,
T. Argyropoulos, K. Cornelis, S. Gilardoni, B. Salvant,
and E. Métral, “Beam Coupling Impedance Localization
Technique Validation and Measurements in the CERN
Machines,” in 4th International Particle Accelerator
Conference, Shanghai, China, May 2013, pp. 3106 –
3108, number: CERN-ACC-2013-0120. [Online]. Available:
https://cds.cern.ch/record/1578579

[16] N. Biancacci and R. Tomás, “Using AC dipoles to localize
sources of beam coupling impedance,” Phys. Rev. Accel.
Beams, vol. 19, p. 054001, May 2016. [Online]. Avail-
able: https://link.aps.org/doi/10.1103/PhysRevAccelBeams.
19.054001

[17] M. Carlà, G. Benedetti, T. Günzel, U. Iriso, and Z. Martí,
“Local transverse coupling impedance measurements in a
synchrotron light source from turn-by-turn acquisitions,”
Phys. Rev. Accel. Beams, vol. 19, p. 121002, Dec
2016. [Online]. Available: https://link.aps.org/doi/10.1103/
PhysRevAccelBeams.19.121002

[18] N. Biancacci, “Improved techniques of impedance calculation
and localization in particle accelerators,” Ph.D. dissertation,
La Sapienza, Rome, Italy, May 2014, library Catalog:
cds.cern.ch Number: CERN-THESIS-2014-043 University:
Rome La Sapienza. [Online]. Available: http://cds.cern.ch/
record/1704527

[19] B. Popovic and L. Matter, “PS Transverse Feedback
Kicker (SD97) Impedance Study,” LIU-PS BD-WG meeting,
CERN, Geneva, Switzerland, Oct. 2019. [Online]. Available:
https://indico.cern.ch/event/851693/

[20] V. Lebedev, “The PIP-II Reference Design Report,” 2015,
FERMILAB-DESIGN-2015-01. [Online]. Available: https:
//doi.org/10.2172/1365571

Proceedings of the ICFA mini-Workshop, MCBI 2019, Zermatt, Switzerland

146



[21] N. Biancacci, Y. Alexahin, M. Carlà, and J. Eldred, “S05.
Transverse impedance localization measurements in the
Booster,” 2019. [Online]. Available: https://indico.fnal.gov/
event/21000/

[22] R. Bartolini and F. Schmidt, “A Computer Code for
Frequency Analysis of Non-Linear Betatron Motion,” Feb.
1998, number: SL-Note-98-017-AP. [Online]. Available:
https://cds.cern.ch/record/702438

[23] L. Malina, “Harpy: Simple, Fast and Accurate Frequency
Analysis of Beam Data,” ABP information meeting, CERN,
Geneva, Switzerland, Sep. 2019. [Online]. Available:
https://indico.cern.ch/event/846846/

[24] A. Macridin, P. Spentzouris, J. Amundson, L. Spentzouris,
and D. McCarron, “Coupling impedance and wake functions
for laminated structures with an application to the fermilab
booster,” Phys. Rev. ST Accel. Beams, vol. 14, p. 061003, Jun

2011. [Online]. Available: https://link.aps.org/doi/10.1103/
PhysRevSTAB.14.061003

[25] F. Caspers, “Schottky signals for longitudinal and transverse
bunched-beam diagnostics,” 2009, in proc. of CAS -
CERN Accelerator School: Beam Diagnostics: Dourdan,
France 28 May - 6 Jun, p. 407, 2008. [Online]. Available:
https://cds.cern.ch/record/1213284

[26] M. Benedikt, P. Collier, V. Mertens, J. Poole, and K. Schindl,
Eds., LHC Design Report, Vol.3, ser. CERN Yellow Reports:
Monographs, 2004, CERN, Geneva, Switzerland. [Online].
Available: https://cds.cern.ch/record/823808

[27] N. Biancacci, E. Koukovini-Platia, and C. Zannini, “Iden-
tification of instability sources in PSB and LEIR,” BE
Newsletter Issue #24, Dec. 2018, library Catalog: cds.cern.ch
Number: CERN-BE-Note-2018-007. [Online]. Available:
https://cds.cern.ch/record/2651040

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

147



SOURCE OF HORIZONTAL INSTABILITY AT THE CERN PROTON
SYNCHROTRON BOOSTER

E. Koukovini-Platia∗, M. J. Barnes, H. Bartosik, G. Rumolo, L. Sermeus, C. Zannini
CERN, 1211 Geneva, Switzerland

Abstract
The CERN Proton Synchrotron Booster (PSB) has been

known to suffer from horizontal instabilities since its early
operation. These instabilities appear at specific beam ener-
gies and range of working points. The source of the insta-
bility and the reason why the instabilities appear at specific
energies remained unidentified. In routine operation, the
instabilities have not been limiting the performance reach
thanks to the horizontal feedback system. Recently, the
interest in these instabilities has been sparked by the on-
going LHC Injectors Upgrade (LIU) program, as well as,
the Physics Beyond Colliders (PBC) study group. Their
systematic characterization has been carried out through
measurements. Macroparticle simulations and analytical
modeling have been applied to explain the measurements
and the dependence on the kinetic energy. Finally, the extrac-
tion kicker has been unambiguously identified as the source
of the instability.

INTRODUCTION
The PSB is the first circular accelerator of the CERN

proton injector chain, in operation since 1972. Before the
second long shutdown (LS2), it received beams with a ki-
netic energy of 50 MeV from Linac2 and accelerated them
to 1.4 GeV [1]. The PSB delivers a variety of beams for the
downstream Proton Synchrotron (PS), Super Proton Syn-
chrotron (SPS), and Large Hadron Collider (LHC) machines,
as well as, high intensity beams for the on-line isotope mass
separator facility ISOLDE [2].

The beam requirements for the High Luminosity LHC
(HL-LHC) [3] exceed the capabilities of today’s CERN in-
jector complex. In particular, the LIU project [4] aims to
increase the LHC beam intensity and brightness by a factor
of two for the HL-LHC era. Within the scope of the LIU
project, the Linac2 has been replaced by a new machine,
Linac4 [5,6], a normal conducting 160 MeV H− linear accel-
erator. The future kinetic injection energy to the PSB will
hence be increased from 50 MeV to 160 MeV [7] to reduce
space charge effects [8]. The extraction beam kinetic energy
will also be increased from 1.4 GeV to 2 GeV, with the ex-
ception of the ISOLDE facility that will not be upgraded but
may require higher intensity per pulse in the framework of
PBC [9].

A horizontal head-tail instability has been observed in the
PSB in the past (see Ref. [14] of [10]). The instability, devel-
oping when the transverse feedback (TFB) [11] is not in oper-
ation, causes severe beam losses of up to 100%. Past studies
indicate that a possible source might be the resistive wall
∗ eirini.koukovini.platia@cern.ch

impedance [12]. Later studies [13] suggest that a large ripple
in the power supply of the focusing quadrupole could be re-
sponsible for the instability. The beam coupling impedance
of the extraction kickers was first suspected in [10, 14, 15]
but without any measurements, simulations, or analytical
studies to support the hypothesis.

Despite the numerous studies on the horizontal head-tail
instability in the PSB, the true source remained unknown
for many years. Moreover, the mechanism of the three in-
stabilities [16] appearing at different energies and thus PSB
cycle times, could not be identified. Although the instability
is fully controlled in everyday operation by the TFB, inter-
est on the subject has been revived in view of the LIU. In
fact, 160 MeV is the energy where the instability appears
for certain working points, which implies two things. First,
the TFB must be active from the very beginning of the PSB
cycle to be able to suppress the fast beam instability. Second,
if the TFB is ineffective for even just a few ms, the choice of
the working point in terms of horizontal tune can be severely
restricted. Furthermore, due to the higher ejection energy
of 2 GeV the question arises whether yet another critical
energy for beam stability exists.

MEASUREMENTS
Measurements using a single bunch and single harmonic

radio-frequency (RF) system were performed to characterize
the instability at a constant energy plateau of 160 MeV in
order to mimic the future PSB injection energy from Linac4.
Measurements of beam losses and rise times versus the hor-
izontal tunes were performed with and without the TFB to
disentangle the losses due to the collective instability from
those due to resonance crossings. The horizontal tune is
varied between 4.10 and 4.45.

The results are presented in Fig. 1 for an intensity of
2 × 1012 p. In the upper plot, the losses are shown as a
function of the horizontal tune. The losses reach up to 100%
when the TFB is off (red points) and are more severe for
tunes between 4.23 and 4.30. The maximum losses occur
at 𝑄𝑥 = 4.26. Instead, when the TFB is on, no beam losses
occur (blue crosses in the upper plot). In the bottom plot,
the instability rise time versus 𝑄𝑥 is shown. The grey points
correspond to the five acquisitions per tune-setting. The red
points represent the mean value at each 𝑄𝑥 , while the error
bars are given by the standard deviations. The fastest rise
time is observed for a horizontal tune of 𝑄𝑥 = 4.26 and is
0.6 ms.

Figure 1 shows why it is important to suppress the head-
tail instability after LS2. For certain working points, the
instability develops at exactly the future injection energy of
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Figure 1: Measured beam losses and instability rise time
versus 𝑄𝑥 for 2 × 1012 p. Losses reach almost 100% at
𝑄𝑥 = 4.26, and the rise time is as fast as 0.6 ms.

160 MeV. Without limiting the choice of the working point
to avoid triggering the instability, the obvious requirement
is that the PSB TFB should work right from injection, in-
cluding during the transients of the multi-turn injection and
filamentation.

An upgrade of the TFB was already envisaged for the LIU
and the new hardware was installed in 2018 [17]. Thanks
to the latter, it is expected that the TFB will be operational
from the very beginning of the cycle and therefore be able
to suppress the potential instability for tunes between 4.21
and 4.30. The new system will also be able to cope with the
increased beam intensity expected in 2021 (60% increase
in the PSB). Despite all the promising results on hardware
testing [17], identifying the instability source remains an
important task in order to improve our understanding of the
underlying mechanism and to propose the implementation
of permanent mitigation techniques.

SIMULATIONS
A narrow-band resonator impedance has been suspected

in the past in [10, 14, 15] as the potential source of the insta-
bility. In 2010, Chanel and Carli performed vector network
analyzer (VNA) measurements of the S11 reflection coeffi-
cient [18] on the transmission cables and kicker magnets to
identify the frequencies of the resonances due to the coupling
with the external circuits. This revealed three resonances
at ∼1.65 MHz, ∼4.9 MHz, and ∼8 MHz, suspected to be
associated with the short-circuit terminations of the PSB
extraction kicker.

In order to investigate if the 1.65 MHz line is responsible
for the observed instability, 6D macroparticle tracking simu-
lations with the PyHeadtail [19] code were performed for

comparison with measurements. The main parameters are
shown in Table 1.

Table 1: Main parameters used in PyHeadtail.

Parameter Value
Circumference C 157 m
Relativistic gamma 𝛾 1.17
Synchrotron tune 𝑄𝑠 1.69 × 10−3

RF voltage 𝑉RF 8 kV
Harmonic number ℎ 1
Bunch intensity 𝑁 4 × 1012 p
Resonator shunt impedance 𝑅𝑠 4 MΩ/m
Resonator frequency 𝑓𝑟 1.72 MHz
Resonator quality factor 𝑄 100
Wake decay time 𝑁wake 150 turns
Number of macroparticles 𝑁mp 1 × 106 p
Number of turns 𝑁turns 33000 turns
Chromaticity 𝜉𝑥/𝑦 -0.7/-1.6
Full bunch length 𝑙𝑏 504 ns

The exact frequency of the narrow-band resonator, i.e.
1.72 MHz, was found by performing a fit in simulations to
best reproduce the measured behavior of the instability rise
time versus horizontal tune. This value is indeed close to
the lowest resonance measured by Chanel and Carli and to
the expectation from the beam coupling impedance model
of the kicker (see Fig. 2).
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Figure 2: Horizontal impedance model of the PSB extrac-
tion kicker due to coupling with the kicker electrical circuit,
including cables as coaxial transmission lines.

The impedance model of the kicker takes into account the
coupling to the electrical circuit, including cables as coaxial
transmission lines [20]. The frequency pattern of the reso-
nances depends on the single-way delays and termination
of the kicker circuit. The very low attenuation constant of
the cables makes these resonances narrow with a Q value of
about 100 and a shunt impedance in the order of MΩ/m, i.e.
in very good agreement with the findings of Fig. 3.

The red points are the measured rise times with mean and
standard deviation of five shots and the dashed green curve
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Figure 3: Rise time versus 𝑄𝑥 from measurements (red),
PyHeadtail (green) and Delphi (blue) simulations with the
narrow-band resonator impedance model, and PyHeadtail
simulations (light green) and theory (grey) with the full PSB
impedance model.

corresponds to the PyHeadtail results using the narrow-
band resonator. Evidently, the measurement results are fully
consistent with the first kicker resonance at ∼1.72 MHz.
The frequency domain Vlasov solver Delphi [21] (dashed
blue curve in Fig. 3) is also used for comparison against
measurements and PyHeadtail, and found to be in good
agreement.

As a next step, the full PSB impedance model is used
in PyHeadtail. The former also includes resistive wall
impedance, indirect space charge, flanges, step transitions,
injection kickers, extraction kicker magnet losses in the non-

ultrarelativistic regime [22, 23], and cavities. A good agree-
ment was found when compared with the measurements
(dashed light green curve in Fig. 3). The rise time can also
be calculated from the theoretical point of view using the
Sacherer theory [24] and the full PSB impedance model.
The results are plotted in Fig. 3 with the dashed grey curve.

As a next step, the azimuthal mode number of the insta-
bility is investigated. In Fig. 4, the measured horizontal
centroid is shown versus turns (top left), while the simulated
one using the full PSB impedance model is in the top right
plot. In the bottom plots, the Fast Fourier Transform (FFT)
of the measured and simulated centroid signals are shown in
the left and right plots, respectively. Using a sliding-window
FFT, the frequency spectra are obtained at different numbers
of turns, indicated by the colored vertical lines in the top
plots. The FFT from the measured data indicates that the
instability is of azimuthal mode number -5 (bottom left plot),
in agreement with PyHeadtail (bottom right plot). The
slight shift of the peaks away from the integer is related to
the intensity.

Last, simulations are compared with measurements in
terms of the radial mode of the instability. The measured
head-tail modes as recorded by the horizontal pick-up in the
PSB (see Fig. 5a) agree well with Delphi simulations [25]
(Fig. 5b) for a horizontal tune of 4.26. This good agreement
could not be achieved without including the indirect space
charge in simulations. Over the whole range of explored
tunes, however, the number of nodes in the intra-bunch pat-
terns can differ by few units, suggesting that some additional
ingredient may still need to be included in the analysis.
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Figure 4: Horizontal centroid from measurements (top left) and PyHeadtail simulations using the PSB impedance model
(top right). Information on the azimuthal mode number is obtained by performing a sliding-window FFT on the centroid
signals. Both cases predict an azimuthal mode number -5.
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Figure 5: Head-tail modes as recorded by the horizontal
pick-up for a single bunch in the PSB with 𝑄𝑥 = 4.26, 𝑁 =
4 × 1012 p and 𝜉𝑥 = −0.7 (top), and as predicted by Delphi
simulations for the same parameters (bottom).

ANALYTICAL STUDIES
The impedance model in Fig. 2 can also be used to predict

the expected energies at which the instability will occur. The
condition to drive an instability can be written as in [26,27]:

𝑓𝑖
𝑓rev

+𝑄𝑥 = 𝑛, (1)

where 𝑓𝑖 is the resonant frequency of the impedance, 𝑓rev
is the revolution frequency, 𝑄𝑥 is the horizontal betatron
tune, and 𝑛∈Z. The 𝑄𝑥 is varied as a function of the kinetic
energy according to the ISOLDE beam operational tune
settings. Figure 6 shows the left-hand side of Eq. (1) as a
function of the kinetic energy for the first and second kicker
resonance. All three experimentally observed instabilities
along the PSB cycle [28] are predicted and explained either
by the first or the second kicker resonance. The first kicker
resonance is responsible for the instability at ∼160 MeV,
while the second resonance is responsible for the second
and third instabilities at ∼330 MeV and ∼1.25 GeV, respec-
tively. The second resonance plays a marginal role below
160 MeV because the highest significant frequency of the
bunch spectrum is smaller than the resonant frequency be-
low this energy and, hence, does not excite the resonance.
For the same reason, the third kicker resonance has a minor
effect all along the PSB energy range. Moreover, no further
instability is predicted for energies between 1.4 GeV and
2 GeV.

Figure 6 explains for the first time why the instability in
the PSB occurs only at specific energies. The revolution
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Figure 6: Left-hand side of Eq. (1) as a function of the kinetic
energy up to 2 GeV for the first kicker resonance (grey line)
and the second resonance (green line). The blue points mark
the energies where instabilities have been observed in the
PSB. The red point is a prediction that an instability should
also be observed at ∼55 MeV.

frequency, and thus the betatron frequency, changes with
energy. As a consequence, the betatron tune at which the
instability occurs due to a specific impedance also changes
with energy. Interestingly, the theoretical analysis depicted
in Fig. 6 predicts that a horizontal instability should also
occur at ∼55 MeV, which was never reported in the past.
Dedicated measurements recording the horizontal pick-up
signal at ∼55 MeV were made to validate this prediction.
The measured pick-up signal is shown in Fig. 7. It illustrates
a horizontal head-tail signal with two nodes, recorded and
observed for the first time at the energy of ∼55 MeV.
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Figure 7: Head-tail mode recorded by the horizontal pick-up
for a single bunch at ∼55 MeV.

Theory and machine measurements are in excellent agree-
ment and the dependence of the instability characteristics on
the kinetic energy is fully understood. All observed instabil-
ities along the PSB cycle can now be explained by a single
source, namely the resonances due to the kicker magnets and
low-loss transmission cables of the extraction kicker system.

MEASUREMENTS WITH MODIFIED
KICKER TERMINATION

Measurements of beam losses versus the horizontal tune
were realized with a temporary modification of the kicker’s
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electrical circuit. The 1 nF capacitor in one of the filter
networks at the main switch end of the transmission cables
of the kicker was replaced with a short-circuit. The high
impedance of 5 Ω at the switch end of the transmission
lines was also replaced by a resistance which matches the
characteristic impedance of the system (6.25 Ω). The kicker
system cannot be pulsed in this configuration to actually
extract the beam, which was thus lost in the machine. The
results from the measurements are shown in Fig. 8.
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Figure 8: Beam losses at 160 MeV versus horizontal tune
with intensity 𝑁 = 3 × 1012 p with the modified kicker ter-
mination. Measurements with TFB off (red) and on (blue)
are shown.

With the modified kicker termination, no sign of the in-
stability is observed even when the TFB is kept inactive all
along the cycle, as opposed to Fig. 1 with the operational
kicker termination. This unambiguously confirms that the
instability is caused by the high impedance at the switch end
of the transmission cables to the magnets, together with the
short-circuit termination of each extraction kicker magnet.

SUMMARY
A horizontal head-tail instability has been observed for

more than 40 years in the PSB. Its source remained un-
known until now and the instability was suppressed during
routine operation by the TFB. Thanks to recent measure-
ments, simulations, and theoretical analysis, the source of
the instability has been identified. A single source, namely
the resonances introduced by the cables of the PSB extrac-
tion kicker system, is found to be responsible for all the
observed instabilities along the PSB cycle. Simulations and
analysis with Sacherer’s formalism agree with the measure-
ment results and clearly pinpoint the origin of the instability.
It is given by the high impedance at the thyratron switch end
of the transmission cables to the kicker magnets together
with the short-circuit termination of each magnet. With the
upgrade of the TFB hardware already envisaged for the LIU,
the instability is currently expected to be suppressed from
the very beginning of the PSB cycle at the future injection
kinetic energy of 160 MeV. Moreover, no further instability
is predicted according to the theoretical analysis for ener-
gies between 1.4 GeV and 2 GeV. Ideas how to permanently
suppress the kicker resonance have been considered in [29].
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ADTOBSBOX TO CATCH INSTABILITIES
M. E. Söderén∗, D. Valuch, CERN, Geneva, Switzerland

Abstract
During long shutdown II (2019-2020) the transverse ob-

servation system (ADTObsBox) in the LHC will undergo a
substantial upgrade. The purpose of this upgrade is to allow
for true low latency, online processing of the 16 data-streams
of transverse bunch-by-bunch, turn-by-turn positional data
provided by the beam position monitors in transverse feed-
back system in the LHC (ADT). This system makes both
offline and online analysis of the data possible, where the
emphasis will lie on online analysis, something that the older
generation was not designed to provide. The new system
provides a platform for real-time analysis applications to
directly capture the data with minimal latency while also
providing a heterogeneous computing platform where the
applications can utilize CPUs, GPUs and dedicated FPGAs.
The analysis applications include bunch-by-bunch transverse
instability analysis which will profit from significant reduc-
tion of latency.

ADTOBSBOX DURING RUN II
In 2015, a system called ObsBox (Observation Box) [1]

was introduced by the Radio-Frequency group at CERN
which allowed for buffering of multiple high-bandwidth data-
streams from the Low-Level RF systems. The main purpose
of the system for the transverse plane in the LHC is to make
buffers with beam data (e.g. a bunch-by-bunch transverse
position) of different lengths available for users. The buffers
are ranging from 212 turns to analyze injection oscillation
transients, to 217 turns to analyze transverse beam oscilla-
tions caused for example by civil engineering works close to
the LHC beam tunnel [2]. Over time, the system has evolved
into an important tool providing live beam parameter and
transverse stability data to the accelerator operation, and
it is an absolutely vital tool for the machine development
sessions, where new ideas or methods are being tested in
the machines. The ObsBox machines, which analyze the
data in the transverse plane from the ADT are specifically
called "ADTObsBox". They have been a proving-ground to
test the limits of its computing system, since the transverse
plane is where the analysis has gradually moved towards
online analysis (<1 second, or 11k turns latency). In 2016,
an online transverse instability detection system [3,4] was
introduced that analyzed the beam positional data for ex-
ponential oscillation amplitude growths to detect an onset
of transverse instability (all analysis performed bunch-by-
bunch). This results in a trigger sent over the LHC Instability
Trigger network (LIST) so this event is captured by other
observation instruments in the LHC. This also causes an
observation buffer in the ADTObsBox to be triggered for
later analysis. The bunch-by-bunch instantaneous ampli-

∗ martin.soderen@cern.ch

tude is also published and made available, e.g. for the ADT
beam activity monitor which is a fixed display in the con-
trol room that has been a important operational tool during
run II. The ADTObsBox instability detection system made
a significant contribution to the analysis and mitigation of
ongoing operational issues [5].

ADTOBSBOX AFTER LS2
During LS2, a substantial upgrade of the ADTObsBox

will take place. It will be redesigned from the ground up with
new I/O cards with custom firmware, driver, servers, and
applications. The main reason for this upgrade is to reduce
the latency between the I/O cards until the data is available
for analysis. In the older generation, this latency was 364 ms
and the new generation will reduce this to 120 µs. This is
achieved by moving all the pre-processing from the host
server to the FPGA and creating a new driver which man-
ages a large circular buffer which allows for asynchronous
transfers. This means that the data is ready to be analysed
as soon as the transfer from the FPGA is completed and
thus reduces the amount of computing resources needed to
receive the data.

The new I/O card can receive up to ten channels so two
cards can accommodate all 16 channels which the ADT
provides. This allows for all channels to be available in a
single host server opening up the possibility to cross-beam
and cross-plane analysis, something which was not possible
in the previous system.

The new servers will allow us to continuously upgrade
the ADTObsBox system with new applications during run
III without being limited by computing resources. The new
GIGABYTE G481-HA0 servers have 384 GB of RAM and
they can run 96 threads in parallel so one server has roughly
the same computing capacity as four of the older generation.
There will be 3 servers with different purposes, one for real-
time analysis, one for buffers, and one for development. The
server dedicated for buffering will have 144 TB of local
storage which will be used for a circular buffer. This will
be able to store turn-by-turn and bunch-by-bunch transverse
positional data for a minimum of 24 hours which can be
important if an interesting event occurred which did not
result in a trigger of any buffer. This can also be helpful for
machine development runs where the complete data-set for
the session can be stored for offline analysis at a later stage.

TRANSVERSE INSTABILITY ANALYSIS
The new system will reduce the processing latency from

364 ms to 120 µs which will make the ADTObsBox an even
more powerful tool for transverse instability detection in
the LHC. With the long processing delay, it can be too late
for some fast rise time instabilities to be detected. If the
beam is dumped due to losses on the collimators then it
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would be captured by the post-mortem buffers but if not
then the data could be lost. The current transverse instability
detection implementation applies the Hilbert transform [6]
to the bunch-by-bunch data. An instantaneous oscillation
amplitude for each bunch is calculated. A growth can be
detected by comparing the running average of the instanta-
neous amplitude for different time windows. A time window
of 210 turns can be seen in Fig. 1. When an instability is
detected, dedicated observation buffers are triggered and
saved to a storage server for further analysis. At the same
time all data from the instability analysis, for example the
bunch-by-bunch transverse activity is logged by the acceler-
ator logging service (NXCALS) [7]. The implementation
details of the new system have not been decided yet, but one
possible solution would be to combine the data from 4 pick-
ups, apply the Hilbert transform and then do an exponential
curve fitting on the instantaneous amplitude. This would be
performed on all bunches in the LHC and in all 4 planes so
the computational resources to run this would be significant.

Figure 1: Moving average of instantaneous oscillation am-
plitudes

CONCLUSION
The upgrade of the ADTObsBox will allow for detecting

instabilities while they are occurring and trigger other ob-
servation instruments in the LHC with shorter buffers. It
will also allow more powerful analysis tools to be used in
the future while providing a 24h circular buffer which can
be used to analyze events not triggered by other instruments.
In conclusion, this is a very powerful system that has proved
its value during run II and will continue to do it even better
during run III.
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LONGITUDINAL BEAM QUALITY MONITORING
T. Argyropoulos,

CERN, Geneva, Switzerland

Abstract
Reliable monitoring of the longitudinal beam quality is

essential for a safe and efficient operation of any high in-
tensity accelerator. The definition of beam quality criteria
vary from one machine to the other, depending on the beam
and machine parameters. In this paper, the most commonly
used concepts of longitudinal beam quality monitoring are
addressed with emphasis given on the applications in the
circular accelerators at CERN.

INTRODUCTION
Monitoring of the longitudinal beam quality is one of the

key ingredients in the operation of high intensity particle ac-
celerators and an essential component to increase the beam
performance. Moreover, it ensures the machine safety by
quickly spotting any beam degradation (instability, losses) or
hardware problem (RF cavities trips, errors in the phase of
successive modules in Linacs, problems during RF manipu-
lations, etc.) and therefore allows for an efficient correction
in critical situations. Reliable longitudinal beam observa-
tions are especially crucial during machine commissioning
and machine studies. In addition, in certain circumstances,
the longitudinal beam parameters could be used as an input
to optimize other beam manipulations.

The criteria defining the longitudinal beam quality vary
from one machine to the other, depending on the particle
type and on the beam pattern (single- or multi-bunch beams).
Specific needs and problems of each machine determine
what should be monitored (instabilities, distributions or long
term evolution), and therefore they define the requirements
in resolution and frequency of acquisitions.

The variety of the beam parameters for the different types
of accelerators define the measurement approach, which in
most cases, is focused on obtaining accurate and reliable
longitudinal bunch profiles. Such profiles can be further
analyzed to obtain the required bunch parameters (bunch
shape, length, position, and emittance). A large spectrum of
diagnostic techniques has been developed over the years to
cope with the increased needs in time resolution (in the order
of a few fs). They can be distinguished in direct measure-
ments of the beam: wall-current monitors (WCM) pick-ups,
RF zero-phasing, transverse deflecting cavities, beam shape
monitors, etc or in those using the synchrotron radiation to
reconstruct the bunch distribution: streak camera, coherent
radiation, etc [1].

This paper will be focused on how longitudinal beam
quality is monitored in the CERN accelerator complex, and
in particular in the LHC and the SPS. The bunch lengths of
interest are of the order of few ns, measured by WCMs with
bandwidths of around 3 GHz together with fast-sampling
oscilloscopes (up to 40 GS/s).

MONITORING OF SINGLE BUNCHES
Precise and accurate diagnostics with high resolution are

needed to monitor the longitudinal quality of single bunches.
The knowledge of bunch position and length are usually ad-
equate to identify and characterize longitudinal instabilities
during machine operation. However, higher resolution is
often needed in order to resolve in more details the intra-
bunch motion and the longitudinal distribution (higher mode
of instabilities, RF manipulations, luminosity calculations,
etc.). In addition, the measurements should well cover at
least a few synchrotron periods, which, depending on the
accelerator, could be translated to an acquisition of a few
thousands of turns. Figure 1 presents an acquisition of lon-
gitudinal bunch profiles at the moment of injection into the
LHC. Measurements were done using a WCM [2] pick-up

Figure 1: Two common illustrations of longitudinal bunch
profile measurements at the LHC injection (VRF = 6 MV).
Top: "mountain range" plot. Bottom: "waterfall" plot. The
quadrupole oscillations of the bunch are clearly visible, ini-
tiated by an RF voltage mismatch.
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with a bandwidth of around 3 GHz connected to a Tektronix,
DPO7254 oscilloscope with sampling rate of 40 GS/s. Two
commonly used means to illustrate the acquired data are
shown, the mountain range plot (top) and the waterfall plot
(bottom). In both representation, one can clearly observe
the quadrupole oscillations of the bunch, triggered by the
mismatch of the RF voltage at LHC injection.

In addition to a clear illustration of the intra-bunch motion,
the waterfall plots can be used to identify phase and energy
errors at injection. This is illustrated in Fig. 2. In the left plot,
the dipole oscillations are initiated by an energy error, since
the bunch is injected in the bucket center (white vertical
line). In the right plot, the oscillations are caused by a phase
error, as an initial phase displacement with respect to the
bucket center can be observed. Note that in both cases the
impact on the bunch is similar.

Figure 2: Waterfall plots presenting simulations of dipole
oscillations of a bunch caused by energy (left) and phase
(right) errors at injection. The white, vertical line indicates
the bucket center [3].

The acquired bunch profiles can be fitted to obtain informa-
tion on the bunch parameters (bunch position, peak, length
and intensity). Different types of fits can be applied, depend-
ing on the specific bunch distribution (Gaussian, parabolic,
etc). However, for an efficient monitoring of the beam quality
during operation, faster algorithms (for example full-width-
half-maximum of the bunch profile) are usually preferred in
some cases, even at the expense of loosing accuracy.

The bunch parameters obtained after the fitting could
be further analyzed to extract more information: quantify
the injection errors, obtain the frequency of oscillation, the
damping rate of a coherent motion or its growth rate (in case
of instabilities), etc. Figure 3 depicts the bunch length oscil-
lations due to the voltage mismatch at the LHC injection. By
fitting these oscillations one can estimate the synchrotron fre-
quency (actually 2fs) and the damping time of the quadrupole
motion, which is used to detect possible issues with the RF
voltage amplitude.

Furthermore, the 2-dimensional longitudinal phase-space
distribution of the bunch can be reconstructed, based on mea-
surements of the bunch profiles, by applying tomographic
techniques. Apart from visualizing the longitudinal phase-
space, longitudinal tomography provides information on
the longitudinal emittance and the momentum spread of the

Figure 3: Bunch length oscillations at the LHC injection with
VRF = 6 MV. The synchrotron frequency fs = 54.9 Hz and
damping time of 𝜏d = 0.15 s were obtained after applying
a sinusoidal fit (orange curve). The revolution period is
Trev = 88.9 𝜇s.

bunch, with better precision than an analysis of bunch profile.
In addition, it gives an accurate model of the particle distri-
bution which is very important for analytical calculations
and macro-particle simulations in view of beam instability
studies.

Longitudinal bunch tomography was originally devel-
oped at CERN [4], in order to investigate the longitudinal
emittance evolution during the complex RF manipulations
(bunch splitting, merging, rotation, etc.). It is now a well-
established operational tool, necessary at certain times in
the cycle (beam injection, extraction, RF manipulations) and
has been extensively used in all machines of the CERN PS
Complex. Figure 4 presents an example of the phase-space
distribution of a bunch injected to the LHC with a large en-
ergy error (top figure), reconstructed by tomography. After
filamentation and due to special issues with the phase-loop,
a hole in the center of the longitudinal phase-space appeared
(bottom figure), which was preserved until the beginning of
the ramp (∼30 minutes later).

Long term evolution

For most of the accelerators it is essential to monitor the
longitudinal beam quality during the entire cycle. Since
the cycle duration varies from a few seconds to many hours
(LHC case), the frequency of the acquisitions has to be
adapted. In this case, the evolution of beam parameters
(bunch lengths and positions) is monitored, providing an
overview of the beam stability, as well as the possibility to
identify instability thresholds. An example of the bunch
length evolution in an SPS proton cycle is shown in Fig. 5,
where depending on the bunch intensity, different types of
instabilities can be observed: a slow instability which mani-
fests with slow emittance blow-up during the ramp (green
trace) and a fast instability indicated by an abrupt emittance
blow-up (red trace) [5].
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Figure 4: Tomographic reconstruction of a bunch in the
LHC. Top: at the moment of injection. Bottom: 30 minutes
later. A hole in the center of the longitudinal phase-space is
generated due to the large energy error, and survived until
the beginning of the ramp.

MONITORING OF MULTI-BUNCH
BEAMS

Similar type of plots, of the bunch parameters evolution
along the cycle, can be generated to visualize the longitudinal
beam quality in the case of multi-bunched beams. However,
for the sake of simplicity, the average value of the bunch pa-
rameters can be plotted. The spread of the bunch parameters
within the batch (rms or min-max values), which is related
to the stability of the beam can be also shown in the same
plot. An example of the average bunch length evolution of a
nominal SPS proton cycle used for filling the LHC is shown
in Fig. 6. One can see that all 4 PS batches, with 72 bunches
each, become unstable at a certain moment in the cycle. The
onset of instability is indicated by the black, vertical line and
can be identified by the increase of the spread in the bunch
lengths within the batches (shown as error bar and also with
the points in the bottom of the plot).

Figure 5: Bunch length evolution at the SPS in double har-
monic operation (bunch shortening mode) for different inten-
sities. Blue trace: stable bunch. Green trace: slow instability
manifests with slow emittance blow-up during the ramp. Red
trace: fast instability indicated by a sudden increase of the
bunch length (microwave instability) [5].

Figure 6: Average bunch length evolution along a nominal
LHC proton cycle in the SPS. Different colours correspond
to different batches of 72 bunches. The dots on the bottom
show the bunch length spread within each batch. The black
solid line corresponds to the onset of the instability.

It is clear that the increased number of bunches makes
the need of faster data analysis algorithms during machine
operation even more essential. Further reduction of the
acquisition rate is necessary and possibly the time resolution
needs to be reduced as well, in order to keep the amount of
data in a reasonable range. Nevertheless, once the onset of
an instability is identified the acquisition can be adjusted in
order to resolve in more details the intra-bunch motion, at
relevant moments during the cycle. An example of dipole
and quadrupole oscillations of a 72-bunch batch, obtained
from bunch profile measurements at the SPS extraction (last
point in Fig. 6), is shown in Fig. 7. The large amplitudes
of both dipole and quadrupole oscillations mean that the
bunches are very unstable and that this beam should be
prevented from transfer to the LHC.
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Figure 7: Example of dipole (left) and quadrupole (right)
oscillations of a 72-bunch batch, obtained from bunch profile
measurements at the SPS extraction. The large oscillation
amplitudes (around 500 ps peak to peak) of many bunches
indicate that this beam is very unstable.

THE BEAM QUALITY MONITOR AT
CERN

The importance of monitoring the longitudinal beam qual-
ity led to the implementation of the dedicated Beam Quality
Monitor (BQM) [6, 7] essential for the daily operation of
the SPS and LHC. The BQM measures longitudinal bunch
profiles using a WCM pick-up, and monitors the longitudi-
nal beam parameters (beam pattern, bunch lengths, bunch
positions, and intensities) on a cycle-by-cycle basis. Fast
algorithms for online analysis of the data have been devel-
oped and used. In particular, the bunch length is calculated
using the Full-Width-Half-Maximum (FWHM) algorithm
in order to save time. The FWHM of each bunch is quickly
measured from the acquired beam profiles and from that the
standard deviation 𝜎 of the bunch is obtained assuming a
Gaussian distribution. The bunch length is then defined as
𝜏 = 4𝜎.

The role of the SPS BQM is of great importance since it
ensures the beam quality at extraction in order to meet the
LHC requirements (bunch lengths, intensities, etc.). The
system, among other very important tasks, is specified to
verify the stability of the beam (dipole and quadrupole oscil-
lations) before extraction. In case any of its specified checks
fails, the BQM removes the beam permit, preventing the
beam from extracted into the LHC. A screenshot of the SPS
BQM graphical user interface is shown in Fig. 8.

Similarly, the LHC BQM provides information on the
longitudinal beam parameters (bunch length, position, in-
tensity, beam pattern, etc.) along the cycle. A screenshot of
the LHC BQM graphical user interface is shown in Fig. 9,
where the average bunch length evolution of the two beams
is shown. One can clearly observe a slow bunch lengthening
during flat bottom due to RF noise and intra-beam scattering
effects [10]. The irregular behaviour of the bunches during
the ramp (green region in the plot of Fig. 9) is caused by the
controlled longitudinal emittance blow-up, which is applied
during the ramp and is essential to avoid longitudinal insta-
bilities [8]. During that process, the average bunch length
measurement from the BQM is actually used as an input to
the feedback for the emittance blow-up, ensuring a specific
value of the bunch length at top energy (𝜏 ∼1.2 ns).

Figure 8: Screenshot of the SPS BQM graphical user inter-
face (by F. Follin). On the left, the settings can be changed.
On the right, each line shows the analysis results for a cycle:
all checks green allow extraction, any check not passed (red)
prevents extraction.

Figure 9: Screenshot of LHC BQM graphical user interface
(by F. Follin), indicating the number of bunches circulating
in each ring and the average bunch length evolution: bunch
lengthening at injection energy and controlled longitudinal
emittance blow-up during the ramp.

In the LHC, due to the long cycle, the acquisitions are
done at 1 Hz, which means that it is not possible to resolve the
intra-bunch motion (timescale of a few tens of synchrotron
oscillations periods). However, the BQM still provides an
overview of the beam stability, as well as the possibility
to identify the onset of instability, since the average, min-
imum and maximum values of all circulating bunches are
measured. An example of an instability which occurred in
Beam 2 during operation is presented in Fig. 10. Due to
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technical problems, the controlled longitudinal emittance
blow-up was not applied for this beam. This can be seen as a
continuous reduction of the average bunch length during the
ramp (marked by the two vertical dotted lines). As a result
the instability threshold was reached and many bunches be-
came unstable, which is indicated by the large bunch length
spread.

Figure 10: Example of the average bunch length evolution
during a nominal LHC cycle. Continuous reduction of the
average bunch length of Beam 2 during the ramp (marked by
the two vertical dotted lines), since controlled longitudinal
emittance blow-up was not applied. The instability threshold
was reached and many bunches became unstable, indicated
by the large bunch length spread.

OBSERVATION OF BUNCH PHASES
Dipole oscillations of the bunches can be also monitored

in the LHC by direct measurements of the bunch phase,
using a beam phase-module, similar to the one used in the
phase-loop [9]. This system determines the bunch position
as the difference between the beam phase, measured from
the WCM pick-up, and the RF voltage phase. Therefore,
the effect of beam loading is excluded. This is not the case
when bunch positions are obtained from the measured bunch
profiles by the BQM, where the phase shift due to transient
beam loading is also included and it is larger than the phase
shift due to other effects of interest (resistive impedance and
e-cloud). On the contrary, using the phase-module a relative
accuracy of 0.01 degrees can be achieved in the bunch by
bunch phase measurements (see Fig. 11).

Thanks to this accuracy, a diagnostic tool was imple-
mented in the LHC (Fig. 12), in order to monitor the e-cloud
activity during regular operation, as well as during the scrub-
bing runs that take place in the beginning of each year.

CONCLUSION
Longitudinal beam quality monitoring is one of the main

key components for a safe, reliable and efficient operation of
particle accelerators. What needs to be monitored depends
strongly on the requirements, issues and beam parameters of

Figure 11: Bunch-by-bunch phase shift computed from
bunch positions measured by the BQM (left) and by the
phase-module (right). The larger phase shifts in BQM (a)
are due to beam loading. In both cases the one-turn feedback
is off [9].

Figure 12: Screenshot of the graphical user interface (by
G. H. Hemelsoet) of the bunch-by-bunch phase measurement
with the phase-module. Clear e-cloud signatures along the
bunch trains can be observed at the top plots, both for Beam
1 (left) and Beam 2 (right).

the specific machine. For the CERN accelerator complex an
accurate knowledge of the bunch profile, which is generally
measured with high bandwidth WCMs, is crucial both in
day-by-day operation and during the various machine studies.
Single- and multi-bunch analysis of the beam signal and the
longitudinal parameters obtained, can be used to quickly
identify instabilities or hardware problems and therefore
increase the efficiency of the corrective actions. Other means
to monitor the longitudinal beam quality, such as the peak-
detected Schottky spectrum [11] (incoherent and coherent
bunch motion) and the Beam Synchrotron Light Monitor
Longitudinal [12] (satellite bunches and beam losses), also
very important both in operation and machine studies were
beyond the scope of this summary.
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DESIGN OPTIMIZATION AND IMPEDANCE SOURCES  
IN LOW EMITTANCE RINGS (LER) 

R. Nagaoka†, Synchrotron SOLEIL, Saint-Aubin, France

Abstract 
There is a clear trend today that future ultra-low emit-

tance rings adopt vacuum chambers with a significantly 
reduced radius of aperture. A big effort would be needed 
to keep the machine impedance on the same level as be-
fore. 

INTRODUCTION 
A major goal of many of the next generation light 

source rings is to store an electron beam whose transverse 
emittance is diffraction limited over the main photon 
energy range of interest. This follows the fact that the 
principal figure of merit of the light source rings is the 
brilliance, which is inversely proportional to the product 
of electron beam transverse emittances and linearly pro-
portional to the electron beam intensity. To increase the 
brilliance, therefore, we must lower the electron beam 
emittance and increase its intensity. As to the lowering of 
the emittance, the most effective and classically known 
method is to divide a bending magnet into many pieces 
and optically approach the condition known as the theo-
retical minimal emittance (TME) in each of these dipoles.  
 

 
 

Figure 1: Horizontal emittance versus number of dipoles 
per achromat in light source rings (blue: existing, red: 
recent & future rings). 

 
The TME scales as the inverse cube of the number of 

dipoles and so the effort is made to get as close as possi-
ble to this ultimate value. Over the last decades, there 
have been breakthroughs in beam dynamics studies, beam 
diagnostics and related technologies such as on magnets 
and vacuum, which allowed the number of dipoles per 
achromat to be increased from two or three of the 3rd 
generation light sources, to typically 7, thus enabling to 
gain a reduction factor of 30-40 on the horizontal emit-

tance, according to the above cubic law (Fig. 1). Such 
magnet lattices are generally called MBAs (Multi-Bend 
Achromat). 

There is however an important chain of consequences 
of the employed strategy generally appearing on the de-
sign aspects of modern and future low-emittance rings 
(LERs): The need to approach the TME condition in eve-
ry dipoles requiring strong quadrupole focusing across the 
entire achromat (in the range of 100 T/m as compared to 
20 T/m of the 3rd generation) à Reduced magnet bore 
radii à Smaller beam pipe half aperture b à Poorer 
vacuum conductance à NEG coating in a large part of 
the ring for vacuum pumping (Fig. 2). In addition, MBAs 
generally require the magnet lattice to be tightly packed 
with dipoles, quadrupoles, sextupoles and all other stand-
ard vacuum components such as flanges, BPMs etc. A 
chain of consequences emerges on the electron beam 
dynamics as well: Approaching TME with MBA lattice à 
Small horizontal dispersion all along the ring, weaker 
radiation damping and large natural chromaticities à 
Strong sextupoles à Small transverse dynamic apertures.  
Ultra-low emittance à Enhancement of IBS and 
Touschek scattering. 

 

 
 

Figure 2: NEG coating on a 6-mm diameter beam tube at 
Advanced Light Source (D. Robin, LER2016, SO-
LEIL [1]). 

 
Table 1 (found in the Appendix due to its size) presents 

the half aperture b’s adopted for some of the newly con-
structed and future ultra LERs. We can see that the chains 
described above have serious influences on the beam 
collective effects: First of all, the smaller vacuum cham-
ber aperture globally around the ring shall inevitably 
enhance the impedance. The extensive use of NEG coat-
ing shall also have a non-negligible impact of the machine 
impedance (to be addressed again later). The smaller 
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horizontal dispersion shall reduce the magnitude of mo-
mentum compaction which in turn shall influence the 
beam collective motions. The weaker radiation damping 
tends to lower the instability thresholds. 

CHARACTERISTICS OF THE  
RESULTANT IMPEDANCES 

With much smaller vacuum chamber apertures adopted 
all around the ring, both the geometric and resistive-wall 
impedances are expected to become much larger for the 
ultra-low emittance rings. Indeed, it is well known that 
the longitudinal impedance scales inversely linear or 
higher and the transverse impedance to b-2 and higher. In 
particular, the transverse resistive-wall impedance has the 
well-known dependence of inversely to the cube of b. For 
this reason, it is clear that the transverse impedance of 
next generation LERs shall be resistive-wall dominated. 
Other major contributors are usually tapers, BPMs, 
shielded bellows, flanges, cavities, kickers, absorbers, and 
scrapers etc. due to their geometry. While insertion devic-
es, particularly those which are under vacuum, would 
always remain as large contributors due to their particu-
larly small gaps, the taper transitions tend to have smaller 
angles as the apertures in the magnet sections themselves 
are smaller. However, the last is not true with cavity ta-
pers so they are expected to remain as large contributors 
in the impedance budget. Due to the enhanced proximity 
to the beam and to their high number, components such as 
BPMs are expected to make large contributions for the 
impedance and therefore, special care for the accurate 
evaluation of their impedances, both amplitude and fre-
quency wise, along with effort to minimize them with 
optimized designs is demanded. A triangular shape BPM 
button electrode developed at SIRIUS is a good example, 
pushing the dangerous trapped mode frequencies away to 
high frequencies and keeping the button diameter large 
not to lose the BPM reading accuracy, which is vital for 
ultra LERs (Figs. 3). The 3D EM field solvers such as 
CST microwave studio [2], GdfidL [3] and ECHO3D [4] 
are widely used in the community to evaluate and mini-
mize the geometric impedance of various vacuum com-
ponents. 

 

 
Figure 3: Bell-shaped BPM button developed at SIRIUS, 
optimized to increase the button cut-off frequency without 
losing the button sensitivity (A.R.D Rodrigues et al., 
IPAC2015 [5]). 

 

The fact of chamber walls getting much closer by to the 
beam requires all kinds of surface impedances involved to 
be well understood and controlled. This is particularly 
true for those arising from coating on the surface, whether 
it is the coating of poor electric conductivity materials 
such as NEG on a good conductivity substrate such as 
copper, or the opposite such as titanium coating on a 
ceramic chamber to improve the image current flow on 
the wall. Many studies have been made analytically with 
methods such as field matching technique and surface 
impedance models [6]. Numerical codes such as Imped-
anceWake2D (IW2D) developed at CERN [7] are also 
widely used. Since vacuum pumping using NEG coating 
appears to become an indispensable technique for future 
ultra-low emittance rings, the possible impact of NEG 
coating on the machine impedance must be carefully 
studied. An early observation was made at ELETTRA 
using the transverse coherent detuning of the beam [8] 
(Fig. 4). 
 

 
Figure 4: Increased transverse coherent detuning by near-
ly a factor of 2 observed at ELETTRA for a NEG-coated 
chamber as compared with those w/o coating [8]. 

 
A first analysis using the field matching method had 

shown that a micron level thin NEG coating would be 
transparent to beam from its real part of the impedance, 
but its imaginary part would be enhanced by nearly a 
factor of two in the frequency range seen by the beam [9]. 
The impedance budget evaluated at SIRIUS indeed indi-
cates that the impedance is dominated by the resistive-
wall and that there is the aforementioned enhancement by 
roughly a factor of two in the reactive part [10] (Figs. 5). 
The frequency dependence of the conductivity of NEG 
was studied at CERN showing factors of worsening to-
wards hundreds of GHz [11] (Figs. 6 upper). Recent stud-
ies reveal the importance of the physical state of NEG as 
an outcome of deposition on the electric conductivity [12] 
(Figs. 6 lower). 
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CONCERNED COLLECTIVE EFFECTS 
AND INSTABILITIES 

The beam-induced heating of vacuum components 
would probably be the most concerned collective effect 
for many ultra LERs with low-gap chambers, as a trouble 
on a single component can seriously ruin machine opera-
tion. Not only, but the FBII (Fast Beam-Ion Instability) 
that causes beam losses and prevents ones from operating 
the ring in ¾ filling at 500 mA at SOLEIL is considered 
to be originated in beam-induced heating of (some un-
known) vacuum components generating sudden local 
outgassing [13]. Loss factors and trapped modes must be 
carefully studied from the geometric and non-geometric 
(metallic coating) impedance of each vacuum component, 
and the results, formulated in beam-induced power, need 
be evaluated in terms of “heat (temperature)” in collabo-
ration with drafting office engineers by tracing the pas-
sage of the EM fields and their possible conversion into 
heat. 

 

 
 

 
Figures 5: (Upper) longitudinal and (lower) transverse 
impedance budget obtained for SIRIUS. The red part 
represents the resistive-wall contribution [10]. 

 
 

 
Figures 6: (Upper) experimental study of NEG electric 
conductivity versus frequency [11]. (Lower) experimental 
study of surface resistivity of two types of NEG [12]. 
 

Transverse single bunch instabilities (TMCI, head-tail 
and post-head-tail), which are already strongly existing in 
the present LERs, can only be expected to get stronger. 
However, some of the physical effects which are likely to 
get stronger in future LERs such as the transverse nonlin-
ear optics and bunch lengthening with harmonic cavities, 
may give rise to significant mitigating (stabilizing) ef-
fects. Care must also be taken since it was recently found, 
however, that additional longitudinal tune spread arising 
from harmonic cavities could significantly lower the 
TMCI threshold [14]. The effectiveness of the conven-
tional stabilization methods such as shifting of the chro-
maticity to positive and bunch by bunch feedback must be 
well studied. Longitudinally, bunch lengthening is ex-
pected to be always present and may even be enhanced 
due to the reactive effect of NEG coating. The microwave 
instability, for which the standard longitudinal feedback 
provides no cure, must be avoided above all in LERs that 
make use of higher harmonics of the undulator spectra as 
the associated beam energy spread widening seriously 
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spoils them. Since the instability is excited due to high 
frequency resistive components of the longitudinal im-
pedance, bunch lengthening with harmonic cavities could 
help mitigate the instability. Since MBA lattices tend to 
have longer radius of curvature for bending magnets, 
along with reduced chamber apertures, the so-called the 
shielding parameter of the instability [15] should tend to 
increase. One would therefore expect the CSR instability 
to be less influential. Detailed studies are required to 
verify such zeroth order reflection. 

The resistive-wall (RW) instability may be said to be 
the most concerned beam instability for many present and 
future light source rings as the resistive-wall impedance is 
large for these machines as already explained and as most 
machine operate in high multibunch current where the 
instability becomes important. For example at SOLEIL 
whose nominal current is 500 mA in the multibunch fill-
ing, the threshold of instability is merely around 30 mA 
vertically at zero chromaticity. However, the threshold 
generally rises quickly as we shift the chromaticity to 
positive due to head-tail damping (Figs. 7 left). Many 
light sources actually operate in such a manner. However, 
the chromaticity shift may induce beam lifetime drop 
through reduced off-momentum dynamic aperture. Bunch 
by bunch feedback may be used instead to avoid such 
issues. Both the time domain multibunch tracking and 
frequency domain Vlasov solvers can well follow these 
instabilities in general. An example of the results obtained 
with a Vlasov solver is shown in Figs. 7 (right) for the 
parameters considered for the SOLEIL upgrade, where 
the vacuum chamber half aperture of b = 5 mm is as-
sumed. The low thresholds found with the resistive-wall 
impedance alone are alarming, but several elements that 
are not yet included in this computation, such as the 
broadband impedance, the low beta nature of the upgrad-
ed lattice, as well as bunch lengthening cavities, found to 
bring about significant stabilization in a recent study for 
this instability as well [16], are expected to much improve 
the situation. Caution must be taken if there is a non-
negligible portion of non-circular cross section vacuum 
chambers in a ring, as quadrupolar wakes arising from 
them may be strong enough, due to their small aperture, 
to distort the ultra-low emittance tuning and spoil the 
target emittance. The effect is expected to be particularly 
strong for electrons in a high intensity bunch. Studies 
made at SOLEIL indicated that the betatron tune shifts in 
an intense bunch of 20 mA get nearly 20 times larger than 
in multibunch at 500 mA (Fig. 8) [17]. Since the quadru-
pole wakes come from the imaginary part of the imped-
ance, NEG coating is expected to enhance the effect. 

 

 
 

 
 
Figures 7: (Upper) vertical resistive-wall (RW) instability 
threshold versus chromaticity, computed with the ex-
pected RW and broadband resonator impedance, in com-
parison with measured thresholds for the present SOLEIL 
ring. (Lower) expected RW instability threshold for the 
SOLEIL upgrade for different f = 2´b values, by taking 
into account the RW impedance alone (i.e. no headtail 
damping). Index m stands for azimuthal (headtail) modes. 
 

 
Figure 8: Measured (red square) horizontal incoherent 
tune shift as a function of bunch current. Values expected 
from theory: w/o NEG coating and with bunch lengthen-
ing (blue dashed line); with NEG coating (0.5 and 1.0 µm 
thickness) and with bunch lengthening (blue area); with 
NEG coating (0.5 and 1.0 µm thickness) and w/o bunch 
lengthening (green area) [17]. 
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SUMMARY 
There is a clear trend today that future ultra-low emit-

tance rings adopt vacuum chambers with a significantly 
reduced radius of aperture b. As the wakefields scale 
basically as b-n (n ³ 1), their sensitivity to the sources of 
impedance could only be larger. A big effort would be 
needed to keep the machine impedance on the same level 
as before. Innovative vacuum components designs, in-
cluding coating technology, should be made in collabora-
tion with machine physicists to keep machine heating and 
beam instability under control. Special efforts would be 
required to avoid heating due to ceramic chambers and 
trapped modes, as well as to develop means to cleverly 
evacuate generated heat without damaging vacuum com-
ponents.  Due to its b-3 dependence, the contribution of 
the transverse resistive-wall impedance to the total im-
pedance budget would tend to dominate the rest. For the 
SOLEIL case as an example, the value of b for the stand-
ard chamber of 12.5 mm is to be reduced to 5 mm for the 
upgraded ring, meaning that the transverse resistive-wall 
impedance shall increase by a factor (12.5/5)3 = 15.6. The 
NEG coating would non-negligibly enhance the imped-
ance, but its impact should appear in the reactive part 
amplifying bunch lengthening and coherent tune shifts as 
long as the beam is only sensitive to the low frequency 
part of the impedance. The cross section of low-gap 
chambers may better be kept circular to avoid quadrupo-
lar wakes that could spoil the ultra-low-emittance tuning 
especially for high intensity bunches. Due to lower vacu-
um chamber gaps and the proximity of vacuum compo-
nents in future rings, the risk of wakes interference should 
be carefully monitored. 
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Table 1: Half aperture b values for some of the recently con-
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Abstract
Unmatched terminations of single elements were recently

identified to be responsible for beam instabilities in the
CERN PSB and LEIR machines. Impedance models are
needed to estimate the impedance of similar devices and
to assess potential intensity limitations. A circuital model
that includes the effect of coupling to cables on the beam
coupling impedance will be discussed. Moreover, examples
of low impedance design with special emphasis on the miti-
gation of the impedance of ferrite kickers (e.g. longitudinal
serigraphy) will be presented and guidelines for optimized
impedance design will be provided. Finally, the potential of
metamaterials for impedance mitigation will be discussed.

INTRODUCTION
A correct modeling of the beam coupling impedance of

accelerator elements is essential to identify potential issues
and to build an accurate impedance model of the complete
accelerator for beam dynamics studies. The beam coupling
impedance can cause issues on single accelerator elements
(equipment degradation and damage due to induced heat-
ing or sparking) as well as instability of the particle beam.
Both the undesired effects translate into intensity limita-
tions. Therefore, the optimization of the beam coupling
impedance is crucial to push the performance of the acceler-
ators and to achieve the desired beam. In order to optimize
the design of accelerator elements, firstly the consistency of
the impedance computation tools should be verified. Sec-
ondly, the completeness of the impedance models should
be ensured through different (and complementary) sets of
bench and, if possible, beam-based measurements. Thirdly,
impedance checks of any layout modification or new device
installations should be performed. Finally, the impedance
sources causing performance limitations should be identified
and impedance optimization strategies implemented. The
choice of the most appropriate strategy requires the knowl-
edge of the knobs to manipulate the impedance. Simplified
formulae where all the main dependencies are explicit or
step by step simulations, which allow a deep understanding
of the impedance mechanism, are very useful to define the
optimization strategy.

SPS FERRITE LOADED KICKERS
In this section the example of the SPS ferrite loaded kick-

ers will be discussed to give an example of how a deep
understanding of the impedance mechanism can be reached.
A kicker is a special type of magnet designed to abruptly

∗ carlo.zannini@cern.ch

deflect the beam off its previous trajectory, to inject the beam
into a ring or extract it to a transfer line or to a beam dump.
H. Tsutsui derived a field matching theory to obtain the lon-
gitudinal [1, 2] and transverse dipolar [3] impedance of a
geometrical model made of two ferrite blocks inserted in-
side a metallic chamber (see Fig. 1), for an ultra-relativistic
beam. The model for the ferrite permeability ` as a function
of frequency 5 can be obtained from a first order dispersion
fit on measured data:

` = `0 · `r = `0

(
1 + `i

1 + jf2cgu

)
(1)

where `8 and gD are the parameters of the fit and `0 is the
vacuum permeability. The ferrite dielectric properties are
characterized by a complex permittivity Y:

Y = Y0 · YA = Y0

(
Y′A −

9 f4;
2c 5 Y0

)
(2)

where f4; is the DC electrical conductivity of the ferrite,
Y0 the vacuum permittivity and Y′A the dielectric constant.
Tsutsui’s theoretical impedance calculations were compared
to HFSS [4] simulations and subsequently to measurements
of PS and SPS kickers in references [5–7]. In his paper [3],
H. Tsutsui only derived the transverse dipolar impedances,
while the quadrupolar part was first derived in [8]. The
analytical calculations of the beam impedance using, for
instance, the models of Tsutsui are unfortunately restricted
to simplified geometrical models so that the equations can
be solved analytically. We will gradually move from the
simplified models to more realistic, and hence complicated,
structures.

Figure 1: Geometrical kicker model described by Tsutsui:
vacuum (white); 2 ferrite blocks (green) transversely sur-
rounded by perfect electric conductor (gray).
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EM simulations of SPS kickers
First of all, CST Particle Studio Wakefield simulations [9]

of the model of Fig. 1 have been performed [10, 11].
These simulations have been compared to the theoretical
impedance obtained with the H. Tsutsui formalism for the
longitudinal and the transverse impedances [12]. The very
good agreement between the analytical model and the simu-
lations makes the Wakefield solver of CST Particle Studio a
reliable tool to simulate the impedance of dispersive materi-
als such as ferrite. The Tsutsui model of Fig. 1, despite its
simplicity, could explain both the "negative" total horizontal
impedance observed in bench measurements [12] and the
positive horizontal tune shift measured with beam in the
SPS [6]. However, in this simple model several features of
the kicker magnets have been neglected.
As a first step, the impedance of a C-Magnet kicker without
the High Voltage (HV) conductor has been calculated ana-
lytically [13]. However, a device of finite length inserted in
the vacuum tank and equipped with an inner conductor can
support propagation of a Quasi-TEM mode when interacting
with the beam. The device behaves as a transmission line
formed by the vacuum tank and the inner conductor which
are continued on the external cables and closed on the ap-
propriate circuit terminations. This behaviour disappears as
soon as we allow for 2-D geometries (infinite in the longitu-
dinal direction) because the Quasi-TEM mode arises at the
discontinuities. For this reason, if we want to consider the
interaction of the beam with the Quasi-TEM mode, we must
resort to a 3D C-Magnet model (see Fig. 2).
In the frame of an improvement of the kicker impedance
model we performed a step by step simulation study starting
from the simplest model and introducing one by one the new
features that bring the model gradually closer to reality. This
approach allows for a good understanding of the different
contributions brought to the kicker impedance by the differ-
ent aspects. First, the ferrite is assumed to be C-shaped and
the whole finite length device is inserted in the vacuum tank
and equipped with an inner conductor [14].
In order to further approach a more realistic model other as-
pects must be included: the cell longitudinal structure (also
called segmentation), transitions between the ferrite blocks
and the beam pipe, external coupling circuits, geometry out-
side of the ferrite yoke and shieldings.

Effect of the longitudinal segmentation C-cores fer-
rites are sandwiched between HV capacitance plates. Plates
connected to ground are interleaved between the HV plates:
the HV and ground plates form a capacitor to ground. One
C-core, together with its HV and ground capacitance plates,
is named a cell [15]. The impact of segmentation in cells on
the beam coupling impedance has been studied in detail. In
the frequency range of interest (from few tens of MHz up to
few GHz) for the SPS impedance model, the segmentation
is found to have a significant effect only on the injection
kickers (MKPs). For the other kickers the effect of the seg-
mentation is negligible since the wavelength is sufficiently

Figure 2: Geometric models for impedance calculation: fer-
rite in turquoise, perfect electric conductor in gray and vac-
uum in blue.

small compared to the cell length.
The 3-D simulation model of the SPS injection kicker (MKP-
L) is illustrated in Fig. 3. The kicker module is divided into
22 cells, each of 26 mm length. The effect of the longitudinal
segmentation on the beam coupling impedance is expected
to be significant since the wavelength has been estimated to
be comparable with the cell length [16]. As an example, in
order to show the effect of such a dense longitudinal segmen-
tation, we compared in Fig. 4 the longitudinal impedance
with and without segmentation. The effect of segmentation
is visible below 1 GHz, where a significant enhancement of
the impedance is observed.
MKP-L is presently the bottleneck for the CERN-SPS
beam induced heating. A design solution to optimize the
impedance with serigraphy is available [17] and the proto-
type validation is ongoing. The impedance models of the seg-
mented SPS injection and extraction kickers have been suc-
cessfully benchmarked with bench measurements [16, 17].

Figure 3: Advanced model of the MKP kicker module.

SPS extraction kicker: effect of the serigraphy Due
to heating issues [18] the original design of these kickers
was modified [19]. Interleaved fingers were printed by serig-
raphy directly on the ferrite. The beam induced heating
is directly related to the beam power loss through the real
part of the longitudinal impedance. The serigraphy results
in a strong reduction of the real part of the longitudinal
impedance over a broad frequency range [7, 19, 20]. The
broad-band peak shifts from ≈ 600 MHz to ≈ 3.3 GHz
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Figure 4: Comparing the longitudinal impedance for the
MKP-L with and without segmentation.

and at the same time the serigraphy introduces a clear reso-
nance at 44 MHz [21]. This resonance was studied in detail
and was identified to be a quarter wavelength resonance on
the silver fingers [16, 21]. To minimize the impact of this
resonance on the beam induced heating the finger length
could be optimized to shift the resonance frequency as far
as possible from the beam spectrum lines. This required
shortening the serigraphy length by 20 mm [22]. The so-
lution has been implemented and experimentally validated
during SPS scrubbing runs [23]. This solution has given an
additional 40% margin in the SPS bunch intensity, which is
crucial for the HL-LHC beams.
The example of the SPS ferrite loaded kickers shows the
importance of a step by step approach from simplified to
complex models involving 3D electromagnetic simulations
and analytical calculations to reach a very good understand-
ing of the impedance mechanism and to find the best design
solution for impedance optimization.

IMPEDANCE REDUCTION IS NOT
ALWAYS BENEFICIAL

Impedance optimization is an extremely complex task that
requires a global view of the impedance induced effects and
of the machine criticalities. The best option is not always the
one with the lowest impedance. For example, while reducing
the longitudinal impedance is beneficial in terms of beam
induced heating, the reduction of the transverse impedance
could be detrimental for beam stability. To illustrate this con-
cept, the transverse impedance model of the SPS extraction
kickers in their original design has been taken into consider-
ation, as well as the same impedance reduced by a factor of
5 (see Fig. 5).

The effect on beam dynamics can be qualitatively assessed
using the concept of effective impedance. For bunched
beams the impedance is sampled at an infinite number of dis-
crete frequencies given by the mode spectrum. An "effective
coupling impedance" can then be defined as the sum over

Figure 5: Impedance model of the SPS kickers without
serigraphy and same impedance reduced by a factor of 5.

the product of the coupling impedance and the normalized
spectral density. The "effective coupling impedance" is re-
quired for the calculation of both longitudinal and transverse
complex tune shifts of bunched beam and can be defined in
the transverse plane as [24–26]:

(/⊥)eff =

?=∞∑
?=−∞

/⊥
(
l′ + lV

)
ℎ;

(
l′ + lV − lb

)
?=∞∑
?=−∞

ℎ;
(
l′ + lV − lb

) (3)

Here ℎ; (l) is the power spectral density, lV is the beta-
tron angular frequency, lb is the chromaticity frequency
shift and l′ = l0? + ;lB where l0 is the revolution angular
frequency, lB is the synchrotron frequency and ; determines
the type of oscillations (the case ; = 0 describes the single-
bunch head-tail instabilities). For a Gaussian bunch, ℎ; (l)
can be written as:

ℎ; (l) =
(lfI
2

)2;
4
− l2f2

I

22 (4)

where fI is the standard deviation of the Gaussian bunch
profile (root mean square (RMS) bunch-length) and 2 is the
speed of light in vacuum. The real and the imaginary parts
of the "effective impedance" give the growth rate and the
frequency shift of the mode under consideration respectively.
[26–29].

If the real part of (/⊥)eff is negative, the beam can become
unstable. The real part of the transverse impedance is an
odd function of frequency. Therefore, for the mode ; = 0,
simply assuming that the impedance is positive for positive
frequencies leads to the conclusion that this mode would be
stable for positive spectral shift and unstable for negative
spectral shift (see Fig. 6). The situation is different if we con-
sider higher mode numbers. For a given chromatic shift the
sign of the effective impedance depends on the impedance
type. Therefore, no general rule for stability criteria can
be given for these modes. Figure 7 for example shows an
illustrative view of the mode ; = 1 together with a capacitive
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impedance (decreasing with frequency) and an inductive
impedance (increasing with frequency). For the resistive
wall impedance (capacitive impedance) and for b < |b<0G |
(b<0G is defined as the chromaticity value at which the first
sign inversion of the growth rate occurs) the mode ; = 1
is destabilizing for positive chromaticity and stabilizing for
negative chromaticity, the situation is exactly reversed in the
case of the impedance of ferrite loaded kickers (inductive
impedance up to almost 1 GHz).
The overall effect of different impedance contributions de-
pends on the weight of stabilizing and destabilizing effects.
An inductive impedance has a stabilizing effect for mode
; = 1 and b > 0. Reducing this kind of impedance makes the
situation worse. Therefore, coming back to the example of
Fig. 5 reducing the impedance by a factor of 5 also reduces
the stabilizing effect of this impedance for positive chro-
maticity (see Fig. 8) making the overall situation in terms of
beam stability worse (see Fig. 9). The results obtained have
been also confirmed with the DELPHI Vlasov solver [30]
(see Fig. 10).

Figure 6: SPS wall impedance model (red) and power spec-
tral density for the mode ; = 0 in arbitrary units for a chro-
maticity b = 0.2 (blue) at injection energy for the Q20 optics.

IMPEDANCE DUE TO COUPLING WITH
CABLES

As previously described, as a first step a ferrite loaded
kicker can be modeled as two parallel plates of ferrite sur-
rounded by perfect electric conductor, i.e. the Tsutsui model.
This model is expected to be valid only above a certain fre-
quency (when the Quasi-TEM mode has no effect because
the penetration depth in the ferrite is small compared to the
magnetic circuit length [13]). In 1979 Sacherer and Nassi-
bian [31] calculated the TEM impedance contribution for
longitudinal and dipolar horizontal impedances for the C-
Magnet model. These calculations have been reviewed in
Ref. [14] where all the impedance terms for the C-Magnet
model have been calculated and successfully benchmarked
with EM simulations. The total beam coupling impedance
of the C-Magnet kicker (longitudinal, constant [32], driving

Figure 7: Power spectral density for the mode ; = 1 in
arbitrary units for a chromaticity b = 0.2 (blue) together with
the SPS wall impedance model (top) and the SPS kickers
without serigraphy (bottom) at injection energy for the Q20
optics.

Figure 8: Horizontal growth rates versus chromaticity of
the mode ; = 1 for the SPS resistive wall impedance (red),
the SPS kickers without serigraphy (green), and the SPS
kickers impedance without serigraphy reduced by a factor
of 5 (blue).

and detuning) of Fig. 2 is calculated using the superposi-
tion of the effects. Indeed for these devices the impedance
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Figure 9: Horizontal growth rates versus chromaticity of
the mode ; = 1 for the SPS resistive wall impedance (red),
the SPS wall impedance plus the SPS kickers without serig-
raphy (green), and the SPS wall impedance plus the SPS
kickers impedance without serigraphy reduced by a factor
of 5 (blue).

Figure 10: Horizontal growth rates versus chromaticity of
the most unstable mode (DELPHI calculations) for the SPS
resistive wall impedance (red), the SPS wall impedance plus
the SPS kickers without serigraphy (green), and the SPS
wall impedance plus the SPS kickers impedance without
serigraphy reduced by a factor 5 (blue).

arises from core losses and coupling to the external circuits
through the kicker supply line [14, 16]. Figure 11 shows
the equivalent circuit of the model. More details about the
model can be found in Ref. [14, 16]. The model allows to
calculate the impedance due to coupling with the kicker
circuit. The kicker circuit is represented as the equivalent
impedance /6. Therefore, the model can consider whatever
kind of circuit as long as this can be represented with an
equivalent impedance.
The impedance due to coupling with the external circuits
can also be directly simulated with the Wakefield solver of
CST Particle Studio using the simulation method described
in Ref. [16].

Figure 11: Circuit model of the kicker including cables.
/TEM is the impedance contribution due to the coupling with
the external circuits, /M the impedance contribution due to
core losses, ! is the inductance of the magnet circuit, /6
the external impedance including cables and " the mutual
inductance of the magnet.

Example of the PSB extraction kicker

The ejection kicker of the PSB is analyzed as an example
of interest for the model. A schematic of the kicker circuit
is shown in Fig. 12. The external impedance including ca-
bles /6 is calculated solving the circuit and transporting the
loaded impedance at the termination over the cable length
using the transmission line theory. Figure 13 shows the dipo-
lar horizontal impedance of the ejection kicker (EK) of the
PSB calculated using Eq. 2.58 of Ref. [16] with /6 obtained
solving the circuit of Fig. 12. The frequency pattern of the
resonances depends on the single-way delays and termina-
tion of the kicker circuit. The very low attenuation constant
of the cables makes these resonances narrow with a Q value
of about 100 and a shunt impedance in the order of MΩ/m.
The first resonance appears at 1.72 MHz. The frequency
values found in the model mainly depend on cable length
and properties. The height and width of the peaks depend on
the cable attenuation that is in the order of few mdB/m for
the PSB cables. Concerning this point it is worth noting that
the impedance of the resonances is inversely proportional
to the attenuation. Figure 14 shows the impedance of the
PSB extraction kicker assuming different cables attenuation.
Therefore, decreasing cable attenuation the growth rate of
the instability driven by the mode will also increase while
the tune band at which the instability is driven will be nar-
rowed due to the higher quality factor of the resonance.
The impedance of Figure 13, previously suspected in [16],
was proven to be responsible for the head-tail horizontal
instability observed in the PSB when the feedback system
is off [33]. Once the source of the PSB horizontal insta-
bility was confirmed to be the impedance of the extraction
kicker due to coupling with the external circuits, different
design solutions have been investigated for impedance opti-
mization [33]. The more promising impedance mitigation
solution for the PSB extraction kicker which is presently
under study is to insert a saturating inductor between the
kicker module and the coaxial cables. This is expected to
shift the first resonance to significantly lower frequency (see
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Fig. 15). With this circuit modification a stable scenario is
expected below half integer tune (see Fig. 16 and [33]).
The example of the PSB extraction kicker highlights that
the impedance from unmatched terminations of one single
device can lead to violent beam instability. Therefore, a
reliable model for the estimation of the impedance due to
cable termination effects is crucial.

Figure 12: Schematic of the PSB extraction kicker circuit.

Figure 13: Real part of the driving horizontal impedance
of the PSB extraction kicker due to the coupling with the
circuit of Fig. 12.

POTENTIAL OF METAMATERIALS FOR
IMPEDANCE MITIGATION

Metamaterials or, more in detail, composite materials
with negative values of either relative permittivity or rela-
tive permeability have been intensively studied in the last
decades [34]. Concerning metamaterials insertions for beam-
coupling impedance mitigation, their effect has been first ad-
dressed in [35] for resistive-wall beam-coupling impedance
reduction. The effect of metamaterial insertions on beam-
coupling impedance has been studied theoretically by means
of a transmission-line model [16, 36]. Overall, the observed
results demonstrate a remarkable influence on the resistive-
wall beam-coupling impedance, which can lead to the identi-

Figure 14: First resonance of the real part of the driving
horizontal impedance of the PSB extraction kicker due to
the coupling with the circuit of Fig. 12 for different cables
attenuation.

Figure 15: Real part of the driving horizontal impedance of
the PSB extraction kicker due to the coupling with the circuit
of Fig. 12 with and without saturating inductor between
kicker module and coaxial cables.

fication of theoretical design rules for impedance mitigation,
exploiting the different degrees of freedom: the type of
material (epsilon negative (ENG) or mu negative (MNG)),
its values of constitutive parameters, its thickness and its
length. Therefore, a proper engineering of such insertions
can be performed, with the aim of substantially reducing the
resistive-wall impedance of a beam line.
As a proof of principle, experimental measurements were
performed with splitting ring resonators (SRR) metamate-
rials. The measurements discussed and presented in [37]
have been performed by evaluating the quality factor Q of
several resonances in a cavity. The cavity has been obtained
using a straight section of a rectangular waveguide WR284,
enclosing it between two metallic plates and inserting a tiny
antenna on one side, in order to excite the modes. Measure-
ments have been performed with and without metamaterial
insertions (two SRR stripes on the cavity walls, as depicted
in Fig. 5 of Ref. [37]). The resonance frequencies on the (11
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Figure 16: Horizontal growth rates versus betatron tune of
the PSB due to the coupling with the circuit of Fig. 12 with
and without saturating inductor between kicker module and
coaxial cables.

spectra have been identified and the corresponding unloaded
Q factors have been measured using a Vector Network Ana-
lyzer (VNA) and post-processing techniques.
The unloaded quality factor of a resonance associated to
an empty waveguide section is related solely to the losses
on the conductive walls. Such losses are due to the sur-
face impedance of the walls, which depends on the material
conductivity and frequency. The quality factor is inversely
proportional to the surface resistance. Therefore, to interpret
the results coming from the measurements, one should note
that an increase of the unloaded quality factor testifies a pro-
portional decrease of the resistive-wall impedance (caused
by a decrease of the surface impedance). The measurement
results of Fig.6 of Ref. [37] show that at about 2.9 GHz the
measured unloaded Q is significantly higher in the case of
metamaterial presence, meaning a decrease of an order of
magnitude of the surface impedance. This demonstrates
the potential of metamaterials to approach the equivalent
behaviour of a perfect electrical conductive wall. The other
peaks instead show little or no variation when the SRRs are
put in the waveguide. This is expected since both material
properties and the condition to get the equivalent behaviour
of a perfect electric conductor are frequency dependent [37].
The possibility of using metamaterials to approach the be-
haviour of a perfect electric conductor could lead to the
fascinating scenario of developing superconductive like cav-
ities at ambient temperature and lossless guiding structures.

CONCLUSION
A deep understanding of all the impedance induced effects

is needed to make the best choice in terms of impedance op-
timization considering both local effects (direct effect on the
device) and global effects (interplay between the different
impedances). Impedance optimization is a very challeng-
ing task due to the several concurrent induced effects. As
an example, it has been shown that impedance reduction,
though desirable for equipment heating mitigation, can also

be detrimental in terms of beam stability. This also means
that it could be considered to introduce ad hoc impedances
to have beneficial effects on beam stability.
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LOW-IMPEDANCE BEAM SCREEN DESIGN FOR FUTURE HADRON
COLLIDERS⇤

S. Arsenyev†, CEA Saclay, Gif sur Yvette, France
D. Schulte, CERN, Geneva, Switzerland

Abstract
In future hadron colliders with collision energies greater

than the energy of the Large Hadron Collider (LHC), the
beamscreen becomes an increasingly important source of
beam coupling impedance. This may lead to coherent beam
instabilities, especially in the transverse plane, and poten-
tially a failure to reach the desired beam intensity. Here we
discuss design choices a�ecting the beamscreen impedance
in the proposed Future Circular Collider (FCC-hh). We con-
sider the resistive impedance of the copper walls and their
high-temperature superconductor alternative, the impedance
due to the surface treatment for electron cloud suppression,
and the geometric impedance of the pumping holes and the
interconnects.

INTRODUCTION
The Future Circular Collider (FCC) study includes three

di�erent collider options: the hadron-hadron collider FCC-
hh, the electron-positron collider FCC-ee, and the hadron-
electron collider FCC-eh. Details on the design of all the
proposed FCC options can be found in the conceptual design
report [1]. Furthermore, the machine design of the FCC-
hh is thoroughly described in the extended version of the
CDR [2]. As far as the FCC-ee is concerned, the impedance
issues of the vacuum chamber are discussed in [3] (in partic-
ular, impedance due to the synchrotron radiation absorbers
and the NEG coating). The FCC-hh and the FCC-eh both
rely on the same 100 km long hadron ring and the same beam-
screen impedance design. In this paper, we focus exclusively
on the FCC-hh beamscreen, with the described impedance
study potentially applicable to other future hadron colliders
(e.g. the proposed High Energy Large Hadron Collider -
HE-LHC [4]).

In the FCC-hh, the beamscreen is the part that separates
the particle beam from the magnet cold bore in the long and
the short arc sections, occupying 86% of the collider cir-
cumference. The cross-section of the beamscreen is shown
in Figure 1. In comparison to the LHC, in the FCC-hh the
beamscreen becomes a much more significant source of
impedance, overshadowing the collimators for some insta-
bilities [2, 5]. This is due to the following necessary design
choices driving the beamscreen impedance up:

• Low aperture to reduce the magnet cost

• High surface temperature (50K) to extract the heat from
synchrotron radiation 200 times higher than in the LHC

⇤ This work was supported by the European Union’s Horizon 2020 research
and innovation programme under grant No 654305.

† sergey.arsenyev@cea.fr

Figure 1: FCC-hh beamscreen cross-section. The copper
coating is shown in brown, with the Laser Ablation Surface
Engineered (LASE) part shown in black. The pumping holes
are marked as the perforated ba�e.

• Large pumping holes for high vacuum quality

• Surface coating (or treatment) for e-cloud suppression

Below we summarize the studies on di�erent sources of the
impedance of the beamscreen, starting with the resistive
impedance of the copper-coated walls and mentioning the
alternative of the high-temperature superconductor, then
the impedance e-cloud surface treatment which is studied
separately, and finally the geometric impedance due to the
pumping holes and the interconnects. The data presented in
this paper correspond to the FCC-hh impedance database [6]
which also contains the impedance information on the other
elements of the collider.

RESISTIVE WALL IMPEDANCE
The walls of the beamscreen are made of stainless steel

(grade P506, resistivity 6 ⇥ 10�7 ⌦m), with the sides facing
the beam co-laminated with a 300 `m thick layer of copper.
To slow down the coupled-bunch instability, this copper layer
has to be much thicker than that of the LHC beamscreen (due
to the longer skin depth at the lower collider revolution fre-
quency). The copper layer is assumed to have the Residual
Resistance Ratio (RRR) of 70, similar to the LHC beam-
screen (see [7], p.185). The temperature of the beamscreen
walls is set to 50 K, resulting in the copper resistivity of
7.5⇥ 10�10 ⌦m in the absence of an external magnetic field.
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The resistivity increases with the dipole magnetic field ac-
cording to Kohler’s rule [8], becoming 7.9⇥10�10 ⌦m at in-
jection and 1.4⇥10�9 ⌦m at the top energy. The impedance
of the two-layer walls is calculated with the Impedance-
Wake2D code [9] for a circular pipe with a radius of 12.22
mm - the vertical aperture of the beamscreen. Then, form
factors are applied to account for the non-circular cross-
section: �G = 0.45, �H = 0.83, �I = 0.82, as estimated
with the wakefield solver of CST [10]. Finally, the dipolar
impedances are weighted with the average V-functions in
the arc FODO cell. The resulting transverse impedance in
the vertical plane is shown in Figure 2 as the most critical
one, with impedance in the other planes available in [6].

Figure 2: The per unit length resistive wall impedance of
the beamscreen. The data shows the transverse dipolar
impedance in the vertical plane at the collision energy (50
TeV).

It is also important to mention a potential problem of
the current design. The copper coating is absent on some
walls that do not face the beam but nevertheless a�ect the
impedance due to the non-zero surface electromagnetic
fields. In particular, at the edges of the slit a small area
of uncoated stainless steel is exposed, which a�ects the dipo-
lar impedance in the horizontal plane. A number of solutions
to this issue exist, including re-shaping the edge or applying
a thin copper coating. See [11] for more details.

While the copper coating of the walls is the baseline solu-
tion, an exciting new alternative is being investigated. The
interior of the beam screen can instead be coated with a
High-Temperature Superconductor (HTS) such as REBCO
or Tl-1223 [12,13]. The first measurements of the surface re-
sistance in a dielectric resonator are very promising (Fig. 3).
The measured surface resistance for the REBCO tapes with
artificial pinning centers is lower than the predicted value
and might be even lower for further custom-tailored tapes.

SURFACE TREATMENT FOR E-CLOUD
SUPPRESSION

There are two proposed solutions for the e-cloud surface
treatment. The solution currently assumed in the impedance

Figure 3: Measured surface resistance of REBCO Coated
Conductors (squares) compared to copper (triangles) as a
function of applied magnetic field. The lower four curves
(red, purple, yellow, green) are measured for materials hav-
ing artificial pinning centers.

model is to coat the inner surface of the beamscreen with a
layer of amorphous carbon. The coating prevents an electron
cloud build-up by reducing the secondary emission yield
(SEY) of the surface. The thickness and the resistivity of
the coating are assumed to be 200 nm, and 10�4 ⌦m, re-
spectively. The increase of the longitudinal impedance is
proportional to the frequency, and the increase of the trans-
verse impedance is a constant of frequency. In the frequency
range of interest, the coating impedance is purely imaginary
and gives a moderate (around 30%) increase in the dipolar
broadband impedance of the beamscreen [2].

Alternatively, laser treatment of the beamscreen surface
can be used. A laser beam causes `m-level roughning of
the surface which reduces the SEY [14, 15]. A potential
problem with this method is that a rough surface could lead
to a significant increase in the beamscreen impedance at
the frequencies of single bunch instabilities (on the order
of 1 GHz) [16]. The technique is continuously evolving in
order to achieve the best SEY reduction and at the same
time avoid the impedance increase. Some latest results show
no impedance increase at room temperature and at a fre-
quency of 3.9 GHz [17]. Nevertheless, more measurements
are needed to estimate the impedance increase in realistic
conditions (the temperature of 50 K and a strong external
magnetic field) [18].

PUMPING HOLES AND
INTERCONNECTS

Pumping holes connect the space inside the beamscreen
to the outer region from where the air is pumped out (labeled
as “perforated ba�e” in Figure 1). The novel design of the
FCC-hh beamscreen significantly reduces the impedance of
the pumping holes by shielding them away from the beam, so
that the holes are only connected to the beam region through
a narrow slit.

The complexity of the beamscreen geometry does not
allow to apply analytical methods to estimate the impedance
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of the holes. In order to estimate the broadband dipolar
impedance of the holes, numerical simulations were carried
out accounting for traveling waves synchronous with the
beam [19], and the results are shown in Figure 4. They
agree with Wakefield solver of CST when the impedance
is high enough to be measured with the wakefiled solver
(artificially increased slit to worsen the shielding). Both the
value obtained for the actual shielding and the extrapolation
of the curve for the increased slit size show that all 10.5
million holes amount to less than 0.1 M⌦/m of broadband
dipolar impedance in the horizontal plane. Estimation of
the real part of the longitudinal impedance is on-going to
prevent excessive heat loss in the cold bore.

Figure 4: Imaginary part of the longitudinal (blue) and hori-
zontal dipolar (green) impedance per one period of pumping
holes as a function of the slit width. Comparison between the
traveling wave method (solid lines) and the CST-wakefied
solver (dashed lines).

Another source of the geometric impedance of the beam-
screen is the interconnects placed between the cryo-modules.
Each interconnect has tapers that transform the complex
beamscreen shape to a circle on both sides such that the two
sides can be connected with RF fingers. Unlike in the LHC,
such transformation involves an abrupt change in the cross-
section, although only behind the shielding. Additionally,
the upstream taper is made of the taper-down and the taper-up
parts to form a barrier that prevents the intense synchrotron
radiation from hitting the RF fingers. The low-frequency
broadband impedances of the tapers are simulated with the
CST Wakefield solver [10]. The resulting total broadband
imaginary impedances are Im (/G)inter

total = 1.5⇥106 ⌦/< and
Im

�
/H

� inter
total = 1.9⇥106 ⌦/< which constitutes a significant

part of the allowed broadband impedance at injection [20].

CONCLUSIONS
We have summarized the most important impedance as-

pects in the FCC-hh beamscreen, and the design choices

related to these aspects. Despite the beamscreen impedance
being much more critical than in the case of the LHC, the
beamscreen fits in the allowed impedance budget of the ma-
chine. With the current baseline solutions, no insurmount-
able problems have been identified. Nevertheless, an investi-
gation of the non-traditional design solutions (HTS coating,
LASE surface treatment) is on-going and can pave the way
to an even better design in the future.
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Abstract
The LHC at CERN is equipped with a sophisticated colli-

mation system, aimed at protecting superconducting mag-
nets against quenches in case of losses from the circulating
beams. The collimation system is one of the major contrib-
utors to the machine impedance at top energy. A relevant
hardware upgrade of the system will take place in the context
of the High Luminosity LHC (HL–LHC) project; one of the
main objectives is to make stabilisation of the brighter HL–
LHC beams reachable within the capabilities of the Landau
octupoles. In fact, a relevant fraction of the carbon–based
collimators will be exchanged with new ones, the jaws of
which are made of materials more optimised in terms of
impedance; hence, the footprint of the collimation system
will be significantly reduced. The present contribution gives
an overview of the baseline low–impedance upgrade of the
LHC collimation system as foreseen by the HL–LHC project
and the expected impact on impedance. Additional options
that could further improve the footprint of the collimation
system on the machine impedance are briefly summarised.

INTRODUCTION
The Large Hadron Collider (LHC) [1] at CERN is

equipped with a sophisticated collimation system [2], funda-
mental to protect the machine against regular and abnormal
beam losses. Since the LHC is a superconducting machine,
its magnets can quench1 if local losses are not kept within
acceptable levels, leading to considerable machine down-
time [3]. To ensure high–efficiency operation, the system
meets very challenging design criteria, ranging from han-
dling unprecedented power losses of up to 500 kW while
granting a global cleaning efficiency as high as 99.99 % to
precise jaw positioning, down to 5 μm, and reproducibility
of the mechanical movements [4].

The operation of the LHC requires a distance between
the beam and the material of the collimator jaws as small as
1 mm for the collimators closest to the beams [5,6]. Carbon–
based materials are extensively deployed in the LHC col-
limation system, due to the very good thermo–mechanical
properties, which make them suitable for standing high loads
caused by losses [4]. Therefore, the LHC collimators have
a substantial impact on the total machine impedance bud-
get, making them one of the main contributors [7]. While
impedance–driven instabilities have never been a show–
stopper during LHC operation so far [8], collimator settings
have been set increasingly tighter during the first two peri-
ods of exploitation of the LHC (i.e. Run 1, 2010–2013, and

∗ alessio.mereghetti@cern.ch
1 A quench is the sudden transition of the magnet from the superconducting

state to the normal conducting one.

Figure 1: Layout of the LHC collimation system as of
Run 2 [17].

Run 2, 2015–2018) [5, 6], still always ensuring stable opera-
tion with Landau octupoles within limits on currents [9–12].

The High-Luminosity LHC (HL–LHC) project [13,14]
aims at boosting the integrated luminosity collected by the
LHC high luminosity experiments by a factor of 10. To
do so, it envisages a thorough hardware upgrade, aimed at
achieving more focussed beams at the interaction points and
with a better geometrical overlap between colliding bunches.
At the same time, thanks to the hardware upgrade imple-
mented by the LHC Injectors Upgrade (LIU) project [15] in
the LHC injection chain, HL–LHC beams will be brighter
than those typically injected in the LHC, thanks mainly to
the doubled bunch population. Such an increase in the beam
brightness poses new challenges in terms of robustness of
the collimation system and beam stability. In particular, if
no collimation upgrade takes place, the octupole currents
required to stabilise the HL–LHC beams would be too high,
leaving no margin to compensate for sources of beam insta-
bility other than impedance [16].

After a brief presentation of the present LHC collimation
system, this contribution summarises the foreseen baseline
collimation upgrade that will be carried out in the context
of the HL–LHC project and the expected performance; the
focus is only on impedance aspects. Afterwards, dedicated
measurements with beams to benchmark predictions are
briefly presented, showing the solidity of the planned up-
grade. The contribution is closed by an overview of other
options of modifications to the LHC collimation system
presently under study and their impact on impedance.
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THE LHC COLLIMATION SYSTEM
The LHC collimation system is mainly located in two

Insertion Regions (IRs) of the LHC, namely IR3 and IR7
for momentum and betatron cleaning, respectively (see
Fig. 1). While the former is responsible for cleaning away
off–momentum beam particles, like uncaptured beam at the
beginning of the energy ramp, the latter ensures that the
machine aperture is well protected against transverse beam
losses, e.g. in case of transverse instabilities. Single–turn
losses when injecting or extracting beams are dealt with
by protection devices specifically installed in IR2 and IR8,
where beams are injected, and in IR6, where the beams
are extracted. Finally, a few collimators are installed in
the IRs where the experimental detectors are located, in or-
der to lower the experimental background induced by the
machine [18,19], and provide local protection to supercon-
ducting magnets against fast failures [20, 21] and leakage
from IR7 or collision debris.

The LHC collimators are made of two parallel jaws cen-
tered around the circulating beam [22, 23]. Collimators
are organised in families, where every family absorbs the
unavoidable leakage out of the upstream one. Primary colli-
mators (TCPs) are the devices impacted first by the beams;
they are located in IR3 and IR7. Their jaws are 60 cm in
length, made of carbon–fiber composite (CFC), a special
carbon–based material specifically chosen for its enhanced
thermo–mechanical properties. IR3 and IR7 are equipped
with secondary collimators (TCSGs), 1 m long and made of
CFC, located downstream of the TCPs, and with showers
absorbers (TCLAs), 1 m long and made of a tungsten–based
alloy called Inermet 180, installed towards the end of IR3 and
IR7. The IR7 collimation system is further complemented
by tertiary collimators (TCTs), located in the experimental
IRs; the hardware is similar to that of TCLAs. This hierarchy
is fundamental for the optimal performance of the system,
and it is assured by setting collimator families at increasing
jaw opening with sufficient operational margins between
adjacent families.

Contribution to Impedance
At top energy, the LHC collimators are the main contrib-

utors to the impedance budget (see Fig. 2) [24]; IR7 TCPs
and TCSGs give the largest footprint, because they are nu-
merous (3 and 11 units per beam, respectively), their jaws
are made of CFC, which has a non optimal resistivity, and
their openings are the smallest in the ring.

Throughout Run 2, beam sizes at the collision points were
made progressively smaller [25, 26], implying a smaller
machine aperture available at every step. Therefore, IR7
collimator settings were made progressively tighter [6], im-
plying an increasing contribution to machine impedance;
this was carefully verified with measurements in the LHC
and with simulations at every change of settings. In this
detailed benchmark, it was found that the predicted effec-
tive imaginary impedance of the present system is similar to
that reconstructed with beam measurements, even though in

Figure 2: Expected real part of the dipolar horizontal
impedance of the LHC at 6.5 TeV with 2018 operational
parameters [24]. The breakdown of contributions from vari-
ous systems is shown as a function of frequency.

Figure 3: Current of Landau octupoles as expected by simu-
lations (red bars) and required by operation (blue bars) [8].
The shaded bars show the stabilising contribution from long
range beam–beam encounters. Values are for a chromaticity
of ∼15 and a damper gain set for damping oscillations within
50 – 100 turns.

many occasions a discrepancy by ∼50 % is found [16,27].
Such a discrepancy is still under investigation while a con-
tinuous effort in improving the LHC impedance model is
on–going.

LHC operation in Run 1 and Run 2 was characterised by
a high current of the Landau octupoles, significantly above
predictions by numerical simulations (see Fig. 3) [8]; the dis-
crepancy with respect to predictions was made progressively
smaller, thanks to the increasing knowledge and control of
the machine, attaining a factor 2 in 2017 and 2018. While
only a fraction of such a discrepancy can be explained by
limits of the impedance model, the interplay between the dif-
ferent phenomena leading to instability needs to be analysed
in detail [16, 28–31]. Therefore, with such an analysis still
on–going [8, 16], the factor 2 of uncertainty in the stability
model must be taken into account for estimating octupole
currents necessary to stabilise LHC beams in future config-
urations; this is the most accurate assumption based on the
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Table 1: LHC operational (as of the 2018 run) [25] and HL–
LHC [32] (both nominal and ultimate values are reported
for standard beams) parameters: V function at the high-
luminosity collision points (V∗), peak luminosity (!peak),
integrated luminosity (!int), beam energy (�1), number of
bunches (=1), bunch population (#?), and normalised emit-
tance (n# ).

LHC HL–LHC
Parameter 2018 Nominal Ultimate
V∗ [cm] 25 15

!peak [1034 cm−2 s−1] 2 5 7.5
!int [fb−1 year−1] 66 262 325

�1 [TeV] 6.5 7
=1 2544 2760

#? [1011 per bunch] 1.2 2.2
n# [μm] (flat top) 1.9 2.5

present knowledge. In any case, predicted octupole currents
should not exceed the maximum available, i.e. 570 A.

THE HL–LHC CHALLENGE
The HL–LHC [13,14] is an upgrade of the LHC aimed at

increasing the integrated luminosity collected by the LHC
high luminosity experiments by one order of magnitude
compared to the LHC baseline program. Table 1 compares
key machine parameters expected for the HL–LHC era [32]
to those achieved so far in the LHC as of 2018 [25]. In the
context of the HL–LHC project, the IR7 collimation system
will be substantially upgraded, to lower its impedance and to
stand the losses of the HL–LHC beams, expected to double
the LHC ones following the increased bunch population (see
Table 1).

Present Baseline and Expected Performance
The backbone of the HL–LHC collimation impedance

upgrade of IR7 [33] is the change of jaw material of those
collimator families impacting impedance the most, i.e. TCPs
and TCSGs. The existing collimators will be exchanged with
new ones, where materials of lower resistivity [16,34–36]
will be deployed in the jaws instead of CFC:

TCPs the horizontal and vertical TCPs will be replaced by
new collimators (TCPPMs), the jaws of which are made
of MoGr, a composite material made of Molybdenum
and graphite, thanks to the consolidation project but
for the jaw material, paid by the HL–LHC project;

TCSGs 9 out of 11 TCSGs per beam will be replaced by
new collimators (TCSPMs), the jaws of which are made
of Mo–coated MoGr jaws (TCSPMs).

The upgrade will proceed in stages [37], with the TCPPMs
and 4 TCSPMs per beam installed in LS2 (2019–2020); the
remaining TCSPMs will be installed in LS3 (2023–2024).

The new hardware will come with a new design (see Fig. 4
for the design of the TCSPM) [38], characterised by:

Figure 4: Zoom on the jaw of the TCSPM collimator de-
sign [38].

• in–jaw button beam position monitors (BPMs), for pre-
cise jaw alignment and monitoring of the beam closed
orbit. There will be also the possibility to interlock the
BPM readouts;

• a tank BPM, monitoring the beam orbit on the plane
orthogonal to that of cleaning;

• the possibility to move the entire collimator assembly
along the direction orthogonal to that of cleaning, in
order to expose to the beam a fresh new surface follow-
ing scratching or accidental beam impacts (so called
5th axis functionality);

• a universal housing of the absorbing material and im-
proved thermal conductivity between the absorbing
material and the jaw structure;

• smoother tapering, i.e. transition to the region exposing
the absorbing material to the beam.

The key characteristics of the design have been thoroughly
tested with beam in the HiRadMat test facility [39]; the
collected measurements [40–43] allowed to conclude that
the design of the new hardware is adequate for the planned
upgrade.

Figure 5 shows the Landau octupole current necessary to
attain single–beam stability in the HL–LHC era for different
IR7 layouts, as predicted by numerical simulations [16]. As
it can be seen, the present LHC collimation system would not
allow to keep the required octupole current below the max-
imum with the HL–LHC brighter beams. On the contrary,
the full HL–LHC impedance upgrade of IR7 (labelled as
“LS3 upgrade” in the figure) is fundamental to substantially
meet the requirements on the Landau octupole current. The
partial upgrade foreseen for LS2 will provide more than half
of the impedance reduction already in Run 3 (2020–2023);
at the same time, it will allow to swallow the progressively
brighter beams available in the LHC injectors, and get ac-
quainted with the new hardware.

Even with the low–impedance upgrade of IR7, the LHC
collimators will remain one of the major contributors to
machine impedance at flat top (see Fig. 6) [16].
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Figure 5: Landau octupole current predicted by numerical
simulations in the HL–LHC era for different IR7 layouts [16].
Predictions refer to the single beam stability. Key parameters
used in the estimations are reported in the figure. “Previous
baseline” refers to the exchange of all TCPs and TCSGs with
the upgraded ones. Predictions take into account the factor
2 of uncertainty in the stability model.

Figure 6: Expected real part of the dipole horizontal
impedance of the HL–LHC at 7 TeV [16]. The breakdown
of contributions from various systems is shown as a function
of frequency.

Benchmark Measurements
The beneficial effects of the TCSPM design on impedance

were verified with an extended campaign of measurements
with beam. In early 2017, a prototype of TCSPM was in-
stalled in the LHC for this purpose [45]. The prototype was
characterised by jaws with three stripes of materials to be
tested (see Fig. 7); two of them were the materials chosen
for the design (i.e. MoGr and pure Mo); the third one was
TiN, considered as possible alternative to Mo with a higher
robustness. The chosen installation slot was adjacent to a
regular TCSG, for direct comparisons to CFC; the slot is
also characterised by the smallest beam size on the cleaning

Figure 7: Jaw of the TCSPM prototype jaw installed for
impedance measurements. The yellow stripe is made of TiN,
whereas the light grey one is made of pure Mo; the central
stripe is the bulk MoGr.

Figure 8: Comparison between tune–shift measurements
obtained with the TCSPM prototype and the adjacent TCSG
collimator (points with error bars) and the simulation predic-
tions (densely dashed lines); fits through data (dashed lines)
are also given (shaded areas represent 1 f uncertainty of fit
error). Results from all materials are shown. Measurements
were carried out with typical LHC single bunches and with
HL–LHC–like single bunches; in the latter case, results have
been scaled to match the LHC bunch population to fit into
the plot.

plane among all the IR7 TCSGs, such that signatures from
impedance were as clear as possible.

The measurements were carried out cycling the collima-
tor gap and monitoring the tune signal reconstructed from
the damped oscillations after kicking the whole bunch. The
measurements were challenging, especially because of the
sensitivity in the tune shift that had to be achieved, i.e. in the
order of 10−5, in order to correctly resolve tune variations
from the resistive wall impedance of the materials under
test. As it can be seen (see Fig. 8), measurements are in
good agreement with predictions, apart from the case of
Mo, where measurements are constantly twice the expecta-
tions. Further investigations have shown the importance of
the micro–structure of the substrate below the coating layer
as well as the quality of the coating process, which would
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explain the higher measured values [46]. After these mea-
surements took place, the supplier of Mo–coated MoGr jaws
managed to build jaws for which the Mo conductivity is now
very close to the theoretical value of the pure metal [46].

Other Options
The presented estimates of the Landau octupole current

necessary to stabilise the HL–LHC beams take into account
the factor 2 uncertainty in the stability model. Even though
the origin of the discrepancy is presently not fully under-
stood [16], there is no better extrapolation to the HL–LHC
era as of writing. At the moment, it is believed that part
of the discrepancy could come from a larger than expected
impedance (maybe due to a higher resistivity than antici-
pated) and part of it from the destabilising effect of noise on
beam stability [47].

Other options for IR7 update or modification are presently
under study. Even though they are not all in the HL–LHC
baseline, their deployment can have a positive impact on
the impedance footprint of the LHC (and hence HL–LHC)
collimation system. The various options are summarised in
the following.

New IR7 Optics A new IR7 optics has been pro-
posed [48], targeting larger values of V–functions at col-
limators (in the collimation plane). For the same normalised
settings, collimator gaps would be larger in mm, implying
a lower impact on beam impedance. In addition, larger V–
functions at TCPs would imply larger changes in normalized
amplitude of scattered out protons. Simulation results show
that this option is a promising one, reducing the integrated
losses of several tens of percent and the peak ones by up to
a factor of 3 with respect to the nominal LHC values. The
gain in octupole current is estimated to be ∼25 %.

IR7 Asymmetric Collimator Settings LHC collima-
tors are two–jaws devices with the beam passing in–between.
Since halo cleaning of the circulating beam is a process tak-
ing place over multiple LHC revolutions, the same cleaning
effect from a two–sided device can be achieved with a single–
sided device. Fully retracting a jaw per collimator would
have a beneficial effect on the resistive–wall impedance foot-
print of the collimation system, but may increase the leakage
to the arc immediately downstream of IR7, which is essen-
tially a single pass process. Even if the studies have not
been finalised, first results show some potential in terms
of impedance reduction with a limited loss in cleaning per-
formance, even though the impedance reduction is not as
sizeable as that obtained with the new IR7 optics [49, 50].

Electron Lens –Assisted Collimation In the context
of the HL–LHC project, hollow electron lenses (HELs) [51]
are studied [52] to deplete on purpose beam tails at specific
moments during the LHC cycle, providing a method for ac-
tive halo control. HELs are devices where a hollow electron
beam is made travelling co–axial to the main proton beam;
the electron beam is hollow, such that it transversely overlaps

only with the tails of the main beam and hence the Lorentz
force exerted by the electrons onto the main beam affects
only the tails. When the HEL is switched on, the diffusion
speed of particles in the tails is enhanced, driving them on
the collimation system. Such a device is presently part of
the HL–LHC upgrade as means to mitigate fast failures of
crab cavities [53] or to scrape away overpopulated tails that
in case of jitters of the beam orbit would trigger unnecessary
beam dumps.

Even though the primary goal of the HELs in the HL–
LHC baseline is not to mitigate impedance aspects, their
use at flat top could open to the possibility of progressively
tightening the IR7 collimator settings while beams are in
collision and hence deploying more relaxed settings at the
beginning of data taking, when the beam is still highly pop-
ulated and the octupole current necessary to Landau–damp
it is high. Such an operational mode of IR7 collimators
has never been explored so far and it is not planned for the
future, since the reduction of collimator gaps would imply
producing uncontrolled losses during data taking, with risks
of spurious dumps. In this perspective, HELs could be de-
ployed prior to tightening the collimator gaps, generating
losses in a controlled way and hence avoiding dumps.

This operational mode, not studied yet, would a priori
be beneficial for the footprint of the collimation system on
impedance. In fact, it would allow to deploy larger collimator
gaps at the beginning of the fill, when the beam intensity
is higher, and tighten collimator settings while the beam
intensity is reduced because of collision burn–off.

CONCLUSIONS
The present LHC collimation system substantially con-

tributes to the total LHC impedance budget, especially at
flat top energy; without upgrading the system, the brighter
HL–LHC beams would need a too high octupole current
to be Landau–damped. The expectations for the HL–LHC
era are based on the present knowledge of sources of beam
instability in the LHC, which account for only half of the
octupole current required to operationally stabilise the LHC
beams as of Run 2. The origin of the uncertainty is still
being investigated, while improving numerical models and
understanding the interplay between destabilising processes.

The current baseline of the impedance upgrade of the
LHC collimation system in IR7 has been presented. It is
based on the replacement of most of the present primary and
secondary collimators with new ones. The new hardware is
characterised by jaws made of a low–impedance material;
in particular, MoGr has been chosen as baseline material,
following a rich R&D program, as best compromise between
impedance improvement and adequate robustness. In addi-
tion, secondary collimators will be coated with pure Mo, to
further reduce their footprint on the total machine impedance.
The impedance upgrade will bring the expected octupole
current required to stabilise the beam within acceptable val-
ues.
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Other options, currently under study, have been sum-
marised, possibly improving not only the footprint of the
system on impedance, but also the cleaning performance.
They consider a wide range of changes in IR7, including a
new optics, alternative collimator settings, and innovative
technologies for achieving beam cleaning.

REFERENCES
[1] O. Brüning et al. (eds), “LHC Design Report”, vol. I,

CERN, Geneva, Switzerland, Rep. CERN–2004–003–V–1,
Jun. 2004.

[2] R. W. Assmann et al., “The Final Collimation System
for the LHC”, in Proc. 10th European Particle Acceler-
ator Conf. (EPAC’06), Edinburgh, UK, Jun. 2006, paper
TUODFI01, pp. 986–988.

[3] R. Bruce et al., “Simulations and measurements of beam loss
patterns at the CERN Large Hadron Collider”, Phys. Rev. ST
Accel. Beams, vol. 17, p. 081004, 2014. doi: 10.1103/
PhysRevSTAB.17.081004

[4] A. Bertarelli et al., “The Mechanical Design for the
LHC Collimators”, in Proc. European Particle Accelerator
Conf. (EPAC’04), Lucerne, Switzerland, July 2004.

[5] B. Salvachua Ferrando et al., “Cleaning Performance of the
LHC Collimation System up to 4 TeV”, in Proc. 4th Int. Parti-
cle Accelerator Conf. (IPAC’13), Shanghai, China, May 2013,
paper MOPWO048, pp. 1002-1004.

[6] N. Fuster Martínez et al., “Run 2 collimation overview”, in
Proc. of the 9th Evian Workshop, Evian, France, 30th – Jan. 1st

Feb. 2019. https://indico.cern.ch/event/751857/
[7] N. Mounet et al., “Collimator Impedance”, presentation at the

LHC Collimation Review 2013, 30th–31st May 2013, CERN,
Geneva, Switzerland. https://indico.cern.ch/event/
251588/

[8] X. Buffat et al., “Transverse Instabilities”, in Proc. of the 9th

Evian Workshop, Evian, France, 30th Jan. 1st – Feb. 2019.
https://indico.cern.ch/event/751857/

[9] A. Mereghetti et al., “V∗-Reach – IR7 Collimation Hierar-
chy Limit and Impedance”, CERN, Geneva, Switzerland,
Rep. CERN–ACC–NOTE–2016–0007, Jan. 2016. https:
//cds.cern.ch/record/2120132

[10] A. Mereghetti et al., “MD1447 – V∗-Reach: 2016 IR7 Colli-
mation Hierarchy Limit and Impedance”, report in prepara-
tion.

[11] D. Mirarchi et al., “MD1878: Operation with primary col-
limators at tighter settings”, CERN, Geneva, Switzerland,
Rep. CERN–ACC–NOTE–2017–0014, Jan. 2017. https:
//cds.cern.ch/record/2254674

[12] A. Mereghetti et al., “MD2191 – V∗-Reach: 2017 IR7 Colli-
mation Hierarchy Limit and Impedance”, report in prepara-
tion.

[13] G. Apollinari et al. (eds.), “High Luminosity Large Hadron
Collider (HL–LHC) Technical Design Report V.01”, CERN,
Geneva, Switzerland, Rep. CERN–2017–007–M, Sep. 2017.
https://cds.cern.ch/record/2284929

[14] L. Rossi and O. S. Brüning, “Progress with the High Lumi-
nosity LHC Programme at CERN”, in Proc. 10th Int. Parti-
cle Accelerator Conf. (IPAC’19), Melbourne, Australia, May
2019, paper MOYPLM3.

[15] H. Damerau et al., “LHC Injectors Upgrade, Technical De-
sign Report, Vol. I: Protons”, CERN, Geneva, Switzerland,
Rep. CERN–ACC–2014–0337, Dec. 2014. https://cds.
cern.ch/record/1976692

[16] D. Amorim et al., “HL–LHC impedance and related effects”,
CERN, Geneva, Switzerland, Rep. CERN–ACC–NOTE–
2018–0087, Dec. 2018. https://cds.cern.ch/record/
2652401

[17] S. Redaelli, “Beam Cleaning and Collimation Systems”,
CERN, Geneva, Switzerland, Rep. CERN–2016–002.403,
Aug. 2016. https://cds.cern.ch/record/2207182

[18] R. Bruce et al., “Sources of machine-induced background in
the ATLAS and CMS detectors at the CERN Large Hadron
Collider”, Nucl. Instrum. Meth. A, vol. 729, p. 825–840,
Nov. 2013. doi: 10.1016/j.nima.2013.08.058

[19] R. Bruce et al., “Collimation-induced experimental back-
ground studies at the CERN Large Hadron Collider”,
Phys. Rev. Accel. Beams, vol. 22, p. 021004, 2019. doi:
10.1103/PhysRevAccelBeams.22.021004

[20] R. Bruce et al., “Calculations of safe collimator settings and
V∗ at the CERN Large Hadron Collider”, Phys. Rev. Ac-
cel. Beams, vol. 18, p. 061001, 2015. doi: 10.1103/
PhysRevSTAB.18.061001.

[21] R. Bruce et al., “Reaching record-low V∗ at the CERN Large
Hadron Collider using a novel scheme of collimator settings
and optics”, Nucl. Instrum. Meth. A, vol. 848, p. 19–30, 2017.
doi: 10.1016/j.nima.2016.12.039.

[22] G. Valentino et al., “Semiautomatic beam-based LHC col-
limator alignment”, Phys. Rev. ST Accel. Beams, vol. 15,
p. 051002, May 2012. doi: 10.1103/PhysRevSTAB.15.
051002

[23] G. Valentino et al., “Final implementation, commission-
ing, and performance of embedded collimator beam posi-
tion monitors in the Large Hadron Collider”, Phys. Rev. Ac-
cel. Beams, vol. 20, p. 081002, 2017. doi: 10.1103/
PhysRevAccelBeams.20.081002

[24] D. Amorim, “Update on the LHC impedance model”, presen-
tation at the 35th Impedance Working Group meeting, 19th

Sep. 2019, CERN, Geneva, Switzerland. https://indico.
cern.ch/event/844161

[25] J. Wenninger, “Operation and Configuration of the LHC in
Run 2”, CERN, Geneva, Switzerland, Rep. CERN–ACC–
NOTE–2019–0007, Mar. 2019. https://cds.cern.ch/
record/2668326

[26] R. Bruce et al., “Machine configuration”, in Proc. of the
9th Evian Workshop, Evian, France, 30th Jan. 1st–Feb. 2019.
https://indico.cern.ch/event/751857/

[27] D. Amorim et al., “Comparison of LHC impedance model
predictions to beam based measurements”, presentation at
the 30th Impedance Working Group meeting, 5th Mar. 2019,
CERN, Geneva, Switzerland. https://indico.cern.ch/
event/802620

[28] E. H. McLean et al., “Implications of IR-corrector loss to
LHC operation”, presentation at the LMC meeting, CERN,
Geneva, Switzerland, 4th Apr. 2018. https://indico.
cern.ch/event/719201/

Proceedings of the ICFA mini-Workshop, MCBI 2019, Zermatt, Switzerland

184



[29] L. R. Carver et al., “Transverse beam instabilities in the
presence of linear coupling in the Large Hadron Collider”,
Phys. Rev. Accel. Beams, vol. 21, p. 044401, 2018. doi:
10.1103/PhysRevAccelBeams.21.044401

[30] X. Buffat et al., “Beam stability and quality in the presence of
beam-beam and transverse damper”, presentation at the 7th

HL–LHC Collaboration Meeting, Madrid, Spain, Nov. 2017.
https://indico.cern.ch/event/647714

[31] C. Tambasco et al., “Triggering of instability by BTF mea-
surements”, presentation at the 96th LBOC meeting, CERN,
Geneva, Switzerland, 27th Mar. 2018. https://indico.
cern.ch/event/715467

[32] S. Antipov et al., “Update of the HL–LHC operational sce-
narios for proton operation”, CERN, Geneva, Switzerland,
Rep. CERN–ACC–NOTE–2018–0002, Jan. 2018. https:
//cds.cern.ch/record/2301292

[33] S. Redaelli et al., “Collimation upgrade plans”, presenta-
tion at the International Review of the HL–LHC Collimation
System, CERN, Geneva, Switzerland, 11th–12th Feb. 2019.
https://indico.cern.ch/event/780182

[34] A. Bertarelli et al., “2014 Development and testing of novel
advanced materials with very high thermal shock resistance”,
in Proc. Tungsten, Refractory and Hardmetals Conference,
Orlando, Florida, USA, May 2014.

[35] N. Mariani, “Development of Novel, Advanced Molybde-
num–based Composites for High Energy Physics Applica-
tions”, PhD. thesis, Politecnico di Milano, 2014.

[36] J. Guardia-Valenzuela et al., “Development and properties
of high thermal conductivity molybdenum carbide - graphite
composites”, in Carbon, vol. 135, 2018. doi: 10.1016/j.
carbon.2018.04.010

[37] S. Antipov et al., “Staged implementation of low–impedance
collimation in IR7: plans for LS2”, CERN, Geneva, Switzer-
land, Rep. CERN–ACC–NOTE–2019–0001, Jan. 2019.
http://cds.cern.ch/record/2654779

[38] F. Carra et al., “Mechanical Engineering and Design of Novel
Collimators for HL–LHC”, in Proc. 5th Int. Particle Accelera-
tor Conf. (IPAC’14), Dresden, Germany, 15th–20th Jun. 2014,
paper MOPRO116, pp. 369–372.

[39] I. Efthymiopoulos et al., “HiRadMat: A New Irradiation Fa-
cility for Material Testing at CERN”, in Proc. 2nd Int. Particle
Accelerator Conf. (IPAC’11), San Sebastian, Spain, 4th–9th

Sep. 2011, paper TUPS058, pp. 1665–1667.
[40] A. Bertarelli et al., “Dynamic Testing and Characteriza-

tion of Advanced Materials in a New Experiment at CERN
HiRadMat Facility”, in Proc. 9th Int. Particle Accelerator
Conf. (IPAC’18), Vancouver, BC, Canada, 29th April – 4th

May. 2018, paper WEPMF071, pp. 2534–2537.
[41] M. Pasquali et al., “Dynamic response of advanced materials

impacted by particle beams: The multimat experiments”,

Journal of Dynamic Behavior of Materials, vol. 5, p. 266–
295, 2019. doi: 10.1007/s40870-019-00210-1

[42] F. Carra et al., “Mechanical robustness of HL–LHC col-
limator designs”, Journal of Physics: Conference Series,
vol. 1350, p. 012083, 2019. doi: 10.1088/1742-6596/
1350/1/012083

[43] G. Gobbi et al., “Novel LHC collimator materials: High-
energy Hadron beam impact tests and non–destructive post–
irradiation examination”, Mechanics of Advanced Materi-
als and Structures, 2019. doi: 10.1080/15376494.2018.
1518501

[44] X. Buffat et al., “Strategy for Landau damping of head-tail
instabilities at top energy in the HL–LHC”, report in prepa-
ration.

[45] “Installation of a low–impedance secondary collimator (TC-
SPM) in IR7”, EDMS doc. 1705738 (v.1.0), LHC–TC–EC–
0006 (v.1.0) (2017).

[46] C. Accettura et al., “Resistivity measurements on coated
collimator materials”, presentation at the ColUSM meeting,
CERN, Geneva, Switzerland, 28th February 2020. https:
//indico.cern.ch/event/883715

[47] S.V. Furuseth and X. Buffat, “Noise and possible loss of
Landay damping”, presentation at the ICFA mini–workshop
on “Mitigation of Coherent Beam Instabilities in particle
accelerators”, Zermatt, Switzerland, 23rd–27th Sep. 2019,
these proceedings.

[48] R. Bruce et al., “New IR7 optics with removed MQW mag-
nets”, presentation at the HSS section meeting, CERN,
Geneva, Switzerland, 6th December 2017. https://
indico.cern.ch/event/681507

[49] D. Kodjaandreev, “Single-sided collimation and the effects
on beam cleaning and impedance in the LHC”, MSc. thesis,
University of Malta, Malta, 30th May 2019. https://cds.
cern.ch/record/2690267

[50] A. Mereghetti et al., “Review of the system with asym-
metric settings”, presentation at the 112th ColUSM meet-
ing, CERN, Geneva, Switzerland, 29th Jan. 2019. https:
//indico.cern.ch/event/789529

[51] V. Shiltsev, “Electron Lenses for Super-Colliders”, Springer
(2016), ISBN: 9781493933150.

[52] D. Mirarchi et al., “Beam dynamics simulations with a Hol-
low Electron Lens”, presentation at the 9rh HL–LHC Collab-
oration meeting, Fermilab, Batavia, Illinois, USA, 14th–16th

Oct. 2019. https://indico.cern.ch/event/806637

[53] A. Santamaria Garcia, “Experiment and Machine Protec-
tion from Fast Losses caused by Crab Cavities in the High
Luminosity LHC”, PhD. thesis, Ecole Polytechnique Fed-
erale de Lausanne, Lausanne, Switzerland, 2019. https:
//cds.cern.ch/record/2636957

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

185



SURFACE EFFECTS FOR ELECTRON CLOUD∗

A. Novelli1, University of Rome “La Sapienza", 00185 Rome, Italy
M. Angelucci, A. Liedl, L. Spallino, and R. Cimino†, LNF-INFN, 00044 Frascati, Italy

Rosanna Larciprete1, ISC-CNR, 00185 Rome, Italy
1also at LNF-INFN, 00044 Frascati, Italy

Abstract
The ability of a low Secondary Electron Yield coating

to mitigate detrimental electron cloud effects potentially af-
fecting accelerators’ performances has been convincingly
validated. The interference of such coatings with other prop-
erties required to accelerator constructive materials (i.e. vac-
uum compatibility, magnetic permeability, high surface con-
ductivity, etc.) is of great concern and has recently attracted a
lot of interest and studies. For instance, the severe impedance
budget constraint requires the highest conductivity in the
surface layers within the skin depth (typically some µm)
characteristic of the e.m. interaction. It is therefore of ut-
termost importance to define the minimum thickness one
overlayer should have in order to be an effective electron
cloud mitigator and minimize its impact to surface conduc-
tivity.
To this purpose, XPS and Secondary electron spectroscopy
have been simultaneously applied to the prototypical system
formed by increasing coverages of amorphous Carbon (a-C)
deposited on atomically clean Cu. XPS has been successfully
used to qualify and quantify the a-C thickness, rendering
possible a detailed coverage dependent study. A significantly
thin a-C layer, of about 5 to 7 nm, is surprisingly enough
to lower the secondary emission properties of the whole
system below 1. This observation opens up the possibility
to develop, on industrial scale, thin enough electron cloud
mitigators that will not affect impedance issues.

INTRODUCTION
Electron clouds - generated in accelerator vacuum

chambers by photoemission, residual-gas ionization,
and secondary emission - can affect the operation and
performance of hadron and lepton accelerators in a variety
of ways. They can induce increases in vacuum pressure,
emittance growth, beam instabilities, beam losses, beam
lifetime reductions, or additional heat loads on a (cold)
chamber wall [1, 2]. When electrons are accelerated by
the positive passing beam in the direction perpendicular
to it, they gain energy and, when finally hit the vacuum
chamber, they create other secondary electrons at the
accelerator walls. The number of electrons created during
such occurrence is governed by a material surface property
called Secondary Electron Yield (SEY). SEY is defined
as the ratio between the number of emitted electrons (also
called secondary electrons) to the number of incident
∗ Work supported by INFN National committee V trough the “MICA"
project.
† roberto.cimino@lnf.infn.it

electrons (also called primary electrons) and is commonly
denoted by δ. When the effective SEY at the chamber is
larger than unity, the electron population rapidly grows
with successive bunch passages. This can lead to a high
electron density and hence, to Electron cloud effects (ECE).
One powerful method to control and overcome such effects
is to ensure a low SEY, ideally always less or just around
one. Different solutions have been proposed to this end,
one being to treat the surface by Laser Ablation Surface
Engineering (LASE) [3, 4] or by TiZrV [5, 6] or amorphous
Carbon (a-C) coating [7]. LASE surfaces have a low SEY
due to their particular micro and nano-metrical grooves
morphology. TiZrV is a Non-evaporable Getter (NEG)
that, once activated at ∼ 180 ◦C, not only is an extremely
powerful vacuum pump, but shows a SEY typically less
than 1. Also a-C has a quite low SEY thanks to its intrinsic
properties connected to the sp2 Carbon bonds typical of
graphite-like materials [8–10].

All those coatings, used as ECEmitigation remedies, must
necessarily be compliant to a number of stringent specifi-
cations [11]. Material conductivity, magnetic properties,
vacuum, constructive compatibility, impedance issues are
among the most stringent ones, suggesting a more general
approach when qualifying a material to be used in acceler-
ators. In terms of vacuum constructive compatibility, for
example, NEG, LASE and a-C do behave quite differently.
Activated NEG is an active pump that can ensure superb vac-
uum performances if sufficiently thick (more than a µm to
grant some reservoir for pumped gasses). However, for space
reasons, it is not always easy or possible to implement its
activation and it is not yet known its ability to pump at cryo-
genic temperatures. LASE is certainly vacuum compatible
and does not require activation. Recently, it was shown [12]
that ices cryo-sorbed on its surface, desorb in a temperature
interval much larger than the very sharp one observed from
a flat surface. The cryogenic vacuum properties of LASE
augmented effective surface are still under study.
One more intriguing example, where material constraints
are challenging, relates to the surface conductivity required
to build an accelerator within a given impedance budget.
LASE, TiZrV and a-C have a significantly reduced surface
conductivity in respect to Cu and their use may indeed have
a significant impact on this issue [13,14,16,17]. Impedance
issues require to minimize surface resistance in the first few
microns, the typical skin depth of the e.m. interaction be-
tween beam and materials. One line of research is then to
try thinning the ECE mitigator coating well below the size
of this skin-depth. A very thin coating, even if badly conduc-
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tive, will not add any significant contribution to the machine
impedance. This coating thickness reduction is indeed pos-
sible even if it may significantly affect other properties: a
thinner LASE will have smaller grooves and porosity and
will possibly be less effective as ECE mitigator, a very thin
NEG will have a significantly reduced pumping capacity.
Synergic to this research line, at the Frascati National Labo-
ratory, we launched a detailed study to define more precisely
how thin a coating should be to act as an effective ECE mit-
igator. We report here some preliminary data that refer to
the case of a-C grown on polycrystalline atomically clean
copper. The data are relative to a laboratory designed sur-
face science experiment and, therefore, consequences on
real coatings, to be performed on industrial scale, must be
extrapolated with caution.

EXPERIMENTAL
The experiment was performed in the Material Science

Laboratory of the INFN-LNF at Frascati (Rome, Italy), in
an ultra-high vacuum system routinely used for XPS/SEY
experiments. It consists of a preparation chamber and an
analysis chamber, both having a base pressure of 1 × 10−10

mbar and is described in some more details in the literature
[1, 8–10, 18]. Polycrystalline Cu substrate was cleaned by
cycles of Ar+ sputtering at 1.5 kV and prolonged thermal
annealing at temperatures of 800-1000 K. Atomically clean
Cu substrate, even if not representative of realistic carbon
coatings for accelerators, was chosen to minimize spurious
effects (like contaminations or electron beam induced SEY
modification [10]) and be able to single out only the desired
phenomenon.
Carbon was deposited by an electron beam evaporator

(Tectra GmbH.) from a 99.999 purity C rod with a stable
rate of ≈ 0.03 nm/min. This method, though unpractical for
industrial productions, allows a very careful monitoring of
thickness, especially at very low coverages, and produces
well controlled and clean a-C films. During C evaporation,
the background pressure was ≤ 5 × 10−10mbar. C layers
were deposited in steps and after each evaporation XPS and
SEY analysis were performed. XPS measurements were car-
ried out by using an Omicron EA125 analyzer to reveal the
photoelectrons excited by the non monochromatic radiation
of an Mg K (hν = 1256 eV). SEY is measured as described
in detail in Refs [1, 8–10]. SEY is, by definition, equal to
Iout/Ip = (Ip− Is)/Ip , where Ip is the current of the primary
electron beam hitting the sample, Iout is the current of the
electrons emerging from the sample and Is is the sample
current to ground, as measured by a precision amperometer.
In brief Ip (some tens of nA) was measured by means of a
Faraday cup positively biased, whereas Is was determined
by biasing the sample at -75 V. SEY curves as a function
of the primary energy Ep are characterized by a maximum
value (δmax) reached at a certain energy (Emax). As already
discussed [18], we can correctly measure SEY starting from
few hundreds of meV above the sample work function. SEY
measured curve drops from 1 to 0 within an Ep region whose

width ( 0.85 eV) is determined by the thermally broadened
electron beam emitted by the thermoionic cathode. SEY
measurements are only valid after this drop, which occurs at
an energy related to the surface vacuum level. XPS was used
to quantitatively define a-C coverage by looking at the in-
crease of the C 1s signal and the concomitant Cu 2p decrease
during deposition, which is assumed to be homogeneous.
Standard practice XPS analysis procedures [20] was used to
estimate, after each deposition, the carbon layer quality and
thickness. This standard practice in XPS analysis is based
on reasonable assumptions on the electron mean free path
in a-C and in Cu [19], on a close to layer by layer growth
and by assuming that the Cu core level intensities follows a
Beer-Lambert low in a layer on a substrate model [20, 21].

RESULTS
The prototypical system we decided to investigate -

namely a-C on atomically clean polycrystalline Cu - offered
the possibility to follow XPS and SEY data as a function of
deposition time. XPS analysis [21], not shown here, allows
us to determine with an experimental uncertainty of approxi-
mately 30 %, the thickness, in nm, of the a-C film. XPS also
confirms that the a-C film is mainly sp2 in character and can
be indeed assumed to be closer to a distorted graphite than
to diamond. Once XPS allows us to define the thickness of
the various a-C films deposited, we can plot the evolution of
SEY versus a-C coverage.

Figure 1: SEY evolution at different a-C thicknesses.

This is shown in Fig. 1, where we can observe:
• The SEY of the atomically clean polycristalline Cu
shows a δmax of ∼ 1.4 at around Emax ∼ 640 eV con-
sistent with literature results [1, 18, 22];

• For the initial low coverages of a-C, we notice some
significant effect, specially in the very low energy part
of the SEY spectrum. This confirms how this low en-
ergy range of SEY is sensitive to very small quantities
of adsorbates, and even of contaminants [22] in the
sub-monolayer regime;

• Increasing carbon coverages, the low energy part of the
SEY spectrum does not change significantly any more,
while the overall curve is severely modified in shape,
δmax and Emax ;

• δmax is steadily reduced from ∼1.4 (clean copper) to
less than 1 (after ∼ 6 nm of a-C );
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• Also Emax is significantly and steadily reduced with
increasing a-C thickness going from ∼650 eV (clean
copper) to ∼100 eV after already 6 nm.

• For intermediate coverages, the δ curve can be con-
sidered as a superposition of the modified yield of the
substrate and the SEY of the overlayer.

We report, in Fig. 2, δmax and Emax versus the estimated
a-C coverage. On increasing the thickness, δmax goes from
the value of clean Cu, to the one typically measured for
graphite and a-C [8, 9]. On the other hand, Emax starts
from the clean Cu value but ends up significantly lower
than what is observed in graphite. Something similar, if
not so effective, was observed for Emax after repeated Ar+
sputtering cycles on otherwise crystalline Graphite, implying
that Emax could get reduced by increasing disorder (and/or
amorphization) [9].

Figure 2: δmax (bottom panel) and Emax at different a-C
thicknesses. ∆δmax /δmax= 5% and ∆Emax /Emax = 10%

For the test case studied here, SEY curve does not seem
to vary after that 5 to 6.5 nm of a-C were deposited on the
atomically clean Cu surface. After this coverage, SEY is
dominated by the overlayer signal.

DISCUSSION
Here, we are reporting results from a prototypical system

which can not be used for production both due to the use of
an atomically clean Cu substrate and to the EB-PVD used to
evaporate Carbon. Clearly, our results should be confirmed
and extended to other systems and materials. They are still
extremely challenging and call for a reexamination of the
coating thickness normally used to mitigate e-cloud. Even
with safety margins ( up to 5 to 10 times in thickness) typical
of an industrial production, it is indeed possible to have an
ECE mitigator coating which only marginally affects the
surface resistance within the skin depth and therefore is fully
compliant with the impedance budget. Maybe, magneto-
sputtering deposition technique, which is routinely used for
coating accelerator pipes, is not easily controlled in the very
low coverage regimes and could either been implemented /

modified or even substituted with coating techniques more
apt to control the quality in the very low coverage regime.
What is here clear, for the first time in this context, is that 5
to 6.5 nm of a-C coating are enough to finally reduce SEY
below one. This observation would call for a technological
effort to be able to reproduce and safely control such low
thickness coatings on industrial scale with the aim to finally
produce ECE mitigators that do not affect impedance.

CONCLUSIONS
We have studied a prototypical system formed by a thin

C layer incrementally evaporated, at low rate, on a polycrys-
talline Cu substrate. We address the question on what is the
minimal layer thickness that defines the SEY of the system
as the one of the overlayer and not of the substrate. We
demonstrate that, in this case, 5 to 6.5 nm are sufficient to
reduce the SEY from 1.4 (copper) to ∼1 (a-C). More data are
needed to confirm this to be a general trend, valid also for
different substrates, eventually with significantly higher SEY
and overlayer materials. The results open up the possibility
to design ECE mitigators fully compliant with impedance
issues.
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ELECTRON CLOUD MITIGATION WITH LASER ABLATED SURFACE 
ENGINEERING TECHNOLOGY* 

O.B. Malyshev† and R. Valizadeh, STFC Daresbury Laboratory, Warrington, WA4 4AD UK 

Abstract 
Parameters of the high intensity accelerators with posi-

tively charged beams could be compromised by electron 
cloud (e-cloud) effect. One of the most efficient mitigation 
method is providing the beam vacuum chamber walls with 
low secondary electron yield (SEY). A discovery of low 
SEY surfaces produced with Laser Ablated Surface Engi-
neering (LASE) brought a new technological solution for 
e-cloud mitigation. This paper highlights the main results 
obtained since its discovery in 2014.        

INTRODUCTION 
Electron cloud (e-cloud) and beam induced electron 

multipacting (BIEM) are two coupled effects that can badly 
affect the performance of high intensity particle accelera-
tors with positively charged beams [1,2]. Among many de-
veloped methods for the e-cloud and BIEM mitigation, one 
of preferred solutions is an inner surface with a low sec-
ondary electron emission (SEY) yield. The advantage of 
this method that after implementing it requires no control-
lers, no power sources, no cables, no feedthroughs, etc. 
Low SEY surface is a result of using low SEY materials for 
vacuum chamber, a thin film of low SEY materials on inner 
walls of vacuum chamber or surface geometry engineering 
(grooves or special surface structures). Many research 
teams are involved in these activities around the world, dif-
ferent techniques (machining, etching, thin film coating, 
etc.) allow to reach SEY £ 1. In this paper a short overview 
of Laser Ablated Surface Engineering (LASE) is given. 

LASE AS A LOW SEY SOLUTION FOR E-
CLOUD MITIGATION 

What is LASE? 
Nanostructuring of material surfaces by Laser Ablated 

Surface Engineering (LASE) is well established science 
and manufacturing with more than 25 years of experience, 
see review papers in Ref. [3-6]. However, it was not looked 
at as a surface treatment for accelerator vacuum chambers.   

Discovery of LASE for SEY mitigation 
In 2014 it was discovered that LASE on copper, alumin-

ium and stainless steel surfaces may lead to dramatic re-
duction of SEY, with its maximum value dmax < 0.8 [7,8]. 
Figure 1 shows an untreated and LASE copper samples and 
Fig. 2 shows SEY for untreated and LASE copper samples 
as a function of incident electron energy for two condi-
tions: as-received (i.e. measured shortly after installing on 
SEY measurement facility and after conditioning (electron 
bombardment with a dose of 1.0 × 10−2 C/mm2 for Cu and 
3.5 × 10−3 C/mm2 for black Cu). One can see that even as-

received LASE sample demonstrate dmax < 1.1 in compari-
son to dmax = 1.9 for the untreated sample, and the electron 
conditioning lead to further reduction of SEY:  dmax < 0.8 
for LASE sample in comparison to dmax < 1.25 for the un-
treated sample. The main result reported in Ref. [7,8] that 
SEY < 1 can be achieved on Cu, Al and stainless steel with 
LASE, and this technology could be applied for suppres-
sion of  PEY/SEY and solving the e-cloud problem. 

 
Figure 1: (a) Untreated and (b) LASE copper samples. 

 
Figure 2: SEY for Cu as a function of incident electron en-
ergy: Cu – untreated surface, black Cu – laser treated sur-
face, and conditioning – electron bombardment with a dose 
of 1.0 × 10−2 C/mm2 for Cu and 3.5 × 10−3 C/mm2 for black 
Cu. Reproduced from Ref. [8].  

Further LASE development 
In the following years, the emphasis was focused on bet-

ter understanding of the following: 
- How and why SEY is reduced on LASE surfaces 
- Further reduction of SEY  
- Study how LASE surface may affect other charac-

teristics which are important for an accelerator: 
• RF surface resistance 
• Particulate generation  ______________________________________________ 
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• Vacuum properties 
It was demonstrated [9-10] that a treatment of copper us-

ing a λ = 355 nm laser resulted in creation of three different 
scales structures show in Fig. 3:  

• microstructure grooves ranging from 8 to 100 µm 
deep,  

• coral-like submicron particles superimposed on 
the grooves which is made of agglomeration of  

• nano-spheres. 
 

 
Figure 3: Low (on the left) and high (in the middle) resolu-
tion planar and X-Section (on the right) SEM micrographs 
of 1 mm thick copper samples treated with a laser using 
different scan speeds: (a) 180 mm/s and (e) 30 mm/s. Re-
produced from Ref. [10]. 

 
It was demonstrated, as reported in Ref [10]: 
- The SEY reduction is happening due to a superposition 

of these structures.  
- Low SEY surfaces can be produced using various la-

sers with different wavelength, such as l=355 nm and 
l=1064 nm, different power, with a variety of other 
parameters. 

First accelerator test  
Two of the LASE surfaces reported in Ref. [10] has been 

selected for the first accelerator test of vacuum components 
with LASE surfaces for electron-cloud mitigation [11]. A 
specially designed SPS liner was treated on two areas of 40 
mm ´ 490 mm with different LASE parameters, see Fig. 4. 

 

    
 
Figure 4: Perforated side of the SPS liners treated by AS-
TeC. The two regions treated with a different set of laser 
parameters are clearly visible. Reproduced from Ref. [11]. 
 

The following test at SPS accelerator has demonstrated a 
complete eradication of e-cloud achieved with both set of 
LASE parameters [11]. That was the first demonstration of 
efficiency of e-cloud mitigation with LASE technology. 

RF surface resistance  
Vacuum chamber RF surface resistance should be below 

a certain threshold to avoid two possible problems: 
- An increase of beam energy spread due to beam im-

pedance induced by the RF surface resistance; 
- Significant resistive heal loss of beam image current 

on vacuum chamber walls.  
The depth of microstructure grooves produced by LASE 

ranging from 8 to 100 µm. the RF surface resistance has 
been measured at 7.8 GHz with a 3-choke cavity as shown 
in Fig. 5. It was shown that the RF surface resistance Rs can 
be reduced with reducing the groove depth (main source of 
surface resistance) and the depth of other LASE structures, 
see Fig. 6 [9,10]. 

 
Figure 5: The 3-choke cavity (top) and a facility (bottom) 
for contactless surface resistance measurements. 

 

 
Figure 6: The RF surface resistance as a depth of LASE 
structures. 

EUROCIRCOL STUDIES FOR FCC  
The successful results on SEY mitigation with LASE 

lead to consider LASE as baseline solution for FCC-hh 

Cavity  ®  
Gap      ® 
Sample ® 

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

191



beam chamber in the H2020 EuroCirCol programme. More 
than 120 different LASE samples were produced and tested 
in STFC. The sample were produced with different lasers 
(nanosecond lasers with l = 355 nm and 1064 nm, picose-
cond lasers with l = 355 nm and 1064 nm), in different 
atmospheres (air, vacuum, Ar, CH4). More than 60 samples 
demonstrated dmax < 1 [12-13]. 

A number of samples has been investigated by the Eu-
roCirCol WP4 partners:   
- A compatibility of LASE surfaces with cryogenic 

vacuum in future high-energy particle accelerators 
has been studied in INFN [14-16]; 

- Reflectivity and photoelectron yield has been stud-
ied under synchrotron radiation at INFN [17];  

- Thermal outgassing and electron stimulated desorp-
tion measurements has been performed at STFC 
[18]; 

- A 2-m long porotype of the FCC-hh vacuum cham-
ber for photodesorption measurements at KARA: 
o a tube in two halves, 
o it has been LASE treated with a laser (l = 

1064 nm), treated area of each half is 2 m ´ 20 
mm. 
 

ADVANTAGES OF LASE OVER OTHER 
PASSIVE MITIGATION METHODS 

- LASE can be done in air or selected gas atmosphere, 
i.e. there is no need for vacuum or clean room facili-
ties: 
• reduced cost 

- The laser is capable of fabricating the desired mi-
cro/nanostructure in a single step process:  
• reduced processing time  

- Surface engineering is performed by photons and, 
thus, contactless: 
• no contamination from the tools or the process 

materials 
- The process is applicable to the surfaces of any 3D ob-

ject: 
• i.e. inner walls of beam vacuum chambers 

- It is possible to lase in many different environments, 
such as gases, liquids, or in a vacuum 
• i.e. controlling surface composition (oxides, ni-

trides, carbonises…) and surface formation. 
 

CONCLUSIONS 
LASE is an e-cloud mitigation technology for future 

high intensity accelerators. It has been demonstrated that 
low SEY surfaces can be produced with different lasers 
(different wavelength, power, frequency and other param-
eters). The technology is ready for scaling up to be applied 
on large vacuum chambers. 
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VLASOV EIGENFUNCTION ANALYSIS OF SPACE-CHARGE AND BEAM-
BEAM EFFECTS* 

Y. Alexahin#, Batavia, IL 60510, USA

Abstract 
Space-charge and beam-beam interaction affect both 

incoherent and coherent motion of particles potentially 
leading to instabilities and deterioration of the beam 
parameters. An overview of these phenomena will be 
given with an emphasis on the observable spectral 
characteristics and the mitigation methods of their 
harmful effects.  

INTRODUCTION 
With the advent of supercomputers with thousands of 

cores massive tracking simulations became the main 
method for studying intensity-related effects such as 
beam-beam and space-charge effects. Still, other methods 
can be useful to get insight in the observed phenomena 
and for preliminary study of mitigation strategies. 

This report is devoted to the eigenvalue analysis of the 
Vlasov equation which fills an important niche between 
analytical calculations and tracking simulations providing 
the insight of the former and accuracy of the latter.  

In the context of the beam-beam interaction this 
approach was successfully used in Ref. [1] and further 
developed by the author of this report [2, 3]. 

An extension of the method on the coherent modes in 
space-charge dominated beam will be discussed here for 
the case of a Gaussian beam in a parabolic RF well.  

COHERENT BEAM-BEAM MODES 
Traditionally the nonlinearity of the unperturbed 

motion is taken into account as the amplitude dependence 
of incoherent tunes entering the dispersion relation. 
However, in the case of strong-strong beam-beam 
interaction the deformation of the charge distribution of 
the beams also should be taken into account [1]. 

Let us emphasize that perturbation is considered 
infinitesimal, it is the unperturbed single particle 
oscillations that are nonlinear. Linearizing w.r.t. the 
perturbation the Liouville equation with self-consistent 
electromagnetic forces we come to the Vlasov equation. 

For a Gaussian unperturbed distribution F0 the Vlasov 
equation for perturbation F1 in the action-angle variables 
I = (Ix, Iy, Is), ψ = (ψx, ψy, ψs) has the form 

( )( ) ( ) ( )
1 1 1

3 1 ( ) (3 ) 3 3
0 1
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r N
i F G F d I d

θ ψ

ε ψ
πγ ψ

− − −

∂ ∂
= = − −

∂ ∂

∂ ′ ′− ⋅
∂ ∫

          (1) 

where θ is the generalized azimuth, k=1,2 is the beam    
number, Nk is the number of particles per bunch, 

( ) ( ) ( ) ( ) 1 1 1 1( , , ), ( , , )k k k k
x y s x y sQ Q Q Q ε ε ε ε− − − −= − =  being the 

incoherent tunes and emittances in all three planes. 
By performing Fourier expansion in the angle variables 

we obtain from Eq. (1) a system of equations (generally 
coupled) for the Fourier components of F1. Outside of the 
resonances the coupling of the modes can be neglected so 
that they can be treated independently. 

Van Kampen modes  
Yokoya et al. [1] showed that the spectrum of operator 

Â  – let us call it the Vlasov operator – includes 
continuum covering the range of single particle tunes and 
possibly some discrete values lying outside the 
continuum. In particular, they found that out of phase 
dipole oscillations (π-mode) of two round beams with 
equal sizes, intensities and bare lattice tunes have the 
tuneshift 1.214 times the maximum (by absolute value) 
incoherent tuneshift, ξ, raising question of stability of this 
mode. 

In-phase dipole oscillations (Σ-mode) also have mixed 
spectrum: a discrete value corresponding to a rigid bunch 
oscillations unaffected by the beam-beam interaction and 
a continuum covering the same range of incoherent tunes. 

 
Figure 1: Spectrum of dipole beam-beam oscillations of 
particles with the same charge sign. 

A crude picture of the spectrum of oscillations excited 
by a dipole kick is presented in Fig. 1 with the discrete 
mode peaks cut for better continuum visibility. Out of the 
Σ-modes only the discrete one can be seen, the continuum 
Σ-modes – being orthogonal to it – cannot be excited by a 
dipole kick. 

The continuum modes – despite the coincidence of 
their spectrum with single particle tunes range – are truly 
coherent modes involving all particles in the bunch. 
However, they have a δ-function like singularity which 
does not permit to use smooth basis functions in the 
action variable space [2]. 

The physical significance of the continuum modes is 

 ___________________________________________  
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that they describe Landau damping as it was shown by 
Van Kampen in the case of plasma oscillations [4].  

 
The Vlasov eigenfunction method not only correctly 

predicts the spectrum, but allowed to understand why the 
coherent beam-beam modes were not always seen in 
practice. First of all, for the strong-strong regime to occur 
the parameters of the colliding beams should be close, in 
particular the weak/strong intensity ratio should exceed 
0.65 for round beams [2]. Another natural mechanism that 
may be also at play is Landau damping by the 
synchrotron sidebands of incoherent tunes [3].  

LHC example 
A number of cures were proposed to suppress the 

discrete modes or move them inside the continuum, 
among them a split in bare lattice tunes between the two 
rings and a difference in phase advances separating two 
main IPs in each ring. Also, the effect of the long-range 
collisions can be minimized with alternating crossing: 
horizontally at one IP and vertically at the other. 

In LHC the difference between IP1 → IP5 phase 
advances that particles see in ring 1 and ring 2 are 0.54 π 
horizontally and -0.18 π vertically. The alternating 
crossing is also implemented with 28 long-range 
collisions around each IP at ≈ 9.5σ average separation. 

 
Figure 2: End-of-squeeze coherent beam-beam spectra 
(burgundy) and single particle tune distribution (cyan) at 
indicated values of the phase advance difference. The 
discrete mode peaks are cut. 

Analysis showed that these two measures fight each 
other as far as it concerns the coherent modes. Figure 2 
shows the end-of-squeeze single particle tune distribution 
and spectra of coherent oscillations with and without 
phase advance difference in units of the head-on beam-
beam parameter ξ0. The neighbouring long-range 
interactions were lumped at each IP.  

Without phase advance difference there is no discrete 
modes, while with the difference as large as in the 
horizontal case there are two peaks of coherent 
oscillations well separated from incoherent tunes. 

This result suggests that the horizontal oscillations are 
more prone to the end-of-squeeze instability. It can be 
damped by the transverse feedback. 

SPACE-CHARGE MODES 
The main distinction of the Vlasov eigenfunction 

method is treating the beams as transversely soft. It can be 

dubbed – making provision for the head-tail modes not 
discussed yet – as the soft-slice approach while the 
traditional approach is to consider the longitudinal slices 
transversely rigid.  

In the case of a coasting beam with space-charge the 
coherent transverse oscillations are similar to the beam-
beam Σ-mode. The only observable mode is “rigid-slice” 
mode with tune not shifted by the direct space-charge. In 
absence of other tuneshifts it is not Landau damped. 

For treatment of bunched beam modes it is important 
that the transverse space-charge force is longitudinally 
local. In a sufficiently long bunch the locality can be 
described by δ-function. Mathematically this makes the 
use of action-angle variables in the longitudinal plane 
cumbersome. Instead we have to stay with coordinate and 
momentum.  

Introducing normalized variables τ = z/σz, υ = 
(p - p0)/σp, Jx = Ix / εx we will search for the perturbed 
distribution function in form 

2 2/2 ( )/2 2
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and introduce the Vlasov operator 
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where in the case of horizontal oscillations in flat beam 
(see Ref.[1] for details) 
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Longitudinally – in absence of external impedances at 
least – operator (3) is well behaved and allows expansion 
in smooth basis functions. For a Gaussian bunch we can 
use the set 

2 1( ) [erf( )], 0,1,...,
2 2k k

k P kτΦ τ
π
+

= = ∞          (5) 

where Pk(u) are the Legendre polynomials, which is 
orthonormal with weight w=exp(-τ2/2). Figure 3 shows a 
few basis functions which look like the head-tail 
waveforms found in Ref. [5] for the rigid slice model. 

 

Figure 3: Longitudinal basis functions. 
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Using this basis the Vlasov operator eigenfunctions can 
be sought as 

; ,
,

( , , ) ( ) ( ) ( )m x m k l x k l
k l

J a Jτ υ Φ υ Φ τ=∑v                   (6) 

The corresponding eigenvalues will be denoted as λm.  

Landau Damping  of the Head-Tail Modes  
Just like it the case of the coherent beam-beam 

oscillations [1] the spectrum may contain a discrete set as 
well as continuum, the latter covering the range of 
incoherent tunes. A qualitative necessary condition of 
stability is absence of discrete spectrum.   

This condition can be visualized with the help of 
spectral coefficients describing the projection of 
eigenmodes on a pickup and their excitation by a dipole 
kick varying longitudinally as Φl(τ) 

; ; 0,
0

( ) ( )m l x m l x xc J a J dJ
∞

= ∫R                                     (7) 

where 2/)( xJ
xx eJJ −=R  is function describing 

horizontal “rigid-slice” motion. 

 
Figure 4: Spectral density of head-tail modes projection 
on l0=1 and l0=2 basis functions for Qs = 0.2⋅QSC, QSC 
being the maximum absolute value of the SC tuneshift. 

As Figure 4 shows other head-tail modes of the same 
parity have projection on the given basis function*, not 
only l = l0. 

The peak positions and the Landau damping rate 
estimated from the width of the peaks coincide almost 
exactly with Ref. [6] results obtained by tracking. 

Since the l ≠ 0 modes are intrinsically damped the main 
concern is Landau damping of the l = 0 mode. The 
possibility of employing an electron lens for this purpose 
was discussed at this Workshop [7]. 

 
* It is interesting that in projection on the l0=2 basis function we see the 
l =0 continuum  modes, while in projection on the l0=0 function  only the 
discrete peak at zero tuneshift can be seen, just like in the case of the 
beam-beam Σ-mode. 

TMCI with Strong Space Charge 
The main mechanism of the single bunch transverse 
instability is TMCI. There was a long-standing question 
whether a strong space charge can suppress the TMCI 
(see e.g. Refs. [5, 8] and references therein). 

To address the issue the following term originating 
from an external impedance is added to the Vlasov 
operator: 
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1ˆ ˆ
2 2
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x x

pAf A f i J e δβ
π

−= +                                 (8) 

with β x being taken at the impedance location. The kick is 
produced by the wake function W⊥ 
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where N is the full number of particles in the bunch, β0 is 
the average velocity in units of the speed of light c and γ0 
is the relativistic mass factor. 

The causality requires W⊥(τ) = 0 for τ > 0 breaking 
reciprocity and leading to the emergence of complex 
eigenvalues. 

Vanishing TMCI threshold 
Analysis in the simplest case of a step-like wake [9] 

showed that the growth rates go down with increase in the 
ratio QSC/Qs but the threshold in |N⋅W⊥| does not go to 
infinity as was suggested on the basis of the rigid-slice 
model (see e.g. [8]) but on the contrary goes to zero†. 

Qualitatively the same behaviour was observed with a 
resonator wake. Figure 5 shows obtained by the described 
method growth rates for the SPS Q26 lattice and beam 
parameters and Rs=10MΩ/m (CERN units). 

 

Figure 5: TMCI growth rate at the indicated values of the 
space charge strength. 

At large ratio QSC/Qs there is no well-defined threshold 
so that instead of “vanishing TMCI” we have a vanishing 
TMCI threshold. Similar results were independently 
obtained by tracking simulations [10, 11]. 

Tail-to-head feedback 
We come to a conclusion that additional (w.r.t. the 

rigid-slice model) degree of freedom introduces 
 

† The main result of Ref. [8] is that a large number of longitudinal 
eigenfunctions should be taken into account. In the soft-slice approach 
developed here the convergence is better, especially with smooth wakes. 
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qualitatively new effects. To understand them let us look 
at the obtained solutions in more detail. 

Figure 6 shows the dipole moment dx = <x>⋅exp(-τ2/2)  
along the bunch at a number of close moments in time in 
the strong space charge case of Fig. 5. The oscillation 
amplitude grows significantly from head to tail as in the 
case of the convective instability [12]. However, there is 
an appreciable growth rate: Im ν /Qs = 0.21. This means 
that there is a feedback from tail to head which is absent 
in the rigid-slice model.  
 

Figure 6: Dipole moment of the most unstable mode at 
QSC/Qs = 50. The head of the bunch is at τ > 0. 

Figure 7 shows the eigenfunction of the mode 
presented in Fig. 6 as a function of the normalized action 
Jx at positions in the head (blue), center (green) and the 
tail (red) of the bunch. For comparison the dashed line 
shows function ( )xJR  which describes the rigid-slice 
mode and was rescaled for convenience. 

 

Figure 7: Eigenfunction of the most unstable mode at 
QSC/Qs = 50 at the indicated positions inside the bunch. 

The point to note here is that particles with larger 
unperturbed amplitudes participate stronger in coherent 
oscillations. This is especially noticeable at the head of 
the bunch. Of course it is not the unperturbed amplitude 
per se that matters but the reduced space-charge tuneshift. 

It appears that particles with Jx marked in Fig. 7 by 
vertical line transfer perturbation from tail to head making 
the instability absolute. This mechanism was revealed by 
A. Burov and called by him the core-halo instability [13]. 

Practical conclusion 
The fact that TMCI with strong space-charge requires 

for development the participation of large-amplitude 

particles with significantly reduced space-charge tuneshift 
suggests a cure: transverse KV distribution which 
equalizes the tuneshifts within a slice. Still – due to the 
longitudinal modulation – there will remain a tunespread 
to suppress other types of transverse instabilities.  
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ACTIVE METHODS OF SUPPRESSING
LONGITUDINAL MULTI-BUNCH INSTABILITIES

F. Bertin, H. Damerau, G. Favia, A. Lasheen, CERN, Geneva, Switzerland

Abstract
Longitudinal multi-bunch instabilities limit the beam in-

tensity and quality reach of hadron synchrotrons. In case the
impedance source driving the instability is well known, for
example an RF cavity, active feedback can be set up locally
to reduce its effect on the beam. For multi-bunch instabili-
ties excited by other impedances, global feedback systems
are needed. A combination of both types is required to pro-
duce the high intensity beam for the future High-Luminosity
LHC (HL-LHC) in the CERN Proton Synchrotron (PS). All
RF cavities at 10 MHz, 20 MHz, 40 MHz and 80 MHz in-
volved in the generation of LHC-type beams are equipped
with direct, wideband feedback. To achieve an impedance
reduction beyond their electrical stability limit, they are com-
plemented by local 1-turn delay and multi-harmonic feed-
back systems. Additionally, a global coupled-bunch feed-
back loop operating in the frequency domain with a Finemet
cavity as longitudinal wideband kicker damps all possible
dipole oscillation modes. Beam measurements in the PS
are presented, highlighting the key contributors needed to
stabilize the highest intensity beams for the LHC.

INTRODUCTION
Longitudinal multi-bunch instabilities in high-intensity

hadron synchrotrons are driven by the beam current induc-
ing voltage in components of the accelerator. This voltage
acts back on successive bunches, or even the same bunch
after one revolution. Effort is therefore made to reduce the
beam-coupling impedance as far as possible in high-intensity
synchrotrons by, e.g. avoiding unnecessary cross-section
changes of the beam pipe and by installing shielding or
damping material in resonant structures like tanks for beam
instrumentation devices. However, to improve stability be-
yond the feasibility of these passive impedance reduction
techniques, active feedback systems are required. Addition-
ally, some impedance sources must be kept intentionally
large like accelerating cavities, to efficiently transfer energy
to the beam.

Two main strategies can be applied to mitigate instabilities
using feedback. In case an RF system has been identified
as driving impedance source [1], a local feedback system
per RF station can be deployed, which reduces the cavity
impedance at the relevant frequencies. This includes the
revolution harmonics at = 5rev, as well as the synchrotron
frequency, 5S, side-bands next to them at = 5rev ± < 5S. Such
feedback effectively reduces the impedance at the source,
preventing instabilities from developing. However, the driv-
ing impedance source of an instability may not be known
or difficult to reduce by passive and active techniques. The
signature of the instability itself is then the only observable,

as for example the presence of a specific component in the
beam spectrum. In this case global feedback can be set up to
detect that signature and to reduce it. Such feedback systems
are mostly dedicated to a specific category of instabilities
and can hence only cure the consequences of that particular
type.

The PS at CERN is an example of an accelerator using
a combination of both types of feedback to mitigate lon-
gitudinal instabilities. Within the framework of the LHC
Injector Upgrade (LIU) programme the PS is prepared for
its role as a pre-injector of the High-Luminosity LHC (HL-
LHC), and the intensity of LHC-type multi-bunch beams
will be doubled from #b = 1.3 · 1011 p/b to 2.6 · 1011 p/b
in trains of 72 bunches spaced by 25 ns [2]. Two major con-
tributors to achieve this intensity with excellent longitudinal
beam quality are presented in this contribution as examples
for the two complementary approaches for mitigating lon-
gitudinal instabilities: the global coupled-bunch feedback
system to suppress dipole oscillations and the local multi-
harmonic feedback loops to reduce the impedance of the
high-frequency cavities.

GLOBAL COUPLED-BUNCH FEEDBACK
For the production of LHC-type beams, a bunch train of

18 bunches is accelerated on harmonic ℎ = 21 in the PS
from a kinetic energy of �kin = 1.4 GeV to a momentum
of 26 GeV/2. Three buckets remain empty as a gap for the
extraction kicker. Longitudinal coupled-bunch oscillations
are observed in the PS during acceleration after transition
crossing and at the flat-top. An example of these oscilla-

Figure 1: Dipole coupled-bunch oscillations developing at
the flat-top at an intensity of about 7.2 · 1011 p/b, which
corresponds to 1.8 ·1011 p/b at extraction after the splittings
at the flat-top. The RF voltage (left) at ℎ = 21 is lowered.
The voltage programs for the RF systems at ℎ = 42 and
ℎ = 84 are disabled for the measurement. The blue and
red areas indicate the time periods when the two double-
splittings usually take place.
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tions at the flat-top is shown in Fig. 1. The dipole instability
develops along the batch within 150 ms and affects particu-
larly the bunches at the batch tail, while the first bunches are
almost stable. The global coupled-bunch feedback system is
an example of a damping loop suppressing the signature of
the instability, independent of its driving source.

Damping of Dipole Oscillations
Damping of dipole oscillations can be achieved by de-

tecting the phase of each bunch individually and applying
a longitudinal kick to move the bunch back to its reference
position in phase. While this time domain approach is com-
mon in electron accelerators operated at fixed frequency,
it is less obvious to realize for hadron synchrotrons where
the revolution frequency sweeps during acceleration. As an
alternative approach in the frequency domain one can profit
from the properties of the beam spectrum. Coupled-bunch
oscillations with a phase advance of Δq = 2c=/ℎ from one
bunch to the next, show up in the beam spectrum as an upper
side-band of = 5rev and a lower side-band of (ℎ− =) 5rev, with
= indicating the mode number [3]. This spectrum from 0 to
5RF = ℎ 5rev repeats periodically from 5RF to 2 5RF and above.
The frequency offset with respect to the revolution frequency
harmonic is an integer multiple of the synchrotron frequency,
5S and depends on the type of oscillation. For dipole (< = 1),
quadrupole (< = 2) and higher order oscillations it appears
at = 5rev ± < 5S.

Detecting and actively removing a synchrotron frequency
side-band from the beam spectrum by applying longitudi-
nal kicks effectively results in damping the corresponding
coupled-bunch oscillations [4]. This is the principle of feed-
back in the frequency domain. Compared to the approach
in time domain, it has the advantage that a specific mode
can be suppressed independently of the bunch spacing. Ad-
ditionally, the feedback system is independent of the bunch
arrival time and bunch pattern, as long as the phase advance
from the pick-up to the longitudinal kicker is correct. This
approach is therefore well suited for proton accelerators with
sweeping revolution frequency.

Narrow filters are required to remove the revolution fre-
quency harmonic from the beam spectrum, keeping only
the weak synchrotron frequency side-bands nearby. The
measured transfer function of one signal processing chain of
the PS coupled-bunch feedback system is plotted in Fig. 2.
Thanks to the symmetry of the beam spectrum, a single fil-
ter can treat two dipole coupled-bunch modes, with mode
number = at = 5rev + 5S and mode number ℎ − = at = 5rev − 5S,
simultaneously.

For LHC-type beams accelerated on ℎ = 21, the zero
dipole oscillation mode is removed by the beam phase loop
which locks the phase of the accelerating voltage to the
average phase of the bunches. The remaining 20 modes with
non-zero phase advance from bunch to bunch are treated
by a bank of 10 parallel filters, each processing two modes
as illustrated above. A wideband cavity based on Finemet
material serves as a longitudinal kicker [5]. The feedback
system profits from the symmetry of the beam spectrum and

Figure 2: Transfer function in amplitude (red) and
phase (blue) of one synchrotron frequency side-band fil-
ter of the PS coupled-bunch feedback system. A steep notch
removes the spectral component at = 5rev. The gain differ-
ence between the revolution frequency harmonic and the
synchrotron frequency side-band is more than 40 dB within
a frequency difference of only 300 Hz.

detects side-bands at harmonics from 5RF/2 to 5RF, where
the signals at revolution frequency harmonics are weaker
and therefore easier to filter. Following a band change, the
correction kicks are then applied in the base band from 5rev
to 5RF/2, where the Finemet cavity has its largest impedance.

The coupled-bunch feedback system in the PS is very
efficient against dipole coupled-bunch oscillations and re-
moves them almost entirely during acceleration and at the
flat-top (Fig. 1). However, when increasing the bunch inten-
sity beyond 7.2 · 1011 p/b, corresponding to 1.8 · 1011 p/b at
extraction, quadrupole oscillations develop at the flat-top as
illustrated in Fig. 3. The coupled-bunch mode spectrum is

Figure 3: Measured evolution of the bunch profiles with
an intensity of 7.2 · 1011 p/b (1.8 · 1011 p/b at extraction
after the splittings on the flat-top). Coupled-bunch feedback
removes any dipole oscillations.

very similar for dipole and quadrupole oscillations, pointing
to the same driving impedance source. Again, bunches at
the tail of the batch are oscillating much stronger than the
first few bunches after the kicker gap.
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The coupled-bunch feedback system has no effect on these
oscillations. Although the gain at the ±2 5S side-bands is
even larger that at± 5S (Fig. 2), the phase advance, adjusted to
damp dipole oscillations, is not adapted. Beam tests showed
that a compromise to treat dipole and quadrupole modes
with the same feedback system cannot be found.

Excitation of Quadrupole Oscillations
To check the feasibility of damping the observed

quadrupole coupled-bunch instabilities with the existing lon-
gitudinal kicker cavity in the PS, the excitation efficiency
has been measured. Signals at the synchrotron frequency
side-bands around 19 5rev and 20 5rev were injected to excite
either dipole or quadrupole coupled-bunch oscillations. The
measured relative amplitudes of the oscillations allow to es-
timate the maximum efficiency of an additional quadrupole
damping system.

The measured mode spectrum following the excitation of
a dipole oscillation is shown in Fig. 4. When moving the
driving side-band from Δ 5 = 5S to Δ 5 = 2 5S, the bunch
position oscillations are transformed into coupled-bunch os-
cillations of the bunch length. The mode spectrum (Fig. 5) is
very similar to the one for the dipole oscillations. However,

Figure 4: Measured mode spectrum at the flat-top, following
an excitation at 20 5rev+ 5S. The amplitude of the oscillations
is measured as the maximum excursion of the bunch position
with respect to the position of the stable bunches.

Figure 5: Measured quadrupole mode spectrum at the flat-
top, following an excitation at 20 5rev + 2 5S. The mode am-
plitude is defined as the maximum excursion of the bunch
length oscillations.

for the same excitation amplitude, the absolute amplitude is
2 − 3 times smaller in the case of bunch length oscillations.
This suggests that damping of quadrupole coupled-bunch
instabilities is possible with the existing longitudinal damper
cavity. However, with a damping efficiency approximately
proportional to the amplitude of the excited oscillations, a re-
duced gain is expected for the damping of quadrupole modes
compared to the one achieved with the feedback system for
dipole modes.

LOCAL IMPEDANCE REDUCTION
FEEDBACK

The RF cavities with their intentionally large shunt
impedance require particular measures to reduce beam in-
duced voltages.

Direct RF Feedback
Direct RF feedback is applied to most RF systems in

the PS, 2.8 . . . 10 MHz [6], 20 MHz [7], 40 MHz [8] and
80 MHz [9], reducing the impedance by one to more than
two orders of magnitude depending on the system. The gap
voltage, containing contributions from the driving amplifier
and beam induced voltage, is picked up by a probe and com-
pared to the drive signal for the amplifier (Fig. 6, blue box).
The latter does, of course, not contain any beam induced

Figure 6: Simplified diagram of the local feedback sys-
tems of the 40 MHz and 80 MHz consisting of direct feed-
back (blue box) combined with multi-harmonic feedback (or-
ange).

contribution. The difference, mainly corresponding to the
voltage induced by the beam, is amplified and applied back
to the cavity with a phase shift, effectively reducing any
beam induced voltage. This technique is very efficient since
it reduces the cavity impedance in the entire bandwidth of
the cavity. However, due to the purely proportional gain of
such systems, any phase error introduced by a loop delay
limits the maximum achievable gain and bandwidth. Every
effort is therefore made for direct feedback loops to reduce
any delays as far as technically achievable.
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The maximum gain, �max, of the direct feedback system,
with no other bandwidth limitations than the cavity itself,
can be written as [10]

�max =
c

2
1
'/&

1
lRFg

=
c

2
· 1
'
· 1
Δl−3dB

· 1
g
, (1)

where ' is the cavity impedance at resonance, & =
lRF/Δl−3dB its quality factor and g the overall loop de-
lay. Although the amplifier chain is installed close to the
cavity, the minimum loop delay limits the maximum gain of
the direct feedback system.

Narrow-band RF Feedback
Significantly higher feedback gain can be obtained by ar-

tificially reducing the bandwidth Δl−3dB of the feedback
loop with filters. Keeping in mind that the longitudinal
beam spectrum is concentrated around the revolution fre-
quency harmonics, it is actually sufficient to reduce the cavity
impedance only in these frequency ranges. A 1-turn delay
feedback loop [11] uses a comb filter, a periodic system
of narrow band-pass filters, centered around the revolution
frequency harmonics. The width of the pass-bands then
defines the maximum gain in Eq. (1) instead of the cavity
bandwidth.

Even more flexibility is achieved by treating each revo-
lution frequency harmonic within the frequency range of
the RF system by an independent signal processing chain.
Such a multi-harmonic feedback system has been recently
implemented for the 40 MHz and 80 MHz RF systems in the
PS [12]. Since these cavities are operated at fixed frequency,
while the revolution frequency of the beam sweeps during
acceleration, a 1-turn delay feedback loop would be difficult
to realize. This is different for multi-harmonic feedback,
where the gain and phase of each signal processing chain
can be dynamically adjusted to perfectly match the phase of
the cavity transfer function at any time during acceleration.

The measured transfer function of the prototype multi-
harmonic feedback system is shown in Fig. 7. In between

Figure 7: Measured transfer function of direct and multi-
harmonic feedback loops in parallel (blue), as well as with
direct feedback alone (black).

the revolution frequency harmonics the feedback system has
little effect on the cavity impedance or may even increase
it. However, at frequencies close to = 5rev, where the beam
current can induce voltage, deep notches in the transfer func-
tion reduce the impedance. The bandwidth of these notches
must nonetheless be sufficient to cover also the first few
synchrotron frequency side-bands (Fig. 8).

Figure 8: Transfer function measurement zoomed around
one notch. The bandwidth is sufficiently large to cover the
central notch and several synchrotron frequency side-bands.

To qualify the efficiency of feedback with beam, one can
compare the beam induced voltage with and without the
multi-harmonic feedback systems. Figure 9 illustrates the
induced power in a 40 MHz cavity during the cycle for an
LHC-type beam accelerated at ℎ = 21 without (top) and
with multi-harmonic feedback systems (bottom). The cav-

Figure 9: Beam induced power in a 40 MHz cavity with-
out (top) and with the multi-harmonic feedback system ac-
tive (bottom). With a bandwidth of ±3 MHz all revolution
frequency harmonics within the bandwidth of the RF system
are covered.

ity is tuned to a fixed frequency corresponding to 84 5rev
at the flat-top energy, where maximum voltage is required
during the bunch rotation for the transfer to the SPS. The
fourth harmonic of the RF frequency at 21 5rev hence sweeps
into the pass-band of the 40 MHz cavity during accelera-
tion. Before transition crossing, this spectral component is
still well below the resonance frequency of the cavity, and
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the bunches are yet too long to induce detectable voltage at
40 MHz. The induced voltage increases around transition
crossing, as well as during the final part of acceleration to
the flat-top when bunches become shorter. In this regime the
feedback system efficiently counteracts the induced voltage.
The observed reduction of beam induced power by up to
20 dB, corresponding to an impedance reduction by up to
one order of magnitude, validates the impedance reduction
expected from the transfer function measurement.

The beneficial effect of the impedance reduction on the
longitudinal beam quality thanks to the multi-harmonic feed-
back systems can be directly observed by measuring the
longitudinal emittance along the batch of 18 bunches at
the arrival on the flat-top. At the HL-LHC intensity of
1.04 ·1012 p/b, an uncontrolled longitudinal emittance blow-
up is measured for the bunches at the tail of the batch (Fig. 10,
blue) without the multi-harmonic feedback systems active

Figure 10: Longitudinal emittance along the batch with-
out (blue) and with multi-harmonic feedback active (black)
around both 80 MHz cavities at an intensity of 1.04·1012 p/b,
corresponding to 2.6 · 1011 p/b at extraction. The emittance
is evaluated based on bunch-by-bunch tomographic recon-
struction [13] of the longitudinal distributions.

around the 80 MHz cavities. These cavities, only needed dur-
ing the final bunch rotation before extraction, are equipped
with a mechanical short-circuit to shield them entirely from
the beam. Although it has been shown that their impedance
is indeed responsible for the emittance blow-up, the mechan-
ical short-circuit can only be used for dedicated machine
development studies as the cavity cannot be pulsed for the
bunch rotation under these conditions.

Activating the multi-harmonic feedback loops removes
the uncontrolled emittance blow-up along the batch almost
entirely (Fig. 10, black), equally well as shielding the cavity
impedance with the mechanical short circuit. In the case
of the 80 MHz cavities in the PS, the combination of direct
and multi-harmonic feedback hence proved to reduce the
impedance at the revolution frequency harmonics sufficiently
well to make them transparent to the beam.

CONCLUSIONS
Active feedback systems to suppress longitudinal multi-

bunch instabilities make an important contribution to pre-

serve good longitudinal beam quality at highest intensities.
In case of known impedance sources, like RF cavities, local
feedback can deliver an impedance reduction well beyond
the capabilities of passive techniques, in particular without
requiring excessive additional RF power. Wherever possible
direct feedback should be applied first. It is very robust and
provides the first layer of impedance reduction. To push the
feedback gain at the revolution frequency harmonics well
beyond the stability limit of direct feedback, narrow-band
filter feedback is applied. They may be based on comb fil-
ters, periodic with the revolution frequency, in sequence
with a delay line to apply the correction on the next turn, as
for the 2.8 . . . 10 MHz cavities in the PS. Multi-harmonic
feedback systems like the ones implemented for the high
frequency cavities in the PS provide more flexibility and
gain margin. They treat the revolution frequency harmonics
individually in terms of gain and phase, matching them per-
fectly to the impedance source they are reducing. Thanks to
this flexibility, multi-harmonic feedback systems can achieve
significantly higher gain than 1-turn delay feedback systems
based on periodic filters.

When the source of a longitudinal instability cannot be
attributed to a single driving impedance, the signature of the
instability must be detected globally and compensated for
by dedicated feedback to stabilize the beam instead. This
path has been chosen with the frequency-domain coupled-
bunch feedback system in the PS. Independent of their origin,
it detects synchrotron frequency side-bands of revolution
frequency harmonics as a signature of longitudinal coupled-
bunch instability and actively removes them from the beam
spectrum, rendering the beam stable again.

A combination of local and global feedback is used in
most high-intensity accelerators to mitigate longitudinal in-
stabilities. In the PS more than 30 feedback systems acting
together (Tab. 1) allowed in 2018 to deliver LHC-type beams
with an intensity of #b = 2.6·1011 p/b required for HL-LHC
at the PS extraction. Figure 11 shows the bunch profiles dur-
ing the last turn, together with practically constant bunch
length along the batch of 72 bunches spaced by 25 ns.

Figure 11: Beam profile (blue) and bunch length (red, 4f
Gaussian fit) during the last turn of an LHC-type beam with
a bunch intensity of 2.6 · 1011 p/b.
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Table 1: Summary of RF feedback systems in the CERN PS

Feedback type Remarks RF system, 5res
2.8 . . . 10 MHz 20 MHz 40 MHz 80 MHz

Direct (18×) • Delivers base impedance reduction
• Reduction of transient beam loading
• Impossible to operate without

X [6] X [7] X [8] X [9]

1-turn delay (11×) • Reduction of transient beam loading
• Little effect on coupled-bunch insta-

bilities

X [11]

Multi-harmonic (7×) • Flexible to dynamically adapt to cav-
ity impedance

• Larger gain than 1-turn delay feed-
back

(X) [12] (X) [12] (X) [12]

Coupled-bunch (1×) • Controls dipole coupled-bunch os-
cillations

• Studying extension to quadrupole
mode damping

Dedicated Finemet cavity as
longitudinal wideband kicker [4, 5, 14]
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DAMPING RATE LIMITATIONS FOR TRANSVERSE DAMPERS IN 
LARGE HADRON COLLIDERS * 

V. A. Lebedev †, Fermilab, Batavia, USA

Abstract 
 The paper focuses on two issues important for the de-
sign and operation of bunch-by-bunch transverse damper 
in a very large hadron collider, where fast damping is 
required to suppress beam instabilities and noise induced 
emittance growth. The first issue is associated with kick 
variation along a bunch which affects the damping of 
head-tail modes. The second issue is associated with ef-
fect of damper noise on the instability threshold. The 
paper accounts for developments motivated by the discus-
sions at this conference and carried out after it. 

INTRODUCTION 
 An achievement of maximum luminosity in a collider 
requires large beam current and small emittance. In had-
ron colliders of very large energy the collider size be-
comes so large that the frequency of lowest betatron side-
band approaches kHz range where spectral density of 
acoustic and magnetic field noise is unacceptably large. 
This noise drives the emittance growth resulting in fast 
luminosity decay. Effective suppression of this emittance 
growth may be achieved by fast transverse damping [1,2]. 
Fast emittance growth and its suppression by the damper 
was demonstrated at the LHC commissioning [3,4]. The 
required damper gain grows with the size of the collider 
and approaches few turns for a collider which will follow 
the LHC (like FCC). The instability suppression is typi-
cally less demanding to damping rate but still it is another 
important reason for fast damping.  
 There are many phenomena which limit the maximum 
damper gain [5]. Here we discuss two of them in details.  
(1) A damper gain increase results in a better suppression 
of zeroth order head-tail mode. However, such increase 
may excite higher order head-tail modes, and thus make 
the bunch unstable. This effect is exacerbated by presence 
of non-zero chromaticity and wake-fields which destroy 
symmetry of head-tail motion. As will be seen below an 
introduction of kick non-uniformity along the bunch may 
allow significant reduction of excitation of head-tail 
modes and, consequently, increases the beam stability 
margin.  
(2) Any practical damper has internal noise. Depending 
on damper design it is related to the thermal noise of its 
preamps and/or noise of digitization. This noise drives 
small amplitude beam motion which due to betatron fre-
quency spread results in an emittance growth. The beta-
tron motion non-linearity introduced for suppression of 
head-tail modes makes this noise-induced diffusion de-

pending on a particle betatron amplitude. With time that 
changes the particle transverse distribution and, conse-
quently, may result in a loss of Landau damping. This 
phenomenon was observed in the LHC where the beam 
could lose transverse stability minutes after bringing the 
beams to the collision energy without any visible changes 
in the machine. The effect was pronounced stronger in the 
case of external excitation of transverse motion [6,7]. The 
beam stability study based on the multiparticle tracking is 
reported in Ref. [7]. It showed that the latency of stability 
loss is related to changes in the distribution function in-
duced by the damper noise. In this paper we consider a 
semi-analytical theory which attempts to show details of 
the process in a one-dimensional model.  
 Below we assume that the damper is bunch-by-bunch 
type so that each bunch is damped separately. 

DAMPING OF INTRABUNCH MOTION 
 For analysis of intrabunch motion we use the air-bag 
square-well (ABS) model initially suggested in Ref. [8] 
and actively used by A. Burov for analysis of bunch 
damping (see for example [9]).  
 In this model the bunch is presented by two fluxes 
moving in opposite directions with particle reflection at 
the bucket boundaries. In difference to the linear longitu-
dinal motion in the air-bag model [10] where the bunch 
density is picked at the bunch ends this model has a uni-
form density distribution along bunch. Therefore, ABS 
model better suits for description of damper effect on 
damping of head-tail modes.  
 In dimensionless variables the equations of motion for 
two fluxes are: 
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where x1 and x2 are the transverse coordinates for the 
respective fluxes,   / /s p p     is the head-tail 

phase,  is the tune chromaticity, s is the synchrotron 
tune, p/p represent the momentum deviations for parti-
cles in the positive and negative fluxes,  = st is the 
dimensionless time, [0, ]s    is the dimensionless longi-

tudinal particle coordinate, q = sc/s is the space charge 
parameter, sc is the space charge tune shift, and f char-
acterizes the forces coming from the damper and wake-
fields. Following Ref. [9] we introduce the new transverse 
coordinate: 
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Here we also introduced the phase  describing the syn-
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chrotron motion so that , [ , ]s       . Performing 

substitutions we can reduce two equations in Eq. (1) to 
one: 

   1
( ) ( ) .

2
i sx x

fe q x x
i

  
 

 
    

 
 (3) 

 The force coming from the wake is determined by the 
following equation: 

  1 2

0

( ) ( ) ( ) ( ) .f s W s s x s x s ds


        (4) 

In this paper we consider two wake-functions: the con-
stant wake –   
 

0( ) ( )W s W s  , (5) 

and the resistive wall wake –  
 

0( ) / 4 ( ) /W s W s s   . (6) 

The coefficient in the resistive wake definition was cho-
sen so that for the uniform bunch displacement the force 
at the bunch tail would be equal for both wakes.  
 We assume that the force coming from the damper is 
determined by the following equation:  
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Here kp and p determine the sensitivity of damper pickup 
to a particle position along the bunch, and kk and k de-
termine dependence of the kick on the longitudinal coor-
dinate along the bunch.  
 In the absence of space charge, damping and wakes the 
solutions of Eq. (3) are: 
  ( , ) .in

n n nx x a e        (8) 

In the first order of perturbation theory when only a 
damper is present (no wakes and space charge) we obtain 
the growth rate: 
  2
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As one can see from Eq. (9) all modes are damped (have 
negative growth rates) if kp=kk and p = k.  
 In the general case we look for a solution in the form: 
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where Nm determines how many harmonics approximate 
the exact solution. Substituting this equation into Eq. (3), 
using definitions of Eqs. (4) and (7), multiplying obtained 
equation by e-in and integrating we obtain a system of 
2Nm+1 linear equations. The eigen-values and eigen-
vectors of this matrix equation yield complex frequencies 
for each mode and its structure (xn()). To warrant a solu-
tion accuracy, 161 modes (±80) were used. After finding 
the eigen-vectors the modes were renumbered in ascend-

ing order of imaginary part of n (tune shift). 
 First, we consider the instability in the absence of 
damper and the space charge. Calculations show that for 

0   the transverse mode coupling instability threshold 

is: W0 = Wth  0.363 for the step-like wake and for W0 = 
Wthr  0.383 for the resistive wall wake. In the following 
discussion we will characterize the wake strength relative 
to these thresholds.  
 Figure 1 shows dependencies of growth rates on mode 
frequencies for few lowest modes for the wake strengths 
twice above threshold, and for  = 0 and  = -2. For  = 0 
(strong head-tail case) and the wake twice above thresh-
old only 0-th and 1-st modes are coupled making only one 
mode unstable. As one can see from the bottom plot many 
modes became unstable for  = -2. Although growth rates 
for both wakes (step-like and resistive wall) are close the 
tune shifts of the modes are significantly larger for the 
resistive wall wake. 

 
Figure 1: Dependence of growth rate, Re(n), on the mode 
coherent frequency, Im(n), for different modes and the 
wake amplitude twice above threshold; top –  = 0,  bot-
tom –  = -2; red dots – step-like wake, blue circles – 
resistive wall wake. 

 Further we characterize damping by the growth rate of 
the most unstable mode. Typically, it is the mode for 
which n  . Figure 2 shows the dependence of the 
growth rate of the most unstable mode on the head-tail 
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phase, , for different damper gains when both pickup 
and kicker have flat responses (kp=kk=0). One can see in 
the top plot that there is no instability for G = 0 and  = 0 
as should be expected below the instability threshold. 
However, for G = 0 the beam is unstable for any other 
(non-zero) head-tail phase. An increase of the damper 
gain reduces the growth rate for the most unstable mode 
everywhere except close vicinity of  = 0. Optimal damp-
ing is achieved at G  4 where for the case twice below 
threshold the beam is stable for   [0.5, 1.4] for both 
wakes. Further increase of the gain does not improve 
beam stability. For the wake twice above the threshold the 
beam is unstable for all . Note that the considered model 
does not have Landau damping (discussed below) which 
stabilizes the beam if the growth rate is sufficiently small 
and these calculations do not show actual stability thresh-
olds. Note also that the oscillations in the growth rates 
with  are related to switching from one to another most 
unstable mode, so that one period represents the growth 
rate for one mode. 

 

 
Figure 2: Dependence of the growth rate of the most un-
stable mode on  for different damper gains (G = 0, 1, 2, 
4, 6, 9, 15) for wake amplitudes twice below (top) and 
twice above the threshold; the step-like wake. Insets show 
dependences near  = 0. 

 Now we consider how changes in the response func-
tions of pickup and kicker affect the beam stability. Figure 
3 presents dependences of the growth rate of the most 
unstable mode on  for different damper responses. As 

one can see for negative  an increase of kp = kk from 0 to 
1 reduces the growth rate of most unstable mode by about 
2 times. One can also see from the top plot that there is an 
area near  = 0 where all modes are stable. Variations of 
p and k and making kp and kk different did not exhibit 
stability improvement. 

 

 
Figure 3: Dependence of the growth rate of the most un-
stable mode on  for different damper responses for the 
cases of the beam intensity twice less (top) or twice more 
(bottom) than the strong head-tail threshold; the step-like 
wake. 

All calculations were also repeated for the resistive wall 
wake and for different space charge parameter q. The 
results show that there is a reduction of the growth rate of 
most unstable mode by about two times for kp = kk  1 in 
comparison with kp = kk = 0. Similar improvement hap-
pens in transition from kp  1, kk = 0 to kp = kk  1. 
 In the present LHC damper the pickup response to 
particle position is harmonic at 400 MHz frequency. The 
bunch length of 18 cm (~2) corresponds kp 1.5. That is 
already close to the optimum. However, the present kicker 
response is flat (kk = 0) and as can be seen in Figure 4 that 
negatively affects the beam stability. Thus, making the 
kicker waveform as a few-periods 400 MHz sinusoid 
(short enough to avoid overlapping of signals of different 
bunches) would reduce the excitation of head-tail modes 
by factor of ~2. 

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

205



 
Figure 4: Dependence of the growth rate of the most un-
stable mode on  for different kicker responses: red lines 
- kk = 1.5, blue lines - kk = 0; top two lines - W is twice 
above threshold, bottom two lines - W is twice below 
threshold;  for all curves: kp = 1.5, p = k = q =0; the 
resistive wall wake. 

EFFECT OF DAMPER NOISE ON THE 
INSTABILITY THRESHOLD  

 For a continuous beam and the smooth lattice approxi-
mation the equation of a particle motion under external 
force ( ) i tF t F e 


 is [10]: 

    
22 2 2

0 0 0 02 .
ii lat i cx Q Q x Q Q x F           (12) 

Here i enumerates particles, 0 is the circular frequency 
of particle revolution, Q0 is the small amplitude betatron 
tune, ( , )

i i ilat lat x yQ Q J J    is the tune shift of particle 

betatron motion due to lattice non-linearity for a particle 
with betatron actions 

ixJ  and 
iyJ , / (4 )c cwQ Q ig      

is the coherent tune shift which includes the tune shifts 
due to ring impedance, Qcw, and due to transverse damp-
er with damping rate per turn equal to g/2. Following the 
standard recipe [11, 12] we obtain the beam response to 
an external perturbation:  
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is the response function in the absence of particle interac-
tion, f = f(Jx,Jy)  is the particle distribution function nor-
malized so that ( , ) 1x y x yf J J dJ dJ   ,  

 ( ) 1 ( )cQ R       (15) 

is the beam permeability,  =  - n is the frequency 
deviation from n-th betatron sideband, n = (n - Q0)0, i0 
determines the rule of pole traversing, and we assume that 
a frequency shift with particle momentum is much small-
er than the shift due to betatron motion non-linearity. That 

allowed us to omit an integration over momentum distri-
bution in Eq. (14). 
 With minor corrections these formulas are also justified 
for a bunched beam in the weak head-tail approximation 
[13]. First, in addition to the betatron sidebands we need 
to account the synchro-betatron sidebands. That yields the 
resonant frequencies to be 

0 0( )nm sQ n mQ    , where 

Qs is the synchrotron tune. Second, we need to account 
that a damper kick may excite multiple synchrotron-
betatron modes. That is accounted by coefficients wm. 
Below we consider how to obtain their values. Conse-
quently, Eq. (13) is modified to the following form:  

 ( )

( )nm

nm
m

nm nm

R
x w F 


 

  . (16) 

Here nm=nm , and in Eq. (15) we need to account 
that the coherent tune shifts are different for each mode 

nmc cQ Q   so that: 

 ( ) 1 ( )
nmnm nm c nmQ R      , (17) 

where R() is still determined by Eq. (14).  
 Eq. (16) determines the amplitude of particle motion 
for a given synchro-betatron mode. For small amplitude 
excitation each synchro-betatron mode is excited inde-
pendently and to obtain the total motion in the bunch one 
needs to sum motions of all modes.  
 The instability boundary (i.e. maximum coherent tune 
shift 

nmcQ  for a given mode is determined by the condi-

tion when with growth 
nmcQ the beam permeability ap-

proaches zero the first time at any possible detuning. That 
corresponds to the solution of equation, 
 ( ) 0nm    , (18) 

for real , which determines the stability boundary in 
the complex plane of Qc. As follows from Eq. (13) the 
beam response of stable beam for a given mode is ampli-
fied by 1/|nm(nm)| times.  
 Damper noise drives the transverse beam motion which 
due to spread in the betatron tunes results in an emittance 
growth. In the absence of particle interaction and active 
damping the emittance growth rate is [1]: 
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where kick is the horizontal beta-function at the kicker 
location, and P() is the spectral density of kicker angu-
lar noise normalized so that the rms value of the kicks is: 
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Taking Eq. (16) into account we can rewrite Eq. (19) in 
the following form: 
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and we accounted that the spectral density of kicker noise 
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does not change across one synchro-betatron sideband, 
noises at different frequencies do not correlate, and only 
resonant frequencies drive the emittance growth.  
 It is straightforward to find the emittance growth for the 
case of zero chromaticity, when only zero’s synchro-
betatron mode is excited. Assuming strong damping, 

24 max( , )n cwg Q   , octupole non-linearity in the 

horizontal plane only, ( )lat x xx xQ J a J  , and Gaussian 

distribution, /( ) /x aJ J
x af J e J , we obtain: 
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Here 2
xx aa J  is the rms frequency tune spread, Ja is 

the rms action, and gn is the damper gain at the n-th beta-
tron sideband. Substituting diffusion of Eq. (22) into Eq. 
(20) and performing numerical integration one obtains a 
perfect coincidence with the result obtained in Ref. [1]: 
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Note that Eq. (21) is applicable in the general case while 
Eq. (23) in the case of zero chromaticity and far away 
from the instability threshold. Note also that the deriva-
tion of Eq. (23) in Ref. [1] does not actually determine the 

tune relative to which 2  is computed. This question 
is addressed by Eq. (21).  

 
Figure 5: Dependencies of mode magnitudes, |Xn| |x1n 
+x2n|, along the bunch for the parameters of the LHC 
damper:  = 1,  kp = 1.5, kk = p = k = q =0, W = 2Wthr for 
the resistive wall wake. Numbers show the mode num-
bers.  

 To find a change in the instability threshold related to a 
change in the distribution we need to investigate the dis-
tribution function evolution. Considering that the kicks 
are small and uncorrelated; and, consequently, the process 
is very slow relative to the betatron motion the evolution 
can be described by the diffusion equation. In the general 
case of uncoupled betatron motion the diffusion in the 

2D-space of actions is described by the following diffu-
sion equation [14]: 

( , ) ( , )x x x y y y x y
x x y y

f f f
J D J J J D J J

t J J J J

      
             

. (24) 

Here the diffusion in the horizontal plane is determined 
by Eq. (21). The vertical plane diffusion is obtained by 
changing corresponding indices.    
 In the presence of impedance and chromaticity each 
kicker kick excites multiple head-tail modes. Only few of 
them are damped by the damper. Figure 5 shows shapes 
of few lowest head-tail modes for the damper model de-
scribed in the previous section for the LHC parameters. 
As one can see all of them have significant variations 
along the bunch while the kicker kick is the same for all 
particles. Therefore, each kick in addition to the zero 
mode excites other modes. To find corresponding contri-
butions we equalize the kick dependence along the bunch 
and the weighted sum of the mode amplitudes: 
    ˆcos / 2 ( ) .k k m m

m

k i w x         (25) 

where xm() is determined by Eq. (11) and is additionally 
normalized so that xm(/2) = 1. The solution of this equa-
tion yields coefficients ˆmw . To obtain coefficients wm 

which determine relative excitation for different head-tail 
modes we additionally need to account how a given mode 
with amplitude ˆmw contributes to the emittance growth. 

That yields: 22 2ˆ( )m m mw x w . Figure 6 shows ˆmw for the 

modes presented in Figure 5. One can see that the mode 
zero has the largest contribution, 

0ŵ , and the only one 

which has significant damping.  

 
Figure 6: Dependences on the head-tail mode number for 

ˆ nw  (red circles) and the damping rate (blue dots).  

 To demonstrate an effect of damper noise on the beam 
stability boundary we initially assume that only one of the 
head-tail modes is near the threshold and it dominates the 
emittance growth. Applicability of this assumption we 
will discuss later. We also assume that the focusing non-
linearity is in one plane only. That allows us to consider a 
one-dimensional problem. Then, from Eqs. (21) and (24) 
we obtain a simplified diffusion equation:  
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Here we transited to the dimensionless variables so that 
the action Jx is measured in units of rms action Ja, and 
time  is chosen to make the diffusion coefficient equal to 
the one in the absence of beam interaction. We also took 
into account that the diffusion is proportional 1/||2 at the 
resonance frequency which is directly related to the action 
as 

lat xx xQ a J  . That yields the univocal dependence of 

beam permeability on the action:  
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c x x
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Q J dJf
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a dJ J J i
 

  
 

     (27) 

where Jmax is determined by the ring acceptance.  
 The solution of Eq. (26) with beam permeability of Eq. 
(27) was carried out numerically. Тhe action space was 
binned into boxes with boundaries at Jn = n J, n[0, 
Nmax], so that fn J is the probability to find a particle in n-
th box and fn is the distribution function in the center of 
the box bounded by Jn and Jn+1. An integration of Eq. (26)
over J through one box yields the particle flux through the 
boundary between boxes n and n+1: 
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 . (28) 

Consequently, the change in the distribution is: 
  1 1 1( ) ( ) ( ) ( ) , .n k n k n k n k k kf t f t t t t t t t           (29) 

Time step t was chosen so that to be well below the 
numerical instability threshold of the difference scheme, 
which is determined by: 

 2max 4 / 1.n n
n

S D J t J     

In a typical simulation S did not exceed 0.1, both at the 
instability onset and its initial development. However, 
with instability development and subsequent growth of 
the diffusion this condition was violated and calculations 
were stopped well before S reached 1.  

 
Figure 7: Ratios of coherent tune shifts to the synchrotron 
tune for different modes for parameters of Figure 5. Black 
line presents the stability boundary for Gaussian beam 
with non-linearity parameter axx chosen so that the most 
unstable mode (marked by blue circle) would be 20% 
below stability threshold. 

For a harmonic perturbation f cos(J) and S << 1 this 
difference scheme yields good approximation for small . 
However, it reduces damping at the highest frequency of  

/ (2 )max J    by (/2)2 times. Note that a usage of 

implicit methods typically applied to the diffusion equa-
tion solving is limited by two circumstances. First, a 
computation of diffusion at any point in the action space 
uses the entire particle distribution and therefore compu-
tation of distribution at the next point in time requires 
inversion of NmaxNmax matrix instead of three-diagonal 
matrix for the case of implicit scheme. Second, as will be 
shown below, the instability is developing at high wave-
numbers in the action space. That requires small J. Nu-
merical tests also showed that very small steps in time are 
required.   
 To accelerate computation of the integral in Eq. (27) it 
was reduced to a matrix multiplication so that the vector 
of beam permeability is equal to:  
 ε Rf  . (30) 
Here the vectors   n and f  fn determine the beam 
permeability and the distribution function. The elements 
of matrix R are determined by integration Eq. (27) be-
tween nearby actions Jn using Tailor expansion of f. Nu-
merical tests verified that Eq. (30) results in good approx-
imation of integral (27) in the absence of discontinuities 
in the distribution.  

 
Figure 8: Dependence of dimensionless diffusion (top) 
and distribution function (bottom) on the action for dif-
ferent times, t; axx = 0.02, Qc = (-12.6+3.1i)10-3. Red 
curve in the bottom plot shows the initial distribution (left 
scale) and other curves changes of the distribution multi-
plied by 100 (right scale).  
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 Simulations showed that loss of stability due to distri-
bution evolution under kicker noise strongly depends on 
the phase of the coherent tune r = arg(Qn). Figure 7 
presents the dimensionless coherent tune shifts (ratio of 
coherent tune shifts to the synchrotron tune) for different 
head tail modes for the parameters of Figure 5. The stabil-
ity boundary was chosen so that the most unstable mode 
would be 20% below the boundary. The phase of this 
mode on the complex plane is equal to r = 168o (Re(Qn)/ 
Im(Qn) = -4.7). The distance from the stability boundary 
to the next mode closest to the boundary is about twice 
larger, and consequently its effect on the diffusion is 4 
times smaller. Figure 8 shows a typical example of the 
evolution for initially Gaussian distribution. The figure 
also shows the corresponding diffusion. One can see that 
there is a narrow peak growing fast in the diffusion plot at 
J0.25. The value of Qc/axx for Figure 8 calculations 
was chosen so that the beam would be 20% below insta-
bility threshold (see Figure 7). In all simulations (as well 
as in Figure 8) it has been clearly seen that the instability, 
if happens, develops at the highest possible wavenumber 
determined by J. An increase of Nmax decreases J and 
the span in the distribution where the instability is initially 
developed. However, the location of the instability posi-
tion in the action did not depend on Nmax.  
 To explain the results of the simulations we consider 
the following model. We assume that the instability is 
developed in a small area near the action Jr. In this area 
we look for a solution in the following form:  
 

0( , ) ( ) ( )cos( )x xf J t f J f t J      , (31) 

where we assume the wavenumber, , being very large, 
and the perturbation f(t)  f to be much smaller than the 
initial distribution f0(Jx). A perturbation in the distribution 
results in a perturbation in the response function. Substi-
tuting the perturbation of Eq. (31)  into Eq. (14) we obtain 
a perturbation of response function: 

 
0

sin( )
( ) ,

0x
xx x

i J JdJ
R R J f

a J J i

    
 

  
    (32) 

where we accounted that the resonance frequency is 

xx xa J  . For large  the major contribution to the inte-

gral comes from the area near Jx. That allows us to extend 
the lower integration limit to -.  Then, the integration 
becomes straight forward. It results in:   

   ( ) .xi Jx

xx

J
R e f t

a
     (33) 

Using Eqs. (15) and (26), we obtain the diffusion: 
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where 1r c rQ R     is the beam permeability for unper-

turbed distribution computed at the resonant tune 
/0 = Jraxx, and 2

1/r rD   is the corresponding diffu-

sion. In obtaining the second equality we used the Tailor 
expansion and replaced Jx by Jr in the non-oscillating 

term. As one can see a harmonic perturbation of the dis-
tribution results in a harmonic perturbation of the diffu-
sion.  
 Taking into account that we consider only small area in 
the action space in vicinity of Jr and very large wave-
number  (see the definition below) we can replace Jx 
inside / xJ   in Eq. (26) by Jr. That yields: 

      0 0 .r r
x x

f f J D D f f
J J

  


   
       

  (35) 

Accounting that the unperturbed function satisfies the 
following equation: 

 0 0
r r

x x

f f
J D

J J
  

     
  (36) 

and leaving only linear terms in Eq. (35) we obtain a 
linear differential equation for the perturbation     

 0
r r

x x x

ff f
J D D

J J J

  


   
      

 . (37) 

We look for a solution in the following form: 
 cos( v )f fe I     . (38) 

Substituting it into Eq. (37), assuming initial Gaussian 
distribution 

0
xJf e , and using Eq. (34) we obtain the 

damping rate as a function of Jr: 
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For large  the last term can be neglected. Thus, for the 
Gaussian distribution the stability area for given Qc is 
determined by following equation, 

 2
1 Im 0rJr c c

xx r

J Q Q
e

a




   
  

 
 , (40) 

 
Figure 9: Stability diagram computed with accounting 
noise driven diffusion (blue curve) and without it (red 
curve.)  

which must be satisfied for all Jr. Figure 9 presents the 
stability diagrams computed with the help of Eqs. (18) 
(red curve) and (40) (blue curve). One can see that the 
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kicker noise results in significant reduction of the stability 
boundary. However, this reduction is negligible in vicinity 
of arg(Qc)  105o. We will call the action Jr, at which the 
left-hand side in Eq. (40) approaches zero the first time, 
the resonant action. It shows where instability develops 
when the beam is approaching to the instability boundary. 
Figure 10 shows how this resonant action depends on the 
angle of the coherent tune shift in the complex plane. The 
figure also shows the ratio of stability boundary sizes 
(ratio of |Qc| for given r = arg(|Qc|) for curves present-
ed in Figure 9. Numerical simulations verified the reduc-
tion of the stability boundary presented in Figure 9 and 10 
and the location of the resonant action.  
 Taking into account that the considered above instabil-
ity develops at high wavenumbers in the action and the 
resonant actions of different head-tail modes are different, 
we, in the first approximation, can neglect mutual interac-
tion of different modes. That results in that the considered 
above model should be applicable to the situation when 
multiple modes are close to the instability boundary. If 
required it is straightforward to extend this model to mul-
tiple modes introducing summation of different modes in 
Eq. (34).  

 
Figure 10: Dependence of the resonant action and the loss 
in stability on the angle of the coherent tune shift in the 
complex plane.  

CONCLUSIONS 
 An introduction of harmonic variation in the kicker 
waveform looks as a promising method for an increase of 
stability boundary for the LHC. Such a kicker does not 
work well for suppression of emittance growth due to 
injection errors. Therefore, the existing low frequency 
kicker should be retained and used for damping injection 
errors. A new kicker operating at 400 MHz base frequen-
cy could be used for the rest of the accelerating cycle and 
in the collisions. The power and space required for this 
new kicker are determined by the BPM noise and are well 
within the reach. 
 The considered above mechanism for reduction of the 
stability boundary points out underlying reasons behind 
the observations of transverse beam stability loss in the 
LHC. We need to note that in this model we neglected 

other diffusion mechanisms which affect the evolution of 
the distribution. In normal operating conditions the intra-
beam scattering is the major diffusion mechanism. It 
counteracts the effects introduced by the damper noise 
and therefore a reduction of stability boundary due to 
kicker noise should be somewhat smaller. An additional 
noise used in the LHC experiments reduced relative effect 
of the IBS driven diffusion with subsequent reduction of 
the stability boundary observed in the experiments [6].  
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IMPLEMENTATION OF TRANSVERSE DAMPERS IN BEAM STABILITY
ANALYSES

Kevin Li and Jani Komppula
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Abstract
Collective effects in high intensity, high energy parti-

cle accelerators and colliders are becoming increasingly
important as performance is continuously pushed to the
limits. The mitigation of collective effects, in particular
coherent beam instabilities, relies heavily on transverse
feedback systems. The dimensioning of these feedback
systems (i.e., power, bandwidth, pickup and kicker dis-
tribution) are key to the systems performance and its
effectiveness in combating collective effects limitations.
Consequently, their realistic modeling in computer sim-
ulation codes is also highly important. In this paper we
will briefly outline recent developments in advanced
modeling of transverse feedback systems in collective
effects using the example of macroparticle simulation
codes developed at CERN.

INTRODUCTION & MOTIVATION
Collective effects and coherent beam instabilities are

important players in today’s accelerator landscape as
the machine performance is continuously pushed to-
wards the limits of the intensity and the energy frontiers.
Collective effects problems are difficult to handle purely
analytically (e.g., using 2-particle models or Vlasov
solvers). Today’s simulation tools derive from differ-
ent approaches, each with their own advantages and
fall-backs. Different type of simulation codes include:

Vlasov solvers: semi-analytic solution of the Vlasov
equation in frequency domain using decomposi-
tions of the longitudinal phase space in specific ba-
sis functions (Laguerre polynomials, Airbags...);

circulant matrix models: matrix model representa-
tion of the particle dynamics in a specific basis
(decomposition of longitudinal phase space), with
linearized collective effects, including transverse
feedbacks;

macroparticle trackers: Monte-Carlo-like approach,
very close to the physical reality resembling the in-
volved processes in a nearly one-to-one mapping.

Not all of these tools will be covered in this paper.
Instead here, due to their universality and flexibility,

we will focus exclusively on macroparticle simulation
codes; in particular, for this paper we will base our-
selves on the example of the PyHEADTAIL collective
effects simulation suite [1] which is the simulation code
used at CERN for collective effects beam dynamics
studies.
As much as it is important to be able to simulate

the driving forces of coherent beam instabilities, it is
also important to have good models of the mitigation
methods. One important example of mitigation devices
is transverse feedback systems. These systems them-
selves carry a high level of complexity. In order to
correctly include the effects of transverse feedback sys-
tems along with their peculiarities and limitations, it
is crucial to ensure a good and complete as possible
modeling of the feedback chain. In the following sec-
tions we will first stress the importance of feedback
systems for collective effects mitigation. We will then
show different possibilities of modeling these and then
show an example of an implementation of a detailed
feedback systems model. Finally, we will present some
benchmarks and comparison with experimental data.

TRANSVERSE FEEDBACK SYSTEMS -
THE NEED FOR IMPROVED MODELING
Transverse feedback systems are an integral compo-

nent of any modern particle accelerator. They serve
a multitude of purposes ranging from injection oscil-
lation damping, suppression of coherent beam insta-
bilities or as multipurpose tools used for controlled
emittance blow-up or tune shift measurements, for ex-
ample. Essentially, they are a key component for en-
suring beam quality preservation throughout the accel-
erator cycle. Future accelerators will rely heavily on
transverse feedback systems, as they are being operated
closer to the stability limits. System upgrades be it
for increased resolution, more power or higher band-
width, for example, will become crucial. To correctly
characterize and dimension future transverse feedback
systems, it is important to include good models in our
computer simulation codes.
A simple and pretty straightforward way of model-

ing of the effects of a transverse feedback system in
macroparticle models is by applying a correction on
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each individual particle proportional to the mean posi-
tion of the full particle ensemble:

G8 = G8 − 6 · 〈G〉 , (1)

where 6 is the gain defined as the damping rate in turns.
In a linear machine with an initial offset G0, this leads
to an exponential decay of

G()) = G0 exp
(
−6 )

2

)
, (2)

where ) is the number of turns. Already this simple
modeling can exhibit some interesting effects which
have been recently discovered and investigated more
closely in different studies [2, 3]. On the other hand,
many of the specific features characteristic to realistic
feedback systems, such as separation of pickup and
kicker, signal delays, imperfections such as noise or
bandwidth limitations etc., are not at all captured. A
more accurate modeling involves a detailed representa-
tion of the actual feedback chain.
Typically, two rather separate approaches are taken

when studying feedback systems dimensioning and per-
formance. From the feedback engineer’s point of view,
the beam dynamics are kept simple and often mod-
eled as an harmonic oscillator. All complexity of the
feedback chain, on the other hand, is well captured as
highlighted in Fig 1
Contrary to this, the beam dynamics physicist has

detailed models of the beam dynamics, including full
impedance models and non-linear effects, but treats
the feedback system either fully independently or as a
simple local correction of the beam orbit (see Fig. 2
for an example of evaluating the feedback performance
purely analytically). For a complete modelling of the
full system, the two individual subsystems need to be
combined while retaining all of their complexity.

Figure 1: The engineer’s view on the internal of a
coupled feedback-beam dynamics system. The beam
model is kept simple.

To stress the importance of a combined modeling
of both feedback loop and collective effects beam dy-
namics, Figs. 3a and 3b show a study which highlights

Figure 2: The beam physicist’s point of view of a cou-
pled feedback-beam dynamics system. The feedback
system is modeled as a simple orbit subtraction at a
given point (see Eq. 1).

the limitation of realistic feedback systems under tune
shifts. For this study, a realistic model of the LHC trans-
verse feedback system (ADT) was implemented and
its performance was studied in terms of damping rate
of injection oscillations of an injected beam into the
machine. It becomes clear, that for instance bandwidth
limitations, as highlighted in these figures, can signifi-
cantly limit the dynamic range of the feedback systems
and the gains that can be set. These limitations are not
visible using the conventional feedback system models
commonly implemented in beam dynamics simulations,
as mentioned earlier on.

IMPROVED MODELS
IMPLEMENTATION

Recently, advanced simulation models have been
developed to better represent numerically realistic feed-
back systems, with much of their specific complexity
and details included [4]. The components of these ad-
vanced models have been organized in a similar fashion
following a similar architecture as the PyHEADTAIL
collective effects simulation suite. The latter features:

• a highly modular design;

• very simple and concise individual modules as
building blocks;

• a majority of code written in Python with some
few methods written in optimized Fortran or C to
overcome performance bottlenecks;

• a unique interface for a generic, quick and simple
assembly of a wide range of simulation studies.

Following this exact Philosophy, a dedicated feed-
back module has been prepared, which can be used
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(a) Low-pass filters simulate bandwidth limitations the the
feedback system and limit the available range of gains; in this
case, the bandwidth limitation affects the bunch-to-bunch
or intra-bunch oscillation mode that can be resolved and
consequently be damped by the system.

(b) The correction kick is computed internally within a digi-
tal signal processing chain. Any deviation of the beam from
the design tune leads to sub-optimal damping or event to
feedback system-driven instabilities.

either independently or in conjunction with PyHEAD-
TAIL.

The applicability of this same approach becomes
clear if one highlights the similarities between the two
problems, namely signal propagation in a feedback loop
and beam dynamics in a synchrotron.

For beams circulating in a synchrotron, one may con-
sider particle ensembles which periodically encounter
the same set of machine elements which exerts a certain
given action on them. As such, one can concatenate
a series of actions which are chronologically and peri-
odically applied to the particle ensemble as the latter
circulates within the ring. This very concept is repre-
sented, in PyHEADTAIL for instance, by the so-called
one-turn-map which essentially is a list of different ele-
ments such as betatron maps, synchrotron maps, wake
fields, space charge, electron clouds etc.; this list forms
the accelerator tracking loop.

If one now thinks about a transverse feedback system,
a beam signal gets registered at the pickup and is then
propagated though a digital signal processing chain.
There, it get transformed over several stages into a cor-
rection signal that gets played onto the kicker, which
then applies a correction kick back onto the beam. This
takes place turn after turn such that one again finds
back a sequence of actions that is periodically applied,
this time, however, onto the beam signal. In a similar
manner as the one-turn-map, a list of signal processors
can be constructed, consisting for instance of harmonic
ADCs, Notch + Hilbert filters, N-tap FIR filters, up-
samplers, DACs, low-pass filters, etc., through which
the digital signal is passed turn after turn; this list now
forms what can be identified as the feedback loop.

Figures 4a and 4b show an example of such a digital
signal processing chain represented as a Python list.
One can also see how the digital signal can be inspected

at every step within the processing chain. We cannot
go into the formal details on the implementation of
each elements of these lists, but the idea is that any
possible implementation of nearly arbitrary complexity
can easily be developed and concatenated to be made
available as part of the feedback processing chain.

TESTS AND BENCHMARK RESULTS
The new feedback module was used to investigate

phenomena which can not be reproduced using conven-
tional methods to model transverse feedback systems
in (macroparticle) simulation codes. On one hand, this
serves as an important test and benchmark for the sim-
ulation model and, on the other hand, the same model
was also used to perform an actual optimization cam-
paign of an exiting transverse feedback system.

Injection oscillation damping in the LHC
An important function of the LHC transverse damper

is the quick suppression of injection oscillations to pre-
vent emittance blow-up after injection. Beams in the
LHC are injected in batches of 72 bunches separated by
25 ns. The ADT does not intrinsically have the band-
width to act on the individual bunches of this spacing
(this would require a minimum bandwidth of 20 MHz
to be able to act on the highest beam mode). Instead,
the damper couples neighboring bunches 1. One char-
acteristic feature of such a system is the roll-off of the
effective gain towards the ends of the injected batches.
This can be observed in measurements as an increase in
the damping rate at the batch edges. Such a feature can
not be reproduced in simulations using the classical
approach of modeling feedback systems. A realistic
1 there are certain high bandwidth settings of the ADT, which can
be used to artificially increase the damper bandwidth; this is done
by a clever signal processing [5]
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(a) The feedback loop represented as a digital signal proces-
sors list.

(b) The original input signal can be followed and inspected
throughout the digital signal processing chain for diagnostics
purposes.

implementation of the ADT should, however, clearly
display this feature.
Figure 5a shows a measurement turn-by-turn and

bunch-by-bunch of three injected batches into the LHC.
The image clearly reveals the aforementioned effects of
increased damping rates towards the batch edged. Fig-
ure 5b shows the same process modeled in simulations,
where a realistic model of the ADT has been imple-
mented using the PyHEADTAIL feedback module. It
is apparent, that almost all features of the measurement
are well captured by the simulation. This gives con-
fidence that the specific features of the ADT are well
modeled in these simulations.

FIR filter optimization for the LHC ADT
Another peculiar feature of transverse feedback sys-

tems is the sensitivity of their performance to the design
tune. This is impacted by several factors such as delays,
lengths of filters, or the present oscillation modes of
the beams. In fact, one important design criterion of
a transverse feedback system is also its acceptance in
deviation from the design tune. This can be an impor-
tant aspect when taking into account bunch-by-bunch
tune shifts from collective effects such as narrow-band
resonator impedances or electron clouds, for example.

This time, the realistic numerical model of the ADT
was used to design and evaluate in simulations an FIR
filter with the target of an increased acceptance in tune
deviations – we will call this the tune bandwidth, for
now – compared to the FIR filter currently implemented
for the ADT. After validation of the improved perfor-
mance in simulations, the FIR filter was implemented
in the firmware of the actual ADT and the experiment
was repeated in a machine development study (MD) [6].
Figure 6 shows the results obtained in simulations and
in the MD in comparison. It becomes immediately
clear, that the numerical model of the ADT very well
reproduces the actual feedback system behavior. It is
also evident, that by means of the numerical simulation

(a) Turn-by-turn and bunch-by-bunch oscillation amplitudes
of the three batches after injection into the LHC as registered
by the ADT pickups.

(b) Turn-by-turn and bunch-by-bunch oscillation amplitudes
of the three batches after in the injection into the LHC, sim-
ulated with a realistic model implementation of the ADT.
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Figure 6: Comparison of simulations and measurements for the design of a high tune acceptance FIR filter in the
LHC.

it was indeed possible to produce an FIR filter which
features an improved performance in term of tune band-
width. This is a very important achievement as it shows
that with good and detailed numerical models of trans-
verse feedback systems, it is actually possible to make
meaningful studies the help support the design and di-
mensioning of both existing as well as future feedback
systems. It can also save valuable machine time which
would be needed to do the same types of studies in
MDs.

SUMMARY AND CONCLUSION
In this paper we highlighted the importance of accu-

rate and realistic modeling of transverse feedback sys-
tems in simulations. Collective effects limitations are
becoming increasingly important as future machines
are operated closer to the performance limits. With
transverse feedback systems as one of the key mitiga-
tion devices, their full accessibility through numerical
simulations is of utmost importance, to catch limita-
tions and imperfections and allow for accurate feedback
dimensioning and design.
We have shown that, recently, a fully featured feed-

back system module has been developed for the Py-
HEADTAIL collective effects simulation suite in a
highly generic and modular fashion.

The feedback module has been checked against real
world measurements done at the LHC with the LHC
transverse feedback system (ADT). These benchmarks
revealed that many of the peculiarities of the real world
system were well captured in the simulation model.
Bandwidth limitations manifested in the simulation
results as well as the improvements, which were imple-
mented within the digital signal processing change via
firmware changes. The latter study also showed how
feedback simulations can be used to investigate and

improve the performance with offline system optimiza-
tion for existing machines (i.e. LHC ADT) or advanced
system design for future machines (i.e., Future Circular
Collider).
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INTERPLAY OF TRANSVERSE DAMPER AND HEAD-TAIL
INSTABILITY⇤

V. Smaluk†, G. Bassi, A. Blednykh, Brookhaven National Laboratory, Upton, New York, USA

Abstract
Transverse head-tail instability is a major limitation for the

single-bunch beam current in circular accelerators. Beam-
based feedback is one of the potential tools to suppress
this type of instability. The feedback systems (transverse
dampers) provide active suppression of the beam oscillations
by electromagnetic fields, the amplitude of which is calcu-
lated in real time from the measured beam position. The
e�ciency of the transverse dampers in combination with
various chromaticity settings is discussed.

HEAD-TAIL INSTABILITY
Collective instabilities of the transverse motion of parti-

cle beams in circular accelerators have been studied already
since the early 1960s. Among one of the first instabilities ob-
served and studied was likely the coherent instability caused
by the beam interaction with the resistive-wall impedance of
the vacuum chamber [1]. Now, this kind of instability usually
a�ects the beams with a multi-bunch filling pattern used for
the operation of most synchrotron light sources. The reason
for the instability has been understood at that time, it is the
bunch-to-bunch interaction via wakefields generated by the
beam moving in a resistive chamber. For a coasting beam,
the theoretical explanation of the instability was proposed
and the stabilizing mechanisms were examined by means of
the Vlasov Equation [2].

For azimuthally bunched beams, the transverse coupled-
bunch instability was theoretically studied using the rigid-
bunch model [3]. The modes of oscillation, stability crite-
ria and the small-amplitude growth rates were derived by
solving the eigenvalue problem. For a short single bunch,
stabilization of the coherent transverse instability by Landau
damping was also explored [4].

The single-bunch head-tail e�ect was observed in the
VEPP-2 [5], ACO, and ADONE [6] electron-positron rings.
The fast damping of coherent betatron oscillations, as well
as the transverse head-tail instabilities, were experimentally
studied with the varied beam current. As it was found,
the fast damping can not be explained by resistive walls,
it was caused by the beam interaction with the broad-band
impedance of electrostatic e+/e� separators.

Interaction of a bunched beam with short-range transverse
wakefields characterized by the broadband impedance results
in the head-tail instability. The wakefields induced by the
head of a bunch act on particles of its tail; the head and tail of
the bunch exchange places periodically due to synchrotron
oscillations; the instability occurs if certain conditions of res-
⇤ Work supported by Department of Energy, United States of America

Contract No. DE-SC0012704
† smaluk@bnl.gov

onance excitation exist. The simplest two-particle model [7]
assumes the bunch consisting of two macroparticles, which
oscillate longitudinally with the constant amplitude.

The early studies of head-tail instability are summarized
and discussed in detail in the review [8] presented at PAC-
1969. The results of experimental studies of the feedback
performance with varied chromaticity carried out at the
ADONE ring are compared to analytical estimations. The
first theoretical explanations of the head-tail e�ect published
in [6, 7] include two-particle and multi-particle models as
well as formulation and solution of an eigenvalue problem
to determine the growth rates and frequency shifts of the
head-tail modes.

Advanced theories were developed later using a number
of approaches, such as macro-particle models, linearizing
Vlasov equation, applying perturbation theory [9–14]. These
comprehensive studies cover almost all aspects of the head-
tail e�ect including mode coupling, various impedance mod-
els, chromaticity, and Landau damping. The simplified but
e�ective mathematical model of the head-tail instability is
based on the multimode analysis of the eigenvalue problem

det[(� � l) I � M] = 0 , (1)

where � =
�
⌦ � !�

�/!s, !� is the unperturbed betatron
frequency, !s is the synchrotron frequency. The matrix
elements are

Mkk0 = Ib
�

2⌫sE/e

1’
p=�1

Z?(!0)glk(!0 � !⇠ )glk0(!0 � !⇠ ) ,

(2)
where � is the average beta function, !0 = p!0 + !� + l!s ,
!⇠ = ⇠!0/↵ is the chromatic frequency. The functions char-
acterizing oscillation modes of the Gaussian bunch are:

glk(!) = 1p
2⇡k!(|l | + k)!

✓
!�tp

2

◆|l |+2k
exp

✓
�!

2�2
t

2

◆
. (3)

Solving the eigenvalue problem for specific impedance and
beam parameters, one can derive the intensity-dependent
shift of complex oscillation frequencies for the head-tail
modes.

The simplest case is the fast head-tail instability occur-
ring with zero chromaticity if the beam current exceeds a
certain threshold determined by the coupling of two modes.
In the short bunch regime ( fr�t < 1, where fr is the fre-
quency of the broadband resonator representing the machine
impedance and �t is the bunch length), where lepton ma-
chines tend to operate, these two modes are usually the az-
imuthal head-tail modes 0 and 1. The exponential growth of
betatron oscillation results in the loss of the beam intensity
down to the threshold value. The chromatic head-tail e�ect
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occurs if the chromaticity is not zero. In this case, there
is no threshold beam intensity and some head-tail modes
are unstable for any beam current. The coherent mode 0
is stable with positive chromaticity and unstable with neg-
ative chromaticity for machines operated above transition;
again, this is usually the case for most lepton machines. The
higher-order modes behave oppositely. The rising/damping
rates decrease rapidly with the head-tail mode number, so
the eigenmode analysis is quite e�cient because only a few
lowest modes are important.

TRANSVERSE FEEDBACK (DAMPER)
Transverse feedback systems (dampers) were proposed

to cure the beam instabilities soon after they were observed.
The idea is straightforward: coherent beam oscillations are
measured by a beam position monitor (capacitive pickup,
stripline) and the signal with proper amplification and phase
shift is used to drive a high-voltage RF amplifier connected
to a stripline kicker deflecting the beam to damp the oscilla-
tions. At VEPP-2, the transverse instability has been elimi-
nated by feedback [5], this is likely one of the first published
reports on the damper suppressing the head-tail instability.
A detailed description of the transverse damper developed
and commissioned at SPEAR-II is published in [15] includ-
ing design principles, circuit analysis, and results of beam
tests. For zero chromaticity, the SPEAR-II damper helped
to increase the injected beam current by a factor of 5.

The dampers to suppress coherent instabilities have been
then installed at other accelerators, e.g. SPS [16] and PE-
TRA [17], and they were e�cient to suppress coherent trans-
verse instabilities as expected. However, it was not clear if
the damper able to suppress the chromatic head-tail instabil-
ity, which is a combination of coherent and incoherent oscil-
lation modes and how the chromaticity a�ects the damper
performance. Successful application of the damper to sup-
press the head-tail instability was experimentally demon-
strated at PETRA [18]. Now almost all electron rings are
equipped by bunch-by-bunch feedbacks [19], which are avail-
able as commercial products.

The mode-coupling theory of the fast head-tail (trans-
verse mode coupling) instability was expanded including
feedback [20]. The feedback term was added to the matrix
equation (1) assuming the feedback system a�ects the only
matrix element related to the coherent mode. The resistive
feedback, which damps the center-of-mass oscillation, was
already successfully used at several machines to suppress
multi-bunch instabilities. In the case of the intra-bunch in-
stability, the resistive feedback was considered inadequate,
because the particle motion in the bunch is complicated and
damping all modes by a�ecting the center of mass looks
unfeasible. According to [20], the reactive feedback can
increase the threshold beam current up to a factor of 4 and
resistive feedback is completely ine�ective as a cure for this
instability.

The reactive feedback systems were proposed for LEP [21,
22] and PEP [23] to cure the fast head-tail instability. How-

ever, the experimental results from PEP [24] unexpectedly
demonstrated that at high gain the resistive feedback provides
a larger increase of the threshold current than the reactive
feedback. The reactive feedback system proposed in [22]
was implemented at the LEP collider resulting in a moderate
increase of the threshold current [25].

A transverse feedback system with variable phase installed
at the VEPP-4M electron-positron collider allowed testing
e�ciency of both reactive and resistive feedback with a small
positive chromaticity [26]. As it was found, the optimum
feedback phase is closer to zero (resistive feedback) than to
90� (reactive feedback), however, the dependence is not very
strong.

A mathematical model of the head-tail instability has
been developed on the basis of the multi-mode analysis of
the eigenvalue problem [27, 28], chromaticity and feedback
are taken into account. Starting from the continuum model
and the Vlasov equation, the analysis of beam stability with
feedback is reduced to a system of algebraic equations. Anal-
ysis of symmetric modes is e�cient because only the lowest
modes are essential. A theory of the head-tail instability
caused by electron clouds has been developed using a similar
approach [29]. As concluded in [27], the resistive feedback
in combination with negative chromaticity can e�ectively
damp the instability increasing the threshold beam current
by a factor of 3 to 5 with relaxed tolerances of the feedback
parameters. The same conclusion is made in the recent sim-
ulation studies of the damper e�ciency for the Advanced
Photon Source and LHC [30]: the resistive feedback is most
e�ective with negative chromaticity. However, as shown
in [28], high positive chromaticity can suppress the head-tail
instability even without feedback.

EXPERIMENTAL RESULTS
The e�ciency of the damper in combination with varied

chromaticity was experimentally studied at several acceler-
ator facilities. The results look quite contradictory. There
are few experimental confirmations of the damper e�ciency
with negative chromaticity, theoretically predicted by the
mode-coupling theory. However, other experiments show
higher e�ciency of the transverse feedback with positive
chromaticity.

One of the first experiments was carried out at PETRA.
It was noticed that for positive chromaticities close to zero
the threshold currents increased by about 25% [18]. With
the negative chromaticity of �4.5 and feedback on, the max-
imum bunch current was more than 6 mA, whereas it was
limited to 0.3 mA without feedback [17].

The feedback performance with positive chromaticity var-
ied up to high values was studied at ESRF [31]. The feedback
gain required at low chromaticity to exceed 15 mA of the
bunch current was reduced to almost zero at the increased
chromaticity. For regular operations, the transverse insta-
bility limiting the single-bunch intensity is suppressed by
increasing the vertical chromaticity to large positive values.
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At ELETTRA [32], the dipole head-tail mode shift is
quite large and increasing the chromaticity does not improve
much the machine performance. A small improvement has
been observed using the transverse multi-bunch feedback at
positive chromaticity. With negative chromaticity and trans-
verse feedback, the maximum stable current 50% beyond the
10 mA limit was achieved but could not be easily reproduced.
Usually, the beam current saturates between 6 and 10 mA.
Switching the feedback o� causes the current always to drop
below the threshold. Operating with negative chromaticity
and transverse feedback in the single- or 4-bunch mode, the
beam was very stable at all currents, unlike the operation at
positive chromaticity.

On the basis of the theory [27, 28], a feedback system
for suppression of transverse beam instability has been de-
veloped at the VEPP-4M electron-positron collider [33]. A
special feature of this system is the simultaneous suppres-
sion of the oscillations of colliding electron and positron
bunches using the same kickers and pickups. The feedback
e�ciency was studied experimentally with various vertical
chromaticities. For the standard injection mode with the
beam energy of 1845 MeV, vertical chromaticity ⇠y = 4, and
horizontal chromaticity ⇠x = 2, the threshold beam current
is about 5 mA. The feedback provides a reliable increase
of the injected current by a factor of 3. Slowly decreasing
the chromaticity leads to excitation of the instability and
the beam loss down to 4.4 mA at ⇠y = 1.4. Increasing the
chromaticity stabilizes the beam, at the vertical chromaticity
⇠y = 6 switching o� the feedback does not cause a fast beam
loss if there is no other perturbation. Further increase of
positive chromaticity results in a more stable beam. With the
negative vertical chromaticity ⇠y = �8, the injected beam
current exceeding 10 mA was achieved. Switching o� the
feedback results in the beam loss down to 0.3-0.4 mA. So
the relative increase of the beam current in comparison with
the feedback o� was large, however, the absolute injected
beam current was lower than at the positive chromaticity.

The e�ect of positive chromaticity stabilizing the trans-
verse beam instabilities was studied theoretically [34] and ex-
perimentally [35] at NSLS-II. The instability threshold was
calculated and measured as a function of chromaticity. The
stabilizing e�ect of positive chromaticity was confirmed, the
single-bunch threshold current of 0.95 mA was measured at
zero chromaticity, 3.2 mA at the chromaticity ⇠x = 5, ⇠y = 5,
and 6 mA at the chromaticity ⇠x = 7, ⇠y = 7. No significant
e�ect on increasing the beam current was observed varying
the chromaticity below 5.

Experimental studies of the feedback e�ciency with high
positive chromaticity were carried out at SOLEIL [36]. With-
out the feedback, the single-bunch beam current is about
2 mA with the vertical chromaticity varied from 0 to 3. At
the vertical chromaticity of 3, a step-like increase of the
beam current up to 8 mA was observed. Further increase
of the vertical chromaticity results in almost linear growth
of the beam current with the chromaticity, reaching 14 mA
at ⇠y = 5. With the feedback on, the beam current is about
8 mA at ⇠y = 0; 10 mA at ⇠y = 1; and 16 mA at ⇠y = 3.

Measurements of single bunch instability thresholds were
done at Diamond Light Source with the chromaticity varied
from -2.5 to 2.5 [37]. It was found that changing the feedback
phase from resistive to reactive and intermediate was helpful
to maximize the achievable beam current. There is no unique
phase that works best in all chromaticity regimes. A step-
like increase of the beam current with the chromaticity was
also observed with and without the feedback.
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Figure 1: Measured single-bunch threshold current as a
function of chromaticity, with and without feedback.

Fig. 1 shows a summary of the measured results discussed
above. It looks like the threshold beam current is higher with
the positive chromaticity, both with and without feedback.
This is also consistent with the numerical simulation based
on multi-particle tracking [33]. The bunch-by-bunch feed-
back systems installed at the synchrotron light sources are
usually designed as narrow-band because the main purpose
of these systems is to suppress the coupled-bunch instabil-
ity. So the feedback acts on the center-of-mass motion only.
A possible mechanism of the instability suppression dis-
cussed in [33] can result from the periodic energy exchange
between the coherent and incoherent head-tail modes: the
feedback is able to suppress the coherent fraction of oscil-
lation, which always exists due to the chromatic decoher-
ence/recoherence. Since the growth/damping rates of the
head-tail modes strongly decrease with the mode number, it
could be more e�ective to suppress the 0-th mode at positive
chromaticity, when its decrement considerably exceeds the
increments of higher modes. On the contrary, at negative
chromaticity the higher modes are stable but the growth rate
of the 0-th mode is large and much more powerful feed-
back is required, so the noise sensitivity is higher, which
makes the beam unstable. A potential drawback of the high-
chromaticity operations is a possible reduction of dynamic
aperture and, therefore, the injection e�ciency.

CONCLUSION
The transverse feedback (damper) is an e�ective way to

suppress the head-tail instability, despite it is a combination
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of coherent and incoherent oscillation modes. The mode-
coupling theory is now the most often used tool to describe
beam dynamics with impedance and feedback. The calcula-
tions can be carried out with the impedance represented by
a broad-band resonator model, resistive wall, and with the
results of numerical wakefield simulations. Taking bunch
lengthening into account is important for electron machines
with short bunches. Positive chromaticity helps to increase
the instability threshold even without feedback. Feedback
in combination with negative chromaticity result in a sig-
nificant relative increase of the instability threshold but the
absolute accumulated beam current is lower. For electron
storage rings, operation with negative chromaticity does not
look practical, feedback in combination with positive chro-
maticity is more robust. The machine nonlinearity has a
significant e�ect too, to simulate beam dynamics with the
collective e�ects, feedbacks, chromaticity, and nonlinear-
ity, multi-particle tracking with momentum-dependent and
amplitude-dependent e�ects, is necessary.
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DESTABILISING EFFECT OF RESISTIVE TRANSVERSE DAMPERS 

E. Métral†, Geneva, Switzerland

Abstract 
A resistive transverse damper is needed for multi-bunch 

operation in a machine like the CERN LHC and it is very 
efficient as it considerably reduces the necessary amount 
of nonlinearities (from octupoles) needed to reach beam 
stability through Landau damping. However, a resistive 
transverse damper also destabilizes the single-bunch mo-
tion below the Transverse Mode Coupling Instability 
(TMCI) intensity threshold (for zero chromaticity), intro-
ducing a new kind of instability, which has been called 
“ISR instability” (for Imaginary tune Split and Repul-
sion). The purpose of this contribution is to explain in 
detail this new instability mechanism and its mitigation. 

INTRODUCTION 
A Transverse Damper (TD) generates the following 

complex tune shift (with	𝑗 the imaginary unit) 
 

 Δ𝑄%& =
()*

+,-
 ,       (1) 

 
where 𝜙 is the betatron phase advance between the pick-
up and the kicker, and 𝑑 is the TD damping time in ma-
chine turns (equal to 2/𝐺 with 𝐺 the gain of the TD). If 
𝜙 = 90°, the TD is called “resistive”: it is a conventional 
damper/feedback system, which damps the centre-of-
charge motion of the beam (see Fig. 1). If 𝜙 = 0°, the TD 
is called “reactive”: in this case, mode 0 is shifted (which 
can raise the intensity threshold in the presence of TMCI 
between modes 0 and -1). 
 

 
 

Figure 1: Schematic picture (in the horizontal phase 
space) of the action of a conventional TD, which damps 
the centre-of-charge motion of the beam. 
 

A resistive TD is needed for multi-bunch operation in a 
machine like the LHC and it has been working very well 
over the past decade [1]. If we take the example of the 
LHC predictions in 2018 at 6.5 TeV, the beneficial effect 
of the TD on the amount of Landau octupole current 
needed to stabilise the beam is clearly visible (see Fig. 2). 

 

 
Figure 2: Required octupole current to reach beam stabil-
ity, with (left) and without (right) a resistive TD, vs. 
chromaticity Q’. Courtesy of N. Mounet (using DELPHI 
Vlasov solver [2]). 

 
A better control of the LHC has been achieved year af-

ter year, and at the end of Run 2 (2018), the following 
mitigation knobs were used at 6.5 TeV: Q’ ~ +15; TD 
damping time of ~ 50-100 turns; Landau octupole current 
a factor ~ 2 higher than predicted (compared to the factor 
~ 5 at the end of Run 1) [3]. The main lesson learned from 
Run 1 and Run 2 is that in a machine like the LHC, not 
only all the mechanisms have to be understood separately, 
but (all) the possible interplays between the different 
phenomena need to be analysed in detail [4]: the TD 
needs to be included in beam stability analyses (along 
with beam-beam); the sign of the Landau octupole has to 
be studied in detail together with beam-beam effects (con-
sidering both long-range and head-on effects); there is a 
destabilising effect of e-cloud; there is a destabilising 
effect of linear coupling; there is a destabilising effect of 
noise, which is currently under study and was demon-
strated in 2018 for the first time in a machine as a possi-
ble contributor to the remaining missing factor ~ 2 in 
Landau octupole current; there is a destabilising effect of 
TD, which is the subject of this paper [5]. 

Several simulations performed with different (Vlasov 
solver and tracking) codes, considering a single bunch 
with zero chromaticity, revealed already in the past a 
more critical situation (as concerns the instability growth-
rate or the required octupole current) with TD than with-
out [2,6-10]. However, no model/explanation describing 
the cause/mechanism of this instability was given in any 
of these references (in Ref. [6] it is referred to as “a sort 
of TMCI”). It is worth mentioning also Ref. [11], which 
has been put to the attention of the author during this 
workshop, where a head-tail mode instability caused by a 
feedback is discussed. This should be reviewed in detail 
in the future and compared to the results presented in this 
manuscript. 

MOTIVATION 
Three questions motivated this study for the LHC in 

terms of beam stability: (1) why a chromaticity close to 
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zero seemed to require a higher octupole current than 
predicted during Run 1 (in 2011 and 2012) and during 
Run 2 (in 2015)? [12]; (2) why some past simulations 
with a chromaticity close to zero revealed an instability 
with the TD, which is absent without TD? [2,6-10]; and 
(3) what should be the minimum operational chromaticity 
in the future in the LHC and High-Luminosity LHC? To 
try and shed some light on these questions, a new Vlasov 
solver (called GALACTIC) was developed [5,13]. Thanks 
to it, it is possible to answer to the following two ques-
tions: (1) what is the exact predicted instability mecha-
nism at low chromaticity in the presence of a resistive 
TD? (2) Is a stability diagram, which assumes independ-
ent head-tail modes, a sufficiently accurate method for 
computing the effect of Landau damping in this case? 

VLASOV SOLVERS GALACTIC  
AND GALACLIC 

Starting from the Vlasov equation and using a basis of 
the low-intensity eigenvectors of the problem, as pro-
posed by Laclare and Garnier [14,15], the effect of a TD 
was added and a new Vlasov solver code was developed, 
called GALACTIC (for GArnier-LAclare Coherent 
Transverse Instabilities Code) [5,13]. Note that a similar 
approach can be used in the longitudinal plane (leading to 
GALACLIC, for GArnier-LAclare Coherent Longitudinal 
Instabilities Code), which helped to understand the details 
of mode coupling behind some longitudinal microwave 
instabilities [13,16]. 

Predictions of transverse and longitudinal mode cou-
pling instabilities from GALACTIC and GALACLIC can 
be found in Fig. 3 for the case of a single proton bunch 
above transition interacting with a broad-band (𝑄 = 1) 
resonator impedance with a resonance frequency equal to 
2.8 divided by the full (4	𝜎) bunch length 𝜏: (in 𝑠). The 
predictions from Laclare (only real parts) [14] are shown 
in black, revealing a very good agreement for both trans-
verse and longitudinal planes. The model of Potential-
Well Distortion (PWD) used here does not take into ac-
count the real part of the longitudinal impedance and 
  

 
 
Figure 3: Usual TMCI plots vs. the normalised bunch 
intensity 𝑥 (with 𝑄= the synchrotron tune), comparing 
GALACTIC and GALACLIC with Laclare’s approach in 
black (only real parts) [14], for the case of a single proton 
bunch above transition interacting with a broad-band 
(𝑄 = 1) resonator impedance with a resonance frequency 
equal to 2.8 divided by the full (4	𝜎) bunch length. 

therefore the associated asymmetry in the longitudinal 
bunch profile (linked to the shift of the synchronous 
phase) is neglected, as it is assumed to be small for the 
case under study. 

A detailed comparison between GALACTIC and 
GALACLIC with simulation tracking codes has also been 
performed, revealing an excellent agreement as can be 
observed in Figs. 4 and 5. An even better agreement could 
be reached in longitudinal by implementing a more realis-
tic PWD model, which will be done in the future. 

 

 
Figure 4: (Left) comparison between pyHEADTAIL [17] 
macroparticle tracking code (top) and GALACTIC (black 
dots, bottom) and (right) comparison between SBSC [18] 
macroparticle tracking code (top) and GALACLIC (black 
dots, bottom), for the case of a single proton bunch above 
transition interacting with a broad-band (𝑄 = 1) resonator 
impedance with a resonance frequency equal to 2.7 divid-
ed by the full (4	𝜎) bunch length. Courtesy of 
M. Migliorati for the PyHEADTAIL and SBSC tracking 
simulations (with a new mode analysis) [16]. 

 
Figure 5: Comparison between pyHEADTAIL [17] mac-
roparticle tracking code (red dots) and GALACTIC (black 
dots) for the case of a single proton bunch interacting 
with a broad-band (𝑄 = 1) resonator impedance with a 
resonance frequency equal to 2.7 divided by the full (4	𝜎) 
bunch length. Courtesy of M. Migliorati for the Py-
HEADTAIL tracking simulations. 
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INSTABILITY MECHANISM WITH Q’ = 0 
It is important to distinguish between the long bunch 

and short bunch regimes as the impact of a TD is very 
different for the two regimes. In the long bunch regime 
(see Fig. 6), the main mode coupling takes place between 
high-order modes and the TD will not be able to modify it 
whatever its phase. This is not the case for the short bunch 
regime (see Fig. 7), for which the mode coupling takes 
place between the modes 0 and -1. In this case, a reactive 
TD is beneficial as it increases the TMCI intensity thresh-
old, modifying the shift of mode 0 and pushing the mode-
coupling towards higher bunch intensities (see Fig. 7 left). 
A resistive TD, on the other hand, is detrimental as it 
decreases the intensity threshold (see Fig. 7 right). The 
exact mechanism [5] will be reviewed below. 

 
Figure 6: Usual TMCI plots from GALACTIC for the 
case of the long bunch regime (𝑓?	𝜏: = 2.8), which ap-
proximately describe the CERN SPS case, assuming a TD 
with a damping time 𝑑 = 100 turns. 

 
Figure 7: Usual TMCI plots from GALACTIC for the 
case of the short bunch regime (𝑓?	𝜏: = 0.8), which ap-
proximately describe the CERN LHC case, assuming a 
TD with a damping time 𝑑 = 100 turns. 

 
The matrix which needs to be diagonalised in GA-

LACTIC can be reasonably well approximated (for the 

purpose of the current study) by this 2´2 matrix (taking 
into account only the modes 0 and -1),   

 

       −1 − 0.23 j x
− 0.55 j x − 0.92 x + 0.48 j

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟ ,

      (2) 

 
where the term “+0.48 j” is the contribution from the 
“+” resistive TD with a damping time 𝑑 = 100 turns (it 
would be “+0.48” for a “+” reactive TD and its general 
form is given by Δ𝑄%&/𝑄=). The mode -1 is described by 
the top-left term while the mode 0 is described by the 
bottom-right one (the mode coupling terms being the off-
diagonal ones). Figure 8 depicts the evolution of the ei-
genvalues for both cases with and without the TD and it 
can be observed that similar results as in Fig. 7 right are 
obtained. It is found indeed that introducing a resistive 
TD lowers the intensity threshold. In fact, it completely 
changes the nature of the instability as no intensity 
threshold is observed anymore (as already spotted in 
Ref. [6]): the bunch is unstable whatever the intensity. 
Without TD, an instability appears as a consequence of 
the coupling between two modes (0 and -1). In the pres-
ence of the resistive TD, the mode coupling is suppressed 
but the interaction between the modes 0 and -1 in the 
presence of the TD pushes apart the imaginary parts and 
as the imaginary part of the mode -1 is 0, it becomes neg-
ative and leads to an instability. 
 

            

            
Figure 8: Solutions of the diagonalisation of the 2´2 ma-
trix of Eq. (2): without (blue) and with (red) the resistive 
TD. 

 
The fact that the TD term in Eq. (2) is given by 

Δ𝑄%&/𝑄= explains why a TD is not very effective for 
machines with a large synchrotron tune 𝑄=. Indeed, as-
suming for instance 𝑄= = 0.1, a resistive TD with a 
damping time 𝑑 = 50 turns would almost not modify the 
TMCI picture, as can be seen in Fig. 9. 
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Figure 9: Solutions of the diagonalisation of the 2´2 ma-
trix of Eq. (2): without (blue) and with (red) the resistive 
TD, assuming 𝑄= = 0.1 and 𝑑 = 50 turns. 

IMPACT ON LANDAU DAMPING 
As the instability mechanism involves the two modes 0 

and -1, the impact on Landau damping has to be studied 
by considering both modes and Eq. (3) needs to be solved 

 

 Im=−1
−1 − 0.23 j x

− 0.55 j x Im=0
−1 + 0.92 x − 0.48 j

= 0 ,      (3) 

 
where Im is the dispersion integral. I have solved Eq. (3) 
assuming an externally given elliptical tune spread, which 
leads to the “circle stability diagram” for the one-mode 
approach. In this case, the dispersion integral is given 
by [19] (with y the unknown we are looking for) 
 

 Im =
2

y −m − j Δq2 − y −m( )2
,          (4) 

   
where Dq is the tune spread (half width at the bottom of 
the distribution) normalised by the synchrotron tune. The 
solution of Eq. (3), characterizing the two-mode ap-
proach, is compared to the one-mode approach in Fig. 10: 
it can be seen that below the TMCI intensity threshold 
(without TD), the one-mode approach (usual stability 
diagram) seems fine, whereas above the TMCI intensity 
threshold (without TD), the two-mode approach is needed 
and more tune spread is required. As the LHC has been 
operated until now below the TMCI intensity threshold 
(without TD), the one-mode approach used until now 
seems fully justified, which was also in agreement with 
some first tracking results [20]. It can also be concluded 
from Fig. 10 that a resistive TD has a detrimental effect 
below and a beneficial effect above the TMCI intensity 
threshold, as much less octupole current is needed for the 

latter case to reach beam stability through Landau damp-
ing than without a TD. 
 

 
Figure 10: Required tune spread (normalised by 𝑄=) to 
reach bunch stability vs. the normalised bunch intensity: 
using the one-mode approach, leading to the usual stabil-
ity diagram (black line) and the two-mode approach from 
Eq. (3) (red line) assuming an elliptical tune spread. The 
blue line corresponds to the case without TD but consid-
ering the mode coupling between modes 0 and -1. 

COMPARISON WITH PYHEADTAIL 
The previous analytical description has been checked in 

detail through pyHEADTAIL macroparticle tracking 
simulations, revealing that most of the physics was cap-
tured by the simplified model (see Fig. 11). 

 

 
 

Figure 11: Case of Fig. 10 re-analysed in detail through 
pyHEADTAIL tracking simulations, revealing a good 
agreement between the two approaches. Courtesy of 
A. Oeftiger [21]. 

DESTABILISING EFFECT OF LANDAU 
DAMPING FOR TMCI 

In the framework of this study, it is worth mentioning 
that below the TMCI intensity threshold without TD, the 
tune spread provided by Landau octupoles (to generate 
some Landau damping) is also detrimental if it is not high 
enough (of the order of the synchrotron tune) but already 
quite important. This destabilising effect was already 
revealed a long time ago in Ref. [22]. It has been re-
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visited with the simplified model of Eq. (3) in the absence 
of TD [23], confirming the results from Ref. [22] (see 
Fig. 12).  

 
(a) 

 
(b) 

 
 

CONCLUSION 
A new single-bunch instability mechanism is revealed 

for zero chromaticity in the presence of a resistive trans-
verse damper. The explanation provided in this paper (and 
already documented in Ref. [5]) was confirmed by two 
other Vlasov solvers, DELPHI (using a Gaussian distribu-
tion) [24] and NHTVS (using either a Gaussian or air-bag 
distribution) [25], which could reproduce Figs. 7 and 8. 

 
 

(c)  

 
(d) 

 
 
Figure 12: Solutions of the diagonalisation of the 2´2 
matrix of Eq. (2) in the absence of TD: without (red) and 
with (green) tune spread: (a) ∆𝑞 = 0.1, (b) ∆𝑞 = 0.5,  
(c) ∆𝑞 = 1.0, (d)	∆𝑞 = 1.4. 
 

The detailed instability mechanism could not be identi-
fied with PyHEADTAIL macroparticle tracking simula-
tions only. However, the impact on Landau damping 
could be analysed in detail with PyHEADTAIL [21], 
confirming the detrimental effect of resistive transverse 
dampers below the TMCI intensity threshold and the 
beneficial effect of resistive transverse dampers above the 
TMCI intensity threshold (see Figs. 10 and 11). 
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INSTABILITY BASED ON REINFORCEMENT LEARNING
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This contribution is largely based on [1].

Abstract
The operation of ring-based synchrotron light sources

with short electron bunches increases the emission of co-
herent synchrotron radiation in the THz frequency range.
However, the micro-bunching instability resulting from self-
interaction of the bunch with its own radiation field limits
stable operation with constant intensity of CSR emission to
a particular threshold current. Above this threshold, the lon-
gitudinal charge distribution and thus the emitted radiation
vary rapidly and continuously. Therefore, a fast and adaptive
feedback system is the appropriate approach to stabilize the
dynamics and to overcome the limitations given by the insta-
bility. In this contribution, we discuss first efforts towards a
longitudinal feedback design that acts on the RF system of
the KIT storage ring KARA (Karlsruhe Research Accelera-
tor) and aims for stabilization of the emitted THz radiation.
Our approach is based on methods of adaptive control that
were developed in the field of reinforcement learning and
have seen great success in other fields of research over the
past decade. We motivate this particular approach and com-
ment on different aspects of its implementation.

MICRO-BUNCHING INSTABILITY
Modern ring-based synchrotron light sources commonly

offer a dedicated short-bunch operation mode in which the
bunch length is compressed in order to support dedicated
experiments. At the KIT storage ring KARA (Karlsruhe Re-
search Accelerator), this enables the reduction of the bunch
length down to several picoseconds. While the high degree
of longitudinal compression leads to an increased emission
of coherent synchrotron radiation (CSR) in the THz fre-
quency range, it also causes a strong self-interaction of the
electron bunches with their own emitted CSR. Above a given
threshold current, that depends on several machine param-
eters [2], this CSR self-interaction causes the formation of
dynamically changing micro-structures in the longitudinal
charge distribution and hence fluctuating CSR emission. The
phenomenon is thus referred to as micro-bunching or mi-
crowave instability. The effect of the CSR self-interaction on
the longitudinal beam dynamics is conveniently described
by the CSR wake potential

VCSR(q, t) =
∫ ∞

−∞
ρ̃(ω, t)ZCSR(ω)eiωqdω , (1)

∗ tobias.boltz@kit.edu

where q = (z−zs)/σz,0 denotes the generalized longitudinal
position, ρ̃(ω) the Fourier-transformed longitudinal bunch
profile and ZCSR(ω) the CSR-induced impedance of the
storage ring. As an additional contribution to the effective
potential the bunch is exposed to, besides the accelerating
RF potential, this acts as a dynamic perturbation to the tem-
poral evolution of the longitudinal charge distribution. The
entire process can be simulated using the KIT-developed
Vlasov-Fokker-Planck (VFP) solver Inovesa [3] , which has
shown great qualitative agreement with measurements at
KARA [4]. Figure 1 illustrates the micro-bunching dynam-
ics in the longitudinal phase space (left) and the correspond-
ing fluctuations of the emitted CSR power (right) simulated
with Inovesa.

Depending on the application at hand, the occurrence of
micro-structures can also be quite desirable as it increases
the radiated power at frequencies corresponding to the size
of the present structures. Thus, in order to tailor the CSR
emission to each application individually, this contribution is
concerned with the development of a longitudinal feedback
that establishes extensive control over the micro-bunching
dynamics and thereby enables, both, excitation and mitiga-
tion of the occurring micro-structures.
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Figure 1: (a) The CSR self-interaction of the bunch causes
the formation of micro-structures in the longitudinal charge
distribution. (b) Their dynamic evolution leads to fluctua-
tions in the emitted CSR power (Ts denoting the synchrotron
period).

APPROACH TO CONTROL
As briefly discussed in [5], we find that the instability is

largely driven by the CSR wake potential’s perturbation of
the restoring force provided by the RF system. Particularly,
the slope of the effective potential at the synchronous posi-
tion is modified considerably during the micro-bunching dy-
namics. To exert control, we thus aim to recover the strength
of the restoring force in order to compensate a major part
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of the perturbation caused by the CSR wake potential. As
the perturbation is, according to Eq. (1), dependent on the
bunch profile and therefore on the evolution of the charge dis-
tribution, the compensation mechanism has to dynamically
adjust to this as well. As an empirically effective and feasible
approach we therefore aim for an RF amplitude modulation
scheme

VRF(t) = V̂ (t) sin(2π fRF t) , (2)
V̂ (t) = V̂0 + Amod(t) sin(2π fmod(t) t + ϕmod) , (3)

in which the modulation amplitude Amod(t) and frequency
fmod(t) are rapidly adjusted. This yields a sequential deci-
sion problem in which we would like to determine the ideal
choice of Amod(ti) and fmod(ti) at every time step ti . Given
that the micro-bunching dynamics occur at time scales com-
parable to the synchrotron period, the step width ∆t of the
sequence should be chosen in the same order of magnitude.
As a promising approach to solve this task, the following
section briefly introduces the basic concept of reinforcement
learning. A more detailed introduction can be found in [6].

REINFORCEMENT LEARNING
Reinforcement learning (RL) is an active sub-field of ma-

chine learning which led to spectacular results in recent
applications, see e.g. [7, 8]. It differs from other forms of
machine learning in that its learning paradigm does not re-
quire a pre-existing data set. Instead learning takes place
in an iterative process based on the general concept of trial-
and-error search. The learner or decision maker, usually
called the agent, continuously interacts with an environment
while seeking to improve its behavior. At each iteration the
agent perceives the current state St of the environment and
is faced with the task to choose an action At . Based on the
chosen action, the environment yields a scalar reward Rt

and transitions to the next state St+1. Thereby, the agent’s
objective is defined as maximizing the cumulative reward
received over time.

Formally, the reinforcement learning problem is described
as a Markov decision process (MDP). In its most rigorous
form, the MDP demands a perfect fulfillment of the Markov
property, which puts a specific restriction on the sequence of
states: The probability of transitioning to state St+1 may only
depend on the previous state St and not on any other state
visited in the past (S1, . . . , St−1). If this condition is satisfied,
it guarantees that the agent is provided with the necessary
information to choose the optimal action in every encoun-
tered state. While this rigorous formalism is very useful
for modeling a wide range of problems and allows precise
theoretical statements, the Markov property can sometimes
be difficult to fulfill in practical applications.

FEEDBACK DESIGN
For the sequential decision problem denoted in Eq. (3) the

definition of a Markovian process is straightforward. In order
to simulate the longitudinal beam dynamics VFP solvers

require an initial charge distribution in the longitudinal phase
space and a set of constant parameters. Subsequently, the
temporal evolution of this distribution is calculated in an
iterative manner. At each step, the calculation is entirely
based on the preceding distribution. Hence, choosing the
charge distributions ψt (z, E) as the state signal

St � ψt (z, E) (4)

yields a Markov process, fully satisfying the Markov prop-
erty introduced in the previous section.

As mentioned above, we are primarily interested in tai-
loring the emission of CSR to individual applications. We
thus define the reward function based on the observed CSR
signal

Rt � Rt (Pt,CSR) . (5)

In case of trying to mitigate the instability, the damping of
the micro-structures in phase space corresponds to a stabi-
lization of the emitted CSR power as it removes the fluctua-
tion caused by the micro-bunching dynamics. One way to
express this objective in a scalar reward function is

Rt � w1µt′:t − w2σt′:t , (6)

where µt′:t and σt′:t denote the mean and standard deviation
of the time series Pt,CSR in the interval [t ′, t], and w1,2 > 0
are simple weighting factors. As a complementary approach,
trying to deliberately excite the micro-structures to increase
the emission of CSR in the desired frequency range [ f1, f2],
the reward function may simply be defined as the emitted
power in this bandwidth

R′t � µt′:t ( f1, f2) . (7)

Finally, the formal definition of the action space corre-
sponding to Eq. (3) is chosen as

At ∈ {Amod(t) × fmod(t)} . (8)

Combining the above stated definitions of St , Rt and At

yields a fully functional MDP to which we can apply estab-
lished RL solution methods. The VFP solver Inovesa was
already adjusted to support these efforts and first tests of
training an agent on simulation data are currently ongoing.

Feasibility of the State Signal
While the definition of the state signal in Eq. (4) provides

the theoretical comfort of perfectly fulfilling the Markov
property, measuring the longitudinal charge distribution in
phase space at real storage rings is a major challenge. To
make this approach more applicable in practice we would
thus like to use information provided by diagnostic systems
that are more commonly available. For now, the simplest
and most robust way to acquire information about the state
of the micro-bunching at KARA is by measuring the emitted
CSR power Pt,CSR in the THz frequency range, e.g. [4, 9].
As Pt,CSR is strongly correlated with the micro-bunching
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Figure 2: General feedback scheme using the CSR power
signal to construct both, the state and reward signals of the
Markov decision process (MDP).

dynamics, we consider the following alternative definition
of the state signal

St � St (Pt,CSR) . (9)

The resulting general feedback scheme is illustrated in
Figure 2. Whether or not the CSR signal can provide enough
information for the decisions the agent is confronted with has
to be verified empirically. Ideally, the condensed information
yields a fast learning process and convergence to a satisfying
extent of control over the micro-bunching dynamics. If the
CSR signal turns out to be insufficient, the state signal should
be augmented with complementary information about the
longitudinal phase space restoring the Markov property as
closely as possible.

SUMMARY
In order to establish extensive control over the micro-

bunching dynamics in short electron bunches, a fast and
adaptive longitudinal feedback is required which is capable
of adjusting to the dynamic perturbation caused by the CSR
self-interaction. Given that the CSR wake potential explicitly
depends on the current state of the charge distribution, the
action or countermeasure should, in general, be expected to
be state-dependent as well.

In this contribution, we outline a general feedback scheme
that is designed to make use of reinforcement learning meth-
ods in order to accomplish this challenging task.
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Coherent and incoherent space charge resonance e↵ects
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The question of interplay of coherent and incoherent space charge driven resonances and of their
Landau damping has found some interest in beam dynamics of modern high-intensity synchrotrons.
We revisit the theoretical and simulation models describing coherent half-integer parametric res-
onances, analyze their Landau damping in 2D beams on the basis of simulated tune spectra and
conclude that above second order (envelope modes) they play no role in realistic, Gaussian-like
beam models. We also analyze incoherent resonance e↵ects in the beam core regions and find that
their role has been underestimated in part of the literature, in particular with regard to the very
long-term beam evolution as in synchrotrons. We conclude that for such time scales more careful
analysis of realistic simulation models is needed to support synchrotron design and evaluation of
experiments.

I. INTRODUCTION

In linear accelerators space charge resonance e↵ects are
known to occur at su�ciently high intensity and under
structure resonance conditions. Their e↵ect is often not
evident due to limited length; nonetheless satisfactory
comparison of experimental data with theoretical predic-
tions was reported a few years ago by Groening [1, 2].

In circular accelerators the usually very large number
of turns and the presence of external nonlinearities be-
sides space charge lead to additional di�culties, which
make progress more challenging. While coherent e↵ects
in impedance driven instabilities are a common topic, the
role of coherent e↵ects in transverse resonances is not yet
adequately explored. Magnet error induced resonances
with space charge e↵ects in synchrotrons have been ob-
served in detailed studies at the GSI and CERN syn-
chrotrons [3–5]. Relatively satisfactory match between
experiment and simulation models has been achieved in
these studies, but important issues are still pending. The
simplified simulation models, for example, have relied on
so-called frozen space charge models (FSM), which lack
selfconsistency and would suppress any kind of coherent
response - if excited by whatever mechanism. The ex-
tent, to which it helps to update the rms emittance is
yet unclear and requires benchmarking with selfconsis-
tent codes.

In the following some aspects on the interplay of in-
coherent and coherent e↵ects are presented. Section II
reviews some historical and theoretical respectively ex-
perimental aspects of coherent frequency shifts. In Sec-
tion III we discuss the so-called half-integer (paramet-
ric) coherent resonances including their Landau damp-
ing. Section IV is dedicated to incoherent versus coher-
ent resonance e↵ects, Section V to a comparison with
experiments and Section VI attempts an outlook.

⇤ i.hofmann@gsi.de

II. COHERENT RESONANCE EFFECTS

The question of coherent resonant e↵ects was first
brought up by Smith [6] who pointed out - on the basis
of envelope equations - that gradient error driven reso-
nances should occur at the resonance condition for the
coherent tune rather than the incoherent one. Later, his
student Sacherer [7] derived conditions for higher order
magnet driven resonances and their respective selfcon-
sistently calculated coherent shifts in a 1D sheet beam
model using the linearized Vlasov-Poisson equation.

The subject of coherent resonance e↵ects found little
attention in the years to follow. A pioneering selfconsis-
tent simulation study in a synchrotron lattice with half-
integer gradient error resonances using di↵erent beam
distributions, and simulation limited to a few hundred
turns, was carried out by Machida in 1991 [8] - with re-
sults supporting to some extent the conjecture by Smith.

It is helpful to take a quantitative look at the coher-
ence issue on the second order level. For su�ciently split
tunes a straightforward calculation of the envelope mode
oscillation frequency by using the rms envelope equations
yields the well-known result for the coherently shifted fre-
quency (in “smooth approximation”)

! = 2(Q̄xy +
3

8
�Q̄xy), (1)

where Q̄xy ⌘ Q0xy � �Q̄xy is the incoherent tune and
�Q̄xy the space charge tune shift based on KV rms equiv-
alence. Note that the KV-equivalent Q̄xy is to be distin-
guished from the amplitude dependent Qxy in non-KV
beams.

The resulting theoretical coherent resonance condition
for the gradient error case is then

2(Q̄xy +
3

8
�Q̄xy) = n, (2)

where n is an integer depending on the lattice. Condition
Eq. 2 is in contrast with the still widely used second order
incoherent resonance condition 2Q̄xy = n.
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The predicted intensity advantage under the assump-
tion that only the coherent condition matters is not neg-
ligible. The situation is illustrated schematically in Fig. 1
by using the “necktie” diagrams for a 2D Gaussian dis-
tribution with a total spread 2�Q̄xy, and by assuming a
gradient error coherent shift as in Eq. 2. The three cases

FIG. 1. Schematic comparison of di↵erent approaches to res-
onance diagram “neckties” referring to an assumed Gaussian
distribution and a gradient error resonance line (dotted). In-
dicated are the coherent tune !/2 (green circle), Q0xy (yellow
star), the lower tip of Qxy (red star) and Q̄xy (black square).

depicted in Fig. 1 relate to

1. “incoherent limit” (C) assuming that the full foot-
print must be above the resonance

2. “coherent limit” (A): only the coherent frequency
needs to be above the resonance

3. “rms limit” (B): the rms tune Q̄xy is above the
resonance.

Note that the idealized intensity advantage of A com-
pared with C would be a factor 3.2, whereas B relates to
a doubling of intensity. Smith was still pointing at the
full “coherent advantage” (case A), while the simulation
results of Machida have confirmed the less optimistic rms
limit - still with an approximate intensity gain of a factor
2. A similar “benefit” was recently reported from simu-
lations for the JPARC Rapid Cycling Synchrotron with
the finding that no emittance growth or loss is observed
as long as the rms tune stays above the driving resonance
condition [9].

In fact, the coherent frequency approach entirely ig-
nores that besides the coherent envelope frequency there
is also a spectrum of incoherent single particle frequen-
cies Qxy covering the whole range of frequencies. The
question of their role with regard to resonances requires

additional considerations not yet well understood system-
atically.

The idea of coherent shifts in higher than second order,
driven by nonlinear magnet error or structure resonances,
is summarized in the analogous smooth approximation
expression

m(Q̄xy + Fm�Q̄xy) = n. (3)

Corresponding coherent shifts from second to fourth or-
der in a 2D beam Vlasov-Poisson model with arbitrary
(smooth) focusing and emittance ratios, and under the
assumption of no frequency spread, have been derived in
the late 1990’s by Hofmann [10] (see also Ref. [11] for
detailed examples of Fm). For split focusing they result
as: F2 = 3/8, F3 = 5/24 and F4 = 35/256. Note that
for still higher order m it can be assumed that the Fm

further approach zero.
For our discussion of the role of frequency spread it is

helpful to generate di↵erent selfconsistent spectral tune
distributions Qxy and allocate on them the coherent fre-
quencies according to calculated shifts. This is shown
in Fig. 2 comparing a waterbag with a Gaussian distri-
bution for a coasting beam with a working point such
that no significant resonance occurs (here Q0x = 0.158,
Q0y = 0.206 and �Q̄xy = 0.0322).

These spectra can be used also as initial spectra for any
other value of Q0y and �Q̄xy, if appropriately shifted and
re-scaled in width. The spectra shown here are generated
by using the TRACEWIN code [12], for this case with
32.000 particles, transported through a straight FODO
latticed over 3000 cells, where the last 2000 cells are
used to Fourier transform particle orbits and generate
the spectral tune plot. Tunes Q refer to a single FODO
cell as fractions of 360�. The location of coherent frequen-

FIG. 2. Spectral distribution of Qxy for 2D waterbag (l.h.s.)
and Gaussian (r.h.s.) distributions in a largely resonance-
free region. Also shown are locations of expected m = 2...4
coherent mode frequencies, furthermore Q0y and Q̄y; a weak
incoherent coupling resonance 2Qx + 4Qy = 1 exited by the
periodical space charge pseudo-dodecapole component of the
matched beam is also shown.

cies has been corrected from the purely theoretical ones
by using TRACEWIN simulation results for waterbag
beams [13].
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Comparing Fig. 2 with Fig. 1 we note that the higher
order coherent !/m would be closer to Q̄xy than the en-
velope !/2 (green circle). Hence, the theoretical intensity
benefit from the coherent e↵ect shrinks for higher than
second order - an argument speaking in favor of the more
cautious “rms limit” (B).

A review article at the 1998 Shelter Island Workshop
by Baartman [14] once more drew attention to the the-
oretical predictions of space charge shifted coherent res-
onance conditions in all orders for magnet error driven
resonances (similar to Eq. 3, but using a di↵erent nota-
tion for Fm). The basis of Eq. 3, however, continued to be
largely an analytical-theoretical one. Up to the present
day clear benchmarking of the coherent resonance the-
sis with experimental findings for coasting or bunched
beams in circular accelerators is not available.

Therefore, - apparently due to this lack of experimen-
tal evidence - the circular accelerator community widely
continued to use “necktie” resonance diagrams based on
the “incoherent space charge limit”, with the possibly
over-cautious requirement that no significant resonance
line should intercept the necktie at any point.

In their recent article, Kojima et al. [15] take up a
strong position by suggesting that synchrotron resonance
charts should be redefined on the basis of coherent e↵ects.
However, these conditions have so far been studied in 2D
and over a small (few hundred) number of lattice cells
only. The real issue for synchrotrons is long-term be-
havior and the e↵ect of synchrotron motion, which can
be expected to enhance the emphasis on incoherent res-
onance e↵ects - along with Landau damping.

III. HALF-INTEGER (PARAMETRIC)
COHERENT RESONANCES AND LANDAU

DAMPING

The theoretical concept of coherent resonances dis-
cussed in Section II is not limited to the externally driven
resonance cases of Eq. 3. In principle, so-called coher-
ent half-integer parametric resonances driven by space
charge alone and described by a half-integer r.h.s. ac-
cording to

m(Q̄xy + Fm�Q̄xy) =
n

2
, (4)

(with n an odd integer) need to be included as they
potentially lead to additional lines in resonance charts.
Note that the coherent half-integer modes are essen-
tially di↵erent from half-integer or gradient error reso-
nances described by 2Q̄xy = n, or its coherent extension
2(Q̄xy + F2�Q̄xy) = n.

Historically, these coherent half-integer parametric res-
onances have been introduced in a selfconsistent 2D
Vlasov study in periodic focusing lattices by Hofmann
et al. [16]. At that time they were called “180-degree”
modes due to the fact that two lattice periods are needed
to complete one mode period. The today more commonly

used terminology of “parametric resonances” was later
suggested in an analogous 1D sheet beam Vlasov analy-
sis by Okamoto and Yokoya [17], which also allowed for
explicit analytical expressions for coherent frequencies.

Note that these parametric cases are instabilities,
which are “pumped” from noise under a half-integer reso-
nance condition with the periodic focusing. They require
no initial nonlinearity and even exist for uniform density
KV-distributions. An example for a 3D Gaussian short
bunch simulation by the TRACEWIN code in a periodic
FODO lattice is shown in Fig. 3 (see also Ref. [18]). The
primarily excited mode is the coherent parametric insta-
bility of the envelope mode m = 2; n = 1 in Eq. 4 - com-
monly called envelope instability -, which requires Qxy

near the quarter integer. In a FODO lattice this amounts
to a zero-current phase advance per cell k0xy > 90�, and
simultaneously for the space charge depressed rms phase
advance k̄xy < 90�.

FIG. 3. Real space density evolution of a 3D high-intensity
Gaussian bunch subject to parametric envelope instability in
the 90� stopband of a FODO lattice (k0xy = 120�, k̄xy = 73�)
(source: Ref. [18]).

Fig. 3 shows the rapid evolution of an initial fourth
order structure resonance phenomenon (note the four-
fold symmetry insert of transverse phase space), which
is driven by the periodic space charge pseudo octupole
present in the Gaussian density profile and described by
the incoherent resonance condition 4kxy = 360� following
the lattice periodicity. This is followed by the second
order half-integer parametric mode described by 2(k̄xy +
F2�k̄xy) = 1

2 (with F2 = 1
2 for the unsplit tunes in xy).

Note that two lattice periods are needed to complete one
period of the envelope instability. After more than rms
emittance doubling the coherent mode de-coheres again
and results in a beam distribution following again the
lattice periodicity.

Theoretically, as predicted by the analytical theories
of Refs. [16, 17] ignoring Landau damping, such coherent
half-integer parametric modes exist in all orders. Kojima
et al. [15] have suggested that for synchrotron resonance
charts also these coherent half-integer modes need to be
included. Such a step would double the number of lines
compared with so far commonly used charts. This trig-
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gered questions as to how realistic these lines are, if Lan-
dau damping was included (see also a comment [19] and
reply [20] on this article).

In fact, examples of selfconsistent simulations in
FODO lattices using waterbag beams show these half-
integer parametric modes up to fourth order as demon-
strated in Fig. 4 (compare also similar results in Refs. [11,
13, 15]). The simulations have been carried out with the
TRACEWIN code using 128.000 particles. The situation

FIG. 4. Phase space projections for m = 2, 3, 4; n = 1 half-
integer parametric modes and initial waterbag distribution
(�Q̄xy = 0.0322) (source: Ref. [13]).

is di↵erent for Gaussian distributions (truncated at 3�):
simulations in Ref. [11] for the same parameters shown
that the third and fourth order modes are not excited.
For these modes Landau damping works in transverse
tune space with the necessary - not always su�cient -
condition of a negative slope towards higher tunes, which
also means higher amplitudes as shown schematically in
Fig. 5. The exponentially growing parametric modes
are damped, if there is an excess of particles at smaller
frequencies (amplitudes). Apparently, the sharply trun-
cated waterbag distribution lacks Landau damping for
modes with a su�ciently large coherent shift, which is
the case for all modes shown in the spectra of Fig. 2.
The r.h.s. of Fig. 2 also shows that in case of m = 2

FIG. 5. Schematics of Landau damping of a coherent para-
metric mode with frequency ! in transverse tune space

there is only a weak overlap at the edge of the Gaus-
sian tune spectrum, which apparently is not su�cient for
Landau damping. In other words, the m = 2 mode is too
strong to be damped by the small amount of particles
near the edge.

The practical consequence following from the tune

spectra is our finding that for Gaussian distributions
all coherent half-integer resonances are expected to be
Landau damped, with the exception of the - in practi-
cal synchrotron lattice design less relevant - second order
envelope instability case. This results in the important
conclusion that the suggestion in Ref. [15] to add half-
integer lines in resonance charts is not supported by the-
ory in case of Gaussian-like distributions. Our Landau
damping argument so far is valid for coasting beams, but
it can be assumed that Landau damping is even further
enhanced by the additional e↵ect of synchrotron oscilla-
tions.

IV. INCOHERENT VERSUS COHERENT
RESONANCES

Of practical importance is the interplay between co-
herent and incoherent resonance e↵ects as described by
Eq. 3. This subject has not been systematically explored
in the context of high intensity synchrotrons, where long-
term e↵ects possibly raise the importance of incoherent
resonance e↵ects compared with coherent ones.

Unquestioned is the dominance of incoherent e↵ects in
the thin tail-halo region of a Gaussian-like distribution.
Regarding incoherent e↵ects in the denser beam core the
discussion has been influenced by generalizing interpreta-
tions of earlier publications, which strongly emphasized
the exclusive role of coherent e↵ects in the core of a beam.
The statement by Baartman [14] “In summary, we see the
core is a↵ected only by coherent core modes, and the tail
a↵ected by incoherent resonance” was originally intended
for the special case of 1D sheet beams and short-term be-
havior of the m = 2 gradient error resonance.

This discussion is taken up again in the book by Ng [21]
who finds “irrelevance of the incoherent tune” for reso-
nances, except in the beam halo. It is unquestioned that
these findings have some justification in the evolution of
relatively short-term gradient error resonances. However,
generalizing this discussion to all orders of resonances and
the long-term behavior in synchrotrons - as recently pos-
tulated in Ref. [15] - needs more careful examination in
a broader context.

In fact, as shown in Section III, Landau damping of the
nonlinear coherent half-integer parametric resonances is
a good example, where the incoherent spectrum of tunes
comes into play with important consequences. For a more
detailed discussion it is appropriate to include the tune
space with the spectral distribution of tunes for a given
phase space distribution instead of relying on short-term
rms emittance evolution data. The importance of tune
spectra is outlined in the following examples.

A first example of a sixth order resonance is indicated
in Fig. 2 with the weak coupling resonance

2Qx + 4Qy = 1 (5)

driven by the periodical pseudo-dodecapole space charge
component of the matched beam. This resonance is a
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local phenomenon involving only a very small neighbor-
hood of tune space around the exact resonance condition.
For this reason it is clearly an incoherent resonance. This
is also reflected by the fact that it accurately satisfies
Eq. 5 with no coherent shift term. Coherent resonances,
on the other hand, may a↵ect the beam even if the co-
herent resonance condition has no overlap with the tune
footprint. This is, for example, the case for the waterbag
beam m = 2, 3, 4 modes in Fig. 2.

Further evidence of an incoherent resonance occurring
deeper in the beam core is demonstrated by lowering Q0y

such that the sixth order non-coupling resonance

6Qy = 1 (6)

is excited slightly below the edge of the Gaussian distri-
bution (cut at 3�), with the resulting phase space projec-
tion shown in Fig. 6. The incoherent resonance is e↵ect-

FIG. 6. Phase space projection in y � y0 (at cell 51) with
Q0y = 0.184 showing m = 6 incoherent integer resonance of
Gaussian distribution.

ing the outer tail-halo region of the beam as expected.
Note that the theoretically nearby coherent half-integer
mode m = 3; n = 1/2 (following Eq. 4) is absent for a
Gaussian due to Landau damping as discussed above.

For the slightly higher tune Q0y = 0.1875 we show
the tune spectrum on the l.h.s. graph of Fig. 7, and
for Q0y = 0.1931 in the r.h.s. graph. The incoherent
resonance on the l.h.s. graph actually occurs almost at
the upper edge of the tune spectrum, i.e. tail-halo region,
and Q̄y far below the resonance at Qxy = 1/6. It has -
as expected - a pronounced e↵ect by pushing quite a few
particles above the resonance marked at 6Qy = 1. A 3%
emittance growth occurs over 3000 cells of simulation,
which apparently is still going on.

In the r.h.s. case of Fig. 7, Q̄y is still slightly below the
resonance, but now deep in the beam core. Nonetheless
particles are still shifted from below to above the reso-
nance as indicated by the gap developing under it. The
amount of resonant particles is much less than before,
and the emittance growth only about 0.8%. We have
also checked the still higher working point Q0y = 0.204,

FIG. 7. Spectral distributions of Qxy for Gaussian distri-
butions at Q0y = 0.1875 (l.h.s.) and Q0y = 0.1931 (r.h.s.)
showing the incoherent 6Qy = 1 resonance.

such that the resonance occurs below Q̄y and close to
the maximum of the tune spectrum on the falling slope
of it. In this case no e↵ect of resonance could be detected.
This supports the “rms tune” rule - also encountered in
Section II and Refs. [8, 9] in the context of gradient er-
ror resonances - that no resonant e↵ects should occur as
long as Q̄y stays above the resonance line. This finding
obviously merits further detailed research.

More long-term simulations, also including syn-
chrotron oscillations, are a subject of future studies. Our
point here is that the importance of incoherent reso-
nances is not limited to the tail-halo region - as was sug-
gested in Ref. [15] on the basis of simulations over some
hundreds of cells only -, but they may also occur deeper
in the core and contribute to emittance growth up to the
spectral position of Q̄y. Also, we have not been able to
detect any evidence of a coherent shift in this particular
stopband as conjectured in Ref. [15], which also needs to
be explored in a broader context.

V. COMPARISON WITH EXPERIMENTS

We suggest that these findings on incoherent reso-
nances have a relevance for examining the validity of the
FSM frozen space charge model. It has been used as rel-
atively successful approximate simulation model to inter-
pret experimental data on resonances with space charge
in the CERN and GSI synchrotrons [3–5].

FSM simulation models only include incoherent reso-
nance processes, while any coherent phenomena are sup-
pressed due to the lack of selfconsistent feedback on the
space charge potential. Obviously the credibility of FSM
models gets weakened beyond the point, where signifi-
cant changes in the distribution function or intensity oc-
cur. Nonetheless our findings on incoherent resonances
lend support to the physics basis of FSM - up to some
point.

In fact, the reported agreement between FSM sim-
ulations and experimental data looks better than one
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might have expected in view of the lack of feedback. Re-
sults from the extended SIS18 benchmarking campaign
at GSI [3] are shown in Fig. 8. Shown are the results of

FIG. 8. Results of SIS18 measurements (a) and frozen space
charge (FSM) simulations (b) near a sextupole error reso-
nance at Q0x = 4.333. Shown are relative changes of rms
emittances and current versus the bare tune (here denoted by
Qx) for a coasting beam (left column) as well as for a bunched
beam (right column). Also shown is the length change for the
bunched beam. Source: Ref. [3].

measurements (upper row) and simulations (lower row)
for a coasting (left column) and a bunched beam (right
column). Rms emittance and beam loss have been ob-
tained by scanning the working point across a horizon-
tal third order error resonance given by 3Q0x = 13.
Space charge is simulated for some 105 turns by adopting
the FSM method for initial Gaussian beams consistent
with measured profiles, and for a maximum tune shift
2�Qx = 0.025 for the coasting, and 2�Qx = 0.04 for the
bunched beam.

Note the surprisingly good agreement of the measured
and simulated data as far as center and width of stop-

bands. The conjecture of Section IV and Refs. [8, 9]
that no emittance growth occurs as long as Q̄x is above
the resonance is also surprisingly well reflected here: this
amounts to Q0x > 4.35 for the coasting, respectively
Q0x > 4.36 for the bunched beam case. Also note that
the red hatched area in Fig.8 marks the stopband in the
low intensity regime. The fact that the measured loss
near this area is enhanced compared with simulations
is attributed to the not su�ciently well-known dynamic
aperture. This enhanced measured loss also limits the
growth of rms emittances.

Altogether, comparison of measurements and FSM
simulation justifies the preliminary interpretation that in
long-term resonance response the incoherent resonance
e↵ects are the by far dominant mechanism. Coherent
resonance e↵ects, if noticeable, would have to show in
Fig. 8 within the parameter regions Q0x < 4.35 for the
coasting, respectively Q0x < 4.36 for the bunched beam
case. There is, however, no evidence for this.

VI. OUTLOOK

Our discussion of incoherent space charge e↵ects in
transverse resonances has shown their significance in Lan-
dau damping of the coherent half-integer parametric res-
onances. In the absence of such damping they would jus-
tify the additional doubling of lines in resonance charts
as suggested in Ref. [15]. It is expected that this equally
applies to the - theoretically yet unexplored - selfconsis-
tent behavior in bunched beams.

The role of coherent constituents in externally driven
(integer type) resonances with space charge needs more
quantitative research and benchmarking by simulation.
However, we find that the small coherent shifts for higher
than second order resonances - see Fig. 2 - are unlikely
to have an important e↵ect on the overall resonance re-
sponse in case of long-term behavior. The discussion fol-
lowing Fig. 8 suggest that in long-term resonance dynam-
ics they are most likely overshadowed by the incoherent
e↵ects.

In summary, emphasis of future work should be
on long-term bunched beam simulation studies and
code comparison for di↵erent types of resonances and
strengths of space charge e↵ects, and ideally in realistic
synchrotron lattices.
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SPACE CHARGE EFFECTS ON LANDAU DAMPING FROM OCTUPOLES
V. Kornilov, GSI Helmholtzzentrum, Darmstadt, Germany

O. Boine-Frankenheim, GSI Helmholtzzentrum and TU Darmstadt, Germany

INTRODUCTION
Octupole magnets are the cornerstone of the collective in-

stability mitigation in many hadron synchrotrons, including
the future SIS100 synchrotron [1] of the FAIR project [2].
The betatron tune shifts, and the tune spread, linearly in-
crease with the octupole magnet current, and enhance Lan-
dau damping. On the other hand, a strong octupole field,
as a nonlinearity, can reduce the dynamic aperture [3, 4].
This can put a restriction for the allowable octupole magnet
power. Thus, a good understanding of the octupole magnet
usage for Landau damping of the collective instabilities is
important.

The direct space-charge can produce comparable or
stronger tune shifts than the octupoles. Thus the e�ects
of space-charge should be taken into account in a study
for Landau damping due to octupoles. Space-charge can
have manifold e�ects on Landau damping. Space-charge
can cause loss of Landau damping, it can provide Landau
damping, it changes the incoherent tune distribution and
thus changes Landau damping in the beam.

The bunched beams are considered in this work, with
the focus on the head-tail instability. Head-tail modes [5]
are eigenmodes of the transverse collective bunch oscilla-
tions. Unstable head-tail modes are a major concern for
high-intensity operation in ring accelerators. We consider
unstable head-tail modes with di�erent mode indices k, with
the non-rigid bunch oscillations due to a finite chromaticity,
even the lowest-order mode k = 0.

In the next section we review some properties of Landau
damping in coasting beams and in bunches, the e�ects of
octupoles and space-charge. For this discussion we consider
two dispersion relations. The particle tracking simulations
and the stability study method are described, followed by the
results for the beam stability due to octupoles with space-
charge of di�erent strength. The results and the conclusions
are discussed with the consideration of the incoherent tune
distributions.

THEORY ASPECTS
The space-charge tune shift varies along the bunch,

�Qsc(z) =
g?�(z)rpR
4�3�2"x

, (1)

where �(z) is the line density, (2⇡R) is the ring circum-
ference, � and � are the relativistic parameters, rp =
q2

ion/(4⇡✏0mc2) is the classical particle radius, "x is the trans-
verse rms emittance. The space-charge tune shift is negative
(a tune depression), the modulus of the tune shift is di�erent
for every individual particle, depending on the transverse
amplitudes and on the longitudinal position along the bunch.

Equation 1 gives the maximal tune shift (for particles with
small transverse amplitudes) for the position z, in a round
beam. The geometric factor g? depends on the transverse
distribution, for the Gaussian profile it is g? = 2. The space-
charge parameter is

q =
�Qsc(0)

Qs
(2)

which is the tune shift for the rms-eqivalent K-V beam [6]
(g? = 1) in the peak of the line density, normalized by the
synchrotron tune Qs .

An octupole magnet of the strength O3 produces the mag-
netic field

Bx = O3(3x2y � y3),
By = O3(x3 � 3xy2), (3)

which contributes to the incoherent tune shifts [3] of an
octupole magnet system,

�Qx = x Jx � xy Jy ,

�Qy = y Jy � xy Jx , (4)

where Jx, Jy are the horizontal and vertical action variables.
For a characteristic tune shift due to octupoles, we use the

parameter

q4 =
�Q�

Qs
, (5)

where �Q� is the tune shift �Qx of a particle with the am-
plitudes ax = �x, ay = 0 (�x is the transverse rms beam
size), which corresponds to Jx = "x/2, Jy = 0.

For calculations of Landau damping due to octupole, the
dispersion relation has been often used [3, 7–10],

�Qcoh

π
1

�Qoct �⌦/!0
Jx
@ ?
@Jx

dJxdJy = 1. (6)

Here, !0 = 2⇡ f0 is the revolution frequency, the incoher-
ent tune shift �Qoct(Jx, Jy) and the distribution function
 ?(Jx, Jy) are two-dimensional dependences. This repre-
sents the important role of the transverse beam profile in
Landau damping. The coherent tune shift�Qcoh results from
the machine impedance in the case of no tune spread, i.e. no
Landau damping. The collective mode frequency ⌦ is the
solution for the given impedance, tune spread, and the beam
distribution. This is the dispersion relation for the horizontal
plane, the corresponding form is for the vertical oscillations.
The dispersion relation Eq. (6) has been derived for a coast-
ing beam, or for rigid dipole oscillations in bunches, but is
has been commonly used also for estimations for the higher-
order head-tail modes. Landau damping due to octupoles
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for non-rigid oscillations of di�erent order modes has been
recently studied in [11].

The e�ects of direct space-charge have been taken into
account in another dispersion relation [12, 13],π

�Qcoh � �Qsc
�Qoct + �Qsc �⌦/!0

Jx
@ ?
@Jx

dJxdJy = 1. (7)

This is also a 2d case, with the dependency �Qsc(Jx, Jy).
This dispersion relation predicts an important role of nonlin-
ear space-charge [14, 15] for Landau damping. The loss of
Landau damping due to space-charge — the incoherent spec-
trum shifts away from the collective frequency due to linear
space-charge [16–18] — is implicated in Eq. (7). This disper-
sion relation also correctly suggests that there is no Landau
damping due to nonlinear space-charge only [16], even if the
coherent frequency overlaps the incoherent tune spread. Par-
ticle tracking simulations with space-charge [16] confirmed
these conclusions. However, for some (�Qoct+�Qsc)(Jx, Jy)
dependencies Eq. (7) predicts an unphysical antidamping
[16–18].

In the case of head-tail modes in bunches, there are addi-
tional aspects. Due to the chromatic phase advance along the
bunch, already a k = 0 head-tail mode is not a rigid-bunch
oscillation [11], the higher-order modes have more compli-
cated longitudinal structures [5]. The synchrotron motion
plays an important role, the longitudinal density profile �(z)
creates space-charge tune shift variations along the bunch.

In contrast to the case of a coasting beam, the space-
charge induced tune spread provides damping for the modes
k , 0 [19–23]. Damping rates due to the tune spread pro-
duced by the longitudinal bunch density variations have been
demonstrated and quantified in [22], e�ects of tune spreads
in the longitudinal and transverse planes have been studied
in [21,23]. This Landau damping can not be described by the
dispersion relations Eqs. (6, 7) . A combination with the non-
linearities due to octupoles is even more complicated, which
we study in this work using the particle tracking simulations.

PARTICLE SIMULATIONS WITH SPACE
CHARGE AND OCTUPOLES

For the particle tracking simulations we use the particle-
in-cell code PATRIC [22–24, 26] in the PIC mode. The
code has been validated using the exact analytical predic-
tions [22,25,26], for the cases with and without space-charge,
for bunched and for coasting beams. Chromatic e�ects and
the octupole fields Eq. (3) are implemented as transverse
momentum kicks, uniformly distributed over the ring. A
linear rf bucket is used, i.e. the e�ects of the rf nonlinearity
are not taken into account, the synchrotron tune in the simu-
lations of this paper is Qs = 0.01. The machine and beam
parameters for the simulations are inspired by the heavy ion
synchrotron SIS18 [27] at GSI Darmstadt, in our simulations
with the uniform focusing model. The bunch distribution is
3D Gaussian, the beam is round transversally, the resistive-
wall wake W(z) = w0/pz is applied in the horizontal plane,
in the longitudinally-sliced manner [25]. For the self-field

space-charge, the self-consistent solver is used in this work.
This is necessary because of changes in the beam profiles
during the beam oscillations with octupoles [11]. The beam
profile modifications should be correctly included into the
self-consistent space-charge structure. Beam losses are in-
volved by an aperture with the radius four times larger than
the initial beam radius.
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Figure 1: Example for an unstable k = 0 head-tail mode
from a simulation without octupoles. The top plot: time
evolution of the bunch o�set (black line), the blue line is
an exponential with the growth rate � = 1.1 ⇥ 10�3. The
bottom plot: related o�set traces along the bunch.

A simulation is started with a tiny perturbation. In the case
without damping mechanism the perturbation grows into a
linear instability, see Fig. 1 for an example. The amplitude
increases exponentially (the blue line in Fig. 1, top) with
the growth rate � = Im(�Qcoh) = 1.1 ⇥ 10�3. The bottom
plot in Fig. 1 shows the transverse o�set overlap from this
simulation, �z is the rms bunch length. It has a typical
pattern of a k = 0 head-tail mode, the wiggles demonstrate
that this is a non-rigid mode.

We study the head-tail modes of di�erent order by shifting
the chromaticity ⇠ and thus the chromaticity phase shift
�b = Q0⇠Lb/(⌘R). For example, the k = 0 mode (Fig. 1)
is the most unstable mode for �b = �1.15 in our case. For
�b = 0.55 the most unstable mode is the k = 1 head-tail
mode (Fig. 2, top plot), for �b = 0.88 the most unstable
mode is k = 2 (Fig. 2, bottom plot).

In our simulation scans we vary the octupole strength
and the space-charge parameter. The wake field and the
chromaticity stay fixed for every head-tail mode. As a result,
the mode drive does not change within the scans. The growth
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Figure 2: Examples for the unstable higher-order head-tail
modes. Transverse o�set traces along the bunch representing
the k = 1 head-tail mode (top plot) and the k = 2 head-tail
mode (bottom plot).

rate from a simulation without any damping for the k = 0
mode is � = 1.1⇥10�3, for the k = 1 mode it is � = 7⇥10�3,
and for the k = 2 mode � = 6 ⇥ 10�3.

The method of our stability study implies finding the
threshold octupole powers (both polarities) of the stability
for a fixed space-charge condition. Figure 3 illustrates a sim-
ulation scan for q = 2 for the k = 0 mode. For the octupoles
with q4 > 0.08 and for the octupoles with q4 < �0.1 the
mode is stabilized, which are determined as the thresholds.
The simulation runs are 104 turns long, which should provide
the resolution for the growth rate well below � = 10�4.
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Figure 3: Output of an octupole power scan from simula-
tions with space-charge (q = 2) for the unstable k = 0 modes.
The red dots show the number of particles remained in the
bunch, the black dots show the final horizontal emittance.

A stable (red lines) and an unstable (black lines) examples
from simulations with octupoles and space-charge are shown
in Fig. 4. The beam losses, the bunch horizontal o�set and
the bunch transverse emittance should be analized. Due
to a strong dependency of the e�ective octupole from the
transverse emittance, there can be a stabilizing emittance
blowup [11]. In the situation with space-charge it is more
complicated, because an emittance blowup also weakens
space-charge.
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Figure 4: Time evolution of the bunch o�set (top plot) and
the transverse emittance (bottom plot) from simulations with
octupoles and with space-charge (q = 2). The black lines
correspond to q4 = 0.048, the red lines are for q4 = 0.1.

Results of the stability studies for the k = 0 mode are
summarized in Fig. 5. The circles show the stability thresh-
olds in the octupole power for the positive octupole polarity,
the squares show the stability thresholds for the negative oc-
tupole polarity. The driving wake and the bunch parameters
besides q are fixed. Thus, in this scan the increasing space-
charge parameter q does not correspond to the increasing
beam intensity, because the driving wake is not changed.
We study Landau damping of a fixed instability for di�erent
space-charge conditions. Figure 6 shows the corresponding
results for the k = 1 mode (top plot) and for the k = 2 mode
(bottom plot).

DISCUSSION
The simulation results in Figs. 5, 6 suggest that more oc-

tupole power is needed for stability at stronger space-charge.
This is similar to the loss of Landau damping due to lin-
ear space-charge in coasting beams. The incoherent tune
distributions in Figs. 7–9 illustrate how space-charge shifts
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particle tunes away from the bare tunes. Octupoles pro-
vide a tune spread, but the combined distribution is still
strongly shifted. As a result, more octupole power is needed
to provide enough tune spread. The coherent tune shifts
of the instabilities are negative, in absolute value equal to
the growth rate, which is a property of the resistive-wall
wake [25]. In our case these values are below 0.01 in modu-
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Figure 7: Tune footprints in a Gaussian bunch for the tune
shifts due to octupoles q4 = 0.8 (top plot), due to space-
charge q = 10 (central plot) and for the combined e�ects
(bottom plot). The color indicates the distribution density
in arb. units, Qs = 0.01.

lus. These tune shifts are small compared to the incoherent
tune shifts, see Figs. 7–9.

Another observation from the results in Figs. 5, 6 is the
"pits" in the q4-growth for the k = 1, 2 modes at medium
space-charge q . 16. This is in agreement with the findings
about Landau damping due to space charge in bunches [19–
23], for example, see Fig. 3 in [22]. In strong contrast, there
is no "pit" in the results for the k = 0 mode (Fig. 5). This
supports the conclusions [22, 23] that there is no additional
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Figure 9: Incoherent tune distribution densities in a Gaus-
sian bunch for the tune shifts due to octupoles q4 = �0.8
(blue line), due to space-charge q = 10 (black line) and for
the combined e�ects (red line), Qs = 0.01.

Landau damping due to direct space-charge for the k = 0
mode.

Comparing the tune spreads due to octupoles of di�erent
polarity (blue lines in Figs. 8, 9), the related asymmetry is
visible. This converts to the stability properties and can be
analized using Eq. (6) or has also been observed in experi-
ments [9]. Our results suggest that there are asymmetries
for di�erent octupole thresholds, see Fig. 3, and Figs. 5, 6.
The polarity q4 > 0 provides more damping and needs less
octupole power for stability than that of q4 < 0, especially
at weak space-charge. For stronger space-charge, the di�er-
ences in octupole thresholds (Figs. 5, 6) between octupole
polarities are moderate. This corresponds to moderate dif-
ferences for the combined space-charge and octupole e�ects
in the tune destributions (red lines in Figs. 8, 9).
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ELECTRON CLOUD EFFECTS IN POSITRON STORAGE RINGS
K. Ohmi ∗,

KEK, Tsukuba, Japan, also at Soken-dai, Tsukuba, Japan

Abstract
This is a review of electron cloud effects/instabilities ob-

served in positron storage rings. Coupled bunch and fast
head-tail instabilities caused by an electron cloud have been
studied for a long time, and the agreement of experiments
and simulations/theory is almost perfect in positron storage
rings. Mitigation of the instabilities based on the experi-
ments and simulations have improved the accelerator perfor-
mance drastically. It is essential to mitigate the instabilities
in the present and future positron and proton rings.

INTRODUCTION
Electron cloud effects have been observed clearly in

positron storage ring. The primary electron source is iden-
tified without ambiguity as photo-emission. Synchrotron
radiation is completely understood, and the electron pro-
duction rate of the photoemission is very high: that is, the
quantum efficiency is ≈ 0.1. For the secondary emission,
many measurements have been performed using samples
in beam lines of synchrotron radiation sources. Electron
density in accelerator chambers has been evaluated by com-
puter simulation using the primary and secondary rates. The
electron density also has been measured in the accelerator
operation. The agreement of the density is reasonable.
The electron cloud causes fast coupled bunch instability

[1] and fast head-tail instability [2]. These instabilities have
been a serious problem for the last 30 years, and mitigation
of them have improved accelerator performance, especially
in e+e− colliders. A strong coupled bunch instability had
been observed in positron beam operation of KEK photon
factory since 1990 [3]. Computer simulations and theory
based on a photoemission model are in a good agreement
with the growth rate and unstable mode of the coupled bunch
instability. The instability have been observed also in e+e−
collider, KEK B factory and PEP-II. A beam size blow-
up has limited the luminosity performance in KEKB. It
had been identified as fast a head-tail instability caused by
electron cloud. Suppression of the electron cloud contributes
drastically to the luminosity increase. This effort has been
continued in SuperKEKB, which is an upgrade of KEKB. In
this paper, we summarize the history of the electron cloud
instabilities in positron storage rings.

COUPLED BUNCH INSTABILITY
OBSERVED IN KEK-PHOTON FACTORY
KEK-PF is 2nd generation light source with the energy

of 2.5 GeV and the circumference of 186 m. KEK-PF had
been operated with positron storage to avoid ion instability
since 1989. A coupled bunch instability was observed at a
∗ ohmi@post.kek.jp

very low threshold current of 10-20 mA under multi-bunch
operation with 200-300 bunches [3], where the harmonic
number was ℎ = 312. This instability was not observed in
electron storage in the same ring, KEK-PF.

Figure 1 presents an example of unstable mode spectrum
published in the paper [3]. The unstable modes are dis-
tributed broadly and relatively low frequency betatron side
band, = 50− 5V (= = 20 ∼ 30), where 50 and 5V are revolution
and betatron frequency, respectively. These unstable modes
are explained by a short range wake up to 10 ns induced by
electron cloud.

Figure 1: Unstable mode of a coupled bunch instability
observed in positron beam operation in KEK-PF [3].

To understand this instability, photo-electron cloud model
was proposed [1]. The scenario is summarized as follows,

1. Positron beam emits photons due to synchrotron radia-
tion.

2. Electrons are produced at the beam pipe wall due to
photo-emission, where electron production efficiency
is ∼ 0.1e−/W.

3. Electrons are attracted by positron beam and they in-
teract with each other. Electrons travel in the beam
pipe for 20-50 ns and then it is absorbed into the wall.
Secondary electrons are produced from the electron
absorption.

4. In multibunch operation (≤ 10 ns spacing), electrons
are introduced continuously, leading to the formation
of the electron cloud.

5. The electron cloud induces bunch-by-bunch correlation
and results in an coupled bunch instability.

Figure 2 presents a simulation model and electron cloud
distribution given by the model based on this scenario [1].
Top picture sketches electron production in a beam chamber
cross-section. The electron density in the chamber is shown
in the bottom picture. The typical electron density in KEK-
PF was d4 = 1012 m−3.
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Figure 2: Simulation model of electron cloud build-up (top)
and an example of electron cloud density in a beam chamber
(bottom) [1].

B factories, KEKB and PEP-II planned to start the oper-
ation in 1998-1999. People were afraid of the significant
impact of electron cloud instability effects on the perfor-
mance of the B factories. Electron cloud study for feasibility
of B factories had been performed in BEPC under a collabo-
ration of IHEP and KEK. Similar coupled bunch instability
had been observed in BEPC (Beijing electron positron col-
lider) [4].

ELECTRON CLOUD INSTABILITIES IN
KEKB

KEKB, which is asymmetric electron-positron collider,
had started operation in 1999. The energy was 3.5 and 8 GeV
for positron and electron beams, respectively. 1585 bunches
with the population of 6.3 × 1010(e+) and 4.4 × 1010(e−)
were stored in the rings with the circumference 3016 m.
KEKB achieved the luminosity of 2.2 × 1034 cm−2s−1 in
2009. Electron cloud phenomena had been observed since
the start of the operation.

Coupled bunch instability
A coupled bunch instability, which was similar to the

one observed at KEK-PF and BEPC, had been observed
in KEKB. Though the instability had been basically sup-
pressed by bunch-by-bunch feedback, it was an observed
phenomenon, in which stored beam was sometimes dumped
suddenly due to the instability. The coupled bunch instabil-
ity was studied by ON-OFF of the bunch-by-bunch feedback

system. Every bunch position was recorded several thousand
turns after feed back OFF.

The coupled bunch instability was analyzed theoretically
by evaluating the wake force of the electron cloud [1] and
by simulating bunch motion under the interaction with elec-
tron cloud. The interaction between positron bunches and
electron cloud is expressed by

32x?

3B2
+  (B)x? = A4

W

#4∑
4=1

L(x? − x4)X% (B − B4) (1)

32x4
3C2

= 2A422
#1∑
?=1

L(x4 − x?)X% (C − C? (B4))

+ 4
<4

3x4
3C
× H − 4

<4

mq

mx
, (2)

where indices ? and 4 of x denote the positron and electron,
A4 the classical electron radius, <4 the electron mass, 2
the speed of light, 4 the electron charge, f the transverse
beam size, q the normalized photoelectron potential, X% ,
the periodic delta function for the circumference, and �
the Coulomb force in two-dimensional space expressed by
the Bassetti-Erskine formula. The schematic view of the
simulation is shown in Figure 3.

Figure 3: Simulation model of the coupled bunch instability.
A bunch train interacts with electron cloud represented by
macro-particles. Successive interaction induces a coupled
bunch instability with certain unstable modes.

Figure 4 presents unstable modes of the coupled bunch
instability given by bunch-by-bunch position measurement
and the simulation. In KEKB, weak solenoid magnets are
installed to suppress the electron cloud as shown later in de-
tail. Top and bottom raws show unstable modes without and
with solenoid magnets, respectively. Left and right columns
present the results of the measurement and the simulation,
respectively. The unstable modes of the coupled bunch in-
stability depend on collective electron motion in the elec-
tron cloud. Electrons in the solenoid magnet slowly move
along chamber surface with a frequency l = _?A422/A2l2 ,
where _? the average line density of positron beam, A the
radius of electron motion (smaller than chamber radius),
l2 = 4�/<42 the cyclotron frequency. Figure 5 shows the
electron distribution in the drift space (top) and solenoid
magnets (bottom). The radius of electron motion is around
A = 4.5 cm, while the chamber radius is 5 cm. White dot is
position of the bunch passing through. The dot oscillates
each bunch passage with the mode frequency. The electron
distribution also changes its shape in each bunch passage.
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Figure 4: Unstable modes of the coupled bunch instabil-
ity caused by electron cloud in KEKB positron ring. Top
and bottom plots show unstable modes without and with
solenoid magnets, respectively. Left and right are given by
the measurement and the simulation.

Figure 5: Simulated electron distribution in the beam cham-
ber cross-section. White dot is bunch position passing
through.

Another typical coupled bunch instability had been ob-
served in DAFNE. Electrons in the bending magnets are
dominant in DAFNE. Simulations show vertical stripe of
electron density is formed in the bending magnet. Corrective
motion between positron beam and the stripe induces very
slow unstable mode of coupled bunch instability. Figure 6
presents simulation of beam motion, unstable modes and

electron distribution interacting with the beam. Horizontal
instability dominate the vertical as shown in top plot. A
mode with the slowest frequency is induced as shown in the
mid plot. The vertical stripe from the bottom picture of Fig.6
oscillates slowly coherently and correctively. Its collective
motion is correlated with the bunch motion.

Figure 6: Simulation of a coupled bunch instability observed
in DAFNE. Top and middle plots show simulated bunch mo-
tion and unstable modes. Bottom shows electron distribution
interacting with bunch train (white dot).

Beam size blow-up and its cure
In KEKB, a blow-up of vertical size of the positron beam

had been observed above a threshold current in multibunch
operation. The blow-up limited luminosity performance.
Figure 7 presents the beam size blow-up. The beam size
blowup started at 400 mA (green dots) for filling by 4 bucket
(8ns) spacing. The beam size increased more than 5 times
at 600 mA.
To cure the beam size blow-up, solenoid field is applied

on the beam chamber of entire positron ring. First, perma-
nent magnets were attached on the chamber surface. The
effect was not clear because the area length attached was
not sufficient (∼800m) and response for magnets ON/OFF
was not observable. A strong and strange beam loss caused
by coupled bunch instability was observed after attachment.
The growth seemed somewhat stronger than before. The
permanent magnets were replaced by solenoid coil in the
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Figure 7: Beam size blow-up as function of positron beam
current. Green and red dots are given for without/with
solenoid magnets.

summer of 2000. Figure 8 presents pictures of the solenoid
magnets wound in the ring.

Figure 8: Weak solenoid magnets wound in the whole of
KEKB-LER positron ring.

The solenoid magnets were added year-by-year. The wind-
ing history is summarized as

1. A lot of permanent magnets were put along the arc
section in the ring ∼800m.

2. These magnets (800m) were replaced by solenoid mag-
nets (Summer 2000).

3. Additionally 500m magnets are wounded (Jan. 2001).

4. Magnets were added in the straight section (Apr. 2001).

5. Add solenoids even in a short free space (Summer
2001).

6. Solenoid magnets cover 95 % of the free space (∼2005).

7. Inside of ¼ of Quadrupoles (2005)

The beam size blow-up was remarkably suppressed by the
solenoid magnets as shown by the red dots of Figure 7.
The effect of the solenoid magnets became significant

when additional winding (800+500=1300m) has been done
in 2001. Luminosity performance was compared for
solenoids ON/OFF. Figure 9 presents the luminosity per-
formance for filling by 4 buckets. Top plot shows the spe-
cific luminosity for solenoids ON/OFF. The improvement
of luminosity performance was more than twice in those
days. Furthermore higher current operation made possible
with help of the solenoid magnets. Bottom plot shows com-
parison of the luminosity for solenoid winding of 800 and
1300 m. The luminosity was saturated at 500 mA at 800 m
winding, while the luminosity increased linearly by 750 mA
at 1300m winding. Winding more solenoids, saturation of
beam current and luminosity increased further. The design
luminosity 1 × 1034 cm−2s−1 was achieved in 2003.

Figure 9: Luminosity performance with/without the weak
solenoid magnets. Top plot shows the specific luminosity
for solenoid ON/OFF. Bottom plot shows comparison of the
luminosity for solenoid winding of 800 and 1300 m.

Figure 10 presents luminosity history of KEKB. We can
observe luminosity increase for the solenoid winding. Fi-
nally maximum luminosity 2.2 × 1034 cm−2s−1 was achived
in 2009.

Interpretation of Fast head-tail instability
Studies why the beam size blowup occur had continued

in parallel with the solenoid winding. The blow-up was ob-
served at multi-bunch operation with narrow bunch spacing
(≤ 16 ns). There were no correlation in motion between
bunches. It seemed that the blow-up was due to a single
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Figure 10: History of luminosity in KEKB.

bunch effect, though instability sources are accumulated in
multi-bunch operation.
A synchrotron sideband correlating with the beam size

blow-up had been measured in experiments [5]. Figure 11
shows the sideband along the bunch train. The sideband
appears ≈ aH + 1.5aB . Betatron and sideband shift is increas-
ing along the bunch train. This tendency is explained by
increasing electron cloud density along the bunch train.

Figure 11: Measurement of synchro-betatron sideband cor-
related to the beam size blow-up [5].

The beam size blow-up was finally explained by fast head-
tail instability caused by electron cloud. The instability
was analyzed by a short range wake force induced by an
electron cloud [2,6] and a simulation of bunch-electron cloud
interaction. Figure 12 presents simulation results given by
similar approach as the strong-strong beam-beam simulation
[7]. A bunch represented by macro-particles interacts with
macro electrons refreshed collision-by-collision. Top and
bottom plots show variation of the vertical beam size and
Fourier amplitude of vertical motion, respectively. Top plot
shows the threshold of electron cloud density is d4 = 0.8 ×
1012 m−3. Synchro-betatron sideband appeared above the
threshold in the Fourier analysis. Fourier amplitude for
various feed back gain was given by the simulation. The
betatron peak around 0.59 is suppressed by the feedback,
while the sideband is not suppressed. The sideband appears
somewhat higher than aH + aB. The sideband tune agrees
with the measurement in Fig.11.

ELECTRON CLOUD INSTABILITIES IN
SUPERKEKB

SuperKEKB, which was an upgrade of KEKB, was de-
signed to realize collision with a large crossing (Piwinski)
angle. Piwinski angle is designed to have a very large value,
fI\2/fG ≈ 20 − 25. Beam commissioning of Phase-I was

Figure 12: Simulation of bunch electron cloud interaction.
Top plot depicts variation of beam size for evolution of turns,
and bottom plot depicts Fourier spectrum of the vertical
dipole amplitude of the bunch.

performed in 2016 from February to June without interac-
tion region and Phase-II commissioning was performed from
March to July 2018 after installation of IR magnets and the
BELLE-II detector. Vertical beam size blow-up due to the
electron cloud has been observed in the positron ring (LER)
in the early stage of Phase-I commissioning. Occurrence of
electron multi-pacting was suspected at area near bellows
in the early stage of commissioning, since this area, which
occupies about 5% of whole ring, was not coated by TiN.
The emittance growth was suppressed by weak permanent
magnets, which cover the bellow drift space. This means the
electron cloud in the bellow area dominates the instability.
It was good opportunity to bench mark the threshold of elec-
tron density, knowing electron density at the uncoated bellow
area. Electron cloud has been monitored at an Aluminum
test chamber w and w/o TiN coating.

The vertical beam size was measured for bunch train with
various filling in the early stage of the commissioning as
shown in Figure 13. The measurements were performed for
several bunch filling, 2, 3, 4, 6 bucket spacing, where the
total number of bunches is 600. Threshold current of the
beam size blow-up for each bunch spacing were obtained
from the figure. They are 160, 200, 260 and 500 mA for 2, 3,
4 and 6 bucket spacing, respectively. Corresponding bunch
populations are 1.6, 2.0, 2.7 and 5.2×1010, respectively.

Simulations using the beam parameters were executed to
evaluate the threshold of electron density. Figure 14 presents
simulation results for #? = 1.6, 2.0, 2.7 and 5.2×1010. The
threshold density is weakly dependent on the bunch popula-
tion, d4,Cℎ = 3 ∼ 4 × 1011 m−3.
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Figure 13: Beam size as a function of beam current in the
early stage of SuperKEKB commissioning (June, 2018).
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Figure 14: Vertical emittance growth in simulation PEHTS.
Top left, top right, bottom left and bottom right are evolution
of the vertical beam size for #? = 1.6, 2.0, 2.7 and 5.2×1010,
respectively.

Figure 15 shows measured electron density in the un-
coated test chamber as a function of the beam current for
the various filling. The threshold given by the blow-up mea-
surement and simulation is plotted by circles and stars, re-
spectively. Note that the density is the value in the uncoated
chamber which occupies 5% of the ring, thus the simulated
density is multiplied by 20. The brown line is given by a
simple formula based on a coasting beam model [6, 8],

dCℎ =
2WaBl4fI/2√

3 &A0VH!
(3)

The electron oscillation frequency inner bunch is l4fI/2 ≈
17, where l2

4 = .2_1A422/(fHfG). The quality factor of
electron cloud induced by the wake force is less than 10
[6]. Assuming electron accumulation factor near the beam
 = l4fI/2 and & = 7, the threshold density is constant as
shown in Figure 15. & = 7 due to beam-electron interaction
works as the quality factor in the instability, because electron
oscillation frequencyl4fI/2 ≈ 17 is sufficiently larger than
&. In this condition, the threshold is independent of the
bunch intensity. For short bunch, & is truncated by l4fI/2,
thus the threshold density decreases for increasing beam
current. Measurement and simulation show the threshold

increases for the beam current.  may be somewhat smaller
than l4fI/2, or electrons other than the bellow section
may contribute the instability. Nevertheless, we observe
agreement between measurement and simulations of a factor
of 2.

Figure 15: Measured electron density as function of the
beam current for the various filling at the uncoated test
chamber. The measured blow-up threshold current is plot-
ted circle, and the simulated threshold density at the beam
condition was plotted by star.

Tune shift and electron cloud density
Electron cloud causes a positive tune shift due to the

attractive force between beam and electron cloud. The tune
shift depends on the electron density and distribution. For
flat distribution along G, only vertcal tune shift appears as

ΔaH =
d4A4〈VG,H〉

W
�. (4)

Transverse tune was measured along the bunch train for 3
bucket spacing filling. Figure 16 shows horizontal (top) and
vertical (bottom) tune of bunches at 0, 150,300 and 450-th
bucket.
The horizontal tune shift depends on the beam current

(�): i.e., aG = 0.003 for � = 450 mA and aG = 0.001 for
� = 300 and 400 mA. The vertical tune shift is aH = 0.005,
while the horizontal tune shift seems to be ambiguous. The
averaged electron density is estimated to be d4 = 4 × 1011,
that is, the local density is to be d4 = 8 × 1012 m−3 at the
bellow area, if only the vertical tune shift is considered.
Considering horizontal tune shift, the density is somewhat
larger. The estimated density is in a good agreement with
the one directly measured in the test chamber without TiN
coating.
The coupled bunch instability caused by electron cloud

has also been observed in SuperKEKB. Appearance of un-
stable mode was similar to that of KEKB. Attaching more
solenoid magnets, unstable mode change from the drift type
(top of Fig. 4) to the solenoid type (bottom of Fig. 4). Fur-
ther addition of solenoid magnets suppressed the coupled
bunch instability.
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Figure 16: Tune shift along bunch train for 3 spacing filling.

SUMMARY
Electron cloud effects have been observed at positron

storage rings. Electron cloud effects presented a significant
challenge to the accelerator operation for the first time in
KEKB/PEP-II. The history of mitigation of the electron
cloud effects can be tracked by observing the success of
KEKB
Luckily, electron cloud effects have been observed at

KEK-PF before KEKB started operation. Electron cloud ef-
fects have been observed since the start of KEKB operation
in 1999. Vertical beam size blow-up was one of the most
serious issue for the achievement of the target luminosity
! = 1034 cm−2s−1 in KEKB. Many collaborations have been

done with SLAC, IHEP, CERN, INFN, BINP. Peak lumi-
nosity ! = 2.17 × 1034 cm−2s−1 and integrated luminosity
1 ab−1 was achieved in KEKB.

SuperKEKB was designed so as to mitigate the electron
cloud effects. Beam size blow-up had been seen in the early
stage of the commissioning. The electron source, which was
uncoated bellow area, was cured by solenoid magnets. In
2020, the beam size blow up and coupled bunch instability
have not been observed below the beam current of 1 A. The
design beam current is 3.6 A. Further studies and cures may
be necessary in the future.

ACKNOWLEDGEMENT
The author thanks Drs J. Flanagan, H. Fukuma, Z. Guo, M.

Izawa, Y. Suetsugu, M. Tobiyama, S. Win, F. Zimmermann,
M. Zobov for many, long and continuous fruitful discussions.

REFERENCES
[1] K. Ohmi, Phys. Rev. Lett. 75, 1526 (1995).
[2] K. Ohmi, F. Zimmermann, Phys. Rev. Lett. 85, 3821 (2000).
[3] M. Izawa, Y. Sato and T. Toyomasu, Phys. Rev. Lett. , 74, 5044

(1995).
[4] Z. Guo et al., Phys. Rev. ST-AB 5, 124403 (2002).
[5] J. Flanagan et al., Phys. Rev. Lett. 94, 054801 (2005).
[6] K. Ohmi, F. Zimmermann, E. Perevedentsev, Phys. Rev. E 65,

016502 (2001).
[7] K. Ohmi, Phys. Rev. E62, 7287 (2000).
[8] A. W. Chao, Physics of Collective Beam Instabilities in High

Energy Accelerators, Wiley-Interscience Publication, New
York, 1993), and references therein.

[9] S. Win et al., Phys. Rev. ST-AB 8, 094401 (2005).
[10] M. Tobiyama et al., Phys. Rev. ST-AB 9, 012801 (2006).

Proceedings of the ICFA mini-Workshop, MCBI 2019, Zermatt, Switzerland

248



INCOHERENT ELECTRON CLOUD EFFECTS IN THE LARGE HADRON
COLLIDER

K. Paraschou∗ ,1, G. Iadarola,
CERN, 1211 Geneva 23, Switzerland

1also at Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece

Abstract

During the operation of the Large Hadron Collider in 2018,
the majority of physics data was collected with a beam energy
of 6.5 TeV, a bunch spacing of 25 ns and with V-functions
in the high luminosity interaction points equal to 30 cm. In
this configuration, it was found through several experimen-
tal measurements that electron cloud induces a significant
degradation of the beam lifetime. This contribution reviews
the available experimental observations, showing in particu-
lar the role played by the e-cloud located in regions around
the interaction points, where the two beams share the same
vacuum chamber. Recent developments toward a reliable
numerical simulation of these incoherent effects driven by
electron cloud are also presented.

INTRODUCTION

In the Large Hadron Collider (LHC), electron cloud (e-
cloud) effects [1] manifest through different observables,
especially when using the nominal bunch spacing of 25 ns.
In particular, impacting electrons can induce increased heat
loads on the beam screen of the superconducting magnets [2];
they can drive coherent instabilities [3]; they can absorb
energy from the stored beam leading to longitudinal phase
shifts [4]; and, due to their non-linear electromagnetic fields,
they can increase particles’ diffusion in the transverse phase
space, causing slow emittance growth [5] as well as slow
beam losses [6, 7].

This contribution is focused on the e-cloud effect on the
slow continuous beam losses observed with colliding beams
during the 2018 run (for a description of the LHC configu-
ration and operation during that period see reference [8]).

In the first part we review the available experimental
observations, collected during physics runs and special
tests, which allow identifying e-cloud as a key source of
the observed losses and to show the strong effect of the
non-linearity introduced by e-cloud in the final-focusing
quadrupoles (Inner Triplets - ITs). In the second part, we
present ongoing development to achieve reliable simulations
of these effects. A method is developed that uses a high-
order local interpolation scheme to apply the e-cloud forces,
computed by numerical simulations of the cloud dynamics,
in a way that preserves the symplecticity of the beam particle
motion.

Figure 1: Beam losses from luminosity burn-off and from
other sources during a typical LHC physics fill in 2018.

EXPERIMENTAL OBSERVATIONS
In this section we present the analysis of the LHC beam

losses with colliding beams, based on bunch-by-bunch in-
tensity measurements from the LHC Fast Beam Current
Transformer. We will focus on the beam circulating in the
clockwise sense (so-called beam 1). The other beam presents
similar features in the beam losses, although often less pro-
nounced.

When the beams are colliding, a significant fraction of
protons are lost due to luminosity burn-off. To identify the
proton loss rate driven by other sources, the burn-off loss rate
is estimated from luminosity measurements and subtracted
from the measured loss rate [9].

Observations for a typical physics fill
Figure 1 shows the burn-off loss rate (in blue) and the

loss rate from other sources (in red) as they evolve during a
typical physics fill, starting from the time at which the beams
are brought in collision. It is possible to observe that, while
burn-off losses gradually decrease during the fill following
the luminosity decay, the additional losses exhibit a constant
rate for most of the fill.

The LHC beam consists of several bunch trains separated
by gaps of 800 ns between them. Each train is made of two
or three batches of 48 bunches, with gaps of 200 ns between
batches. Figure 2 shows the evolution of the loss rate for
the different bunches in three consecutive trains. It is clear
that bunches at the tails of the trains lose significantly more
particles than those at the head of the trains, for the full
duration of the fill. For all bunches the loss rate is practically
constant during the fill. Stronger losses are observed at the
beginning of the fill, right after collisions are established
∗ konstantinos.paraschou@cern.ch
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Figure 2: Bunch-by-bunch loss rate on three consecutive bunch trains during a typical LHC physics fill (loss rate from
luminosity burn off is subtracted).

Figure 3: Comparison of the loss rates from burn-off and
from other sources for the fill illustrated in Fig. 2 at the time
C = 2 ℎ.

and towards the end of the fill, when the V-function at the
two main experiments is reduced from 30 cm to 25 cm.

In Fig. 3, the bunch-by-bunch loss rates for burn-off and
other sources are compared for a specific time (C = 2 ℎ). It is
possible to notice that, while the burn-off rate is rather sim-
ilar for all bunches, the additional losses strongly increase
along the bunch train. Two main effects are expected to
induce different loss rates for different bunches in the trains:
e-cloud effects and Beam-Beam Long Range (BBLR) inter-
actions [10].

To disentangle between these two effects, we select four
groups of bunches along the trains (shown by the coloured
bands in Fig. 4), having the following characteristics [6]:

Group 1: Bunches at the head of the leading batch of
the train, experiencing the minimal amount of
BBLR interactions and small e-cloud densities;

Group 2: Center of the leading batch of the train, experi-
encing the maximal amount of BBLR interac-
tions and small e-cloud densities;

Figure 4: Number of BBLR interactions per interaction point
for each bunch of a 3-batch train.

Group 3: Center of the trailing batch of the train, experi-
encing the maximal amount of BBLR interac-
tions and large e-cloud densities;

Group 4: Tail of the trailing batch of the train, experienc-
ing the minimal amount of BBLR interactions
and large e-cloud densities.

Figure 5 shows the burn-off corrected losses as a function
of time for these different groups of bunches. This analysis
shows that the number of BBLR encounters has practically
no impact on the observed losses, which instead tend to affect
mostly the bunches at the tail of the trains. This observation
points to e-cloud as the strongest source of the observed
losses.

Effect of the crossing angle
During typical physics fills, in order to increase the in-

tegrated luminosity, the crossing angle between the two
beams at the interaction points is gradually decreased from
320 `A03 to 260 `A03, profiting from the fact that the BBLR
interactions become weaker as the intensity of the beams
decays [11].
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Figure 5: Loss rates measured for selected groups of bunches
during a typical physics fill (color code defined in Fig. 4).

Figure 6: Electron density in one of the LHC IT quadrupoles
(PyECLOUD simulation). The colored ellipses show the
position and size of the two beams.

In addition to changing the strength of the BBLR interac-
tions, a reduction in the crossing angle can also change the
interaction of the beams with the e-cloud in regions close to
the interaction points, by shifting the orbit of the beams to a
region with different electron densities (see Fig. 6).

During a test fill, the crossing angle was kept constant at
320 `A03 for the entire duration of the fill. The loss rates
measured during this test are plotted in Fig. 7 with the same
color code for the different bunch groups as in Fig. 5. Com-
paring Figs. 5 and 7, it is possible to observe a significant
reduction of the loss rate when the crossing angle is kept
constant, for all the bunch groups showing a visible loss rate.
The fact that a dependence on the crossing angle is observed
suggests that the e-cloud in the machine elements very close
to the interaction point (in which a change in crossing angle
results in a change in the electron density crossed by the
beam) play a dominant role in generating the beam losses.
The strongest e-cloud in the area develops in the LHC final-
focusing quadrupoles (ITs) [12], and its effect on the beam is
boosted by the extremely large V-function at their location.

Observations with a single circulating beam
In another dedicated experiment, the beam losses were

recorded with a single circulating beam, with the same ma-
chine and beam configuration used for physics fills. Only a
small train of 12 bunches was injected in the second ring for
technical reasons.

Figure 7: Loss rates measured for selected groups of bunches
during a test fill performed with constant crossing angle
(color code defined in Fig. 4).

Figure 8: Loss rates measured with one circulating beam.
In the other ring only 12 bunches are present, as it is visible
on the burn-off trace.

The loss rates measured during this experiment are shown
in Fig. 8. These can be compared against those measured
during a typical physics fill as shown in Fig. 3. With a single
beam, the losses are significantly smaller. This is mainly due
to the suppression of the strong non-linear forces from the
beam-beam head-on interactions at the four collision points
and to a reduced e-cloud density in the presence of one beam
alone. Still a clear pattern along the trains is observed on the
measured loss rates. In particular it is possible to observe
that, with a single beam, the loss rate decreases significantly
after the 200-ns gap separating the three batches of a same
train, while this is not the case with two circulating beams.

This is due to a characterizing feature of the e-cloud in
the ITs, revealed by e-cloud build-up simulations shown
in Fig. 9, which is due to the fact that in these elements
the two beams circulate in the same vacuum chamber [12].
Figure 9 a shows that, with one circulating beam, the electron
density decays significantly between consecutive batches.
With two beams, instead, this does not happen since, during
the passage of the gap of one beam, bunches of the other
beam are present in the chamber. Comparing Fig. 9 a to
Fig. 8 and Fig. 9 b to Fig. 3, one can recognize the similarity
between the bunch-by-bunch pattern on the loss rate and the
electron density simulations.

Tests with a different optics configuration
A confirmation of the fact that the losses are mainly driven

by the e-cloud in the ITs is given by a test conducted to
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(a)

(b)
Figure 9: E-cloud build-up simulations with a) one beam
and b) two beams in the common vacuum chamber of one
of the IT quadrupoles.

Figure 10: Bunch-by-bunch loss rates measured during a test
fill with higher V-functions in the arcs and lower V-functions
in the ITs.

validate a special beam optics configuration in preparation
for the LHC Run 3 [13, 14].

During the test, the V-functions in half of LHC arcs were
increased with respect to the configuration used for physics
fills while the V-function in the ITs was significantly de-
creased (as the test was performed with larger V-function at
the collision points). The measured bunch-by-bunch losses
are shown in Fig. 10 and are much lower compared to those
measured during typical physics fills as shown in Fig. 8.
This can be ascribed to the fact that a reduced V-function
at the ITs results in a weaker effect of the e-cloud at those
locations.

SIMULATION OF INCOHERENT
EFFECTS INDUCED BY ELECTRON

CLOUD
The modelling and simulation of incoherent effects driven

by e-cloud, has been addressed in the past by several authors.
Benedetto et al. in [15] use maps recorded from a macropar-
ticle simulation of the cloud dynamics to apply the e-cloud
forces on the beam particles at each turn. As the maps are
saved on a discrete grid, an interpolation scheme needs to
be used to compute the forces at each turn. In general, as
we will discuss in the following, the resulting kick can be-
come artificially non-symplectic, which is known to generate
artefacts on the simulated long-term dynamics of the beam
particles [16]. Symplectic kicks can be obtained by using
strongly simplified cloud distributions for which the kick
can be expressed analytically, as done by Ohmi et al. in [17]
or by Franchetti et al. in [18]. This approach on the other
hand does not allow a realistic modelling of the cloud distri-
bution, especially in the presence of dipolar and quadrupolar
magnetic fields. To obtain a realistic model of the non-linear
beam dynamics in the presence of e-cloud, which would
allow simulating the very long time scales involved in the
slow beam degradation illustrated in the previous section,
we developed a numerical scheme that allows to apply a
recorded field map in a way that preserves symplecticity.
This approach will be presented in the following subsec-
tions, together with some numerical examples.

The electron cloud kick
It is possible to show [19] that, in the ultra-relativistic

limit, the interaction of a beam particle with a short section
of accelerator can be modelled with a "thin lens" map having
the following form:

G ↦→ G (1)

?G ↦→ ?G − @!

V0%02

mq

mG
(G, H, g) (2)

H ↦→ H (3)

?H ↦→ ?H − @!

V0%02

mq

mH
(G, H, g) (4)

g ↦→ g (5)

?C ↦→ ?C − @!

V0%02

mq

mg
(G, H, g) (6)

where g = B
V0
− 2C and ?C = �−�0

%02
are canonically conju-

gate longitudinal variables, � is the energy of the particle,
�0, %0 are the energy and momentum of the reference parti-
cle respectively, V0 is the relativistic Lorentz factors of the
reference particle, @ is the charge of the interacting particle,
! is the length of the interacting e-cloud, and q(G, H, g) is
the scalar potential describing the e-cloud, which can be
obtained by solving a 2D Poisson problem.

For the simulation of collective instabilities driven by e-
clouds the kick on the longitudinal momentum is typically
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neglected and the kicks on the transverse momenta are com-
puted by interpolating linearly a map defined on a discrete
rectangular grid.

Although this algorithm is convenient to simulate instabil-
ities, it is not suited to simulate slow beam losses. Its biggest
drawback is the fact that the map is not symplectic for two
reasons. The first reason is that since q is dependent on all
three variables G, H, g, symplecticity is lost if the change in
?C is neglected. This however can easily be solved by simply
applying also the longitudinal kick in Eq. 6.

The second reason is the fact that linear interpolation
is used on a grid of derivatives of q, estimated with finite
differences. It is easy to show that the thin-lens map of
Eq. 1-6 is symplectic if [20]:

m

mG

(
mq

mH

)
=
m

mH

(
mq

mG

)
(7)

m

mH

(
mq

mg

)
=
m

mg

(
mq

mH

)
(8)

m

mg

(
mq

mG

)
=
m

mG

(
mq

mg

)
(9)

These conditions would be satisfied automatically if the
functions mq

mG ,
mq
mH ,

mq
mg were analytical derivatives of a well

behaved function q(G, H, g), while they are in general not
verified when using a linear interpolation scheme [20].

The conditions given by Eqs. 7 - 8, can be verified using a
“tricubic interpolation” scheme [21]. In each grid cell, the
potential q is approximated by a third order polynomial:

q(G, H, g) =
3∑
8=0

3∑
9=0

3∑
:=0

08 9:G
8H 9g: (10)

where the coefficients 08 9: change from cell to cell of the
three-dimensional grid in a way that ensures continuity of
the quantities:

{
q,
mq

mG
,
mq

mH
,
mq

mg
,
m2q

mGmH
,
m2q

mGmg
,
m2q

mHmg
,

m3q

mGmHmg

}
(11)

To find the 64 coefficients 08 9: , the eight quantities of the
set in Eq. 11 must be provided in all of the eight vertices of
the cell. A finite difference scheme is employed to compute
the required derivatives.

Application to a PyECLOUD simulation and miti-
gation of numerical artefacts

The method described above has been tested on a map
generated by simulating the e-cloud dynamics using the PyE-
CLOUD code [22,23] (the initial distribution of electrons is
uniform and there is no externally applied magnetic field).
Figure 11 shows the horizontal field �G = − mqmG close to the
center of the chamber (G = 0.027f, H = 0, with f being the
r.m.s. beam size) as a function of the longitudinal coordinate
g, as derived with finite differences on the grid (black points)
and the result of the interpolation (red line).

Figure 11: Horizontal field with respect to the longitudinal
position for a beam particle close to the center of the beam
chamber, as obtained from a single macroparticle simulation
of the e-cloud dynamics.

Figure 12: Horizontal field with respect to the longitudinal
position for a beam particle close to the center of the beam
chamber, as obtained from the average of 1000 macroparticle
simulation of the e-cloud dynamics with different random
seeds.

It is apparent that the simulation suffers from noise, as it
can be expected from Particle-In-Cell macroparticle simula-
tions. The noise can be effectively mitigated by averaging
1000 simulations with different random seeds. The result
of the averaging shown in Fig. 12 uncovers the clear and
physical structure of the modulated field produced by the
e-cloud dynamics.

The interpolation technique shows some shortcomings in
locations where the derivatives change rapidly. This can be
seen in Fig. 13 where the horizontal field �G is drawn against
the horizontal position on the axial cut of the chamber (H = 0)
during the passage of the synchronous particle (g = 0).

The source of these artefacts was identified to be the insuf-
ficient accuracy of the derivatives evaluated with the finite
difference method. To acquire more accurate estimates of q
and its derivatives, we perform a linear interpolation of the
electron charge distribution on a finer grid and we obtain
a refined potential by solving Poisson’s equation on such a
grid. By applying the finite difference scheme on this new
solution we also obtain better estimates of the derivatives.

To limit the memory consumption though, the new quan-
tities

{
q, mqmG ,

mq
mH ,

mq
mg ,

m2q
mGmH ,

m2q
mGmg ,

m2q
mHmg ,

m3q
mGmHmg

}
are only

kept on the original coarser grid. The result of this refine-
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Figure 13: Horizontal field with respect to the horizontal
position for a beam particle at H = 0, g = 0 before and after
performing the refinement procedure.

ment algorithm is shown by the blue trace in Fig. 13, where
it can be seen that the interpolation scheme no longer suffers
from the “overshooting” artefacts [24].

To identify the effect of suppressing the artefacts, beam
particles are tracked through a linear one-dimensional ma-
chine with Courant-Snyder parameters UG = 2.3, VG =
120<, a tune of &G = 0.3 and a single e-cloud interaction.
The structure of the horizontal phase space (Poincaré map)
in normalized coordinates1 is shown in Fig. 14 a when us-
ing the kick without the refinement and in Fig. 14 b when
using the kick with the refinement. It is apparent that in
Fig. 14 a the phase space shows considerably more (artifi-
cial) irregular motion between resonance islands compared
to Fig. 14 b.

CONCLUSIONS

The measured loss rates observed at the LHC during 2018
collision fills exceeded by a significant fraction the expecta-
tions from luminosity burn-off.

The analysis of the loss rate at a bunch-by-bunch level
shows that electron clouds are the main mechanism driving
the observed beam losses. Dedicated experiments showing
the sensitivity to the crossing angle, the behavior with a
single circulating beam and the effect of the optics configu-
ration, highlight the important role played by the e-cloud in
the ITs.

To model and simulate these effects, a direct approach
has been developed that uses symplectic maps based on a
tricubic interpolation scheme, which is applied to e-cloud
maps from macroparticle simulations. Special care had to
be taken to suppress macroparticle noise and avoid interpo-
lation artefacts. First tracking tests showed the importance
of addressing these issues to have a reliable simulation of
the beam particle motion.

1 The normalized coordinates ( Ĝ, ?̂G ) are related to the physical coordi-

nates (G, ?G ) through
(
Ĝ
?̂G

)
=

( 1√
VG

0
UG√
VG

√
VG

) (
G
?G

)

(a)

(b)
Figure 14: Normalized phase space (Ĝ − ?̂G) of particles
tracked with the e-cloud map without (a) and with (b) the re-
finement procedure. Different colors correspond to particles
tracked with different initial conditions.
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IMPACT OF COHERENT AND INCOHERENT BEAM-BEAM EFFECTS
ON THE BEAMS STABILITY
X. Buffat∗, CERN, Geneva, Switzerland

Abstract
Various coherent instability mechanisms involving collid-

ing beams are described together with techniques for their
mitigation. They are illustrated with some examples based
mostly on the recent experience at the Large Hadron Col-
lider.

INTRODUCTION
The stability of the two beams in high energy particle col-

liders is heavily impacted by the electromagnetic forces that
they exert on each other, the so-called beam-beam forces.
The coherent oscillation of the two beams against each other
may be driven unstable through a resonant mechanism or
via an interaction with the machine impedance. Such insta-
bilities are discussed in the next section. In other cases, the
stabilising mechanism of single beam instabilities is jeopar-
dised by the incoherent effects of beam-beam interactions.
This occurs for example when the amplitude detuning driven
by the beam-beam interaction is such that it compensates
Landau damping for the head-tail instability. The descrip-
tion of these instability mechanisms involving coherent and
incoherent beam-beam effects are briefly reviewed in the
next two sections respectively. We then conclude with a
summary of the corresponding mitigation techniques.

COHERENT BEAM-BEAM MODES
Resonant instability

The coupling of the two beams through the beam-beam
interactions give rise to new modes of oscillation which may
become unstable if their frequency matches a low order reso-
nance driven by the lattice or by the beam-beam interactions
themselves. In the simplest configuration of two symmetric
beams colliding at a single interaction point, one finds two
modes of oscillation corresponding to in and out of phase
motion of the two beams at the Interaction Point (IP). The
spectrum resulting from a self-consistent macro-particle sim-
ulation exhibiting these so-called σ- and π-modes is shown
in Fig. 1. Their frequencies can be derived analytically [2],
consequently it is rather straight forward to avoid resonant
conditions. In more complex machines involving multiple
bunches per beam, multiple IPs with asymmetric phase ad-
vances between them or even unequal revolution frequen-
cies, the number of coherent beam-beam modes increases
rapidly. Additionally, coherent synchro-betatron resonances
may appear in colliders featuring collision with a significant
synchro-betatron coupling due for example to a crossing an-
gle between the beams or to the hourglass effect. Avoiding
resonant conditions may become challenging and imposes
∗ xavier.buffat@cern.ch

(a) Beam oscillation spectrum

(b) Symmetric phase advances (c) Asymmetric phase advances

Figure 1: Beam oscillation spectrum of two colliding beams
experiencing two head-on beam-beam interactions at op-
posite azimuth in symmetric rings (top plot). The beams
are round at the IP and the spectrum is obtained with self-
consistent macro-particle simulations (COMBI [1]). The
green curve represents a configuration with equal phase ad-
vances between the IPs, as illustrated on the bottom left plot.
The purple curve correspond to a configuration where the
phase advances were chosen such that the coherent mode fre-
quencies are in the incoherent spectrum, at approximatively
0.4 and 0.6 times the beam-beam tune shift. (Q = 1.31,
Q1 = 0.405 and Q2 = 0.905).

constraints on the machine layout and the phase advances
between IPs. The frequency of the coherent beam-beam
modes and the resonant conditions can only be obtained an-
alytically in some specific cases. Otherwise the rigid bunch
model, the circulant matrix model [3, 4] or macro-particle
simulations may be used to address more realistic machine
configurations.
Such instabilities were a concern for asymmetric B facto-
ries which eventually were not constructed [5, 6]. Nowa-
days these instability mechanisms regained interest with
proposals of asymmetric electron ion colliders [7–9] and
high energy electron-positron colliders with crab waist [10].
In order to illustrate a mitigation technique with an exam-
ple, Fig. 2 shows the instability prediction for a simplis-
tic linearised model of the Electron-ion collider in China
(EicC) [9]. The results for different ratios of the revolution
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(a) Layout

(b) BimBim model

(c) Instability growth rate

Figure 2: Illustration of the EicC layout [9] featuring a 8-
shape trajectory for the ions and a racetrack electron ring
with two IPs in one common straight section (top plot). The
topology of the rigid bunch model implemented in Bim-
Bim [11] is shown in the middle plot, the two IPs are marked
with red dots and the phase advances with arrows. The lower
plot shows the maximum imaginary part of the tune as a func-
tion of the bunch intensity (assumed equal in both beams)
for different ratios between the electron and ion revolution
frequency. Only the symmetric configuration does not fea-
ture any intensity limitation linked to coherent beam-beam
resonance on the scale explored.

frequency between the two beams shows the importance of
a proper choice of machine layout for the mitigation of co-
herent beam-beam instabilities which may limit the intensity
reach of the collider. Similarly other parameters such as the
machines tune and the phase advance between IPs may be
adjusted to mitigate further the instabilities.

Figure 3: Mode coupling instability of two beams colliding
at two IPs with alternating crossing angle. The Piwinski
angle is 1.3 [12]. A resistive wall-type impedance drives the
instability. The real parts (top plot) and imaginary parts of
the tune (middle and lower plots) predicted with the circulant
matrix model implemented in BimBim are colour coded
based on their dipole moment from black (high) to yellow
(low). In the lower plot, the mode coupling instability of
low order head-tail modes is mitigated by an active feedback
without intra-bunch capabilities.

Mode coupling instability
Even if resonant conditions are avoided, the coherent

beam-beam modes may be driven unstable by the machine
impedance, resulting in the mode coupling instability of
colliding beams [3, 4, 13]. As for the transverse mode cou-
pling instability (TMCI), this instability may be mitigated
with chromaticity and/or an active feedback, yet they are
not always sufficient to fully suppress it. Figure 3 shows an
example of mode coupling instability involving the σ- and
π-modes, but also higher order head-tail modes in the pres-
ence of synchro-betatron resonance driven by a beam-beam
interaction with a crossing angle. The active feedback based
on the average position of the bunch is effective to suppress
the instability of the σ- and π-modes, but not the coupling
of head-tail modes +1 and +2. An active feedback with
intra-bunch capabilities would be needed to stabilise such
modes. Alternatively to active feedbacks, Landau damping
constitutes an efficient mitigation, it is further discussed after
the following discussion on longitudinal instabilities.

Longitudinal instabilities
Most instabilities related to beam-beam interactions are in

the transverse planes. Yet in the presence of a crossing angle,
the beam-beam interaction leads to an energy change that de-
pends on the longitudinal position of the particles [14]. We
may expect that such a force generates longitudinal coherent

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

257



(a) Beam 2, all bunches

(b) Beam 1 and 2, one colliding bunch pair

Figure 4: Observation of correlated longitudinal oscilla-
tion of one colliding bunch pair at the LHC (2016). The
upper plot shows the evolution of the bunch length of sev-
eral bunches during a fill for physics. The impact of radia-
tion damping is clearly visible until approximatively minute
1200, after which longitudinal Landau damping is lost [15].
At about minute 1500, the bunch length of some bunches
increases significantly more than the others (e.g. black
curve), indicating a different instability mechanism. For
those bunches only, the longitudinal motion of bunch pairs
colliding in the two main IPs shown on the lower plot seem
correlated.

beam-beam modes. A correlation between the longitudinal
oscillation of the two beams was observed in the LHC when
the longitudinal emittance was let to shrink freely due to
radiation damping, thus eventually losing longitudinal sta-
bility [15] (Fig. 4). Given the absence of limitation linked
to this mechanism, the understanding of the so-called “Las
Ketchup” instability remains limited.

Intrinsic Landau damping
Due to its non-linear nature, the beam-beam interactions

have an impact on the amplitude detuning and consequently
on Landau damping. For a head-on collision, the frequency
of oscillation of the individual particles in the beam extends
from the beam-beam tune shift to the machine bare tune [16],

forming the so-called incoherent spectrum. Since the σ- and
π-mode frequencies are outside of the incoherent spectrum,
Landau damping is not expected to affect their stability [16].
If a resonant condition cannot be avoided or if the mode
coupling instability cannot be fully mitigated, Landau damp-
ing of the coherent beam-beam modes may be restored with
a proper choice of phase advance between the IPs. An ex-
ample of such a mitigation is shown in Fig. 1, where the
phase advances were adjusted such that the coherent modes
are all inside the incoherent spectrum, based on prediction
from the rigid bunch model implemented in BimBim. In
the presence of synchro-betatron coupling, Landau damping
from the synchrchotron sidebands of the incoherent spec-
trum can be expected [16, 17]. Yet, currenty quantitative
estimate of Landau damping in the presence of a given ma-
chine impedance is only obtained via macro-particle tracking
simulations [18].

LANDAU DAMPING OF THE HEAD-TAIL
INSTABILITY

When instabilities of coherent beam-beam modes have
been effectively mitigated, the impact of the beam-beam
interactions on the amplitude detuning may still affect Lan-
dau damping of classical single beam instabilities. In high
energy hadron colliders such as the LHC, the head-tail insta-
bility driven mainly by the collimators impedance remain
a concern through all the cycle. Therefore, the impact of
long-range, offset or head-on beam-beam interactions on the
amplitude detuning during the various operational phases
such as the betatron squeeze, the collapse of the separation
bump or even luminosity levelling requires a dedicated con-
trol.

Beam-beam driven amplitude detuning
Analytical expressions exist for the amplitude detuning

generated by long-range and head-on beam-beam interac-
tions [20, 21]. Based on those expressions, it is possible to
estimate the impact of beam-beam interactions on Landau
damping using the corresponding dispersion integral [22].
There exists configurations in which the beams collide
with a small transverse offset between the beams (i.e.
comparable to their r.m.s. transverse size) either transiently,
e.g. when collapsing the separation bumps, or steadily, e.g.
when levelling the luminosity or during Van der Meer scans.
In such configurations, the estimation of the amplitude
detuning is usually performed with single particle tracking
codes. The tracking then serves as an input for the dispersion
integral [23]. The amplitude detuning, and consequently
the stability diagram, depends in a strongly non-linear
manner on the offset between the beams in both transverse
planes, the optical β functions at the IP, the crossing and
crab angles as well as on the beam intensity and emittances.
It is therefore convenient to define a coherent stability factor
that characterises the beam stability in order to ease the
quantitative comparison between different configurations.
We chose the highest ratio between the modulus of the
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(a) φ = 250 µrad, φCC = 0

(b) φ = 250 µrad, φCC = −200 µrad

Figure 5: Coherent stability factor for different variations of
the HL-LHC ultimate configuration [19] at the start of colli-
sion with offset beams in the two main IPs. The separation
is in a different transverse plane in both IPs and varied simul-
taneously. The half-crossing angle ϕ is 250 µrad. The upper
plot corresponds to a configuration without crab cavities and
the lower plot to partial compensation of the crossing angle
with crab cavities (ϕCC=-200 µrad).

complex tune shifts to their respective projections on the
stability diagram. Consequently a stability factor larger than
one indicates an unstable configuration. Figure 5 illustrates
the complexity of this configuration with estimates for the
HL-LHC for different octupole currents and crab angles.
One observes that, for large separations between the beams
at the IP (larger than 10σ, the r.m.s. beam size), the stability
is dominated by the interplay between the arc octupole
and the long-range interactions. In the convention chosen,
the negative octupole current induces a negative direct
detuning term which compensates the one of the long-range
interactions, such that positive currents are favourable.
The offset interaction at the two IPs further increases this
difference for separations down to approximatively 6σ. For
a lower separation, the additional spread from the offset

interaction at the IPs increases significantly the stability
diagram, except between approximatively 1.5 and 2.0 σ.
This minimum of stability corresponds to the configuration
when the particles oscillating with a low amplitude, i.e. the
beam core, reaches the maximum of the beam-beam force
which corresponds to a zero of the first order detuning term.
In this configuration the stability is entirely determined
by the higher order detuning terms. In the configuration
considered here, we find that the negative octupole currents
are favourable in absence of crab cavities, while the positive
polarity remains favourable when the crossing angle is
compensated with crab cavities.
At the LHC, instabilities observed while levelling the
luminosity [23] and during Van der Meer scans [24] can
be attributed to the loss of Landau damping with offset
beams. They were mitigated by ensuring that the bunches
colliding with an offset at one IP also collide head-on in
another, thus restoring Landau damping. A proper choice
of external detuning using dedicated non-linear magnets
(e.g. octupoles) may also mitigate this instability, requiring
a detailed understanding of the non-linear dynamics in the
configuration considered. Such a control was demonstrated
in a dedicated experiment at the LHC [25, 26]. In the
same experiment, it was also shown that transient unstable
configurations such as the one described in Fig. 5 can be
acceptable if short enough with respect to the instability rise
time, similarly to the crossing of transition in low energy
machine.

The head-on beam-beam interaction is significantly more
efficient than octupole magnets at providing Landau damp-
ing with a limited impact on the beam quality thanks to the
large amplitude detuning generated for particles oscillating
at a low amplitude which vanishes at high amplitude [23].
In some cases, the head-on beam-beam interaction can there-
fore become a mitigation of coherent instabilities. Future
hadron collider projects feature a cycle with collision as
early as possible in the cycle thus profiting from this stabil-
ising force [27, 28]. Electron lenses mimicking the head-on
beam-beam force were also proposed as an alternative to
non-linear magnets to provide Landau damping [29].

PACMAN linear coupling
Most modern colliders feature several bunches which, in

some cases, are non-uniformly distributed along the machine
due to the need for long empty gaps for injection and extrac-
tion at the various steps of the injector chain as well as in the
collider ring. As a result, different bunches may experience
a different set of beam-beam interactions. Consequently, a
given correction of a beam-beam driven effect with a global
scheme cannot be made optimal for all bunches, it is the
so-called PACMAN effect [30]. An important aspect for
the beam stability is the presence of beam-beam interac-
tions with a non-zero separation on a skew transverse plane
leading to linear coupling, as the latter can significantly de-
teriorate Landau damping [31]. The impossibility to correct
this contribution with a global scheme imposes constraints
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Figure 6: Linear coupling measured with the AC-dipole
method [32] at different stages of a cycle of the LHC with a
fully filled machine (2700 bunches). The three bunches con-
sidered experience no beam-beam collision (blue), collision
in the two main IPs (red) and all beam-beam interactions
(green) as indicated by the legend. The flat top phase is
characterised by weak beam-beam interactions, thus linear
coupling is identical for all bunches. The squeeze of the β
function at the main IPs to 40 cm increases the strength of
long-range interactions there, thus generating a difference
in coupling between non-colliding and colliding bunches.
This difference is further increased when squeezing down
to 30 cm.

on the orbit control such that skew beam-beam interactions
are avoided.
In the particular case of the LHC and HL-LHC, the crossing

angles in all IPs are either horizontal or vertical by design. In
reality various effects may result in skew beam-beam interac-
tions. In some parts of the cycle the combination of crossing
angle and parallel separation bumps can lead to skew long-
range interactions. Additionally, the measurement of orbit
misalignments within the common beam chamber is rather
challenging, and roll angles in the order of 10° may be ex-
pected [33]. Beam-beam induced orbit effects at other IPs
may also add to the misalignment of the crossing angles
with a PACMAN component [34]. The self-consistent code
TRAIN [35] was recently updated to compute PACMAN
linear coupling [34], showing results compatible with ded-
icated bunch-by-bunch measurement of linear coupling at
the LHC (Fig. 6).

CONCLUSION
Already at the level of linear stability the coupling

between additional degrees of freedom generated by the
beam-beam interactions with respect to a single beam model
generate a large variety of coherent resonances that have to
be avoided. Mitigation of these instabilities usually involve
the machine layout, the tunes in all degrees of freedom and
the phase advance between IPs.
Mode coupling instabilities may occur when the coherent
beam-beam modes interact with head-tail modes driven

unstable by the machine impedance. They may be mit-
igated by a combination of the transverse feedback and
chromaticity. Additionally, the machine tunes or the phase
advance between IPs may be used to enhance Landau
damping by controlling the mode frequencies with respect
to the incoherent spectrum generated by the beam-beam
interactions.
For both resonant and mode coupling instabilities, the
rigid-bunch model and a 6D extension of it, the circulant
matrix model, are mostly used for the understanding of
linear stability. Analytical derivations of the impact of the
non-linearities on the frequency of the coherent modes and
their damping via Landau damping exist for some specific
cases, but quantitative estimates in realistic configurations
are mostly obtained with self-consistent macro-particle
simulation.

Single beam instability mechanisms are affected by the
amplitude detuning generated by the beam-beam interactions
even if the proper measures are taken to fully suppress co-
herent beam-beam instabilities. The additional tune spread
may be beneficial. The head-on interaction is particularly
well suited to generate a large stability diagram thanks to its
strong action on the beam core and vanishing for the beam
tail. On the other hand in some configurations the amplitude
detuning generated by the beam-beam interaction may com-
pensate other sources and result in a loss of Landau damping.
A detailed understanding of the non-linear dynamics includ-
ing the machine non-linearities as well as the beam-beam
interactions is required to ensure that the tune spread remains
sufficient through the cycle. The mitigation of this mecha-
nism for loss of Landau damping often requires a dedicated
controlled source of detuning such as octupole magnets as
well as operational procedures that avoids critical configura-
tions and/or cross through the unstable configuration faster
than the instability rise time.
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NOISE AND POSSIBLE LOSS OF LANDAU DAMPING THROUGH NOISE
EXCITED WAKEFIELDS
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Abstract
The effect of transverse Landau damping in circular

hadron colliders depends strongly on the bunch distribu-
tion. The bunches are often assumed to be Gaussian in the
transverse dimensions, as it fits well to measurements and it
is the expected effect of intra-beam scattering. However, a
small change of the distribution can cause a loss of stability.
We study the effect that external noise excites the transverse
motion of the beam, which produces wakefields, which act
back on the beam and cause a diffusion of incoherent parti-
cles. The diffusion is narrow in frequency space, and thus
also in action space. Macroparticle simulations have shown
a similar change of the distribution, which is only detectable
in action space, not projected in position space. The narrow
diffusion efficiently drills a hole in the stability diagram, at
the location of the unstable mode, eventually leading to an
instability. The advised mitigation technique is to reduce
the drilling rate by operating with a stability margin.

INTRODUCTION
Synchrotrons, such as the Large Hadron Collider (LHC),

are dependent on Landau damping for the beams to avoid
self-amplified coherent oscillations. Landau damping is a
physical process where an ensemble of harmonic oscillators,
that would otherwise be unstable, is stabilized by a spread
in the natural frequencies of the incoherent oscillators [1].
Therefore, it depends on the details of the beam and bunch
distribution and the source of detuning that causes the spread
in frequencies. It is common to study Landau damping with
a linearized Vlasov equation, considering the effect of a
small perturbation on top of an equilibrium perturbation.

In the LHC, multiple instances of instability have been
observed that begin at a significant delay after the last mod-
ification of the machine configuration. The delay will be
referred to as the latency of the instability. Latent instabil-
ities have now also been reproduced in experiments in the
LHC with a controlled noise source [2], detailed in Fig. 1.
These instabilities cannot be attributed to a change of the
machine configuration, and may therefore be attributed to
a change of the beam distribution from the initial equilib-
rium distribution. Furthermore, given the dependence on the
noise amplitude, the noise must be essential to the mecha-
nism. It has previously been hypothesized, and checked with
simulations, that the external noise excites the beam, which
then is amplified by wakefields [3]. This mechanism can
explain parts of the discrepancy between the predicted and
operationally required octupole current in the LHC [4]. The
goal of the work presented here is to describe the mechanism
∗ sondre.vik.furuseth@cern.ch

0 5 10 15
Time [min] since noise was turned on

0

1

2

3

4

5

6

7

Em
itt
an

ce
 [

�
]

�=
 ⋅�⋅��
�=	 ⋅�⋅��
�=� ⋅�⋅��
�=� ⋅�⋅��
�=� ⋅�⋅��

Figure 1: Emittance evolution of five bunches subject to a
controlled noise source of relative magnitude given by the
legend. The bunches went unstable in order of decreasing
noise amplitude [2]. The six bunches not affected by noise,
of which only one is displayed, did not go unstable in this
configuration.

analytically as a wake-driven diffusion that causes a loss of
Landau damping. The model will be used to better under-
stand this mechanism, and to guide the search for optimal
machine and beam parameters that mitigate this mechanism,
relevant for the LHC and future projects.

THEORY

In this section, the (angular) frequencies 𝜔 are referred
to instead of the tunes 𝑄 = 𝜔/2𝜋𝑓rev. The mathematical
explanation of noise excited wakefields consists of 4 steps:
(i) The wakefields drive eigenmodes with complex eigen-
frequencies 𝜔u�, found with the linearized Vlasov equation,
assuming no tune spread and no noise; (ii) Due to the tune
spread, the discrete mode mixes with the incoherent spec-
trum, and the complex eigenfrequencies are changed to Ωu�.
If Im{Ωu�} > 0, the mode is already unstable. The interest-
ing case is when Im{Ωu�} < 0; (iii) An external noise source
of amplitude 𝜉(𝑡) as a function of time, kicks the bunches
transversely. The noise drives the eigenmodes to finite am-
plitudes that depend on the noise amplitude and damping
rate of the modes; (iv) The non-negligible noise excited
wakefields act on the incoherent particles. By considering
the kicks from the wakefields as a stochastic excitation in the
framework of the Liouville equation, we will derive a diffu-
sion equation modeling the distribution evolution driven by
the noise excited wakefields.
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Wakefield eigenmodes – 𝜔u�
The standard approach used to study beam stability is with

a linearized Vlasov equation [5, 6]. This method considers
the beam as a continuous distribution Ψ in phase space, con-
sisting of a constant equilibrium distribution and a quickly
oscillating perturbation

Ψ = Ψ0 + Ψ1. (1)

One can similarly include the impedance as a perturbation
in the Hamiltonian

ℋ = ℋ0 + ℋwake, (2)

where ℋ0 models the unperturbed motion. The equilib-
rium distribution drives no dipolar wakefields. Thus, the
wakefields are proportional to the distribution perturbation,
ℋwake ∝ Ψ1.

The Liouville equation can be solved using the perturbed
distribution in Eq. (1) and Hamiltonian in Eq. (2). One
finds impedance normalized eigenmodes 𝑚u� with eigen-
values 𝜔u� = 𝜔0 + Δ𝜔u� and amplitudes 𝜒u�(𝑡), dependent
on impedance, chromaticity and transverse feedback. The
eigenmodes are complex functions of the longitudinal phase
space coordinates. The distribution perturbation can be writ-
ten as a sum over these modes

Ψ1 = ∑
u�

𝜒u�(𝑡0)e−iu�u�(u�−u�0)𝑚u�, (3)

where i is the imaginary unit, and the importance of Im{𝜔u�}
as a growth rate is highlighted. The amplitude of the indi-
vidual modes are governed by

�̈�u�𝑚u� + 𝜔2
u�𝜒u�𝑚u� = 0. (4)

The frequency without impedance is 𝜔0 ∈ ℝ. By moving
the tune shift caused by the impedance over to the right hand
side (RHS) one finds the impulse acted on the beam by the
wakefields

�̈�u�𝑚u� + 𝜔2
0𝜒u�𝑚u� = (𝜔2

0 − 𝜔2
u�)𝜒u�𝑚u�

= 𝜔u�𝑃wake𝑚u�. (5)

Damped eigenmodes – Ωu�
The discrete modes discussed in the previous subsec-

tion can be stabilized by Landau damping. This can be
assessed by the stability diagram theory when all the (head-
tail) modes can be treated independently, as is the case for
the current LHC operation. In the weak head-tail approxi-
mation, the stability diagram in plane 𝑗 ∈ {𝑥, 𝑦} corresponds
to the curve in the complex plane defined by Δ𝜔u�u� ∈ ℂ in
the dispersion relation [7]

−1
Δ𝜔u�u�

=
∞
∫
0

∞
∫
0

d𝐽u� d𝐽u�

𝐽u�
dΨ(𝐽u�, 𝐽u�)

d𝐽u�
Ωu�u� − 𝜔u�(𝐽u�, 𝐽u�) , (6)

where the real part of Ωu�u� = 𝜔0 + ΔΩu�u� ∈ ℂ is scanned,
while it has a vanishing positive imaginary part. This is the
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Figure 2: Curves at complex tune shift Δ𝑄coh =Δ𝜔u�/2𝜋𝑓rev
of modes, when neglecting Landau damping,
that end up with the same imaginary tune shift
Im{𝑄LD} = Im{Ωu�}/2𝜋𝑓rev, when including Landau
damping. The grey curve is the stability diagram. The red
curves with positive Im{𝑄LD} > 0 are calculated directly
with Eq. (6), while the blue curves are equal to the stability
diagram shifted downwards by the corresponding Im{𝑄LD}.

gray curve in Fig. 2. The source of detuning considered
here is Landau octupoles [8]. The tune shift driven by the
wakefields without detuning, Δ𝜔u�u�, can be represented by
a point in the same complex plane. If the point is below the
stability diagram, it is stable, if it is above, it is unstable. The
subscript 𝑗 will be omitted from here on, when not important.

One can use Eq. (6) to find how the undamped tune shift
Δ𝜔u� changes due to the tune spread 𝜔u�(𝐽u�, 𝐽u�), by finding
the corresponding Ωu� that maps to Δ𝜔u�. This is possible as
long as the discrete mode remains unstable, Im{Ωu�} > 0 [9].

Equation (6) cannot map a mode inside the stability
diagram to Ωu�. When Im{Ωu�} = 0+ → 0−, the sign of
Im{Δ𝜔u�u�} in Eq. (6) is flipped as well. In other words,
there is a hole in the codomain of Eq. (6). The flipping has
been found to be due to a mathematical choice, rather than
based on physics [10].

The physics of what is happening when the most unstable
modes are inside the stability diagram has previously not
been given much attention [11,12]. One reason why is that
these modes are stabilized by Landau damping, and therefore
are not a problem within linear Vlasov theory. However, due
to noise, the dynamics of modes that are initially stable are
crucial to determine whether the beams will remain stable.
A similar problem has been discussed in plasma physics.
Paraphrasing from [13], it was found for small distribution
perturbations that “[A]n arbitrary initial distribution behaves
(after a short transient time) like a superposition of [...]
slightly damped plane waves, which do obey the dispersion
relation”. We assume for now the same to be true in a particle
beam.

A new algorithm must be designed to calculate the com-
plex frequencies of the Landau damped modes that reside
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inside the stability diagram. For the results that will be
presented here, the hypothesis has been made that one can
extend the mapping in Eq. (6) linearly from Im{Ωu�} = 0+

into the area where the imaginary part is negative. This is
illustrated by the blue lines in Fig. 2. This approach neglects
the continuous spectrum of the beam that is believed to be
negligible after a short transient time, when the mode is
close to the stability threshold. Thus, this method is only
believed to be accurate when the least stable modes are close
to the stability diagram. This is the main region of interest
in this paper.

Noise excited eigenmodes
The unavoidable noise in the accelerator has been ne-

glected so far for beam stability considerations. The noise
can be modeled as an additional stochastic perturbation to
the Hamiltonian in Eq. (2)

ℋ = ℋ0 + ℋwake + ℋnoise. (7)

The external noise is expected to act at low frequencies
and thus to be dipolar in nature (i.e. affecting all particles
along the bunch equally). It will be included as a stochastic
impulse 𝜉(𝑡), of zero mean, ⟨𝜉(𝑡)⟩ = 0 and singular auto-
correlation ⟨𝜉(𝑡)𝜉(𝑠)⟩ = 𝜎2𝛿(𝑡 − 𝑠). It can be decomposed
as 𝜉(𝑡) = 𝜉(𝑡u�)Ξ(𝑧), where 𝜉(𝑡u�) is the noise amplitude at
the core of the bunch longitudinally, while Ξ(𝑧) is a nor-
malized function across the length of the bunch. Under the
assumption of dipolar noise, Ξ(𝑧) will be a constant. The im-
pact of the noise on a bunch can be integrated in quadrature
into a single kick per turn of variance 𝜎2

ext = 𝜏𝜎2, where
𝜏 = 1/𝑓rev is the revolution period of the machine. By the
Plancherel theorem, the power spectral density of the noise
is given by [14]

∣ℱ[𝜉]∣2(𝜔) =
⎧{
⎨{⎩

𝜎2
ext
𝜏 , 𝜔 ∈ [0, 𝜋𝑓rev]

0 , otherwise.
(8)

The left hand side is the absolute value squared of the Fourier
transform of the noise signal as a function of the angular
frequency.

The impact of the external noise on the eigenmodes can
be found by including the noise on the RHS of Eq. (4) and
multiplying from the left with 𝑚u�, and taking the average
over the longitudinal distribution, as

�̈�u� + 𝜔2
u�𝜒u� = 𝜔u� ⟨𝑚u�Ξ⟩ 𝜉(𝑡u�) = 𝜔u�𝜂u�𝜉(𝑡u�). (9)

Thus, mode 𝑚u� will on average be affected proportionally to
its dipolar moment 𝜂u�. The mode is modeled as a stochasti-
cally driven damped harmonic oscillator, and one can easily
find that the frequency spectrum of 𝜒u� is

ℱ[𝜒u�](𝜔) = Ωu�𝜂u�ℱ[𝜉](𝜔)
Ω2

u� − 𝜔2 , (10)

centred and peaked at the frequency of the mode, Ωu�. In this
paper, the considered noise spectrum is flat. However, in a

real machine, what matters is the noise spectrum close to the
mode frequency. Since the mode is damped, Im{Ωu�} ≠ 0,
its frequency spectrum is free of singularities.

Wakefield driven diffusion
The main question that remains is how the noise excited

damped modes affect the incoherent particles. The incoher-
ent particles in a bunch, will in either transverse plane be
described by their normalized canonical coordinates [15]

𝑦 = 𝑌
√𝛽𝜀0

= √2𝐽 cos(𝜙),

𝑝 = − 1
√𝛽𝜀0

(𝛼𝑌 + 𝛽d𝑌
d𝑠 ) = −√2𝐽 sin(𝜙),

(11)

where 𝑌 is the offset from the design orbit, 𝑠 is the position
in the beamline, 𝛼 and 𝛽 are the Twiss parameters, 𝜀0 is the
initial beam emittance and 𝜙 is the canonical conjugate of 𝐽 ,
which is the normalized absolute particle action, given in
units of 𝜀0.

In the case when 𝜙 = 𝜔0𝑡, where 𝜔0 is the constant inco-
herent betatron frequency, and the particle receives impulses
Δ𝑝(𝑡), the Hamiltonian can be written as

ℋ = 𝜔0𝐽 − 𝑦Δ𝑝 = 𝜔0
𝑦2 + 𝑝2

2 − 𝑦Δ𝑝, (12)

such that Hamilton’s equations read

̇𝑦 = 𝜔0𝑝, ̇𝑝 = −𝜔0𝑦 + Δ𝑝, (13)

which lead to the following equation of motion

̈𝑦 + 𝜔2
0𝑦 = 𝜔0Δ𝑝. (14)

In our case, the sources of the impulses Δ𝑝 are the external
noise and wakefields,

Δ𝑝 = 𝜉 + 𝑃wake = 𝜉 + ∑
u�

1
𝜔u�

(𝜔2
0 − 𝜔2

u�)𝜒u�. (15)

The first term on the RHS will be referred to as the direct
noise term, while the second term will be referred to as the
indirect noise term. The direct impact on beam stability of
the external noise was found to be negligible for the LHC
in [16].

Here, we will consider the second term, the impulses from
the noise excited wakefields. This will be considered by the
perturbed Hamiltonian in Eq. (2), renamed as

ℋ = ℋ0(𝐽) + ℋ1(𝜙, 𝐽) = ℋ0(𝐽) − 𝑦𝑃wake, (16)

consisting of ℋ0 governing the unperturbed non-stochastic
motion, and the perturbation ℋ1 containing the stochastic
forces. It is important that ℋ0 only depends on the actions,
not the phases 𝜙 of the particles. If the stochastic forces are
sufficiently weak, and thus can be modeled as a perturbation,
they drive a diffusion that can be modeled by [17, 18]

𝜕Ψeq
𝜕𝑡 = 𝜕

𝜕𝐽 [𝐽𝐷wake
𝜕Ψeq
𝜕𝐽 ] . (17)
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Figure 3: Shape of the diffusion coefficient due to a single
stable wake driven mode, given by Eq. (19b).

The wakefield driven diffusion coefficient 𝐷wake is given by

𝐷wake(𝜔) = 1
2𝐽 ⟨𝜕ℋ1

𝜕𝜙 (𝑡)𝜕ℋ1
𝜕𝜙 (𝑠)⟩

= 1
2 ∣ℱ[𝑃wake]∣

2(𝜔),
(18)

where the brackets signify an expectancy value, the bar signi-
fies a complex conjugation required to get a real diffusion co-
efficient, and 𝑃wake is stochastic since the beam continuously
is excited by the stochastic noise. The diffusion coefficient
is a function of the angular frequency of the particles.

The absolute value of the Fourier transform squared in
Eq. (18) is the power spectral density of the impulse from the
wakefields. In the interesting regime of this work, the modes
are uncoupled, and the power of the different modes can be
added in quadratures to express the diffusion coefficient as

𝐷wake(𝜔) = ∑
u�

𝜂2
u�𝜎2

ext∣Δ𝜔u�∣2

2𝜏Im{Ωu�}2 𝐵(𝜔)𝐶, (19a)

𝐵(𝜔) = Im{Ω2
u�}2

(Re{Ω2
u�} − 𝜔2)2 + Im{Ω2

u�}2
, (19b)

𝐶 = Re{𝜔u�}𝜔0 + ∣Δ𝜔u�∣2/4
Re{Ωu�}2 ⋅ ∣Ωu�∣2

∣𝜔u�∣2
≈ 1. (19c)

The 𝐵-function, which is illustrated in Fig. 3, defines the
shape of the diffusion coefficient as a function of the in-
coherent angular frequency 𝜔. In the limit ∣ΔΩu�∣ ≪ ∣𝜔0∣,
𝐵(𝜔) has a maximum of 1 and half width ∣Im{Ωu�}∣ at half
maximum. The 𝐶-function consists of additional factors
that follow if one includes more than the first order terms. It
is close to 1 for all realistic configurations considered here.
In most cases, one mode will be dominant and be the main
driver of diffusion within the bunch distribution.

The frequency dependent diffusion coefficient in Eq. (19)
becomes amplitude dependent due to the amplitude depen-
dent detuning as

𝐷wake(𝐽u�, 𝐽u�) = 𝐷wake[2𝜋𝑓rev𝑄(𝐽u�, 𝐽u�)]. (20)
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Figure 4: Evolution of transverse distribution due to wake
driven diffusion with detuning only dependent on the action
in the same plane. The actions at half maximum of the dif-
fusion coefficient is marked by the vertical dashed lines. This
example is intended for explaining the distribution evolution
only.

In this paper, we are interested in the detuning caused by
Landau octupoles, which in plane 𝑗 can be expressed as [8]

𝑄u� = 𝑄0u� + 𝑎u�𝐽u� + 𝑏u�𝐽u�, (21)

excluding the negligible tune shift caused by the perturba-
tions in Eq. (7).

A qualitative understanding of what this diffusion does
to the beam, can be acquired already from the expression
for the diffusion coefficient in Eq. (19). Assuming noise
and diffusion in the horizontal plane only, the half width of
the diffusion coefficient in the horizontal action coordinate
will be 𝑊u� = Im{Ωu�}/2𝜋𝑓rev𝑎u�. The diffusion will lead to
a local flattening of the distribution, and as it is the derivative
of the distribution function that appears in the dispersion
integral in Eq. (6), a local loss of Landau damping can be
expected. The flattening process will be faster for a smaller
𝑊u� , assuming the same maximum. For sufficiently large 𝑊u� ,
the diffusion will be approximately uniform for all actions,
and only lead to an emittance growth, not a qualitative change
of the distribution.

NUMERICAL METHOD
The diffusion equation in Eq. (17) must be solved numer-

ically. The results that will be presented later have been
produced with a finite volume method (FVM) solver imple-
mented in PyRADISE (Python RAdial DIffusion and Stability
Evolution) [16]. The two dimensional action space has been
discretized into a 500 × 500 grid going from 0 to 𝐽max = 18.
It has been assumed that a single mode is dominant. In
reality, changes in the distribution will lead to a change of
the frequency of the least stable mode, and consequently a
change of the dependence of diffusion on the action. This
evolution has not been calculated during the diffusion pro-
cess in the numerical results presented in this paper. In other
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words, the diffusion coefficients are kept constant through-
out the solving process. Given the shape of the diffusion
coefficient in Eq. (19), and linear detuning driven by Landau
octupoles, the diffusion will lead to a local flattening of the
distribution, which is exemplified and exaggerated for 𝑏u� = 0
in Fig. 4.

The FVM solver gives as output the evolving distribu-
tion Ψu� at discrete times 𝑡u�. For each of these distributions,
the stability diagram is calculated using a numerical trape-
zoidal integrator in PySSD [19], which has been imported in
PyRADISE. If the stability diagram changes enough, so that
the least stable mode is outside and above it, the bunch will
be considered to have become unstable with a latency.

RESULTS
The following results consider the change of distribution

and corresponding change of the stability diagram accord-
ing to PyRADISE. There are small variations between the
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Figure 5: Evolution of distribution in 10 min in (a) and stabil-
ity diagram in (b), due to diffusion driven by wakefields. The
dashed line in (a) marks the actions where 𝑄u�(𝐽u�, 𝐽u�) = 𝑄LD.
The cross at Δ𝑄coh = −10−4 + 10−5i in (b) marks the loca-
tion of the least stable mode.

configurations. The detuning coefficients in Eq. (21) are al-
ways 𝑎u� = 𝑎u� = 5 × 10−5 and 𝑏u� = 𝑏u� = −3.5 × 10−5. The
product of the noise amplitude and the dipole moment of
the considered least stable mode in the horizontal plane is
kept at 𝜎ext𝜂u� = 5 × 10−6. The noise in the vertical plane
has been kept equal to zero. The revolution frequency is that
of the LHC, 𝑓rev = 11.245 kHz.

The first configuration includes a least stable mode
of undamped coherent tune shift Δ𝑄coh = −10−4 + 10−5i.
Due to Landau damping, this mode has been changed to
Δ𝑄LD = −6.98 × 10−5 − 1.17 × 10−5i, according to the al-
gorithm illustrated in Fig. 2. The evolution of the distribution
and stability diagram is presented in Fig. 5. The change of
the distribution after 10 min is a local flattening horizontally
at the actions corresponding to 𝑄u�(𝐽u�, 𝐽u�) = 𝑄LD, equiva-
lent to the flattening in Fig. 4. There is a change of the
stability diagram at the real tune shift of the least stable
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Figure 6: Evolution of distribution in 10 min in (a) and stabil-
ity diagram in (b), due to diffusion driven by wakefields. The
dashed line in (a) marks the actions where 𝑄u�(𝐽u�, 𝐽u�) = 𝑄LD.
The cross at Δ𝑄coh = −10−4 + 1.5 × 10−5i in (b) marks the
location of the least stable mode.
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Figure 7: Evolution of distribution in 10 min in (a) and
stability diagram in (b), due to diffusion driven by wake-
fields and the external noise directly. The dashed line in
(a) marks the actions where 𝑄u�(𝐽u�, 𝐽u�) = 𝑄LD. The cross at
Δ𝑄coh = −10−4 + 1.5 × 10−5i in (b) marks the location of
the least stable mode.

mode, but the mode is still well within the stability diagram
after 10 min.

In the second configuration, the least stable mode has
been shifted to Δ𝑄coh = −10−4 + 1.5 × 10−5i, closer to the
stability threshold. Due to Landau damping, this mode
has been changed to Δ𝑄LD = −6.98 × 10−5 − 6.70 × 10−6i,
with a smaller absolute imaginary part than in the first con-
figuration. The evolution of the distribution and stability
diagram is presented in Fig. 6. Due to the weaker damping
of the mode, the drilling of a hole in the stability diagram is
more efficient, and the least stable mode would have become
unstable after approximately 8 min. This mechanism is thus
able to drive instabilities with latencies of the same order of
magnitude as those measured in the LHC in Fig. 1.

So far, only the diffusion due to the noise excited wake-
fields has been studied. Other types of diffusion may be
able to counteract the local flattening and thereby increase
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Figure 8: Evolution of distribution in 10 min in (a) and
stability diagram in (b), due to diffusion driven by wake-
fields and intra-beam scattering. The dashed line in (a)
marks the actions where 𝑄u�(𝐽u�, 𝐽u�) = 𝑄LD. The cross at
Δ𝑄coh = −10−4 + 1.5 × 10−5i in (b) marks the location of
the least stable mode.

the latency or even prevent the instability. In this third con-
figuration, the diffusion driven by the direct noise term in
Eq. (15) has been included. This diffusion was studied in
detail in [16] and was found to not be detrimental for stability.
Including a damper gain corresponding to a damping time
of 𝜏u� = 20 turns and external noise amplitude 𝜎ext = 10−3,
the evolution of the distribution and stability diagram is pre-
sented in Fig. 7. The additional diffusion is zero for actions
such that 𝑄u�(𝐽u�, 𝐽u�) = ⟨𝑄u�(𝐽u�, 𝐽u�)⟩, which is close to the
tune of the least stable mode. The instability in this con-
figuration occurs 1.3% later, compared to the case without
the direct noise term that was illustrated in Fig. 6. In other
words, the direct noise term has negligible stabilizing impact
in this configuration.

Finally, the uniform diffusion expected due to intra-beam
scattering will be considered. A diffusion corresponding to
an emittance growth of 2 % h−1 has been included in both
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planes, and the diffusion due to the direct noise term in
Eq. (15) has been removed. The evolution of the distribu-
tion and stability diagram is presented in Fig. 8. There is
now a weak nonzero diffusion at all actions, but it has not
completely counteracted the local flattening close to 𝑄LD.
The least stable mode would have become unstable after
approximately 10 min, 26% later than without the uniform
diffusion.

MITIGATION

Noise excited wakefields drive a narrow diffusion in fre-
quency that leads to the drilling of a hole in the stability
diagram. There are several possible approaches one can take
to mitigate the total drilling. First of all, one should mini-
mize the time spent in transient phases close to the instability
threshold. In a collider, the most critical phase is between
the end of the energy ramp and the start of collisions. In the
LHC the bunches require stabilization by Landau octupoles
alone during this phase. Second of all, one should minimize
the drilling rate. The magnitude of the diffusion coefficient
in Eq. (19a) is proportional to 𝜎2

ext𝜂2
u�∣Δ𝜔u�∣2/∣Im{Ωu�}∣2.

To reduce the diffusion, one can therefore act with equal
success on either of these factors: (i) Minimize the noise
acting on the beam in the machine; (ii) Operate in a regime
where 𝜂u� ≪ 1. In a machine with only dipolar noise, one
should therefore operate with positive chromaticity (above
transition) to stabilize the dipolar modes, as is common;
(iii) Minimize the machine impedance to limit ∣Δ𝜔u�∣. This
is already desired to minimize the initial stability thresh-
old, neglecting that the diffusion changes the distribution;
(iv) Maximize ∣Im{Ωu�}∣, by operating with a stability mar-
gin. This was further motivated by the numerical results.

Further mitigation techniques can be discussed based on
the numerical calculations. Incoherent noise as intra-beam
scattering or synchrotron radiation can to a certain extent
counteract the drilling. This may explain why such latent
instabilities have not been reported before, neither in lepton
machines, nor in low-energy hadron machines. Since the
drilling of the hole is localized at a certain frequency, it
is possible to gradually change the current in the Landau
octupoles, to avoid continuously flattening the distribution
at the same actions. However, this must be balanced with the
goal of maximizing ∣Im{Ωu�}∣. It is also possible to consider
increasing the ratio 𝑏u�/𝑎u� of the detuning coefficients, such
that the width of the diffusion coefficient in action space is
increased while not reducing the overall Landau damping.

If it is not possible to mitigate this mechanism with the
techniques proposed so far, one must consider other sources
of detuning. In addition to limiting the time before the beams
are put in collision in a collider, one can try one of the follow-
ing: electron-lens [20], enhanced octupole detuning due to
the telescopic index [21], and wires designed to counteract
beam-beam detuning [22].

CONCLUSION
Instabilities of high latencies have been observed in the

LHC, both in regular operation and in dedicated experi-
ments. In this paper, we have shown that such instabilities
can develop in high-energy hadron machines with noise and
impedance, by gradually changing the distribution. The key
mechanism is driven by an external source of noise that
excites the beam, which in return affects incoherent parti-
cles through wakefields. These wakefields cause diffusion
in a narrow frequency range centred at the eigenfrequency
of the least stable wake driven coherent mode. This diffu-
sion efficiently drills a hole in the stability diagram at the
eigenfrequency of the corresponding mode. The recom-
mended mitigation technique is to reduce the drilling rate,
by minimizing the maximum of the diffusion coefficient
𝐷 ∝ 𝜎2

ext𝜂2
u�∣Δ𝜔u�∣2/∣Im{Ωu�}∣2. Other sources of diffusion,

as the direct external noise and intra-beam scattering, can
increase the latency, but does not necessarily mitigate the
drilling process completely.

It is believed that the mechanism presented here, diffu-
sion driven by noise excited wakefields, is important in un-
derstanding the troubling observations in the LHC. Many
aspects of this mechanism require and deserve further in-
vestigation. The description of the Landau damped modes
deserve further studies. The chromatic tune shift of the in-
coherent particles remains to be included, and is believed
to be important in understanding the diffusion of a mode
close to a sideband of the main tune. The numerical method
will be improved to self-consistently calculate the diffusion
coefficient as the distribution evolves. Other types of noise,
such as the crab-cavity amplitude noise, should be studied,
as it is expected to drive head-tail modes as efficiently as
dipolar noise drives dipolar modes. Finally, it will be of in-
terest to compare quantitatively the latencies predicted with
this theory to instability latencies measured in the LHC.
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MITIGATION OF COHERENT BEAM INSTABILITIES (MCBI) FOR
CERN LIU AND HL-LHC

G. Rumolo∗, CERN, CH-1211 Geneva 23, Switzerland

Abstract
The High Luminosity upgrade of the Large Hadron Col-

lider (HL-LHC) will meet its future yearly integrated lumi-
nosity target by means of performance improving upgrades
of the LHC itself as well as by receiving significantly higher
beam current and brightness from its injectors. The implica-
tions of the pushed beam parameters are twofold. On one
side, all the accelerators of the LHC injection chain will
have to be upgraded to produce the desired beam parameters.
For this purpose, the LHC Injectors Upgrade (LIU) program
has been established to implement all the needed modifica-
tions for meeting the required beam specifications. These
upgrades will target the mitigation of coherent beam insta-
bilities and space charge in the injectors, which will allow
lifting their existing intensity and brightness limitations to
the desired extent. On the other side, the LHC will have to
be able to accept the new beam parameters and exploit them
at best to produce the integrated luminosity target. This
will mainly require control of impedance driven instabili-
ties, beam-beam effects and electron cloud in the LHC itself.
In this paper, we will focus on proton beams by describ-
ing the identified performance limitations of the LHC and
its injectors, as well as the actions envisioned to overcome
them.

INTRODUCTION
The LHC Injectors Upgrade (LIU) project [1, 2] aims

at increasing the intensity and brightness of the beams in
the injectors in order to match the beam requirements set
out by the High Luminosity LHC (HL-LHC) project [3],
while ensuring high availability and reliable operation of
the injector complex well into the HL-LHC era (up to about
2037) in synergy with the Consolidation (CONS) project
[4]. For the upgrade of the LHC injector proton chain, LIU
includes the following principal items:

• The replacement of Linac2, which accelerates protons
to 50 MeV, with Linac4, providing 160 MeV H− ions;

• Proton Synchrotron Booster (PSB): New 160 MeV H−

charge exchange injection, acceleration to 2 GeV from
current 1.4 GeV with new power supply and RF system;

• Proton Synchrotron (PS): New 2 GeV injection, broad-
band longitudinal feedback;

• Super Proton Synchrotron (SPS): Upgrade of the
200 MHz RF system, impedance reduction and e-cloud
mitigation, new beam dump and protection devices.

All these upgrades will lead to the production of beams with
the challenging HL-LHC parameters and they are currently
being implemented during the Long Shutdown 2 (LS2) in
2019-20.
∗ Giovanni.Rumolo@cern.ch

To extend its discovery potential, the LHC will undergo a
major upgrade during Long Shutdown 3 (LS3) in 2024-25
under the HL-LHC project. The goal will be to increase the
rate of collisions by a factor of 5-7.5 beyond the original
LHC design value, leading to a target integrated luminosity
of 3000-4000 fb−1 over the full HL-LHC run (2026-2037).
The new configuration will rely on the replacement of the
final focusing quadrupoles at the high luminosity Interaction
Points (IPs), which host ATLAS and CMS, with new and
more powerful magnets based on the Nb3Sn technology, as
well as a number of key innovations that push accelerator
technology beyond its present limits while enabling, or even
broadening, the future desired performance reach. Among
these are the cutting-edge 11 T superconducting Nb3Sn-
based dipoles, the new superconducting link technology
with MgB2, compact superconducting cavities for transverse
beam tilting along the longitudinal axis to compensate for the
crossing angle at collision (crab cavities), the upgrade of the
cryogenic system and general infrastructure, new technology
and material for collimators, hollow electron lenses for beam
halo cleaning.

The beam dynamics aspects of the LIU and HL-LHC
projects are challenging, because during the HL-LHC era:

• The LHC injectors will have to be able to routinely
produce, stably control and safely handle beams with
unprecedented intensity and brightness;

• The LHC will have to be able to run with the future
beams, preserve their stability and make them avail-
able for collisions all along the calculated optimum fill
length with the desired levelling scheme, ensuring as
little as possible beam quality degradation.

Addressing the beam intensity limitations of the LHC and
its injectors and illustrating the envisaged strategies to cope
with them will be the subject of the next sections.

BEAM PERFORMANCE LIMITATIONS IN
THE LHC INJECTORS AND GOALS

In this section we will first present a general overview on
the present LHC beam performance of the injectors and the
beam requirements for the LIU project. We will only focus
on the so called ’standard LHC beam’, which is baseline for
the projects and produced as follows:

• Two subsequent injections of 4+2 bunches from the
four PSB rings into the PS at Ekin=1.4 GeV;

• In the PS, triple splitting of the injected bunches at
2.5 GeV, then acceleration to 25 GeV and two consecu-
tive double splittings of all 18 bunches at 25 GeV;

• Four subsequent injections of trains of 72 bunches
spaced by 25 ns into the SPS (train spacing 200 ns)
at 25 GeV and acceleration to 450 GeV.
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Then, we will describe the actions that the LIU project has
(planned to) put in place to overcome the intensity/brightness
limitations in the various accelerators of the injector chain.

Present performance of the LHC injector chain
An upper limit for the brightness of standard LHC beam

is determined at the PSB injection, because of the efficiency
of the multi-turn injection process as well as the effects of
space charge during injection. The normalised transverse
emittance has been measured as a function of intensity at the
PSB extraction after optimization of the injection settings
and for a longitudinal emittance of 1.2 eVs at extraction [5].
The relation is found to be linear and the resulting line de-
fines the “PSB brightness” line. The longitudinal emittance
at extraction can be made in principle as high as 2.8 eVs
via longitudinal emittance blow up along the PSB cycle [6]
compatibly with other constraints coming from the transfer
to the PS and further longitudinal beam manipulation in
the PS ring. This is believed to be beneficial in terms of
space charge in the PS since it would allow injecting longer
bunches with larger momentum spreads. The PSB does not
have an intensity limitation for the LHC beams, as it already
nowadays successfully accelerates to 1.4 GeV beams up to
7 times more intense than the current LHC beams, which
are used for fixed target experiments at the ISOLDE facility.
However, it is well-known that a horizontal instability is
excited in the PSB at 160 MeV and few other defined en-
ergy values, due to the impedance associated to the external
circuits of the extraction kickers [7]. In pre-LIU operation,
this instability was successfully suppressed by means of a
horizontal feedback system over the whole intensity range
accelerated in the PSB.
Combining the experience accumulated with operational
beams with the outcomes of several dedicated space charge
Machine Development (MD) studies conducted throughout
2012 – 2017, it can be assumed that the maximum values of
space charge vertical tune spread, ∆Qy , compatible with the
beam loss and emittance blow up budgets reported below,
are 0.31 and 0.21 at the PS and SPS injection, respectively.
Besides, prior to the LIU upgrade program, due to longitu-
dinal dipolar coupled bunch instabilities on the ramp and
at top energy, the PS was not able to produce 25 ns beams
with more than 1.8e11 p/b within the longitudinal emittance
of 0.35 eVs, which is currently the optmised value to limit
capture losses and keep the beam longitudinally stable in the
SPS. Finally, due to RF power constraints on the main SPS
RF system (200 MHz) and longitudinal coupled bunch in-
stabilities along the cycle, beams with more than 1.3e11 p/b
could not be extracted from the SPS with the desired bunch
length of 1.6 ns for a basically lossless injection into LHC.
E-cloud has been also affecting 25 ns beams in the SPS, but
currently the SPS has undergone sufficient beam induced
scrubbing to produce beams with 1.3e11 p/b transversely
stable and without the characteristic pattern imprinted by
e-cloud on the bunch intensities and emittances along the
trains. Finally, the onset of the vertical Transverse Mode
Coupling Instability (TMCI) limited in the past the bunch

intensity to 1.6e11 p/b [8], but this limitation was lifted in
2012 by commissioning a new optics with γt lower by 4 units,
which increases the TMCI threshold by a factor 2.5 [9].

After including some predefined budgets for emittance
blow up and beam loss (5% in the PSB and PS for both, and
10% in the SPS) we can represent in the plane emittance vs.
intensity per bunch at the SPS extraction the curves corre-
sponding to PSB brightness, PS and SPS space charge limits,
and intensity limitations of the PS and SPS. The regions of
inaccessible parameter ranges are shaded. The outcome of
this exercise is displayed in Fig. 1, from which we deduce
that presently the best standard LHC beam produced by the
injectors has 1.3e11 p/b within about 2.7 µm transverse emit-
tance. All the points measured at LHC injection over the
years 2015 – 2018, displayed in green, fully confirm this
analysis.

Figure 1: Limitation diagram for the standard LHC beam in
the present injectors’ chain.

Other methods of LHC beam production exist, which can
lead to brighter bunches at the expense of the length of the
trains transferred from the PS to the SPS at each cycle. For
example, by transferring trains of 48 bunches instead of 72,
obtained through a different sequence of batch compression
and bunch merging/splitting actions at 2.5 GeV in the PS,
the beam brightness can be almost doubled with respect to
the scheme discussed above. The beam obtained in this way
has been preferred for physics production in the LHC for
most of the current run and has been routinely employed
since the beginning of 2018. More details about alternative
LHC beam production schemes can be found in [10–12].

HL-LHC beam requirements
The HL-LHC upgrade aims at accumulating an integrated

luminosity of 250 fb−1/year at the high luminosity IPs. As-
suming 50% HL-LHC performance efficiency, this goal can
be achieved assuming a standard LHC beam with bunch
intensity of 2.3e11 p/b and a transverse emittance of 2.1 µm
injected from the SPS. In order not to exceed a pile up of 140
events/crossing, the luminosity is levelled at 5e34 cm−2s−1
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by gradually lowering the beta functions at the IPs (β∗) down
to 15 cm while partially compensating for the crossing angle
with the crab cavities. An ultimate goal of 320 fb−1/year is
also set assuming levelling at 7.5e34 cm−2s−1, allowing for
a pile up of 200 events/crossing. Table 1 shows achieved
and HL-LHC specified beam parameters at the SPS exit.

Table 1: Current and HL-LHC beam parameters out of SPS

Nb (1011 p/b) εx,y (µm)
Achieved 1.3 2.7

HL-LHC target 2.3 2.1

It is clear that both intensity and brightness of the LHC
beams will need to be roughly doubled in the HL-LHC era.
Looking back at Fig. 1, HL-LHC is basically targeting a point
right in the middle of the currently inaccessible region.

LIU CHALLENGES TO REACH THE
HL-LHC BEAM PARAMETERS

Figure 1 directly suggests the path to reach the challenging
beam parameters specified in the second row of Table 1. We
will discuss first how to achieve the desired brightness and
we will focus later on the intensity reach.

Achieving the future brightness relies on two main pillars:
• Reduction of the slope of the PSB brightness line by at

least a factor two;
• Mitigation of the space charge effect in the PS.

The space charge in the SPS does not seem to limit the
performance even for the future beams, as its limitation
curve clearly lies below the HL-HLC target point. The two
goals listed above will be realised within the LIU project by
means of the following actions. Firstly, the PSB brightness
line with half slope will be made possible by using Linac4
with H− charge exchange injection into the PSB at 160 MeV.
It has been simulated that if Linac4 provides 40 mA within
0.4 µm, the future LHC beams can be injected in about
20 turns and the desired transverse emittance is compatible
with the blow up due to space charge at the new injection
energy (as was expected from a naive β2γ scaling) [13]. If
the current from Linac4 is lower (compatibly with the goal
set for the future fixed target beams), the number of injected
turns will have to be correspondingly increased. Secondly,
the injection energy into the PS will be raised to 2 GeV,
which alone guarantees a 63% intensity increase for a fixed
transverse emittance while keeping the space charge tune
spread the same as nowadays. Besides, the longitudinal
beam parameters at the PSB-PS transfer will have to be
optimised to further reduce the tune spread at PS injection
and ensure that the PS space charge curve in the limitation
diagram ends up in the shadow of the PSB brightness line.
The longitudinal emittance will be blown up along the PSB
cycle to provide longer bunches at the PS injection, while
the larger momentum spread will also further reduce the
space charge tune spread due to the increase of the average
beam horizontal size through dispersion. The longitudinal

emittance blow up can be reproducibly applied in the PSB
via either phase modulation of a higher harmonic or injection
of band limited phase noise on the main harmonic, as has
been demonstrated in MDs in 2017 [6] and 2018.

The achievement of the future intensity relies on:
• Longitudinal stabilisation of the beam along the PS

accelerating ramp and at top energy;
• Increase of the available power of the 200 MHz RF

system in the SPS in combination with a program of
longitudinal impedance reduction;

• E-cloud mitigation in the SPS.
The main longitudinal limitation for LHC-type beams in
the PS are dipolar coupled-bunch instabilities. A dedicated
broad-band feedback system using a Finemet cavity as a
longitudinal kicker has been installed and commissioned in
the PS. Extensive tests with beam have been performed since
2016 to explore the intensity reach with this system. The
maximum intensity with nominal longitudinal emittance at
PS extraction has been measured to be above 2.0e11 p/b [14].
Due to quadrupolar instabilities and incoherent longitudinal
emittance growth, it is not yet clear whether a higher har-
monic system will be required eventually to keep the beam
longitudinally stable with the desired longitudinal emittance
at the design intensity for HL-LHC reported in table 1.

The LIU baseline for the SPS includes an upgrade of the
low-level RF and a major upgrade of the 200 MHz RF sys-
tem [15]. The low-level RF upgrade will allow pulsing the
RF amplifiers with the revolution frequency (the LHC beam
occupies less than half of the SPS circumference) leading
to an increase of the available RF power from the existing
power plant up to about 1.05 MW per cavity. The main
upgrade consists of the re-arrangement of the four existing
cavities and two spare sections into two 4-section cavities
and four 3-section cavities, and the construction of two ad-
ditional power plants providing 1.6 MW each. This will
entail a reduction of the beam loading per cavity, an over-
all increase of the available RF voltage and a reduction of
the peak beam coupling impedance at the fundamental fre-
quency. With all this massive upgrade in place, the SPS will
be able to provide LHC beams with up to about 2e11 p/b,
still limited by coupled bunch longitudinal instabilities on
the ramp and at top energy [16]. To achieve 2.3e11 p/b it is
necessary to reduce the SPS longitudinal impedance. LIU
has foreseen shielding of the vacuum flanges between the
focusing quadrupoles and the adjacent straight sections as
well as installation of High Order Mode (HOM) couplers to
improve the damping of the HOMs of the 200 MHz cavities.
Numerical simulations have shown that these two measures
will allow matching the HL-LHC beam requirement [17].
Finally, the e-cloud in the SPS is a potential limiting factor
for operation with higher intensity. Accelerating the present
LHC beam without significant degradation from the e-cloud
has required an integrated time of several days of dedicated
scrubbing distributed over several years. Scrubbing is pre-
served from year to year in the SPS regions not exposed
to air during the stop, while it is partially lost, but usually
quickly recovered, where there has been air exposure. Stud-
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ies of e-cloud build up in the different SPS chambers have
revealed that the Secondary Electron Yield (SEY) thresholds
will not change significantly when going to the HL-LHC
intensity for most cases [18]. Although instability simula-
tions showed that the beam becomes more sensitive to the
e-cloud in the dipoles when increasing the beam intensity, it
is believed that scrubbing will work also up to the HL-LHC
bunch intensity. The Run 2 experience with beams with
2e11 p/b already injected into the SPS has indeed revealed
that scrubbing can be efficiently carried out over few days
and results in a clear reduction of the e-cloud induced in-
dicators [19]. Coating with amorphous carbon (a-C) [20]
is currently being applied to the chambers of the focusing
quadrupoles (QF) and adjacent drift chambers during LS2
in synergy with the impedance reduction campaign, which
will also gain an extra margin on the instability threshold.
Recent machine development studies (2017-18) with intensi-
ties above 1.8e11 p/b have revealed the onset of a horizontal
coupled bunch instability in this intensity range. Simula-
tion studies have clearly pinned down the source, which
is a combination of resistive wall and narrow band hori-
zontal impedances, whose effect is further enhanced by the
destabilizing action of the kicker broadband impedance re-
duction [21]. PyHEADTAIL simulations can reproduce to a
very high degree of accuracy the behaviour of this instability
as a function of the horizontal chromaticity and octupole
settings, as shown in Fig. 2. As this will need to be oper-
ationally stabilized in future operation with chromaticity
and/or amplitude detuning, a tradeoff of beam stability with
beam lifetime and emittance growth might have to be found
when pushing the current toward the LIU values. Another
option that is being considered, should the stabilisation be
unachievable through operational knobs, is the deployment
of a horizontal wide band feedback system, whose proof of
principle has been demonstrated at the SPS against TMCI
in the vertical plane [22].

Putting together all the points discussed in this section, we
can draw the new brightness and intensity curves represent-
ing the projected limitations after the implementation of the
LIU upgrades or actions, obtaining the limitation diagram
in Fig. 3. The HL-LHC required point from Table 1 is also
shown in yellow, demonstrating that the LIU upgrades are
indeed compliant with the achievement of this final goal.

HL-LHC CHALLENGES
The HL-LHC layout is based on the nominal LHC ring

configuration, in which about 1.2 km of beam line will be
changed. The nominal configuration is designed for a real-
istic, cost-efficient and achromatic implementation of the
low β∗ collision optics, based on the deployment of the
Achromatic Telescopic Squeeze (ATS) scheme [23]. The in-
stallation of triplet quadrupoles of larger aperture is needed
to safely accommodate the beams, which reach large dimen-
sions (peak beta functions >20 km), and the shielding to
limit the energy deposition and radiation in the SC coils
and cold mass [3]. Single particle stability in HL-LHC is

Measurements

PyHEADTAIL simulations

Figure 2: Stability map of the 4 trains of 48 bunches with a
current of 1.8e11 p/b and train spacing of 200 ns: Experimen-
tal (top) and simulations (bottom). Courtesy of H. Bartosik
and C. Zannini

Figure 3: Limitation diagram for the standard LHC beam in
the injectors’ chain after the LIU upgrades.

challenged by the large beta functions in the triplets and in
the adjacent arcs, which enhance the effect of linear and
non-linear errors in those regions leading to potentially low
Dynamic Aperture (DA) in absence of correction. Even to
allow for basic optics measurements pre-computed correc-
tions based on accurate magnetic measurements will have
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Figure 4: E-cloud generated heat load as a function of bunch intensity in LHC arc dipoles (left) and quadrupoles (right) for
different SEYs, as labeled. Courtesy of G. Iadarola and G. Skripka.

to be used. Besides, the β∗ levelling during many hours of
operation at constant luminosity will require the commis-
sioning of a large number of optical configurations. This
further challenges the efficiency of the optics measurement
and correction tools, needed to fulfil the tight tolerances
coming from DA or coherent stability constraints [24].

In terms of effects related to the collective beam dynam-
ics, running HL-LHC with double intensity and brightness
will pose notable challenges, such as beam stability, beam
induced heat loads in the cold regions and beam-beam [25].
(1) Transverse instabilities have been observed in the LHC
with different types of beams and during different machine
processes, and have required operation with quite extreme
settings, e.g. with Q’=+15, octupole strength close to the
maximum, as well as with maximum gain and maximum
bandwidth of the transverse feedback (50 turns and 20 MHz,
respectively) at high energy. The instabilities observed at in-
jection energy (450 GeV), which are also cured by high chro-
maticity and octupole strength, are ascribed to e-cloud. Due
to some features (such as symmetry between the transverse
planes, heat load measurements on single magnets, simu-
lated electron distributions with different magnetic fields),
the e-cloud forming in the quadrupoles is likely to be the
main culprit. Combined e-cloud build up and instability
simulations show that the electron density in quadrupoles
decreases for higher bunch currents and therefore these insta-
bilities should become less critical for HL-LHC intensities.
The underlying assumption is of course that all beam cham-
bers will scrub for the higher HL-LHC beam intensities at
least as much as they have for the present intensity. To gain
margin in the octupole strength needed for suppressing in-
stabilities driven at least partly by impedance, impedance
reduction will be applied to the main existing contributors
(i.e. the collimators) and to new elements in high beta re-
gions (e.g. crab cavities). In particular, all secondary beta-
tron collimators will be replaced with new ones based on a
low-impedance design. The present baseline foresees using
Mo-Graphite jaws coated with a 5µm Mo layer. This mate-
rial exhibits comparable robustness as the present carbon-

based secondary collimators, but has an electrical resistivity
5 (uncoated) to 100 times (coated) lower [26]. Through an
iterative process between the RF and the impedance teams,
the HL-LHC crab cavities have been already designed with
attention to minimise the impact of HOMs on beam stability.
(2) Within HL-LHC, the SEY in the insertion regions will
be actively reduced by surface treatments (a-C coating [20]
or laser treatment [27]), with an expected reduction of the
heat load due to e-cloud in these regions. However, no in-
tervention is foreseen on the beam screen of the arcs, which
cover more than two thirds of the whole machine. When op-
erating with 25 ns beams, the measured heat loads in the arcs
have been consistently much larger than those expected from
impedance and synchrotron radiation and they exhibited a
still unexplained spread between arcs, being very close to the
nominal cryogenics limits in the “hottest” arcs [28]. In fu-
ture operation, we will be faced with two main issues. First,
when moving to HL-LHC intensities and 7 TeV, the contri-
bution of impedance and synchrotron radiation will become
three-fold, which roughly halves the available margin of the
cryogenic system for additional heat loads. Second, the scal-
ing with intensity of the observed additional heat loads is
quite uncertain. Making the educated assumption that e-
cloud is the most plausible source of these heat loads (since
it is compatible with a number of observations), we can
however predict the heat load in the new parameter regime,
as displayed in Fig. 4. For SEYs in the 1.2-1.4 range, as
inferred from the present excess heat load in the various sec-
tors, e-cloud build up simulations foresee a relatively mild
change of e-cloud generated heat load when increasing the
bunch intensity to HL-LHC values. This scaling needs to
be validated experimentally after LS2 (when LIU will make
higher intensity beams available from the injectors [29]).
When summing up all the heat load contributions from the
e-cloud in the different regions and those from impedance
and synchrotron radiation, one finds out that, while the heat
load in low-load sectors would be below 8 kW/arc and thus
compatible with HL-LHC, the heat load in high-load sec-
tors exceeds the maximum value by at least 20%. If this is
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confirmed, a back-up filling scheme featuring several 125 ns
gaps within the bunch trains will be used for keeping the
heat load in the high-load sectors within the capacity of the
cryogenic plant. This will be at the expense of a 10-30%
lower number of bunches in LHC.
(3) The beam-beam interaction introduces additional strong
nonlinearities in the particle motion and leads to resonance
excitation as well as a large tune spread, potentially result-
ing in a significant restriction of the DA and thus beam
degradation. Operational experience and machine studies
have proven that the present LHC has surpassed the head-
on beam-beam tune shift limit, which was assumed based
on experience from past colliders [30, 31]. However, the
HL-LHC represents yet another jump into an unexplored
parameter range, furthermore with a baseline configuration
of luminosity β∗ levelling and crossing angle compensation
with crab cavities. The beam-beam studies for HL-LHC are
performed by tracking the particles over a few million turns
under the weak-strong approximation for the beam-beam
interaction and for HL-LHC baseline parameters. The DA
is calculated and compared with the target value of 6σ over
1e6 turns. Simulations seem to confirm so far that the target
DA is comfortably achieved during the whole levelling pro-
cess and including the chromaticity and octupole settings
necessary for beam stability. This gives room to crossing
angle adjustments during the levelling process to reduce the
pile-up density and the radiation on the inner triplets [32].
A global exploration of the impact on DA of all the related
parameters, including possible compensation of the long-
range beam-beam effects with wires or electron lenses, is
underway to refine operational scenarios and optimise the
projected HL-LHC performance.
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MITIGATION OF COHERENT INSTABILITIES IN LINEAR COLLIDERS
AND FCC-HH

D. Schulte∗, CERN, Geneva, Switzerland

Abstract
Collective instabilities play an important role in projects as

diverse as FCC-hh and CLIC and drive some of the choices.
In the paper a few examples are shown where the instabilities
were mitigated by design choices and the resulting impact
on the collider cost and power consumption is highlighted.

INTRODUCTION
Collective beam instabilities can be mitigated with special

technologies which suppres them. Beam-based feedback is
a prime example. In some cases they have to be mitigated
by design of a facility and can thus be a key design driver.
This is the case for CLIC (Compact LInear Collider) [1]
and FCC-hh, the hadron collider of FCC (Future Circular
Collider) [2] as will be described below.

CLIC
The CLIC study is preparing a staged electron-positron

linear collider design that can be implemented in stages with
centre-of-mass energies of 380 GeV, 1.5 TeV and finally 3
TeV. The concept uses 12 GHz normal-conducting accelerat-
ing structures in the main linac to accelerate 50 beam pulses
per second each about 150 ns long and containing more than
300 bunches. It uses a novel drive-beam concept to produce
the power for the main linac.

The first energy stage of CLIC has been systematically
optimised for cost for the collision energy of 380 GeV and
required luminosity of 1.5 × 1034 cm−2s−1 defined by the
physics study.

A key ingredient of this optimisation has been the collec-
tive effects in the main linac. The particles of the bunches
that pass through the accelerating structures extract energy.
This beamloading reduces the accelerating field for the sub-
sequent particles in the bunch and can generate an energy
spread. The energy spread can in part be compensated by not
accelerating the bunch at the moment when the RF field has
reached its maximum but rather slightly earlier, typically at
an RF phase of 12-15 degress. The RF field at the tail of the
bunch is thus larger and can compensate the beamloading.
To minimise the spread in acceleration, the bunch length has
to be adjusted for the bunch charge; higher bunch charges
demand longer bunches. This allows to determine the bunch
length as a function of the charge.

Transverse wakefields of the bunch can lead to instabilities
if the bunch is not injected perfectly on axis. They have to
be suppressed. Whether an instability occurs depends on the
focusing strength of the lattice, the RF structure design and
the length and charge of the bunch that drives the wakefields.

∗ daniel.schulte@cern.ch

Since stronger focusing helps to mitigate the instability, the
strongest practical lattice is chosen, and about 10% of the
main linac is filled with quadrupoles. Further increase of
this fraction would give minor improvements but start to
hurt the effective gradient significantly.

The wakefields produced in each accelerating structure
can be calculated based on the structure design. For CLIC
a few basic parameters have to be taken into account: The
structure length and the iris radius and thicknes for the differ-
ent cells along the structure. This is achieved by a program
developed by K. Sjobaek and A. Grudiev [3]. Since the
bunch length is a function of the charge, it is now easy to
determine the bunch charge that leads to transverse single-
bunch instability. By backing off slightly in order to provide
safety margin, this allows to define the maximum bunch
charge.

The minimum distance between bunches is given by multi-
bunch transverse instabilities. At larger distances the wake-
fields are weaker with the strong damping in the CLIC struc-
tures. The code allows to calculate the long-range wakefield
and an analytic estimate can be used to identify the accept-
able limit [4].

The number of bunches required to achieve the luminosity
goal depends on their charge and the emittances from the
damping ring and the beam transport systems as well as
the focusing ability at the interaction point. It is a simple
function of the charge, since the emittances can also be
expressed as a function of the charge.

The number of bunches that is required to reach the lu-
minosity goal is easily estimated. The repetition rate of the
collider is fixed at 50 Hz to minimise the impact of mag-
netic stray fields from the power grid, which operates at 50
Hz1. The number of bunches required per beam pulse is
thus known. Together with the distance between bunches the
length of the RF pulse can be calculated, taking into account
the structure design. This allows to determine whether the
structure has an acceptable breakdown probability.

This procedure thus defined all relevant beam parameters.
Based on the structure and the beam parameters the cost and
power consumption of the collider can be estimated. Finally,
the cheapest design that reaches the luminosity goal has been
used. It has also one of the lowest power consumptions.

FCC-HH
FCC-hh is designed to provide 100 TeV proton-proton

collisions with a luminosity of up to 3 × 1035 cm−2s−1. It
uses 16 T superconducting Nb3Sn magnets in its roughly
100 km long collider tunnel to bend the beam on its orbit.

1 Actually, the repetition rate is locked onto the grid frequency to follow
the small deviations from the 50 Hz that occur.
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A key parameter in the FCC-hh design is the magnet
aperture in the arcs. Larger apertures mean that the magnets
need to contain more of the expensive superconductor and
thus increases the project cost. At injection, the beamscreen
is the main source of impedance and too small aperture can
render the beam unstable.

At first glance it might be surprising that impedances
play an important role in FCC-hh, since the injection and
collision energies of 3.3 and 50 TeV, respectively, are much
higher than in LHC. But the larger circumference, lower
revolution frequency, and larger betafunctions all increase
the sensitivity to impedances.

The impedance efffects depend on the lattice, the bunch
charge, spacing and energy as well as on the aperture and the
resistivity of the surface. Copper coating is applied to reduce
the resitivity at the relevant frequencies. The maximum
injection energy is defined by considerations of the LHC
as an injector to be 3.3 TeV. Higher energies would slow
the ramping of the injector, which is a key ingredient in the
integrated luminosity.

To maximise the integrated luminosity, the beam current
has to be as high as possible since the beam is burning rapidly
in the experiments. The time that one can operate without
having to replace the beam with a fresh one is thus limited.
It increases with the amount of stored beam; in case of FCC-
hh it reaches about 3.2 h. The estimated time to refill the
collider and resume luminosity operation is 4 h.

The minium beamscreen aperture of 25 mm has been
determined by estimating the instability rise times and allow-
ing for some margin with respect to the speed of mitigation
techniques, such as fast feedback. The initial studies of N.
Monet and G. Rumolo [5] have been later confirmed with
full studies including all the relevant detail of the beam-
screen geometry by S. Arsenyev et al. [6]. Adding the space
required for cooling and vacuum then allows to determine
the minimum aperture for the magnets to be 50 mm.

An important collider parameter of FCC-hh is the bunch
spacing. The total beam current is largely limited by the
emission of synchrotron radiation and the need to remove
it from the cold magnets. The distribution of the current
over bunches has some flexibility. A smaller bunch spacing
would distribute the luminosity over more collisions and
thus reduce the number of background events per collision.
This can simplifiy the detector design.

One of the key drivers of the bunch distance is the electron
cloud, which can also lead to beam instabilities. In FCC-hh
the generation and build-up of the cloud is suppressed by a

special beamscreen design that removes most synchrotron
radiation photons from the beam chamber. The build-up
is suppressed by surfact coating on the beamscreen or by
laser treatment, both of which reduce the secondary emis-
sion yield—the number of secondary electrons produced
by each electron that hits the beamscreen. However, the
acceptable secondary emission yield depends on the spacing
between the proton bunches. The nominal spacing of 25
ns allows for a yield of up to 1.2 in the quadrupoles, the
tightest requirement in any component as shown by studies
of L. Mether [6]. For the shorter bunch spacings of 12.5 and
5 ns the limit is reduced to about 1.0 and therefore at the
current moment does not provide enough margin to be sure
to reach the full performance goal if no additional measures
are taken.

Further work to reduce the electron cloud is thus required
to enable smaller bunch spacings and potentially ease the
design of the detectors.

CONCLUSION
Collective instabilities play an important role in future col-

liderdesigns such as CLIC or FCC-hh. They drive important
design choices. In CLIC the beam parameters, the cost and
power consumption of the project are a direct consequence
of wakefield effects in the main linac. The project has been
optimised for minimum cost and power consumptions by
going to the limit (with required margin) of these effects and
by selecting the optimum accelerating structure.

In FCC-hh, collective instabilities are critical in defining
the magnet aperture, which impacts the cost of the project.
Also the choice of beam time structure is governed by col-
lective effects. They therefore have a direct impact on the
physics performance of the collider.
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Abstract
In order to achieve a high luminosity in the electron-

positron Future Circular Collider (FCC-ee), very intense
multi-bunch beams with low emittances are accumulated in
two separate rings and collide in two interaction regions ex-
ploiting the crab waist collision scheme. In order to preserve
beam quality and to avoid collider performance degradation
a careful study of beam collective effects is required. In
this paper we overview impedance related coherent beam
effects and instabilities potentially dangerous for FCC-ee
and discuss measures and techniques for their mitigation.

INTRODUCTION
In order to ensure the future worldwide particle physics

program, CERN has launched the Future Circular Col-
lider (FCC) study for the design of different circular col-
liders for the post-LHC era [1–4]. A high luminosity elec-
tron–positron collider FCC-ee (former TLEP [5]) is consid-
ered as a potential first collider option to cover the beam
energy range from 45.6 GeV to 182.5 GeV, thus to allow
studying the properties of the Higgs, W and Z bosons and
top quark pair production threshold with unprecedented pre-
cision. For example, the design luminosity of 2.3×1036

cm−2s−1 at the Z resonance (45.6 GeV/beam) is by almost
five orders of magnitude higher than the maximum luminos-
ity ever achieved at LEP at the same energy (See Table 2
in [6]). There are several main ingredients that help reaching
the high luminosities in FCC-ee: the two separate rings allow
colliding many bunches without their parasitic interaction;
the longer circumference allows storing higher beam intensi-
ties with the same synchrotron radiation loss; the crab waist
collision scheme proposed [7, 8] and successfully tested at
LNF INFN [9] makes it possible to reduce drastically the
beta functions at the interaction points, to collide beams with
much lower emittances and to suppress nonlinear resonances
induced by the beam-beam interaction [10].

As it can be seen from Table 1 the beam emittances of
FCC-ee are very small, comparable to those of the modern
synchrotron light sources, while the beam stored currents are
close to the best current values achieved in the last generation

∗ This project has received funding from the European Union’s Horizon
2020 Research and Innovation programme under Grant Agreement No
730871.

† mikhail.zobov@lnf.infn.it

of particle factories (see Table 2 in [11] for comparison).
Therefore, a careful study of collective effects is required
in order to preserve the quality of the intense beams, to
suppress eventual beam instabilities and to avoid excessive
RF power losses leading to a damage of vacuum chamber
components and accelerator hardware.

In this paper we present a preliminary study of the col-
lective effects in FCC-ee and discuss eventual measures for
their mitigation. A particular focus is given to the vacuum
chamber impedance and impedance related instabilities.

Below we will consider only the Z resonance option since
it is more vulnerable to the collective effects and instabilities
because of the lower beam energy, longer damping times,
higher beam intensities and highest number of bunches.

BEAM COUPLING IMPEDANCE AND ITS
MINIMIZATION

As it has been shown in [12], for the 100 km long collider
the vacuum chamber size, shape and material conductivity is
of crucial importance for beam dynamics and, respectively,
for collider design solutions and parameters choice. First
of all, it has been decided to use the vacuum chamber with
a round cross section in order to avoid the betatron tune
variation with beam current in multi-bunch operations due
to the qudrupolar resistive wall (RW) wake fields [13, 14].
It has been estimated that for a rectangular vacuum chamber
made of copper and having the transverse sizes 70x120 mm2

the tune shift would be as high as 0.4 for the nominal beam
current of 1.4 A. The beam pipe radius of 35 mm has been
chosen for FCC-ee as a reasonable compromise between the
beam impedance and the power required for magnet power
supplies.

Actually the shape of the beam pipe is not totally round but
additional antechambers (winglets) are foreseen for pump-
ing purposes and installation of synchrotron radiation (SR)
absorbers, similarly to SuperKEKB design [15]. In addi-
tion, the antechambers are very helpful in suppression of the
electron cloud effects in the positron ring.

In order to reduce the impedance it is desirable to avoid us-
ing multiple transitions in the vacuum chamber cross-section.
For this reason the FCC-ee twin dipole and quadrupole mag-
nets are designed in such a way to incorporate the beam
pipe with the chosen geometry [16]. Fig. 1 shows a CAD
model of a 1 m long section with the twin-bore magnets,
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Table 1: Relevant FCC-ee baseline parameters. ∗ SR: synchrotron radiation, BS: beamstrahlung.

the inserted vacuum chambers and pumping ports for local-
ized pumps [17]. Furthermore, it is being considered using
the “comb-type” technology in design of bellows and gate
valves [18] with the RF shields fitting the vacuum cham-
ber shape thus providing an electromagnetic continuity. As
shown in Fig. 2, the BPM buttons positions are also chosen
to fit this vacuum pipe geometry [17].

Figure 1: CAD model of the FCC-ee vacuum chamber with
installed twin-bore magnets and attached pumping ports.

Figure 2: An extended view of one BPM block with button
electrodes.

The FCC-ee vacuum chambers have to be coated in order
to mitigate the electron cloud effects (beam induced multi-
pacting) in the positron ring and/or to improve the vacuum
pumping in both rings. Thin layers of NEG, TiN and AC
have been considered for these purposes [19]. It has been
demonstrated [12] that under certain assumptions, that are
valid for the FCC-ee parameters, the longitudinal and trans-
verse impedances of a two-layer beam pipe are given by
the sum of two terms, the first term representing the well-
known impedance of a single layer beam pipe and the second
one describing an inductive perturbation proportional to the
thickness Δ of the coating:

𝑍𝐿 (𝜔)
𝐶

≃ 𝑍0𝜔

4𝜋𝑐𝑏

{
[sign(𝜔) − 𝑖] 𝛿2 − 2𝑖Δ

(
1 − 𝜎1

𝜎2

)}
(1)

𝑍𝑇 (𝜔)
𝐶

≃ 𝑍0

2𝜋𝑏3

{
[sign(𝜔) − 𝑖] 𝛿2 − 2𝑖Δ

(
1 − 𝜎1

𝜎2

)}
(2)

where 𝑍0 is the vacuum impedance, 𝑐 the speed of light,
𝑏 the pipe radius, 𝛿1, 𝜎1 and 𝛿2, 𝜎2 the skin depths and
conductivities of the coating and the beam pipe (substrate),
respectively.

As it can be seen, for the above assumptions, the real part
of the impedance does not depend on the coating thickness
and conductivity. The performed numerical studies [12]
have confirmed that the resulting RF power losses due to
the RW impedance remain almost unchanged for the coating
conductivity and thickness varying in a very wide range.
In turn, since the perturbation of the imaginary part due to
the coating is proportional to its thickness and to the term
(1−𝜎1/𝜎2), if the coating conductivity is much smaller than
the beam pipe material conductivity the impedance depends
only on the thickness of the coating layer. On the other
hand, if the two conductivities are comparable, this term
reduces the coating perturbation. It has been shown that the
coating thickness plays a crucial role affecting both single
and multibunch beam dynamics [12]. In particular, in order
to keep longitudinal microwave instability under control the
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coating thickness should be as small as 50-100 nm [20]. For
this reason, a campaign of dedicated measurements has been
launched to to study the properties of NEG thin films with
thickness below 250 nm [20,21], such as secondary emission
yield and activation performance.

In addition to the RW impedance there are many other
impedance sources in the machine. The design of the vac-
uum chamber components such as RF cavities, kickers, beam
position monitors (BPMs), bellows, flanges etc. has not been
finalized yet. In order to evaluate their possible impedance
contribution, the present strategy consists in adopting the
best design solutions of the accelerator components used
in the modern synchrotron light sources and the particle
factories. These are, for example, comb-like bellows, gate
valves and flanges used in SuperKEKB [22], the DAΦNE
longitudinal feedback kickers [23] and injection kickers [24],
SIRIUS conical beam position monitors [25] etc. The work
is ongoing in order to decrease the FCC-ee interaction region
impedance and to suppress eventual trapped higher modes
(HOM) in the area where the two ring beam pipes merge
(Y-chamber) [26], see Fig. 3.

Figure 3: The interaction region Y-chamber with the in-
stalled HOM suppressors (see details in [26]).

Special efforts are being dedicated to design the RF cav-
ities with HOM couplers in such a way to keep the HOM
parameters under a harmless level [27, 28].

For the present impedance model we consider that for run-
ning at Z energy the RF system will consist of 56 single cell
cavities operating at 400 MHz [29] and arranged in groups
of four cavities connected to the beam pipe by 0.5 m long ta-
pers. In order to eliminate the beam halo and to suppress the
background, collimators based on PEP-II and SuperKEKB
design [30, 31] are planned to be installed in the machine,
for a total number of 20 (10 for each plane). The impedance
contribution of the 10000 absorbers to cope with the SR has
been minimized by placing them inside the two rectangular
antechambers on both sides of the beam pipe. This model
also includes 4000 BPMs [25] and 8000 comb-type bellows
with RF shielding [32] to be allocated before and after each
BPM. The impedance contribution of the absorbers “hidden”
inside the antechambers is almost negligible with respect to
the contributions of the other vacuum chamber components.

The coupling impedances and wake fields for these
vacuum chamber elements have been evaluated numeri-
cally [21]. Figure 4 shows the longitudinal wake potentials
of each component for the nominal bunch length of 3.5 mm.
Table 2 summarizes the corresponding loss factors. As it
can be seen, the resistive walls with 100 nm coating provide
the dominating contribution in both the total wake potential

Table 2: RF power losses due to different vacuum chamber
components

and respective power losses that are not negligible compared
with the 50 MW power lost by SR. Hopefully, the power
losses are expected to be substantially lower due to the bunch
lengthening.

Figure 4: Longitudinal wake potential of different vacuum
chamber components calculated for 3.5 mm Gaussian bunch.
The resistive wall potential is plotted for 100 nm thin coating.

IMPEDANCE RELATED EFFECTS AND
INSTABILITIES

The electromagnetic beam interaction with a surround-
ing vacuum chamber, described in terms of wake fields and
impedances, affects longitudinal and transverse beam dy-
namics. It can result in both single and multi-bunch insta-
bilities and overheating of vacuum chamber components.
The impedance related collective effects can substantially
worsen the overall collider performance.

As it has been shown in [12] the resistive walls give the
dominating contribution to the impedance budget of FCC-
ee. The resistive wall impedance alone causes a substantial
bunch lengthening and bunch shape distortion as shown in
Fig. 5, compared to the unperturbed Gaussian bunch (dashed
line in the right-hand side of the figure).

The left plot in Fig. 5 shows the rms bunch length as a func-
tion of bunch intensity for different thickness of the vacuum
chamber coating while the right picture demonstrates the
bunch profile distortion for the nominal bunch intensity [12].

In collisions with a large Piwinski angle, as is the case of
FCC-ee, the collider geometric luminosity decreases for
longer bunches. On the other hand, for longer bunches
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Figure 5: Bunch lengthening (left picture) and bunch shape distortion (right pictures) calculated for different coating
thicknesses. The dashed line in the right figure is the unperturbed zero current Gaussian bunch.

the beam lifetime increases and the RF power losses are
reduced. However, at certain bunch intensity, microwave
instability can take place. Typically the microwave insta-
bility does not produce a bunch loss, but the consequent
energy spread growth and possible bunch internal oscilla-
tions above the instability threshold cannot be counteracted
by a feedback system. In addition, the longitudinal wake
fields result in the synchrotron tune reduction and a large
incoherent synchrotron tune spread. Both these effects influ-
ence beam-beam performance shifting the collider working
point and affecting the coherent and incoherent beam-beam
resonances.

Figure 6 shows the energy spread versus bunch intensity
for different values of vacuum chamber coating thickness
(left plot) and the synchrotron tune shift and spread calcu-
lated for the 100 nm coating thickness (right plot).

As it is seen in Fig. 5 and Fig. 6, in order to avoid the
excessive bunch lengthening and, even more important, to
stay below the microwave instability threshold the coating
thickness should be smaller than 200 nm. This request has
resulted in dedicated studies of thin TiZrV films properties
for the film thickness below 250 nm [21].

Including the impedance contributions of the other vac-
uum chamber components does not change the results dras-
tically. The left plots in Fig. 7 show the bunch length in
FCC-ee as a function of the bunch population, while the
right plots indicate the respective energy spread calculated
using the wake potential shown in Fig. 4. The blue curves
correspond to the bunch length and energy spread varia-
tions for non-colliding bunches. At the nominal intensity
the bunch lengthens till about 7 mm, while the microwave
instability threshold is by about a factor of 1.5 higher than
the nominal bunch population. So there is only a small
margin left for eventual impedance increase. In collision,
the “beamstrahlung” effect [33] results in an additional en-
ergy spread increase leading to the strong bunch elongation
and the microwave instability threshold increase beyond the
considered bunch intensities (brown curves).

Differently from the longitudinal microwave instability,
the transverse mode coupling instability (TMCI) is destruc-

tive for intense bunches. The bunches can be lost in few
revolution turns. The instability takes place when coherent
frequencies of different modes of transverse internal bunch
oscillations merge. The TMCI threshold has been evaluated
with the analytical Vlasov solver DELPHI [34] by consid-
ering the dominating RW impedance and by taking into
account the bunch lengthening due to the longitudinal wake
fields shown in Fig. 7. It has been found that in the transverse
case the TMCI instability threshold is affected to a lesser
extent by the coating thickness due to the bunch lengthening
effect. For comparison, Fig. 8 shows the real part of the
frequency shift of the first coherent oscillation modes as a
function of the bunch population for 50 nm (left) and 1 𝜇m
coatings (right), respectively. The dashed line represents
the nominal bunch intensity. The TMCI threshold (merging
lines) is about a factor 2.5 higher than the nominal intensity.

Analyzing the multi-bunch beam dynamics it has been
found that the coupled bunch instability due to the transverse
RW long range wake fields is another critical issue for the
collider [12]. The growth rate of the fastest coupled bunch
mode is estimated to be 435 1/s corresponding to about 7
revolution turns. It is worth noting here that the transverse
radiation damping time is 2550 turns, i.e. it is much longer
than required for the instability suppression. So a robust
feedback system is necessary to mitigate the fast instabil-
ity. As a possible solution it has been proposed to use a
distributed feedback system. A dedicated study is underway
to develop such a challenging system [35].

The longitudinal radiation damping alone also cannot
suppress the longitudinal coupled bunch instabilities due
to the beam interaction with parasitic higher order modes
(HOM) trapped in the vacuum chamber components. In
order to cope with the instabilities special HOM damping
techniques are to be applied to reduce the shunt impedances
of the HOM to a harmless level, as discussed in [36]. In
addition, also in this case a longitudinal feedback system
has to be developed as a further safety knob.
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Figure 6: Rms energy spread as a function of the bunch intensity (left picture) and the synchrotron frequency distribution at
the nominal bunch current calculated for the coating thickness of 100 nm (right picture).

Figure 7: Bunch lengthening (left picture) and the energy spread (right picture) in FCC-ee as a function of the bunch
intensity.

Figure 8: Real part of the frequency shift of the first transverse coherent oscillation modes for 50 nm (left) and 1 𝜇m (right)
coating thickness.

CONCLUSIONS

FCC-ee beam coupling impedance and related collective
effects play an important role for both the parameters choice
and design solutions for the 100 km collider. The work is in
progress in order to minimize the impedance and to mitigate
the related instabilities. The shape of the vacuum chamber
pipe was chosen to be similar to that used in SuperKEKB:
the round shape should help minimizing the eventual beta-
tron tune shift due to the quadrupolar resistive wall wake
fields, while the attached winglets (small antechambers) will
be used to install “hidden” absorbers and to connect the
pumping ports. In order to avoid using multiple tapers it

has been decided to keep the same chamber cross-section all
around the ring, in the arcs and straight sections. Moreover,
bellows, gate valves, flanges and BPM blocks are being de-
signed in such a way to fit the vacuum pipe shape. The beam
dynamics analysis has shown that the pipe coating should
be as thin as possible in order to mitigate the impact of the
resistive wall impedance. Respectively, a dedicated program
has been launched at CERN in order to study the properties
of thin TiZeV films. The low impedance vacuum chamber
component design will rely on the experience gained during
design and commissioning phases of other high intensity
particle colliders and modern sources of synchrotron radia-
tion. A particular care now is given to reduce the impedance
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and to eliminate trapped higher order modes in the FCC-ee
interactions region. An optimization of the RF cavity HOM
couplers is under way in order to keep the HOM param-
eters under a harmless level. Since the estimated growth
time of the couple bunch instabilities is compared to a few
revolutions turns a proposal of using a distributed feedback
system has been endorsed and is under study. The work will
continue to keep both single and multi-bunch effects and
instabilities in FCC-ee under control.
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threshold determined by the single bunch instability. The 
build-up of electron cloud will be further suppressed by 
the NEG coating, for which a lower SEY is expected. 

INTERACTION WITH BEAM-BEAM 
In conventional electron positron colliders, only the 

impedance-lengthened bunch is used in beam-beam simu-
lations, instead of considering the impedance directly. 
This is not a problem since the longitudinal dynamics is 
not sensitive to beam-beam interaction. But it is different 
in high energy colliders since the bunch will also be 
lengthened during beam-beam interaction by beamstrah-
lung effect. It is very natural and more self-consistent to 
consider the longitudinal impedance directly in the beam-
beam simulation [8]. 

By scanning the horizontal tune to see whether the 
transverse oscillation is stable with beam-beam interac-
tion, it is found that the beam gets more unstable with 
impedance. One of the examples is demonstrated in Fig. 
13. More studies show that reducing x in the interaction 
point is efficient to damp this effect. Further optimization 
of the beam parameters and impedance is required. 

 
Figure 13: Horizontal beam size blow up in collision 
obtained by simulation with and without impedance. 

CONCLUSION 
The collective beam instabilities are potential re-

strictions in CEPC to achieve high luminosity perfor-
mance. Different strategies used to mitigate these effects 
have been discussed. The single bunch instability is dom-
inated by the microwave instability, which can induce 
longitudinal phase space distortions and couple with the 
beam-beam interaction. The beam parameters and imped-
ance need to be further optimized to get larger stable 
region in tune. The coupled bunch instabilities from the 
resistive wall and RF HOMs need to be damped by effi-
cient bunch by bunch feedback systems. The two stream 
instabilities require multi-train filling pattern with certain 
bunch spacing, along with feedback and vacuum condi-
tioning. 
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Abstract 
   The luminosity performance for an electron-ion collider 
demands high-current operation for both the electron and 
ion beams, for a wide range of collision energies.  This 
poses many challenges on the beam stability with regard 
to collective effects. In this paper, we present preliminary 
estimations of coherent instabilities for both of the EIC 
designs, i.e., JLEIC and eRHIC. Mitigation mechanisms 
or schemes envisioned for suppression of the instabilities 
are also discussed.  

INTRODUCTION 
An electron-ion collider (EIC) is identified by the nuclear 
physics community as the next exploring machine for an-
swering fundamental questions about QCD structure and 
dynamics of nuclear matter. To serve this goal, such col-
lider needs to have a wide range of centre-of-mass energy 
(20-140 GeV), high luminosity (1033 ~1034 cm-2 sec-1),  a 
wide range of ion species, and high polarization  (~70%) 
for the electron and light ion beams. In the past two de- 
cades, two EIC designs were actively developed, i.e., 
eRHIC by BNL and JLEIC by Jefferson Lab. Recently af-
ter BNL was selected to host EIC, the two labs joined 
forces in bringing eRHIC to the ultimate EIC.  

 
The luminosity performance of an EIC requires stable 

beam operation, while the behaviour of beam instability is 
determined by the luminosity concepts of the collider de-
sign. Despite the differences in machine configuration and 
in detailed parameters, JLEIC and eRHIC share similar lu-
minosity concepts that resemble those used in lepton col-
liders [1]. For both designs, the high luminosity is achieved 
by high beam current operation with moderate bunch 
charge, small transverse bunch emittances, small vertical 
beta star and a high bunch repetition rate. Here the small 
beta star is enabled by short bunch length, which is a new 
regime for hadron beams. The high rep rate is enabled by 
crab cavities to prevent parasitic collisions. At highest lu-
minosity, a high-energy bunched electron cooling is ap-
plied to the hadron beam, making the small transverse 
emittance and energy spread possible. These features of 
bunch distribution pattern, i.e., moderate bunch charge, 
small transverse emittances, and high bunch rep rate, imply 
that the beams at low energy could be vulnerable to single 
and coupled bunch instabilities, as well as two-stream in-
stabilities. For a complete design study, the collective ef-
fects need to be assessed for a wide range of beam energies 

and ion species, and also for the entire ion bunch formation 
process. In this paper, we present preliminary estimations 
of coherent instabilities for JLEIC, for cases of a few se-
lected collision energies, and discuss possible mitigation 
schemes. The counterpart studies for eRHIC will also be 
highlighted. 

MCBI IN JLEIC 
   The layout of JLEIC is shown in Fig. 1. In this design, 
the existing CEBAF is used as the full-energy electron 
beam injector, and the figure-8 shape is chosen for the 
collider rings to optimize polarization preservation. Table 
1 shows the key parameters relevant to the collective ef-
fects for the JLEIC [2], and parameters of PEPII are listed 
for comparison. In the following, we discuss the beam 
stability at the collision scenarios for the electron beam at 
energies Ee=3, 5, 10 GeV and for the proton beam at 
Ep=100 GeV.  
     The back-of-envelop assessments are given for imped-
ance-driven instabilities, i.e., single and coupled bunch in-
stabilities, as well as for two-stream instabilities, i.e., the 
e-cloud effects in the ion ring and the ion effects in the 
electron ring. This exercise helps us to identify parameter 
regimes vulnerable to beam instabilities where additional 
studies and mitigation schemes are called for.  

 

 
Figure 1:    Schematic layout of JLEIC  

 
 
Table 1: Parameters for JLEIC Instability Estimation 
 PEP-

II  
(LER) 

JLEIC 
         e-Ring 

JLEIC 
p-Ring 

E [GeV] 3.1 3 5 10 100 

 
 2.8 2.8 0.71 0.98 

  113 59.0 59.0 50.6 15.6 

 1.31 1.09 6.22 

  7.7 2.78 4.64 9.28 3.0 

  3.7 0.88 1.46 2.51 5.3 

  20 13 18 

		Iave 	[A]

		Ip 	[A]

	η 	(10
−3)

	σδ 	(10−4 )

		υs 	(10−2)

	 β⊥ 	[m]

 ______________________________________________  

* This material is based upon work supported by the U.S. Department 
of Energy, Office of Science, Office of Nuclear Physics under contract 
DE-AC05-06OR23177. 
 

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

291



 
Impedance Budget 
 
The budget of machine broadband impedance requires de-
tailed engineering drawings and careful EM modelling. For 
initial estimations, we start with the component counts for 
JLEIC collider rings and use impedance budgets in existing 
machines, such as PEPII or SUPERKEKB, as references 
[3, 4, 5]. One reason for using PEPII for reference is that 
there is consideration for the JLEIC e-ring to adopt the RF 
cavities, as well as the components for the vacuum and di-
agnostic systems, from PEPII HER. Another convenient 
feature is that the bunch length  for JLEIC is 
comparable to that in PEPII, given that the effective im-
pedances are bunch-length dependent. With the PEPII im-
pedance budget and the JLEIC component counts, and as-
suming these components are identical with those used in 
the PEPII HER, we get the estimation for the JLEIC e-ring: 
the inductance , the effective longitudinal im-
pedance , the loss factor , 

and the effective transverse impedance . If 

components in SUPERKEKB are used as reference, the 
JLEIC e-ring impedance estimation becomes: 

  

with the note that a shorter bunch length  for 
beams in SUPERKEKB than that in JLEIC may cause un-
derestimation of the effective impedances.  

  For the JLEIC ion ring, the ion beam undergoes the 
bunch formation process including the injection, accelera-
tion, bunch splitting, and finally collision. The bunch 
length varies through the whole process, and the short ion 
bunch  at the collision stage is made possible 
only by employing the envisioned high-energy electron 
cooling [6].  Since such short bunch length is unprece-
dented for the ion beams in existing ion rings, it is more 
appropriate [7] to use the PEPII rings (rather than existing 
ion rings) for reference when we estimate the impedance 
budget for the JLEIC ion ring. The ion-ring impedance at 
the collision scenario is thus estimated as:  

 

Note that some special components unique to the JLEIC 
design, such as the crab cavities and IR chamber, require 
detailed impedance modelling because references from the 
existing machines are either inadequate or not available. 
 
Longitudinal Microwave Instability (LMWI) 

 
The LMWI is assessed here by comparison between 

the theoretical estimation of impedance threshold, as given 
by the Keil-Schnell criterion,  

                    
 

and the expected machine impedance  . For the 

JLEIC baseline parameters in Table 1, this comparison is 
shown in Table 2, where “s”, “u”, and “m” denote stable, 
unstable and marginal respectively. Note that for the 
JLEIC electron beam, the energy spread gets smaller at 
lower energies. As a result, at 3 GeV the impedance 
threshold drops below machine impedance and thus the 
beam is vulnerable to LMWI. However, for PEPII, with 
its dipole configuration being different for LER and HER, 
the beam at 3.1 GeV can have a large energy spread and 
hence is free from this instability. This situation manifests 
one major challenge for the e-ring design, i. e., the ring 
optics should be versatile enough to provide sufficient 
Landau damping for a wide range of beam energies. This 
estimation indicates the necessity to apply suppression 
mechanisms against the microwave instability for the 
JLEIC e-ring at low energy. Examples of such mecha-
nisms include use of an alternative dipole configuration at 
low energy, the split-dipole concept in the eRHIC design 
[8], or damping wigglers. For the ion ring, the machine 
impedance is expected to be much smaller than the 
threshold impedance, so the beam is safe from this insta-
bility.  For the electron ring, detailed simulations are 
needed to study the bunch lengthening due to potential-
well distortion below the LMWI threshold, as well as the 
turbulent bunch lengthening and increase of energy-
spread beyond the instability threshold. 
 
Table 2: Longitudinal Microwave Instability (LMWI) 

 PEP-II  
(LER) 

JLEIC 
         e-Ring 

JLEI
C 

p-Ring 
E [GeV] 3.1 3 5 10 100 

    0.1 

  0.027 0.125 1.16 22.5 

LMWI s u m s s 
 
 
Transverse Mode-Coupling Instability (TMCI) 

 
For TMCI, the approximate theoretical threshold for 

transverse impedance is  

                  
with F the bunch form factor (  for short bunches). 
In Table 3, we compare this theoretical threshold, evalu-
ated using parameters in Table 1, with the estimated up-

per limit of machine transverse impedance  , ob-

tained using impedance budgets of existing machines as 
references. The comparison shows that the beams are sta-
ble with regard to TMCI. Note that there are large uncer-
tainties in both the machine traverse impedance and the 
simple back-of-envelope formula. Detailed studies of 
TMCI require an accurate JLEIC impedance model. Such 
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studies include solving the eigenvalue problem of the 
Vlasov equation [9] or macroparticle tracking that takes 
into account potential-well distortion in the longitudinal 
phase space and many other effects [10]. Additionally, 
special attention needs to be paid to the Christmas-tree-
like equilibrium longitudinal charge distribution for the 
proton bunch under strong electron cooling, which has a 
very dense core with long tails [11]. Space-charge effects 
on TMCI will also be assessed, especially for the ion 
bunches during their formation process [12]. 

 
Table 3: Transverse Mode-Coupling Instability (TMCI) 

 PEP-II  
(LER) 

JLEIC 
         e-Ring 

JLEI
C 

p-Ring 
E [GeV] 3.1 3 5 10 100 

      

  0.22 0.60 2.4 119 
TMCI s s s 

 
Coupled-Bunch Instabilities 

 
   In the collider rings, narrowband impedances from RF 
cavities, crab cavities and various other mode-trapping 
components can cause longitudinal or transverse coupled 
bunch instabilities (LCBI or TCBI). The JLEIC electron 
ring plans to use the PEP-II RF cavities, with the RF 
HOM parameters listed in Ref. [13].  For the JLEIC ion 
ring, an RF cavity design was developed with waveguide 
couplers for efficient HOM damping. The corresponding 
HOM parameters are listed in Ref. [14].   With these RF 
HOMs, as well as the resistive wall impedance and broad-
band impedance  , we estimate the growth 

rate for the coupled-bunch instabilities (CBI) using ZAP 
[15] (with Sacherer-Zotter’s formulas). For the selected 
set of collision energies for the electron and proton 
beams, results are shown in Tables 4 and 5. This calcula-
tion assumes an even bunch filling pattern, and Gaussian 
and parabolic bunch profiles for electron and ion beams 
respectively. In addition, a non-zero chromaticity of 

and a finite betatron tune spread of 3e-04 are as-
sumed for the TCBI calculations for both the electron and 
the proton beams.  

In Table 4 and 5,  and are the growth time for 
the longitudinal dipole and quadruple modes respectively, 

and  and  correspond to the growth time for the 

transverse rigid and dipole modes. Here  (or 
 

) for the e-ring represents the natural longitudinal (or trans-
verse) damping time due to synchrotron radiation, while 

 and  for the p-ring are the damping times for 

the proton beam due to the strong electron cooling [16] in 

the JLEIC design. Note that for the electron ring, the low-
est-energy beam (Ee =3 GeV) has the fastest growth time, 

i.e., =2.9 ms for LCBI and =1.6 ms for TCBI. 

With growth rates much faster than the natural damping 
rates in the low-energy regime, these instabilities are man-
ageable by fast feedback systems (damping time < 1ms) as 
used in modern electron storage rings. For the proton beam, 
the resistive-wall induced quadruple mode has a fast LCBI 

growth time, =6.2 ms. This is a result of the single-

bunch mode spectra for parabolic proton bunch profile. It 
is well known that electron cooling will change the bunch 
profile significantly, and its effect on LCBI growth rate re-
mains to be studied. Many topics of CBI and its mitigation 
schemes need to be addressed by careful studies, such as 
(1) effects of realistic uneven bunch pattern (with injec-
tion/ejection gaps and/or ion clearing gaps), (2) the joint 
effects of HOMs from both the accelerating/focusing RF 
cavities and the crab cavities, and (3) the Landau damping 
for transverse coupled-bunch instability due to tune-shift 
spread from beam-beam interaction. 

 
Table 4: LCBI in JLEIC  

 e-Ring p-Ring 

E [GeV] 3 5 10 100 
 2.9 4.1 72.8 30.7 
 31 43 466 6.2 
 187 40.5 5.1 > 30 min 

 
 

Table 5: TCBI in JLEIC  
 e-Ring p-Ring 

E GeV] 3 5 10 100 
 1.6 2.7 64 24.4 

 12.8 19.6 39.8 805 

 375 81 10 > 30 min 

 
 

Electron Cloud in the Ion Ring 
 

     In an ion ring, the ionization of residual gas and the 
beam-loss induced surface emission provide the source 
for the primary electrons, while the electron cloud build-
up comes mainly from the secondary electron production 
[17]. The electron cloud build-up behaviour depends on 
how the ion beam structure is compared to the reflection 
time of secondary electrons. For different stages of ion 
bunch formation in JLEIC, the build-up of electron cloud 
and its impact on the ion bunch stability can behave very 
differently. When the bunches are long and the repetition 
rate is low, as in conventional ion rings, electrons gene-
rated ahead of the bunch centre are trapped by the beam  
potential and are released toward the tail of the bunch, the 
so called trailing-edge effect. In the collision scenario, the 
high repetition rate and short bunches of the ion beam 

		

				 Z⊥
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make the e-cloud effect similar to those encountered by 
positron beams in modern lepton colliders. In such case 
the electron cloud density rises up rapidly and saturates at 
the neutralization density. For the proton beam at Ep =100 
GeV, the neutralization density is 

 , 

as modelled in Ref. [18] for a similar set of parameters. 
The threshold for the electron-cloud induced single-bunch 
transverse mode-coupling instability (TMCI) is estimated 
using the two-particle model [19], 

 

With , the bunch is stable from the electron-
cloud induced strong head-tail instability. The electron 
cloud may also cause coupled-bunch instability for the 
JLEIC ion beam, which could be more concerning and re-
quires detailed simulations. 

 
Ion Effect in the Electron Ring 

 
As the electron bunch trains circulate in a storage ring, 

they scatter with the residual gas molecules and produce 
ion particles. The ions could be trapped by the e-beam po-
tential well and cause many undesirable effects for the 
electron beam, such as emittance growth, tune shift, halo 
formation, and coherent coupled-bunch instabilities. For a 
symmetric bunch pattern, and for constant rms bunch sizes, 
the critical mass for the ions to be trapped in either x-mo-
tion or y-motion is given by [20] 

 

Our estimation shows that for the JLEIC ion ring all ion 
molecules (  ) will be trapped for even bunch fill.  
 

The ions produced from ionization scattering and then 
trapped by the beam potential can be cleared by leaving 
gaps in between the bunch trains [21]. However, even with 
the ions being cleared after each turn by a clearing gap (or 
gaps), there is still the fast beam-ion instability (FBII) [22] 
that could develop within the bunch train during a single-
turn circulation. Turn-by-turn, the transverse dipole motion 
for the electron bunches is propagated within a bunch train 
and gets amplified, with the dipole amplitude increasing in 
time and along the bunch train. Under the assumptions that 
(1) the force between the ion and electron beam is linear to 
their relative dipole offsets and (2) oscillation frequency is 

identical for all ions, the growth time 	
τ g for FBII is given 

by 

 
 

. 

For realistic beams, the horizontal charge distribution 
could result in the spread of the ion oscillation frequency 

and therefore the Landau damping of FBII. The dipole am-
plitude growth in such case is characterized by the e-fold-
ing time [23, 24] 

 

for fi   the coherent ion oscillation frequency and  the 
ion frequency variation. For a single bunch train in the 
JLEIC electron ring,  and are shown in Table 6 (for 

=0.5). Here for Ee=10 GeV, the growth time is compa-
rable to its counterpart for the PEPII HER beam. However, 
for Ee=3-5 GeV, the growth time is one or two orders of 
magnitude shorter and is consequently a serious concern 
for the electron beam stability. Further reduction of the 
growth rate is expected if the frequency spread of the ion 
beam, induced by the beam-size variation due to betatron 
oscillation, is taken into account. Possible mitigation meth-
ods include using (1) chromaticity to Landau damp the 
FBII, (2) clearing electrode, or (3) multiple bunch trains to 
reduce the growth amplitude. Comprehensive numerical 
modelling, for both FBII and the mitigation schemes, need 
to be performed for JLEIC. Further studies need to com-
bine FBII with the beam-beam induced tune spread, along 
with the coupled-bunch beam-beam instability in the gear-
change collision arrangements [25]. 
 

Table 6.  Growth time of FBII for JLEIC e-Ring 
Ee [GeV] 3 5 10 

 0.01 0.11 13.9 
 0.02 0.1 3.2 

 

MCBI IN ERHIC 

  In eRHIC, a polarized electron beam ( 2.5 to 18 GeV) 
collides with a polarized proton beam (41 to 275 GeV) or 
beams of other ion species. This EIC design takes full ad-
vantages of the existing RHIC, by using one of the RHIC 
rings as the EIC hadron collider ring and adding two elec-
tron rings in the same tunnel: a 400 MeV to 18 GeV rapid 
cycling synchrotron (RCS) and a full-energy electron col-
lider ring. A schematic layout of eRHIC is shown in Fig. 
2. 

 
Figure 2:    Schematic layout of eRHIC  

 
The coherent instabilities in eRHIC are studied for the 

electron and hadron beams at several collision energies 
[26, 27]. The impedance-induced instabilities are modelled 
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by particle tracking using TRANFT [10]. In this code, the 
beam is represented by 5 bunches (with periodic conditions 
for even bunch fill) and up to 105 macroparticles per bunch. 
The particles experience interaction with both short-range 
and long-range wakefields, along with fields for certain 
mitigation mechanisms. For the electron beam in the col-
lider ring, weak-strong beam-beam interaction from colli-
sion at IR is also included. 

 
Collective Effects in the Electron Collider Ring 

 
For this study, particle tracking is performed for electron 

beam at 5, 10 and 18 GeV. Here the broadband impedances 
consist of the geometric, resistive and coherent synchro-
tron radiation (CSR) impedances.  The HOM of the RF 
cavity (residing near an absorber) and resistive wall imped-
ance are respectively the major contributors for the longi-
tudinal and transverse narrowband impedances. Tracking 
studies show that at the selected energies, the bunch charge 
at threshold of microwave instability is two or three times 
larger than its nominal value, and the increase of bunch 
length is insignificant. At 10 GeV, the longitudinal cou-
pled-bunch instability can be mitigated by a longitudinal 
damper with Im(Qs)=0.001, and the transverse coupled-
bunch instability can be Landau damped by beam-beam 
tune spread with the nominal beam-beam parameter of 
0.075~0.1. 

 
The fast ion instability is studied by another code [28]. 

In this model, 40 ion slices are distributed around the ring 
to account for the spread of the ion oscillation frequency, 
due to variation of the transverse bunch size caused by be-
tatron motion. With Landau damping from beam-beam in-
teraction, simulated by Bassetti-Erskine kick once per turn, 
the threshold for maximum density of CO gas (for nominal 
gas temperature and pressure) is found to be challenging 
but achievable. 

 
Collective Effects in the Hadron Collider Ring 
 
Beam dynamics is studied using TRANFT for proton 

beam at 22.8, 41, and 275 GeV. Because an existing RHIC 
ring will be used as the EIC hadron collider ring, the short-
range wakefield can be constructed from the broadband 
impedance directly measured from RHIC, while the long-
range wakefield can be constructed from the dominant 
HOMs from the RHIC RF cavity. Additionally, space 
charge and resistive wall effects are included in the particle 
tracking. The simulations show that at the microwave in-
stability threshold, the bunch charges at different energies 
could be an order of magnitude higher than their nominal 
values, and the bunch lengthening is insignificant. The 
growth rates for the longitudinal and transverse coupled-
bunch instability agree well with simplified analytical re-
sults. However, there is an increase of the transverse emit-
tance at 22.8 GeV, probably due to the numerical handling 
of the space-charge force in the simulation. 

Electron cloud is a serious concern for the EIC hadron 
ring, in terms of high cryogenic loss and beam instability. 

The plan is to coat the arc chambers with copper.  Further 
reduction of the heat load at high current operation can be 
achieved by applying an additional layer of coating con-
sisting of amorphous carbon. 

 

CONCLUSIONS 
In this paper, we presented the status of our preliminary 
study of coherent instabilities and mitigation in the two 
EIC designs, JLEIC and eRHIC. The discussions show that 
an EIC takes the collider design to a new parameter regime, 
where the hadron beam pattern is similar to those in lepton 
colliders whereas the design of the electron ring needs to 
ensure electron beam stability for a wide range of energies. 
These new regimes pose many challenges to the mitigation 
of coherent beam instabilities. Recently with BNL chosen 
to host the EIC, the EIC design enters a brand-new phase. 
Comprehensive studies of the impedance budget, behavior 
of coherent instabilities, and the possible interplays of dif-
ferent instability mechanisms and their mitigations are cur-
rently under way. 
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STATUS OF NEGATIVE MOMENTUM COMPACTION OPERATION
AT KARA

P. Schreiber ∗, T. Boltz, M. Brosi, B. Haerer, A. Mochihashi, A.I. Papash, M. Schuh, A.-S. Müller,
Karlsruhe Institute of Technology, Karlsruhe, Germany

This contribution is based on [1].

Abstract
For future synchrotron light sources different operation

modes are of interest. Therefore various modes are currently
being tested at the Karlsruhe Research Accelerator (KARA)
including optics for a negative momentum compaction factor.
These optics have been calculated and are under commis-
sioning at KARA. Additionally, studies about expected col-
lective effects in this regime are being performed, including
the head-tail and microbunching instabilities. In this contri-
bution we will present the status of operation in the negative
momentum compaction regime and discuss expected collec-
tive effects that will be studied in this context.

LATTICE AND OPTICS
The KIT synchrotron light source KARA [2] has a four

fold symmetry consisting of two double bend achromat
like structures per cell. Each such structure contains five
quadrupoles, where corresponding quadrupoles in the dif-
ferent structures are connected to the same power supply,
as a so called family. Straight sections between magnetic
structures are filled with insertion devices, RF cavities and
injection magnets.
The momentum compaction factor 𝛼c can be expressed as

𝛼c =
Δ𝐿
𝐿
Δ 𝑝
𝑝

=
1
𝐿

∮
𝐷 (𝑠)
𝜌(𝑠) d𝑠 (1)

where 𝐿 is the path length for one revolution for a particle
with design momentum 𝑝, Δ𝐿 and Δ 𝑝 are the deviations for
particles with different momenta. 𝐷 describes the dispersion
and 𝜌 the local bending radius along the ring. According
to this equation, the momentum compaction factor can be
influenced by changes to the dispersion in sections where the
bending radius is non-zero. For KARA and its lattice, one
way to reach smaller values of 𝛼c is to push the dispersion
down to negative values by increasing the strength of the
center quadrupole in each half-cell, which is acting as a field
lens.

At KARA mainly two established operation optics with
different momentum compaction factors exist. At maximum
energy of 2.5 GeV, the standard operation with a momentum
compaction factor of 𝛼c ≈ 9 · 10−3 is used. The optical
functions are displayed in Figure 1. Here, the dispersion is
positive over the entire section and therefore in the entire
ring.

∗ patrick.scheiber@kit.edu

Figure 1: Calculated lattice used for user operation at 𝛼c =
9 · 10−3. The bottom depicts the magnets, quadrupoles in
red, sextupoles in green and bends in blue.

Figure 2: Calculated lattice used for short bunch operation
at 𝛼c = 1 · 10−4. The dispersion is negative in parts of the
bending magnets.

Figure 3: Calculated lattice used for operation with a nega-
tive momentum compaction factor of 𝛼c = −8 · 10−3. Here
the dispersion is largely negative in parts of areas with bend-
ing magnets.

At 1.3 GeV a dedicated short bunch mode exists with a
momentum compaction factor of 𝛼c ≈ 1 · 10−4 [3]. Figure 2
shows the optical functions for this operation mode. Note
that the dispersion is negative in some areas of the section.

A new mode with various selectable negative momentum
compaction factors has been implemented recently. Here,
as shown exemplary for 𝛼c = −8 · 10−3 in Figure 3, the
dispersion is largely negative in some parts of the section.

More information about operation optics at KARA can
be found in [4].
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Figure 4: Orbit deviations during injection into an optics
with 𝛼c ≈ −8 · 10−3

STATUS OF OPERATION
At an energy of 500 MeV, injection into multiple optics

with negative values of 𝛼c has been successfully established.
However, the maximum beam and bunch current is limited
to values lower than for other operation modes. The high-
est achieved current until the end of 2019 is 17 mA for a
filling pattern with 30 bunches and 1 mA for single-bunch
operation.

Multiple factors affecting this limit were identified. It
seems to be beneficial to have high orbit deviations (shown in
Figure 4) during injection. This has been tested by changing
the energy of the beam via modifications of the RF-frequency.
The resulting optics with a dispersive orbit have larger or
smaller deviations and a comparable momentum compaction
factor.

Furthermore, lower absolute values of 𝛼c seem to result in
higher possible beam currents which could be explained by
the fact that lower absolute values come from a less stretched
dispersion.

Reducing the sextupole strength while keeping the tunes
constant and therefore reducing chromaticities also seemed
to be beneficial at some values of 𝛼c, which could hint at
collective effects.

WORKING POINT AND CHROMATICITY
For multiple negative values of 𝛼c tunes 𝜈 and chromatic-

ity 𝜉 have been measured. Changing chromaticity with
stored beam and also during injection is relatively easy.

Shifting the horizontal chromaticity had almost no in-
fluence, even a change of sign did not result in significant
changes to injection rate and current limit. The vertical
chromaticity has small effects on the current limit, where
lower negative values seem to result in higher current limits.
Moving the vertical chromaticity to positive values during
injection resulted in a beam loss and a sub mA injection
limit. However, moving vertical chromaticity to positive
values with stored beam without injection did not result in a
beam loss.

The transverse working point was moved from (𝜈𝑥 , 𝜈𝑦) =
(0.767, 0.793) via (𝜈𝑥 , 𝜈𝑦) = (0.765, 0.821) to (𝜈𝑥 , 𝜈𝑦) =
(0.801, 0.827). It was observed that the starting point has
the best conditions for injection rate and current limit. The
behaviour at the intermediate point was almost the same

while the end point was significantly less beneficial for the
injection as the injection rate as well as the maximum achiev-
able beam current was lower than for the other two points.

COLLECTIVE EFFECTS
Various collective effects might change their behaviour

for negative momentum compaction which has not been
fully studied. One of the most prominent instabilities is the
head-tail instability. The growth rate of this instability is
given by [5]

𝜏−1
± = ∓𝑁𝑟0𝑊0𝑐𝜉v𝑧

2𝜋𝛾𝐶𝜂
, (2)

where 𝑁 is the number of particles, 𝑟0 the classical
electron radius, 𝑊0 is the value of the wake field, 𝜉v
the vertical chromaticity and 𝑧 describes the amplitude
of the synchrotron oscillation. 𝜂 = 𝛼c − 1/𝛾2 is the
slip factor and 𝐶 is the circumference of the ring. It
clearly depends on the ratio of the chromaticity 𝜉v to
the slip factor 𝜂 and therefore on 𝛼c. Here the relative
sign between the chromaticity and 𝛼c is especially important.

Another instability to consider is the Transverse Mode
Coupling Instability (TMCI). Multiple descriptions exist in
literature ([5–7]). This instability manifests itself above a
certain threshold which can be expressed as (adapted from
[7])

𝑁TMC
b,thr ∝ |𝜂 |

|𝑍BB
𝑦 |

(
1 + 𝜉v𝜔0

𝜂𝜔𝑟

)
, (3)

where 𝑍BB
𝑦 is the broadband impedance of the ring, 𝜔0 is the

angular revolution frequency and 𝜔𝑟 is the resonant angular
frequency of the impedance. A higher absolute value of
the chromaticity increases the threshold as long as the signs
of 𝛼c and 𝜉v are the same. This is in accordance to the
observed lower limit for a positive vertical chromaticity at
negative momentum compaction, which could indicate the
occurrence of the TMCI at our experiments.

A third instability possibly occurring is the micro-
bunching instability. The equation from [8] predicts a
threshold at 𝐼thr = 0.038 mA for a positive momentum
compaction factor of 𝛼c = +1.8 · 10−3. THz emission
power has been measured above and below this threshold
at the negative equivalent momentum compaction factor of
𝛼c = −1.8 · 10−3. These measurements suggest a signifi-
cantly higher threshold for the negative momentum com-
paction regime. However more systematic tests are planned.
Furthermore, the applicability of Inovesa [9] is under inves-
tigation to simulate the micro-bunching instability in the
negative momentum compaction regime.
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Abstract
Modern accelerators and light sources often require spe-

cial treatment of the vacuum chamber surface in order to
avoid undesirable e�ects and maximize machine perfor-
mance. Coatings with Non Evaporable Getter compounds
and amorphous Carbon have been extensively tested and
used with very e�ective results since they allow to reduce the
secondary electron emission from pipe walls and therefore
the relevant beam instability. An electromagnetic character-
ization of such coatings is therefore fundamental to build a
reliable impedance model. We present here a method based
on time domain measurements of an electromagnetic wave
passing through a tailored waveguide, where the material
under test is deposited on a planar slab. This configuration
allows an easy measure of samples having a homogeneous
coating thickness and a reasonable area, with parameters
chosen in order to have a good signal-to-noise ratio, avoid-
ing at the same time problems due to peel-o� and blistering
during deposition. The study on the electromagnetic re-
sponse is performed in the frequency range from 0.1 to 0.3
THz, corresponding to the first transverse electric (TE) mode
propagation inside the designed waveguide.

INTRODUCTION
One step for the optimization of the machine performance

in modern accelerators and light sources is the special treat-
ment of the vacuum chamber surface in order to avoid un-
desirable e�ects. In particular, in positron rings the elec-
tron cloud mechanism starts when the synchrotron radiation,
emitted by the beam, creates a large number of photoelec-
trons at the wall surface of the beam vacuum chamber. These
primary electrons may cause secondary emission or be elas-
tically reflected [1]. If the value of the secondary electron
yield (SEY) of the surface material is greater than unity,
the number of electrons starts to grow exponentially and
may lead to beam instabilities and many other side e�ects
[2, 3]. The reduction of the SEY value in the pipe walls is
one of the keypoint in order to avoid these problems. Coat-
ing materials, that are exploited for the SEY reduction but
also for improvement of the pumping process or other pur-
poses, change the surface impedance of the vacuum chamber.
This variation may a�ect the electromagnetic interaction of
the beam with the surrounding vacuum chamber and con-
sequently result in beam instability limiting the machine

⇤ andrea.passarelli@unina.it

performance. Therefore, an accurate electromagnetic char-
acterization (EMC) of coating materials is required for build-
ing a reliable impedance model and for the characterization
of performance limitations in modern particle accelerators
and storage rings [4]. Non Evaporable Getter (NEG) coating
is a mature and well-established technology currently ex-
ploited at CERN for ultra-high vacuum pumping. Coatings
of amorphous Carbon (a-C) have been extensively tested [5]
and used [6] at the CERN Super Proton Synchrotron (SPS)
accelerator and other experiments [7] for SEY reduction
with very e�ective results. There is therefore a demand for
a full EMC characterisation of these novel materials.

The present study is in the framework of the Compact
Linear Collider (CLIC) damping rings experiment that re-
quires a thorough evaluation of the surface impedance at
very high frequencies (i.e. millimeter waves and beyond).
Usually, this is done by resorting to standard techniques in
the frequency domain, which however show severe limits
over 100 GHz in terms of accuracy, complexity and cost.
An alternative approach for materials that require a strong
wave-matter interaction is THz waveguide spectroscopy [8],
where measurements are performed in time domain and in-
formation on the sample frequency response is retrieved by
Fourier transform. This technique has been used in the past
for characterizing thin samples deposited either on dielectric
substrates or directly on the waveguide [9, 10].

In the following we first present the THz setup under
use and its recent upgrade. Then, we summarize the ex-
perimental measurements, already reported in two di�erent
papers [11, 12], for the extraction of the electromagnetic
properties of high quality NEG samples used to validate
the method. Lastly, we describe the setup change and the
analytical studies implemented in order to measure the re-
sponse of a-C coatings overcoming the demanding thickness
requirement.

The proposed method overcomes the inconveniences re-
ported in a previous work on the EMC of NEG coatings in
the frequency domain [13], like inhomogeneity, blistering
and peel-o� induced by the high temperature deposition on
a standard rectangular waveguide with a complex geome-
try. We solve this by placing a calibrated waveguide with
integrated horn antennas in the optical path of a THz spec-
trometer and separating the signal guiding system in two
parts: a fixed (squared or triangular) waveguide, and a re-
movable slab where the coating is deposited. This choice
allows to measure with ease large area coatings deposited on
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metallic plates as in the case of accelerators, where averaged
quantities are needed.

Sub-THz SYSTEM UPGRADE
Sub-THz measurements of NEG coatings have been car-

ried out using a Time Domain Spectrometer (TDS) oper-
ating in transmission mode. The setup is based on a com-
mercial THz-TDS system (TERA K15, MENLO Systems)
customized for the specific coating characterization in the
waveguide. The system is driven by a femtosecond fiber
laser @1560 nm with an optical power < 100 mW and a
pulse duration < 90 fs. In the standard configuration, the
laser output is split into two beams in pump-probe mode.
Fiber-coupled photoconductive antenna modules are utilized
for both electric field signal emission and detection. A fast
opto-mechanical line with a maximum scanning range of
approximately 300 ps is used to control the time delay be-
tween the pump and the probe beam. Signal detection is
performed by a lock-in amplifier that drives the pulse genera-
tion at about 90 KHz and integrate the output voltage over an
interval of 100 ms. Pulse waveforms are sampled by 2048
data-points in 150 fs intervals of optical delay (step size
⇠ 30 µm). Each scan requires about 10 min of measurement
time.

The THz beam system includes a set of TPX (poly-
methylpentene) lenses, symmetrical with respect to the cen-
ter line between the transmitter and the receiver, used to
collimate the short (1 � 2 ps) linearly polarized pulse on
the waveguide. This results in a Gaussian-like beam with
a waist of approximately 8 mm in diameter and a quasi-
plane wave phase front. The coupling e�ciency between
the free space signal and the input and output horns is then
manually optimized by maximizing the signal transmitted
through the waveguide. Under our experimental conditions,
we can safely assume that the waveguide works in a single
mode regime and mode conversion at the entrance of the
horn antennas may be neglected. A sketch of the optical
configuration is shown in Fig. 1.

Figure 1: Sketch of the opto-mechanical setup utilized for the
measurements: 1) Emitter, 2) Detector, 3) TPX collimating
lenses, 4) Micrometric alignment systems, 5) waveguide
with embedded horn antennas.

The waveguide is placed on a kinematic mount coupled
with a micrometric goniometer in order to achieve an ac-
curate control over the target positioning. The bottom of
the waveguide is fixed onto the kinematic mount and the
metal slabs can be replaced by removing the upper part of
the structure only. The waveguide is firmly tightened with a
rigid clamp for minimizing any possible air gap in between
the top and the base plate. The area around the waveguide
entrance is shielded with a metal sheet with an extrude cut
at the center for blocking unwanted free space THz radiation
from the emitter to the receiver antennas.

The upgrade of the system, performed last year, improved
the spectral range from 3 THz up to 5 THz and the dynamic
range from 70 dB up to 90 dB. By changing the optical
delay unit, the scanning temporal range increased from 300
to 800 ps with a consequent improvement of the spectral
resolution from 3.5 to 1.5 GHz.

A standard Fast Fourier Transform (FFT) algorithm is
used to obtain frequency dependent transmission curves
from the time domain signals. Figure 2 shows the THz
spectrum of the free space signal obtained in air with the
upgraded system.

Figure 2: THz frequency domain spectrum of the free space
signal for the upgraded system.

RECENT RESULTS: NEG COATING
All results concerning the characterization of NEG coat-

ings in the sub-THz region have been published in [11]. Here
we resume the features of the specifically designed struc-
ture (see Fig. 3) that we used. It has a central copper slab
0.050 mm thick, where the material under test is deposited
on both sides. This device consists of a cylindrical waveg-
uide having radius 0.9 mm and length 42 mm, connected to
two pyramidal horn antennas 39 mm long, with side width
from 6 mm to 0.9

p
2 mm (external to internal). The an-

tennas are embedded in the device in order to enhance the
electromagnetic signal collection and radiation [14]. The
external shape of the structure is a parallelepiped having
section 16 ⇥ 12 ⇥ 120 mm3.

Regarding the NEG coating, its growth process was per-
formed at the CERN deposition facilities (under the respon-
sibility of the TE-VSC-SCC section) on both sides of two
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Figure 3: Model of the structure used for the measurements
consisting of a circular waveguide and two pyramidal horns.
The device is cut into two parts with the coated slab placed
in-between.

di�erent copper slabs by using a DC magnetron sputtering
technique [5]. Measurements of thickness and composition
along the waveguide axis were performed using X-Ray Flu-
orescence, confirming the good uniformity of the coating.

The d.c. conductivity value of the coated material was
obtained from the comparison between the signal ampli-
tude transmitted through the waveguide with the coated slab
and the one obtained with an uncoated slab used as a ref-
erence. Knowing the coating thickness and resorting to
the developed analytical tool, the surface impedance value
has been inferred in the frequency range of a single mode
transmission. In particular, assuming TE01 propagation in
both the pyramidal transitions and in the circular waveguide,
the overall usable frequency window was from 118 GHz
to 283 GHz. For two di�erent samples we found the same
conductivity within the error given by the best-fitting pro-
cedure. Specific values were: �coat = (8.0 ± 0.4) ⇥ 105 S/m
and �coat = (8.2 ± 0.6) ⇥ 105 S/m.

These results well agree with data already obtained with
the frequency domain approach published in [13]. From the
measured �coat values one can estimate the real part of the
surface impedance as a function of frequency, which in turn
can be used for modeling the resistive wall component of
the beam impedance in modern accelerators.

FURTHER STEP: a-C COATING
The advantages of the setup employed for the NEG test,

mainly (i) the possibility to characterize uniform samples
and (ii) the re-usability of the structure for di�erent coat-
ing materials, can be profitably exploited for the EMC of
amorphous Carbon.

Attempts to make a-C coatings were first performed on
copper squared samples 40 ⇥ 40 mm2 having thickness of
50 µm. For the configuration shown in Fig. 3, in order to
have a reasonable signal attenuation due to the coated slab
a minimum a-C thickness t of 5 µm on both sides of cop-
per is needed. It is important to highlight that the required

thickness for EMC is one order of magnitude larger than
usual values used for coating of vacuum chambers. Unfor-
tunately, during the high temperature growth the a-C layer
induces a residual stress on the copper substrate, producing
slab bending (one side deposition) or even coating peel-o�
and blistering (two side deposition). These problems made
impossible to obtain a-C coatings with both planarity and
homogeneity suitable for THz characterisation, and led us
to design a di�erent test structure. To avoid any possible
stress on the coated sample, we changed the measurement
configuration depositing a-C on the single side of a bulk cop-
per piece. This overcomes the above mentioned problems,
however at the expense of reducing the relative weight of the
sample under test in the overall losses of the test structure.
Moreover, for the a-C characterization, we carried out an
accurate analytical study for di�erent shapes of the guiding
device shapes. The first step was to estimate the relative
attenuation produced by the coating in a structure having
the same upper part as in the waveguide used for the NEG
characterization. For the sake of clarity, figure 4 shows the
front view of the studied device.

Figure 4: Front view of the structure (horn antenna + waveg-
uide) with half-circular section.

A parametric study was performed for di�erent thick-
nesses and assuming a coating conductivity �coat = 104 S/m.
The amorphous carbon conductivity is chosen by consider-
ing the worst case scenario, using values obtained by d.c.
measurements on the same material [15]. Formulas used for
the evaluation are reported in [11]. Corresponding values
for the relative attenuation (di�erence between losses with
and without the coating on top of the copper bulk piece)
are plotted in Fig. 5 as a function of frequency for three
di�erent a-C thicknesses. Maximum thickness was chosen
to be 3 µm because of the technological constraints given
by the deposition process. Results show that in all cases the
evaluated relative attenuation is lower than 1 dB, too low
for a reliable detection by using the available measurement
system.

Therefore, we modified the waveguide geometry with the
aim to increase, for the same thickness, the relative weight
of the test material coating on the overall attenuation. The
new structure presents the half-square section rotated by 45�,
that is a triangular section (see Figure 6) with side 1.1 mm
and length 62 mm, that maximizes the losses of the planar
coating with respect to the copper walls. This configuration
has also the advantage to minimise the sharp transition from
the two pyramidal horn antennas and the central sector, fur-
ther reducing spurious contributions to losses and improving
the signal transmitted through the structure.
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Figure 5: Test structure with half-circular waveguide: ana-
lytical evaluation of the relative attenuation on the slab vs
frequency for the TE01 propagating mode, assuming di�er-
ent coating thicknesses and �coat = 104 S/m.

Figure 6: Front view of the structure (horn antenna + waveg-
uide) with triangular section.

Figure 7 shows an exploded view of the new configuration.
The relative attenuation is analytically evaluated [11] and
results are shown in Fig. 8 as a function of frequency, for the
same thicknesses and conductivity values considered before.

Figure 7: Exploded view of the newly designed configura-
tion. The test structure is cut into two pieces: the upper part
is a triangular waveguide with two half pyramidal horns, the
lower part is a copper bulk slab on which the a-C coating is
deposited.

For this modified structure, the expected relative attenua-
tion for a 3 µm thick a-C coating having �coat = 104 S/m is
higher than 1 dB, ideally large enough to be detected using
the measurement system available in our laboratory.

Nevertheless, because of the many unknown variables
that may largely a�ect the quality of the deposited layer,
we performed a parametric study of the relative attenuation
as a function of frequency keeping the coating thickness
constant (3 µm) and assuming di�erent values of the con-

Figure 8: Test structure with triangular waveguide: ana-
lytical evaluation of the relative attenuation on the slab vs
frequency for the TE01 propagating mode, assuming di�er-
ent coating thicknesses and �coat = 104 S/m.

ductivity. This is shown in Fig. 9 in di�erent curves, where
�coat is varied from 104 S/m to 5 ⇥ 105 S/m. Since we are
testing a bilayered system (a-C coating and bulk copper),
as far as conductivity decreases the material skin depth �
increases, and the EM field penetrates more and more in
the bulk copper. From the plot, one can see that the relative
attenuation increases with �coat, reaches its maximum for
a value �coat = 105 S/m, where the skin depth is compara-
ble with the coating thickness, then starts again to decrease
because the field penetrates only in the coating layer. The
frequency evolution changes also varying the value of �coat,
since it depends on the ratio t/�. This behavior needs to be
realistically taken into account during measurements.
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Figure 9: Test structure with triangular waveguide: ana-
lytical evaluation of the relative attenuation on the slab vs
frequency for the TE01 propagating mode, assuming di�er-
ent conductivity values and coating thickness t = 3 µm.

Following this preliminary study, samples of 3 µm amor-
phous carbon coating on bulk copper have been prepared (i.e.
after the MCBI2019 workshop in Zermatt) using DC mag-
netron sputtering at CERN deposition facilities (see Fig. 10).
EM characterisation measurements on the first a-C sample
are planned in a very near future.
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Figure 10: 3 µm a-C coating deposited on a copper slab.

CONCLUSION
We developed a reliable, handy and a�ordable technique

for the time domain evaluation of the electromagnetic prop-
erties of coatings for beam pipe walls. The method is based
on the measurements of the signal transmitted through a
tailored waveguide operating in single mode propagation in
the sub-THz region. In comparison to previous techniques,
the main advantages of this novel approach are:

• an inherently simplified approach for handling di�erent
coating materials;

• the possibility to test samples having a uniform deposi-
tion on copper or other wall constituents;

• the ability to extend the EM characterisation to larger
area coatings and at higher frequencies.

Measurements performed on di�erent NEG samples well
agree with previous data obtained with a frequency domain
approach and confirm the high potential of the proposed
method.

For the test of a-C coatings, the setup was upgraded and
the guiding system structure implemented, in order to over-
come the demanding thickness requirement in amorphous
carbon deposition. EMC on first samples will start very
soon.
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Abstract 

In high-intensity particle accelerators, unwanted trans-

verse and longitudinal wakefields arise when the high-

charge particle beam passes through the narrow chambers 

or locations with small transverse apertures, such as colli-

mator jaws. The transverse wake field may affect the beam 

emittance and the longitudinal wake field can cause the en-

ergy loss and the energy spread. In the present study we 

investigated the collimator’s impact to the beam perfor-

mance. In this paper, we have shown numerical, analytical 

and measurement results on the collimator’s wakefields 

that will be important for the next step operation. Thus, 

considering future cERL upgrade to the IR-FEL, a possi-

bility of consequent degradation of the FEL performance 

should be taken into account. The correspondent power 

loss was obtained as 13.7 W (81.25 MHz, 5 mA, 2 ps).  

INTRODUCTION 

 The Compact ERL (cERL) at KEK [1] has five colli-

mators (one in the injector section, one in the merger sec-

tion and three in the recirculation loop, see Fig. 1) to re-

move the beam halo and to localize the beam loss. An op-

eration at 10 mA average beam current and 1.3 GHz repe-

tition rate is planned in the near future. The collimator’s 

wakefields are expected to play an important role in CW 

operation, when the bunch charge will be increased up to 

80 pC. The current beam parameters of the cERL are sum-

marized in the Table 1. 

 All cERL collimators consist of four cylindrical rods 

of 7 mm radius made from copper. They could be inde-

pendently inserted from the top, bottom, left and right sides 

of the beam chamber. Collimators COL1 – 3 were designed 

for the straight sections, therefore they have a round cham-

ber 50~mm radius made from stainless still. Its schematic 

is given at Fig. 2.a. Note that the beam energy at collima-

tors COL 1 – 2 is 2.9 MeV, while the energy at the rest of 

them is 17.6 MeV. Collimators COL4 – 5 are dedicated to 

the arc section, thus their chambers have elliptical shape 

with 70x40~mm diameter. Materials used are the same. 

The detailed scheme can be found at Fig. 2.b. 

 In the present study, first, we have estimated the trans-

verse kicks imposed by the collimator’s rods. This calcula-

tion is needed to account for the beam blow up (emittance 

growth) associated with collimator’s wake. Then, the lon-

gitudinal wakes are calculated to obtain the expected en-

ergy losses of the beam passing through the collimator and 

its energy spread. Finally, those results are compared with 

the beam measurements in cERL. The present study is nec-

cessary towards the IR-FEL upgrade of cERL [2 – 3]. 

 

Figure 1: Layout of the cERL and its collimators. 

 

Figure 2: Schematic of the collimators with chambers 

made of stainless steel and rods made of copper: a. Colli-

mators COL 1 – 3 for the straight sections; b. Collimators 

COL 4 – 5 for the arc sections. 

Table 1: cERL electron beam parameters 

Parameter Design  In operation 

Beam energy [MeV]: 

Injector 

Recirculation loop 

 

2.9 

18 

 

2.9 

17.6 

Bunch charge [pC] 60 60 

Repetition rate [GHz] 1.3 1.3 

Bunch length (rms) [ps] 2 Under tuning 

Energy spread [%] 0.088 Under tuning 

Normalized emittance (rms) in 

injector 𝛾𝜖𝑥, 𝛾𝜖𝑦 [µm∙rad] 

 

1, 1 

 

Under tuning 

 

 
 ___________________________________________  
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TRANSVERSE WAKES AND EMITTANCE 

GROWTH 

Let us consider transverse wakefields created by the ver-

tical rods of the collimator. The simplified scheme of the 

collimator is demonstrated at Fig. 3. Here the vacuum 

duct’s half aperture is b = 25 mm. The collimator’s half gap 

is a = [0; 25] mm. There is no tapers, so that the taper angle 

is 𝛼 = 𝜋/2. The rod’s length is 𝐿 = 14 mm. The value 𝑦0 

denotes the beam offset. The longitudinal beam distribu-

tion 𝜆(𝑠) considered to be Gaussian. 

For the geometry given at Fig. 3 in the beam near-axis 

approximation, when the dipole kick is applied to the cen-

troid of the bunch, one can write down the dipolar mode of 

the geometric component of the transverse wake kick fac-

tor as follows [4]: 

 0

2 2

1 1
0.37.

4
g

z

Z c a
k for

a b



 

 
   

 
  (1) 

Here we consider the collimator to be in purely diffrac-

tive regime [5]. In Eq. (1) the value 𝑍0 = 120𝜋 is the im-

pedance of the free space, 𝑐 = 2.9979 × 108  m/s is the 

speed of light, and 𝜎𝑧 = 0.6 mm is the rms bunch length. 

Then, the resistive component of the collimator wake 

kick factor was evaluated with [6]: 
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Note that Eq. (2) refers to the so-called “long collimator” 

regime [7] that is exactly our case. Thus, the condition 

 
1/3

2 2

0 00.63 2 / 2za Z a Z     is satisfied. The value 

 1 / 4 3.6265    , while 75.96 10    S/m is the electrical 

conductivity of copper. 

The CST Particle Studio [8] was used for the wakefields 

simulations The 3D models of the collimators are shown in 

Fig4. Since the differences coming from the various cham-

ber geometries was found to be negligible, we focused for 

simplicity on the circular one. Six million hexahedral 

meshes were set for the simulation. The half gap a was 

scanned from 0.1 mm up to 1.5 mm. The dipolar impact 

was calculated by setting the integration path to 𝑦 = 0. The 

quadrupolar impact is calculated by setting the integration 

path to 𝑦0 = 0.05  and 0.2  mm. A direct integration 

method was used. 

The summary of simulation results together with analyt-

ical calculations is demonstrated at Fig. 5. The analytical 

curve for the geometrical component (blue line) is several 

orders bigger than those for the resistive-wall component 

(magenta line). Therefore, the total kick graph (red line) 

almost coincides with those for the geometrical component 

(blue line). The results of the corresponding CST simula-

tions for the beam offsets 𝑦0 = 0.05  mm (triangle) and 

𝑦0 = 0.2 mm (circles) are also shown in Fig 5 and are in 

very good agreement with the analytical calculations. The 

resistive-wall component is small due to relatively short 

length of the collimator (14 mm). The geometrical compo-

nent is slightly bigger due to the absence of tapers in the 

collimator’s design. 

 

Figure 3: Simplified scheme of the collimator. 

 

Figure 4: CST 3D models of the collimators with chambers 

made of stainless steel and rods made of copper: a. Colli-

mators COL 1 – 3 for the straight sections; b. Collimators 

COL 4 – 5 for the arc sections. 

 

Figure 5: Transverse wake kick factors of the collimators 

found from analytical calculations and CST simulations for 

the geometrical and resistive wall component and different 

beam offsets. 

The emittance blow-up for the 60 pC electron bunch at 

cERL was estimated. To account for this effect, the follow-

ing analytical expression was treated [9]: 

 
2

0 0

1 1,
y y

y y
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where the value Δ𝜀𝑦  is the transverse emittance growth 

with respect to the initial emittance 𝜀𝑦0. The rms of the cen-

troid kicks caused by the longitudinally varying field 𝜎𝜔 

could be found as follows [10]: 

 0.
/

rmsQ
k y

E e
   (4) 

The value 𝐸 is the beam energy at the location of collima-

tor (see Table 1). The value 𝑄 = 60  pC is the bunch 

charge. The value 𝑦0 is the beam centroid offset (see Fig. 

3), and lastly, the value 𝑘⊥
𝑟𝑚𝑠 is the rms kick factor, esti-

mated for the bunch head-tail difference in the kick. For 

Gaussian bunch 𝑘⊥
𝑟𝑚𝑠 = 𝑘⊥/√3.  

The resulted emittance blow-up found from Eq (3) are 

summarized in Table 2. The values of the initial emittances 

and beta functions at all locations are design values output-

ted from the tracking codes (General Particle Tracer [11] 

for the injector, and Strategic Accelerator Design for the 

recirculation loop [12]). The value of the transverse kick 

𝑘⊥ is taken with respect to the collimator half gap a = 1.5 

mm, and the beam centroid offsets 𝑦0 = 0.05 mm and 0.2  
mm. The emittance growth was found to be of the order of 

one percent or less. 

Table 2: Expected values of the emittance blow-up for the 

collimator half gap 1.5 mm 

Collimator εy0 

[μm×rad] 

βy [m] Δεy/εy0 

[%] 

COL1 E=4 MeV 1.15 27.47 1.05 

COL2 E=4 MeV 1.25 19.23 0.84 

COL3 E=17.6 MeV 0.954 34.76 3.82 

COL4 E=17.6 MeV 0.954 6.99 1.61 

COL5 E=17.6 MeV 0.954 6.99 1.61 

LONGITUDINAL WAKES AND ENERGY 

SPREAD 

Now let us consider the longitudinal wake fields excited 

by the particles passing through the collimators. The values 

of the wake-loss factor were evaluated numerically through 

CST simulation for half-gap values in the range of 0.1 to 

1.5 mm. The dependence of the energy spread on the colli-

mator’s half gap for the designed (2 ps) and current (4.5 ps) 

bunch length is demonstrated at Fig. 6.  

For the analytical description, the following equation was 

used [13]: 

 0

3/2
ln ,

2 z

Z c b
k

a 

 
  

 
    (5) 

where the value Z0=120π is the impedance of the free space, 

c is the speed of light, σz is the bunch length, b = 25 mm is 

the vacuum duct’s half aperture, and a is the collimator’s 

half gap.  

The energy loss of the bunch at one collimator for the 60 

pC per bunch burst mode with bunch length 2 ps, and col-

limator half gap a=1.5mm: 

 2 246.86 / 60 168( ) ..7E k Q V pC pC nJ       (4)  

The voltage received by the electrons is ΔV=k||×Q=2812 

V. The energy of one electron is reduced by eΔV=2812 eV. 

If E=17.6 MeV, and since E=17.6 MeV, the relative energy 

change is eΔV/E=0.016%. For Gaussian bunch the energy 

spread due to one collimator is σE=0.4×k∥×Q=1124V. With 

respect to the beam energy the wake-induced energy spread 

reads σE/E=0.0063%. Unfortunately estimated values are 

beyond the limits of the resolution of our monitors, and we 

could not detect them. 

 
Figure 6: Wake-induced energy spread for different val-

ues of the collimator half gap and bunch lengths 2 ps (blue 

line) and 4.5 ps (red line). 

BEAM-BASED MEASUREMENTS 

For the measurement of the energy spread caused by the 

collimator’s longitudinal wake, we used collimator COL3 

located in the end of the north straight section, screen mon-

itor SM#13 located between collimator COL3 and the en-

trance of the are section, and screen monitor SM#15 located 

just in the middle of the arc (see Fig. 1). The screen monitor 

SM#13 needed to monitor the beam spot, which was suc-

cessively cut by collimator’s rods. The measurement itself 

was done by the screen monitor SM#15. To do so, first, we 

have restored the history of the quadrupole magnets to have 

the best beam spot at the collimator COL3 location. Then 

we have degaussed all quadrupoles of the first arc between 

screen monitors SM#13 and SM#15 to maximize the dis-

persion. We have measured the dispersion to be 2.41 m. The 

default energy spread was σE/Edefault=σx/η=0.117%. It is the 

ratio of the rms beam size to the dispersion. However, in the 

following we care only on the changes of the energy spread 

and not on its absolute value. 

The next step was to insert the collimator COL3. We used 

two horizontal rods, because the beam spot at the collimator 

location is known for its vertical beam halo. Therefore, we 

have avoided an influence of the halo on our energy spread 

measurement. We have performed the measurement for the 

half gap values 2 mm, 1.5 mm, 2 mm, 2.5 mm, 4 mm, COL 

out accordingly. Related rms beam sizes and beam profile 

peak positions were recorded at the screen monitor SM#15. 

The raw data of the beam profile was fitted by Gaussian 

fitting routine and weight analysis. An example on how the 

measured data were processed are shown in Fig. 7. Here the 

upper image is a SM#15 beam spot, the blue curve at the 

bottom plot is the raw data, the red line is its Gaussian fit, 

and the magenta mark denotes the peak position with re-

spect to the data weight. 
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Weight analysis [14] gives the following expression for 

the profile peak position: 
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Here 𝑁 is the number of data points, and 𝑥𝑖 is the value of 

the ith data point. The rms beam size is given by: 
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Figure 7: Energy spread measurement data at the screen 

monitor SM#15: the beam spot (top), the raw data and its 

fit (bottom). 

Results of the processing of all six measurements are 

demonstrated at Fig. 8. The rms beam size is not changed 

significantly within the error bar except in the case of the 

1.5 mm half gap. It was predicted by simulation and calcu-

lation. The beam size drop at the half gap 1.5 mm indicates 

that the beam core was damaged by the collimator’s rod.  

 

Figure 8: Horizontal beam size at the screen monitor 

SM#15 with respect to the horizontal collimation: fitting re-

sult (red), weight analysis result (magenta). 

CONCLUSION AND OUTLOOK 

The effect of the collimator's transverse and longitudinal 

wakes on the 60 pC electron beam performance was stud-

ied. It should be taken into account for an intense short 

bunch, when a considerable beam collimation is required. 

We have estimated the expected emittance growth due to 

collimator’s wake field under the current operational con-

ditions at cERL to be a few percent or less. The additional 

energy spread due to collimator’s wake at cERL is found 

to be 0.0028 % at 17.5 MeV, which is negligibly small.  

Experimentally we have found, that for the current beam 

parameters even with the collimator's half gap at 2mm, the 

emittance and energy spread are not considerably affected. 

Thus the beam collimation at cERL was approved. 

Considering the future cERL upgrade to the IR-FEL, the 

possibility of a consequent degradation of the FEL perfor-

mance should be taken into account. The estimated power 

loss of 13.7 W was obtained for 81.25 MHz, 5 mA, 2 ps.  
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CLIC-DR ELECTRON CLOUD BUILD UP SIMULATIONS
F. Yaman∗, İzmir Institute of Technology, İzmir, Turkey
G. Iadarola, D. Schulte, CERN, Geneva, Switzerland

Abstract
This study investigates impact of beam pipe material and

external magnetic field on electron cloud build up mecha-
nism. The machine parameters are in the scope of CLIC
damping rings. Two different filling schemes for 0.5 and 1 ns
bunch spacings are considered. VSim Plasma Discharges
and Plasma Acceleration package is employed to perform
2D electrostatic particle in cell simulations such that the
space charge effect and Furman-Pivi secondary emission
yield model are included in the computations. It is illustrated
that the build up time varies due to bunch spacing while the
external magnetic field influences the number of electrons
generated by initial seeds. The evolution of generated sec-
ondary electrons due to bunch passes and the corresponding
energy levels are presented in details.

INTRODUCTION
CLIC damping rings reduce the emittance of particle

beams to achieve design considerations of the e− and e+

main linacs. Smaller emittance for a sufficiently short damp-
ing time can be obtained via long wiggler magnet sections.
Accordingly, quantification of magnetic field on the electron
build-up is of interest. Initial studies for CLIC-DR simu-
lations with ECLOUD 2.4 and PyECLOUD are presented
in [1,2], respectively. Both studies predict electron cloud for-
mations for certain secondary emission yields and scenarios,
i.e. including residual gas and photoemission mechanisms.
Within this framework, the present study employs alterna-
tively VSim package [3] and Furman-Pivi secondary emis-
sion yield model [4] for the CLIC damping ring simulations
by modifying machine/beam parameters slightly compared
to the former works. Here a similar simulation set-up pre-
sented in [5] is used for two dimensional case. However,
not only stainless steel but also copper as a beam pipe mate-
rial is investigated. Additionally the external magnetic field
variations are examined in this study.

MACHINE & SIMULATION
PARAMETERS

The circumference of the damping ring is 427.5 m such
that an elliptical beam pipe with the horizontal and vertical
radii 40 and 6 mm, respectively is considered. The energy
of the beam is 2.86 GeV given for the bunch population
4.1 × 109 positrons per bunch. The beam is elliptical with
the transverse horizontal and vertical emittances ϵx = 500
and ϵy = 5 nm. Two filling patterns for 2 batches per beam
i.e. 312 bunches per batch with 0.5 ns bunch spacing and
156 bunches per batch with 1 ns bunch space are studied.
The Gaussian shaped bunches with the length of 1.8 mm in
∗ fatihyaman@iyte.edu.tr

the longitudinal direction are used. Initial electron density
is chosen as 5 × 1012 m−3, based on the results in [6]. Fur-
thermore it is assumed that initial electrons having Gaussian
distribution on the transversal plane are confined at a circu-
lar cross section of radius ≈ 4 mm in the beam pipe at time
zero. Afterwards the Poisson’s equation is computed at each
time step ≈ 3.23 × 10−12 sec. via the SuperLU direct solver
on a uniform two dimensional cartesian grid. More than
4.4 M of time steps are calculated in a parallel manner via a
desktop-type workstation using 4 cores to simulate a single
revolution period. The accuracy and the convergence of the
solution are evaluated by considering the number of macro
particles and grid cells. Throughout the paper, Furman-Pivi
model is employed for copper, with max(SEY) = 2.1 at a
primary energy of Emax = 271.0 eV and for stainless steel
with max(SEY) = 2.05 at of Emax = 292.0 eV, see [4].

NUMERICAL RESULTS
Firstly, quantifications of electron densities for 0.5 ns and

1 ns bunch spacings for copper and stainless steel beam
pipes are illustrated in Fig. 1. As it is expected the shorter
bunch spacing increases the number of generated electrons.
Additionally, one can conclude that the impact of steel beam
pipe on electron generations is more significant compared
to shorter bunch spacing, i.e. electron density for 1 ns steel
is larger than 0.5 ns copper. Furthermore, for the case 1 ns
copper the lowest density and the longest build-up time is
obtained.

Figure 1: Ecloud build up for two types of bunch spacings
and beam pipe materials.

Next, the dependence of electron cloud build up for ex-
ternally applied magnetic field in the transverse direction
is examined. The beam pipe material is chosen as copper
and bunch spacing is 0.5 ns. The maximum value of the
magnetic field in Fig. 2 is limited by considering a possi-
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ble choice of the wiggler field, see [7]. Here the effect of
magnetic field on the reduction of the secondarily gener-
ated electrons is confirmed. This nonlinear effect slightly
shortens the dissipation time of the existing electrons in the
chamber.

Figure 2: Effect of magnetic field on the Ecloud build up for
0.5 ns bunches, copper beam pipe.

Additionally, the external magnetic squeezes the electrons
in a regular form at the center of the beam pipe and decreases
the interaction of the electrons with the pipe surface, see
Fig.3. A similar distribution as in Fig.3b is presented in
[2] for the simulations of CLIC-DR wiggler magnets with
PyECLOUD.

(a) B = 0

(b) B = 2.5 T

Figure 3: Electron distribution w.r.t external magnetic field
for 0.5 ns copper pipe @21.376 ns.

The impact of the magnetic field for different bunch spac-
ings and materials can be seen by comparing Fig. 1 and

Fig. 4. In all cases the number of electrons is reduced and the
decrease rate depends non-linearly on the material type. Fur-
thermore, rapid electron generations in the build-up regime
is observed. Particularly for the stainless steel beam pipe
material the magnitude of the oscillations is increased.

Figure 4: Ecloud build up for two types of bunch spacings
and beam pipe materials with 2.5 T magnetic field.

The energy of the electrons for the copper beam pipe for
0.5 and 1 ns bunch spacings is illustrated in Fig. 5. Certain
ranges from build-up, saturation and dissipation regions are
zoomed as well. The increase in the energy is consistent
with the bunch spacing which indicates the energy gains due
to bunch passes. The maximum energy 3.95 µJ is observed
in 30 ns for the 0.5 ns bunches while 2.1 µJ is reached after
50 ns using 1 ns bunch spacing. Afterwards, electrons oscil-
late in the saturation region and gain energy up to ≈ 1.62 µJ
during 275 ns and ≈ 1 µJ during 255 ns for the 0.5 and
1 ns, respectively. Finally, electron cloud formation dissi-
pates exponentially in 20 ns after the bunch passes, for both
bunch spacing scenarios. The time needed to vanish elec-
trons from the computational domain does not change signif-
icantly with respect to pipe material. Furthermore, similar
energy plots but for the different values are obtained using
stainless steel pipe. For instance, electrons reach 7.1 and
3.6 µJ maximums in 20 and 40 ns for 0.5 and 1 ns bunches,
respectively. The saturation is also longer for the 0.5 ns
case compared to 1 ns bunch spacing, i.e. 285 and 265 ns.
The behaviours of the energy patterns agree well with the
number of generated electrons for the investigated scenarios.
The number of electrons reaches largest values consistently
with the computed maximum energy gains for shorter bunch
spacing using steel pipe, see Fig. 1 and Fig. 4. In particular,
similar number of electrons for the 0.5 ns copper and 1 ns
steel is obtained in saturation, see Fig. 4, from the similar
number of energy gains, i.e. 3.4 µJ . Furthermore it is noted
that the behaviours of the CLIC-DR simulation results for
copper and steel pipes agree with those presented in [8] by
considering the FNAL recycler machine for the parameters,
pipe radii: (22, 47) mm, energy: 8 GeV, proton bunch popu-
lation: 5.25×1010, bunch length: 60 cm, beam radius: 3 mm
and bunch spacing: 18.94 ns.
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Figure 5: Energy of the electrons for two types of bunch spacings with copper beam pipe.

CONCLUSION
In this study, effects of external magnetic field and cop-

per/stainless steel pipe materials on the number of electrons
and corresponding energies are quantified via VSim for the
CLIC-DR machine for positron beam parameters. The com-
putational domain is loaded with initial electrons as seeds
of the secondaries generated according to Furman-Pivi sec-
ondary emission yield model. The collisions of the positron
beam with the residual gases and photoemission mechanisms
are omitted in simulations in order to focus on magnetic field
and pipe material effects. It is confirmed that applying ex-
ternal dipole magnetic field and increasing bunch spacing
reduces the electron cloud density. Furthermore, stainless
steel has a significantly higher capability to emit electrons
as compared to copper. External magnetic field aligns elec-
trons at the center of the beam pipe in a narrow region as a
stripe and reduces the interaction area of the pipe surface for
the electrons. Moreover, magnetic field decreases number
of secondaries in different ratios for steel and copper pipes.
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CONSEQUENCES OF LONGITUDINAL COUPLED-BUNCH
INSTABILITY MITIGATION ON POWER REQUIREMENTS

DURING THE HL-LHC FILLING
I. Karpov∗, P. Baudrenghien, L. E. Medina Medrano, H. Timko, CERN, Geneva, Switzerland

Abstract
During the filling of the Large Hadron Collider (LHC), it

is desirable to keep the RF cavity voltage constant both in
amplitude and phase to minimize the emittance blow-up and
injection losses. To have a constant voltage and to minimize
power consumption, a special beam-loading compensation
scheme called half-detuning is used in the LHC, for which
the cavity fundamental resonant frequency needs to be de-
tuned from the RF frequency by an appropriate value. This,
however, can result in fast coupled-bunch instabilities caused
by the asymmetry of the fundamental cavity impedance. To
mitigate them, a fast direct RF feedback and a one-turn delay
feedback are presently used in the LHC. The semi-analytical
model that describes the dynamics of the Low-Level RF
system in the LHC shows that, depending on the mitigation
scenario, the required transient RF power during injection
could significantly exceed the steady-state value. This means
that for High-Luminosity LHC (HL-LHC) beam intensities,
one can potentially reach the limit of available RF power.
In this paper, the model is described, and benchmarks with
LHC measurements are presented. We also shortly revisit the
damping requirements for the longitudinal coupled-bunch
instability at injection energy, to find a compromise between
longitudinal stability and RF power requirements for the
HL-LHC beam.

INTRODUCTION
During the filling of the Large Hadron Collider (LHC), it

is desirable to reduce RF power requirements and to mini-
mize the emittance blow-up and injection losses. This can
be achieved if half-detuning beam loading compensation
scheme is used [1], which keeps the RF cavity voltage con-
stant both in amplitude and phase. Detuning causes asym-
metry of the fundamental cavity impedance, which can drive
longitudinal coupled-bunch instabilities. In the LHC, they
are mitigated by a direct RF feedback [2] and a one-turn
delay feedback (OTFB) [3] which reduce the impedance
seen by the beam and defined as the closed-loop impedance

/cl (l) = / (l)
1 + 4−8gdelayl� (l)/ (l) . (1)

Here, / is the RF cavity impedance, gdelay is the loop delay,
and � is the frequency dependent gain. The feedback can
reduce the impedance at frequencies where the absolute
value of the denominator is significantly larger than 1.

In steady-state operation, feedbacks do not require sig-
nificant additional power to suppress longitudinal coupled-
∗ ivan.karpov@cern.ch

bunch instabilities. Operational experience, however, sug-
gests that power transients between beam- and no-beam
segments need to be included in the analysis [4]. In the
present work, we evaluate RF power transients during the
injection process. If there is a large power overshoot, one
can potentially reach the limit of the available RF power in
the klystrons (about 300 kW [5]) for High-Luminosity LHC
(HL-LHC) requiring higher-intensity beams.

BEAM-GENERATOR-CAVITY
INTERACTION MODEL

To evaluate power transients during the injection process
in the LHC, the present work extends the description of beam-
generator-cavity interaction [6] taking into account the de-
tails of the Low-Level RF (LLRF) system in the LHC [5] (see
Fig. 1). The LHC employs superconducting cavities which
are connected to generators (klystrons) via circulators, so
that the whole reflected current (�A ) is absorbed in a load.
The RF voltage + is defined by the RF component of the
beam current �1,RF and the generator current �6 fed into the
cavity via a main coupler [6]:

�6 (C) = + (C)
2('/&)

(
1
&!
− 28

Δl
lRF

)
+ 3+ (C)/3C
lRF ('/&) +

�1,RF (C)
2

.

(2)
Here ('/&) = 45 W, Δl = lA − lRF is the cavity detun-
ing, 5A = lA/2c is the cavity resonant frequency, lRF =
2c 5RF = 2cℎ 50, 5RF = 400.79 MHz is the RF frequency,
50 = 1/)0 is the revolution frequency, )0 is the revolution
period, and ℎ = 35640 is the harmonic number. The loaded
quality factor &! = (1/&ext + 1/&0)−1 is calculated from
the cavity quality factor &0 and the coupler quality factor
&ext = /2/('/&) defined by /2 , the line impedance trans-
formed to the gap by the main coupler. For a superconduct-
ing cavity with &0 � &ext, &! ≈ &ext. Note that in Eq. (2)
+, �1,RF and �6 are the complex phasors and the correspond-
ing phases are chosen such that in the absence of the beam
the cavity voltage is real.

Equation (2) allows to treat the case when �1,RF is mod-
ulated due to the gaps in the ring filling. In reality, the RF
power chain (klystron, circulator, etc.) has limited band-
width and cannot track the fast bunch-by-bunch variations of
the beam current. In addition, the synchronous clock is used
for processing in the LHC with a sampling time correspond-
ing to the bunch spacing of Cbb = 10 CRF, where CRF = 1/ 5RF
is the RF period. In what follows, time is discretized with
a the sampling frequency 5bb = 1/Cbb. We use a function
D, which describes the filling scheme. It is defined on ℎ/10
sampling points per turn, D = 1 in the filled buckets, and
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Figure 1: Beam-generator-cavity interaction model. The elements inside the dashed contour are the part of the low-level RF
system.

D = 0 in the gaps. Thus, the RF component of the beam
current in Eq. (2) is

�1,RF (C) = 8
4#?�1

Cbb
D(C)48q1 (C) = 8 �̂1,RF4

−8qB+8q1 (C)D(C),
(3)

where �̂1,RF = |�1 |4#?/Cbb, #? is the number of particles
per bunch, qB is the average bunch position, and q1 is the
bunch-by-bunch phase modulation. The complex form fac-
tor [7]

�1 = 2
F [_(C)]l=lRF

F [_(C)]l=0
= |�1 |4−8qB (4)

is obtained from the bunch profile _ as the ratio of the
Fourier transform of _ at the RF frequency to _ at DC.
It depends on the particle distribution function [8]. For
symmetric Gaussian bunches with rms bunch length f,
the magnitude of the form factor can be approximated as
|�1 | ≈ 2 exp

[−(lRFf)2/2
]

and qB is the same as the syn-
chronous phase.

The generator current in Eq. (2) depends on detailed im-
plementation of the LLRF loops which are described in
the following subsections. For each element, the transfer
function � is defined as

� (B) = . (B)
- (B)

in Laplace notation, with the complex variable B, the input
signal being - , and the output signal being . . Note that
B = 8(l−lRF) is related to the angular frequency l, so that
the LLRF response is centered at lRF. In the past, a part of
the model was developed using MATLAB and Simulink soft-
ware packages [9]. At present, two similar implementations
(stand-alone and in the BLonD particle tracker suite [10])
are available in Python. The corresponding transfer func-
tions are replaced by their discrete time-domain forms in
the codes and solved together with Eq. (2) using the Euler
method. The LLRF loops act on the error signal n (differ-
ence between the actual value + and the reference value +ref
of the cavity voltage) to control the RF voltage in the cavity.

Finally, to evaluate the time evolution of the RF power,
the following equation is used [6]

%(C) = 1
2
('/&)&ext |�6 (C) |2 ≈ 1

2
('/&)&! |�6 (C) |2. (5)

Direct RF feedback
The LHC direct RF feedback consists of two branches:

the analog and the digital paths. They can be described by a
transfer function as the sum of high-pass and low-pass filters
in Laplace notation

�0,3 (B) = �0 g0B

1 + g0B + �3
1

1 + g3B , (6)

where �0 is the gain of the high-pass filter, g0 is the high-
pass filter time constant,�3 is the gain for the low-pass filter,
and g3 is the time constant of the low-pass filter. While in
the presence of the analog RF feedback, the closed-loop
impedance is smaller than the cavity impedance, the digital
RF feedback ensures precise control of the static cavity volt-
age amplitude and phase due to a higher gain (�3 > �0)
in the low-frequency range, | 5 − 5A | < 50. In the LHC, the
following values are used in operation: g0 = 170 µs, g3 =
400 µs, �3 = 10 �0, and �0 = �<0 = 6.79 × 10−6 1/Ω
is chosen to obtain a flat closed-loop response �cl for loop
delay of gdelay = 650 ns,

�<0 =
1

2('/&)lRFgdelay
,

where the closed-loop transfer function is defined as

�cl (B) =
24−gdelayB�0,3 (B)/ (B)

1 + 24−gdelayB�0,3 (B)/ (B) . (7)

The factor of 2 in Eq. (7) is coming from the fact that the
transfer function from �6 to + based on Eq. (2) is twice the
RF cavity impedance / (B), which is approximated as

/ (B) = ('/&)&!
1 + 2&! (B − 8Δl)/lRF

.
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One-turn delay feedback
An additional means to reduce the closed-loop impedance

is to use OTFB. In the LHC, the input and output signals of
the OTFB branch are AC-coupled, so there is no influence
on the average voltage in the cavity. The transfer function
of the AC-coupling is

�AC (B) = gACB

1 + gACB
, (8)

with the time constant gAC = 110 µs. The OTFB response is
modeled as a comb filter [2]

�OTFB (B) = �OTFB
(1 − 0OTFB)4−()0−gdelay comp)B

1 − 0OTFB4−)0B
, (9)

where �OTFB = 10 is the OTFB gain, 0OTFB = 15/16 is
the constant defining the bandwidth of the resonances, and
gdelay comp is an adjustable delay that compensates for the
delay of the closed-loop response defined in Eq. (7). In the
LHC, gdelay comp ≈ 1.2 µs is used, while it will be shown
below that this delay affects the evolution of RF power tran-
sients during the injection process.

Finally, a symmetric, finite-impulse response (FIR) filter
is used to control (and limit) the OTFB bandwidth. The
transfer function of this low-pass filter (LPF) is

�LPF (B) = 4 (#tap−1)CbbB/2
#tap−1∑
:=0

1:4
−:CbbB , (10)

where #tap is the number of taps of the FIR filter (#tap = 63
in the LHC), and the filter coefficients 1: are listed in the
Appendix.

Apart from stabilising the beam, the feedback loops pro-
vide also transient beam-loading compensation. The partic-
ular compensation scheme that is used during the injection
process in the LHC is described in the following section.

HALF-DETUNING SCHEME
To keep the cavity voltage amplitude and phase constant

(+ (C) = +cav = constant), the feedback loops will try to
compensate the beam-induced voltage. For a non-uniform
filling of the ring, the steady-state RF power in this scheme
is at its minimum and is the same in beam and no-beam
segments if the following frequency detuning and loaded
quality factor are used [1]

Δl1/2 = −lRF
�̂1,RF ('/&)

4+cav
, &!,1/2 =

2+cav

('/&) �̂1,RF
.

(11)
The corresponding steady-state power is

%th =
+cav �̂1,RF

8
. (12)

During Run I and Run II operation, the RF power at injection
was typically around 100 kW and the main coupler was
not adjusted to minimise the RF power, but rather to be at
a constant working point corresponding to &! = 20000
during injection. The cavity was detuned automatically after
beam injection using the algorithm described below.

Tuning algorithm
To optimize the RF power requirements in steady-state

operation, a cavity detuning algorithm was proposed and
implemented in the LHC [11]. The cavity detuning changes
between consecutive turns = and = + 1 as

(
Δ 5
50

)
=+1

=

(
Δ 5
50

)
=

− `

2
Im

[
+�6

]
min + Im

[
+�6

]
max

|+cav |2
,

(13)
where ` sets the rate of convergence with a time constant of
the detuning process in the order of a second. The quantities
in the square brackets are down-sampled using a Cascaded-
integrator–comb (CIC) filter with the following transfer func-
tion

�CIC (B) = 1
64

(
1 − 4−8CbbB

1 − 4−CbbB

)2

, (14)

and then Im
[
+�6

]
min and Im

[
+�6

]
max are obtained within

one turn. In our model, the tuner model was implemented
together with the direct RF feedback and OTFB, and it was
benchmarked with measurements in the steady-state case,
which is described in the following subsection.

Comparison with measurements in steady-state
The half-detuning scheme was employed during the whole

LHC cycle until 2014. The modulations of the generator
forward power, the generator current phase, the cavity volt-
age amplitude, and the cavity voltage phase measured at
6.5 TeV with a full machine are shown in Fig. 2 (measured
data from Ref. [12]). The modulation pattern is defined by
gaps in the filling scheme: 225 ns due to the Super Proton
Synchrotron (SPS) injection kicker rise time, 900 ns due
to the LHC injection kicker rise time, and finally 6.85 µs
due to the LHC abort gap. There were 2244 bunches (36
bunches in the Proton Synchrotron (PS) batches, either one,
three or four PS batches per SPS batch) circulating in the
machine with the average bunch intensity of #? = 1.2×1011

protons per bunch (p/b) and a bunch length of about 1 ns
(|�1 | = 1.64). We used the implemented LLRF and tuner
models to evaluate the modulations for the same parameters
(red dashed lines in Fig. 2).

The tuning algorithm in the model results in Δl =
0.935 × Δl1/2, which is close to the theoretically predicted
value of -4.6 kHz. In the steady-state situation, the model
takes also into account that the bunch-by-bunch phase mod-
ulation follows the cavity phase modulation, so that the sta-
ble phase for all bunches is 180◦. In general, we see that
calculations reproduce well the measured modulations for
gdelay comp = 1175 ns, while the measured value of the delay
is not available in Ref [12]. Another uncertainty is the exact
value of the cavity detuning in measurements. Note also that
the corresponding steady-state power is %th ≈ 200 kW [see
Eq. (12)] in this case, while the peak power reaches more
than 280 kW both in calculations and in measurements. This
means, that Eq. (12) does not include the power transients
caused by the transitions between beam and no-beam seg-
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Figure 2: Comparison of generator forward power, genera-
tor current phase, cavity voltage amplitude, and cavity volt-
age phase (from top to bottom) from measurements (solid
blue lines) and calculations using the developed model (red
dashed lines). The plots are obtained by the overlap of the
calculations with the data from Ref [12]. The modulations
in the signals along the ring are due to beam-current mod-
ulations between batches. The beam and LLRF parame-
ters are 2244 bunches, #? = 1.2 × 1011 p/b, g4f = 4f =
1 ns, +cav = 1.25 MV, &! = 60000, Δl = 0.935Δl1/2,
�0 = �<0 , �3 = 10 �0, and �OTFB = 10, and gdelay comp =
1175 ns.

ments. In the next section we use the implemented model to
evaluate the power transients during the injection process.

POWER EVOLUTION DURING
INJECTION

The bunches extracted from the SPS 200 MHz main RF
system are mismatched to the 400 MHz RF bucket of the
LHC RF system, which results in their filamentation. In
general, one has to model the dynamics of the interaction
of the beam with the LLRF system in order to accurately
evaluate transient effects. The present work focuses only
on timescales which are shorter than the synchrotron pe-
riod. This allows to assume that the beam parameters do
not change during the calculation. In the cases presented
below, a single batch of 1000 Gaussian bunches with g4f =
4f = 1.2 ns (|�1 | = 1.5) and #? = 2.3 × 1011 p/b (HL-
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Figure 3: Cavity voltage amplitude (top) and RF power
requirements (bottom) for selected turns after injection with
the direct RF feedback on and the OTFB off. A beam without
gaps is considered, with the first bunch at 1.3 µs and the last
bunch at 26.3 µs. Parameters: �̂1,RF = 2.22 A, �0 = �<0 ,
�3 = 10 �0, and �OTFB = 0. The dashed line is the
expected RF power in the steady-state [see Eq. (12)].

LHC baseline) is injected into the LHC for +cav = 0.75 MV
(6 MV of total RF voltage per beam) and different configu-
rations of feedback loops. We also assume that the cavities
are pre-detuned to the optimal frequency with beam loading
and the quality factor is adjusted according to Eq. (11). In
the following, the system of equations is initially solved for
several tens of turns without beam to obtains steady-state
conditions before injection and then the beam is taken into
account in the calculations.

Case of direct RF feedback only
Considering the case when �0 = �<0 and the OTFB is

switched off (�OTFB = 0), the modulations of the cavity
voltage amplitude and of the RF power during the few first
turns after injection are shown in Fig. 3. There is a small
difference between traces due to a short time constant of
its analog part defined by the physical loop delay gdelay =
650 ns. A small difference between the first and the second
turns comes from the action of the digital part of the direct
RF feedback which has a time constant of several turns. The
modulation of the cavity voltage amplitude in this case is of
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Figure 4: Normalized maximum needed RF power as a
function of the direct RF feedback gain.

the order of 2-3 %. There is an overshoot in power in the
no-beam segment behind the batch, which depends on the
feedback gain (see Fig. 4). For �0 < 0.85�<0 , the power
does not exceed the theoretical value [see Eq. (12)], but this
might affect the longitudinal multi-bunch stability, since the
closed-loop impedance will increase.

Case of direct RF feedback and OTFB
Similar calculations for the case with OTFB (�OTFB = 10)

are shown in Fig. 5. The first turn after injection is the same
as for the case without OTFB because of the one turn delay.
The beam loading compensation from the OTFB takes sev-
eral turns to develop due to its narrow bandwidth, resulting
in a much smaller modulation of the cavity voltage after 26
turns. However, this comes at the expense of larger power
transient at the batch head and after its tail, in comparison
to the previous case. The power evolution depends on the
adjustment of the delay in the OTFB branch: there is an
overshoot either during transients or in the steady-state (see
Fig. 6). The optimum delay is about 1100 ns, which corre-
sponds to about 20 % excess in power, in short peaks of a
few µs.

Considering the case of �0 = 0.85 �<0 and gdelay comp =
1100 ns, the peak power as a function of OTFB gain is shown
in Fig. 7. For example, for �OTFB ≈ 5 the power overshoot
approximately corresponds to the one without OTFB and
�0 = �<0 . However, the use of the direct RF feedback
alone will be less favorable for the beam stability as the
compensation of the beam-induced voltage is reduced.

According to Ref. [13], for +cav = 0.75 MV (6 MV of
total RF voltage) and g4f = 1 ns at injection energy, there is
a stability margin of almost a factor of 3 for the case of the
direct RF feedback alone and a factor of 40 with additional
impedance reduction by OTFB. Still, further optimization re-
quires benchmarking the model with injection transients ob-
served during measurements performed in 2018 [14]. More-
over, particle tracking simulations including beam losses are
required to optimize the system for future intensities.
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Figure 5: Cavity voltage amplitude (top) and RF power
requirements (bottom) for selected turns after injection for
HL-LHC parameters with both the direct RF feedback and
OTFB on. The first bunch is at 1.3 µs and the last at 26.3 µs.
Parameters: �̂1,RF = 2.22 A, �0 = �<0 , �3 = 10 �0, and
�OTFB = 10, and gdelay comp = 1200 ns. The dashed line is
the expected RF power in the steady-state [see Eq. (12)].

SUMMARY

The LHC LLRF model was implemented using Python. It
was benchmarked against measurements in steady-state con-
dition and the comparison with power transients measured
during injection is ongoing. Both the direct RF feedback and
OTFB cause a power overshoot during the injection process
in calculations and measurements. While power transients
can be reduced by adjusting the feedback gains and the delay
in the OTFB branch, there are potential consequences on
beam stability. A more detailed analysis of coupled-bunch
instability and possibly full beam dynamics simulations are
still required to draw conclusions about the RF power re-
quirement during the injection of HL-LHC beams.
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APPENDIX
The following coefficients of the FIR LPF [see Eq. (10)]

are used in the LHC, 1: = [-0.038636, -0.00687283,
-0.00719296, -0.00733319, -0.00726159, -0.00694037,
-0.00634775, -0.00548098, -0.00432789, -0.00288188,
-0.0011339, 0.00090253, 0.00321323, 0.00577238,
0.00856464, 0.0115605, 0.0147307, 0.0180265, 0.0214057,
0.0248156, 0.0282116, 0.0315334, 0.0347311, 0.0377502,
0.0405575, 0.0431076, 0.0453585, 0.047243, 0.0487253,
0.049782, 0.0504816, 0.0507121, 0.0504816, 0.049782,
0.0487253, 0.047243, 0.0453585, 0.0431076, 0.0405575,
0.0377502, 0.0347311, 0.0315334, 0.0282116, 0.0248156,
0.0214057, 0.0180265, 0.0147307, 0.0115605, 0.00856464,
0.00577238, 0.00321323, 0.00090253, -0.0011339,
-0.00288188, -0.00432789, -0.00548098, -0.00634775,
-0.00694037, -0.00726159, -0.00733319, -0.00719296,
-0.00687283, -0.038636].
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SYNCHRONOUS PHASE SHIFT MEASUREMENTS FOR EVALUATION
OF THE LONGITUDINAL IMPEDANCE MODEL AT THE CERN SPS

M. Schwarz∗, A. Farricker, I. Karpov, A. Lasheen
CERN, Geneva, Switzerland

Abstract
The High Luminosity LHC (HL-LHC) requires 2.3×1011

protons per bunch (ppb) at LHC injection. For the SPS, the
injector to the LHC, this goal requires a doubling of the in-
jected intensity to 2.6×1011 ppb. Longitudinal instabilities
were observed in the SPS for intensities below the required
2.6×1011 ppb. Identifying, and ultimately mitigating, the
impedance sources driving the instabilities requires an accu-
rate impedance model. Here, we report on measurements of
the synchronous phase shift with intensity and correspond-
ing energy loss at the SPS injection. Using the loss factor to
compute the energy loss from the measured bunch spectrum
and the SPS impedance model leads to significant disagree-
ments with measurements. This issue is investigated for the
simplified case of a single resonator. However, simulating
matched bunches using the SPS impedance model yields
better agreement with measurements.

INTRODUCTION
The longitudinal impedance model of the SPS [1] is

shown in Fig. 1 (blue curve). The dominant contribution at
200 MHz arises from the Travelling Wave Cavities (TWC)
together with their Higher-Order Modes (HOM) at 630 MHz
and 915 MHz. The peak at 800 MHz is due to the fourth-
harmonic TWCs used as Landau cavities. Contributions
above 1.2 GHz are caused mainly by the vacuum flanges
and HOMs of the 800 MHz TWC. An extensive upgrade
program is currently under implementation to reduce the
machine impedance. It includes rearranging the sections
of the main TWCs, damping of the 630 MHz HOM, and
shielding of the vacuum flanges. The result (orange curve
in Fig. 1) is a 20% reduction of the impedance at 200 MHz,
66% at 630 MHz, as well as a significant reduction in the
impedance around 1.4 GHz.

One method to verify this complex impedance model, to
identify missing impedance sources, or to see in future the
result of upgrades, is to measure the synchronous phase shift
of a bunch with intensity and to compare it to the model
predictions [2–5]. Since any impedance source 𝑍 leads to
an energy loss𝑈, the bunch adjusts its phase 𝜙 w.r.t. to the
RF to recuperate this energy loss

𝑈

𝑒𝑉RF
= sin 𝜙 ≃ 𝜙 (𝑁, 𝜎) , (1)

where 𝑒 denotes the elementary charge and 𝑉RF the RF am-
plitude. Since 𝜙 is small, we linearize the sin-function here
and in the following. We have emphasized that the bunch
∗ now at KIT, markus.schwarz@kit.edu
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Figure 1: The longitudinal SPS impedance models before
(blue) and after (orange) the impedance reduction campaign
conducted during Long Shutdown 2 (LS2).

phase depends on the number of particles per bunch (ppb) 𝑁
and the bunch shape, represented by the bunch length 𝜎. By
measuring the bunch phase 𝜙, one can, thus, measure the lost
energy𝑈 and compare to the impedance model prediction.

There are two possible methods to find out how the energy
lost due to an impedance changes the bunch position. In the
following, we normalize the energy loss by the number of
particles, and denote it by an overbar, e.g. �̄� = 𝑈/𝑁 . The
first is the (normalized) average energy loss �̄�𝜅 and is given
by [6]

�̄�𝜅 = 𝑒
2 𝑁 𝜅 , (2)

with the loss factor 𝜅 defined as

𝜅 = 2
∫ ∞

0
Re𝑍 ( 𝑓 ) |Λ( 𝑓 ) |2 d 𝑓 . (3)

Here, Λ( 𝑓 ) denotes the Fourier transform of the longitudinal
line density 𝜆(𝜏), normalized as

∫ ∞
−∞ 𝜆(𝜏)d𝜏 = 1. By using

the wake function instead of the impedance 𝑍 , the energy
loss �̄�𝜅 can be rewritten in terms of the average induced
voltage. Hence, it is related to the center-of-mass, or mean
position of the bunch 𝜏mean =

∫ ∞
−∞ 𝜏 𝜆(𝜏)d𝜏 as

�̄�mean = 𝑒𝑉RF 𝜔RF𝜏mean . (4)

The second method is to compute the phase shift 𝛿𝜙s =
𝜙𝑠 − 𝜙𝑠0 of the synchronous particle, i.e. the particle syn-
chronous with the RF wave, due to potential well distortion.
In first order perturbation theory, it is given as [7]

𝛿𝜙s =
2𝑒 𝑁

𝑉RF cos 𝜙𝑠0

∫ ∞

0
Re [𝑍 ( 𝑓 )Λ0 ( 𝑓 )] d 𝑓 . (5)
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The index ’0’ refers to the unperturbed, zero-intensity quan-
tities, e.g. the unperturbed synchronous phase 𝜙𝑠0. If the
line density 𝜆(𝜏) is symmetric, the spectrum Λ( 𝑓 ) is real as
well. This synchronous phase shift 𝛿𝜙𝑠 indicates an energy
loss of

�̄�𝜙𝑠 = 𝑒𝑉RF 𝛿𝜙𝑠/𝑁 . (6)

The position of the synchronous particle 𝜏𝑠 = 𝜙𝑠/𝜔RF is
not directly accessible to measurements. However, the syn-
chronous particle, by definition, sits at the minimum of the
potential well formed by the RF- and induced voltage. For
a stable, i.e. time-independent, bunch, the minimum of the
potential well coincides with the maximum or peak of the
bunch profile. Hence, we can obtain the position of the
synchronous particle by measuring the peak position 𝜏peak
of the stable bunch profile. For a given profile, we obtain
𝜏peak by fitting a parabola to a window of ±0.5 ns around the
profile maximum. The corresponding energy loss is then

�̄�peak = 𝑒𝑉RF 𝜔RF𝜏peak . (7)

While we have access to the unperturbed spectrum Λ0 in
simulation, it is not measurable in practice, where we can
only measure the bunch profile perturbed by the potential
well distortion. We, thus, use the (measurable) perturbed
spectrum Λ( 𝑓 ) in Eq. (5) to obtain an approximate value for
Δ𝜙𝑠 and the resulting energy loss �̄�𝜙𝑠 ,approx.

Notice that both �̄�𝜅 and �̄�𝜙𝑠 depend only on the real
part of the impedance. Since both losses depend on the
overlap of the impedance with the bunch spectrum, shorter
bunches tend to have a higher energy loss, but in general
the energy loss is non-monotonic. First, the bunch spectrum
is non-monotonic since the proton bunches do not have a
Gaussian shape. Second, the machine impedance is highly
non-monotonic, see Fig. 1.

NARROW-BAND RESONATOR MODEL
To illustrate the above discussion, we first did a particle

tracking simulation of a single bunch with the longitudi-
nal tracking code BLonD [8]. Instead of the complex SPS
impedance model, we only take a single resonator into ac-
count. The shunt impedance of 4.5 MΩ and quality factor
𝑄 = 140 give a rough estimate for the impedance of the
200 MHz TWC [3], while we vary the resonant frequency
𝑓𝑟 . We fix the bunch intensity at 1 × 1011 ppb, which is
slightly below the present nominal LHC intensity. The ini-
tial bunch distribution including four million macro-particles
is generated from a binomial profile

𝜆0 (𝜏) = 𝐴
[
1 −

(
2(𝜏 − 𝜏max)

𝜏𝐿

)2
] 𝜇+1/2

, (8)

and is matched to the RF bucket with intensity effects. We
used 𝜇 = 2.4 and the bunch length 4𝜎𝐹𝑊𝐻𝑀 ≃ 0.78𝜏𝐿 =
2.5 ns. To take into account that the matching is not per-
fect, we let the bunch filament a little by tracking for 15
synchrotron periods (1000 turns) before ’measuring’ the
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Figure 2: Simulated energy loss using a single resonator.
Energy losses obtained from a bunch position are plotted as
dashed lines, while those derived from the impedance model
are plotted as solid lines.

bunch profiles during another 15 synchrotron periods. We
compute the average bunch profile, and do the same data
analysis as with the measured profiles.

Figure 2 shows the resulting simulated and calculated en-
ergy losses for different resonant frequencies. All losses
decrease for higher resonant frequencies, as the overlap be-
tween bunch spectrum and impedance decreases. Since we
have access to the unperturbed bunch spectrum Λ0 in simu-
lations, we can use equations (5) and (6) directly to compute
the energy loss �̄�𝜙𝑠 causing the synchronous phase shift
(orange curve). From the ’measured’ peak position 𝜏peak,
we obtain the corresponding energy loss �̄�peak using Eq. (7)
(orange dashed curve). The two curves are in agreement also
with the approximate result (red curve), calculated from the
’measured’ perturbed bunch spectrum Λ.

The blue curve shows the model prediction for the aver-
age energy loss of the bunch according to Eq. (2). This is
compared to the energy loss obtained from the ’measured’
mean bunch position 𝜏mean using Eq. (4) (blue dashed curve).
We observe good agreement for resonant frequencies above
400 MHz, but significant deviations when the resonant fre-
quency 𝑓𝑟 is close to the RF frequency of ~200 MHz. At
this frequency, the ’measured’ �̄�mean agrees with the energy
loss from the synchronous phase shift.

For 𝑓𝑟 = 𝑓RF, the results can be analyzed and explained
by treating the narrow-band impedance as a 𝛿-function cen-
tered at 𝑓RF. In this case, the induced voltage just leads to
an amplitude and phase shift of the RF voltage, rather than
an asymmetric potential well distortion. Therefore, the total
voltage seen by the beam is still symmetric around the syn-
chronous particle. The matched, perturbed, bunch profile 𝜆
equals the unperturbed profile 𝜆0, but shifted by an amount
given by Eq. (5). Since the profile 𝜆 is symmetric, the peak
𝜏peak and mean 𝜏mean positions coincide, which explains why
�̄�peak equals �̄�mean. Moreover, �̄�𝜅 = Λ0 ( 𝑓RF)�̄�𝜙𝑠 in this
case. Using the analytic expression for the spectrum with
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the bunch parameters given above yields Λ0 ( 𝑓RF) ≃ 0.8,
which is in quantitative agreement with Fig. 2. For other
resonance frequencies, the potential well becomes asymmet-
ric, which leads to an asymmetric bunch profile. Now, the
synchronous particle is no longer at the bunch center, and
�̄�peak disagrees with �̄�mean.

MEASUREMENTS
Measuring the phase between the bunch and the RF wave

is difficult in practice. Instead, we employed a reference
and a witness bunch [2]. The reference bunch had a fixed
small intensity. The witness bunch followed at a sufficiently
large distance so as not to be affected by the wake field of
the reference bunch (1.5 µs in our case). We then recorded
the bunch profiles, starting 500 ms after injection to give the
bunches time to filament and reach a stable state. To mea-
sure the bunch intensity, we calibrated the integrated profile
against the intensity of the DC Beam Current Transformer,
see [9] for details. The relative phase between the bunches
is determined from their bunch positions as

Δ𝜙 = 𝜔RF [(𝑡𝑤 − 𝑡𝑟 ) %𝑇RF] , (9)

where % is the modulo operation and 𝑡𝑟 ,𝑤 denote the posi-
tion of the reference and witness bunch, respectively. We
then scanned the bunch intensity and length, while keep-
ing the shape of reference and witness bunch the same. In
practice, we considered two bunch shapes the same, if their
bunch lengths do not differ by more than 5%. For a fixed
bunch length, the absolute phase distance scales linearly
with intensity, i.e.

𝜙(𝑁, 𝜎 = 𝑐𝑜𝑛𝑠𝑡) ≃ 𝑁Δ𝜙(𝜎)/Δ𝑁 . (10)

Finally, the normalized energy loss �̄� (𝜎) is given by

�̄� (𝜎) ≃ 𝑒𝑉RF Δ𝜙(𝜎)/Δ𝑁 . (11)

We used three methods to compute the bunch position
from the measured bunch profile. As discussed above, two
of them are the mean 𝜏mean and peak 𝜏peak positions. By
fitting the profile to the line density in Eq. (8) we obtained
the position of the maximum of the fitted profile 𝜏fit.

Figure 3 shows the measured phase difference obtained
by using 𝜏fit in Eq. (9). It shows the expected qualitative
behavior, i.e. an increasing phase shift for either increas-
ing intensity at fixed bunch length, or decreasing bunch
length at fixed intensity. To obtain the slope Δ𝜙(𝜎)/Δ𝑁 ,
we binned the data according to bunch length (using a win-
dow of ±0.2 ns) and performed a linear fit. An example is
shown in Fig. 4, together with the linear fit. The error in the
fitted slope then directly transfers into the error of the energy
loss �̄�. The corresponding value for the bunch length is the
mean bunch length of all data points within that window,
and their RMS gives the bunch length error. Notice that we
do not consider an error in neither the bunch intensity, nor
the RF voltage 𝑉RF.

Figure 3: Measured phase shift for different bunch lengths
and intensities. The bunch position and length 4𝜎fit were
obtained by fitting a binomial to the measured profile.

Figure 4: Data points of Fig. 3 in the interval 4𝜎fit =
2.44 ns ± 0.2 ns together with the linear fit.

RESULTS
First, we use the peak position 𝜏peak in Eq. (9), and pro-

ceed as described in the previous section. The results for
�̄�peak are shown as the orange points in Fig. 51. An energy
loss in the order of 10 keV/1010 ppb was reported in [3],
roughly agreeing with our �̄�peak. From the discussion of the
narrow-band resonator model, �̄�𝜙𝑠 ,approx is the most relevant
quantity to compare to and is shown as the red data points.
We compute �̄�𝜙𝑠 ,approx for the measured bunch spectra Λ
and the full longitudinal SPS impedance model in Fig. 1.

Surprisingly, we see a large discrepancy between the two.
At face value, this would mean that the model significantly
overestimates an impedance source. Since �̄�𝜙𝑠 ,approx ex-
ceeds �̄�peak for all bunch lengths, it would suggest an overes-
timation in the low-frequency regime of the model. However,
this impedance model was used many times in BLonD sim-

1 Here, and in the following figures, the data points are joined to guide the
eye.
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Figure 5: Comparison between the measured �̄�peak (orange,
dashed) and the impedance model prediction �̄�𝜙𝑠 ,approx (red,
solid).

ulations that successfully reproduced measured intensity
effects in the SPS. This makes a large error in the impedance
model unlikely, but, so far, we have not been able to find an
error in the computation of �̄�𝜙𝑠 ,approx.
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Figure 6: Comparison between the measured �̄�mean (blue,
dashed) and the impedance model prediction �̄�𝜅 (blue,
solid).

As a second method, we compare �̄�mean obtained from
𝜏mean and compare to average energy loss �̄�𝜅 , see Fig. 6. For
bunch lengths longer than 2.2 ns, the measured energy loss
is above the impedance model prediction, but both have the
same shape. Reminding the fact that the SPS impedance is
dominated by the fundamental cavities, we are in a similar
situation as discussed for the narrow-band resonator model.
The simulation of the ’measured’ energy loss was system-
atically above the model prediction. This is reaffirmed by
the fact that longer bunches mainly sample the impedance
of the 200 MHz TWCs and are less affected by the higher-
frequency impedances. For smaller bunch length, the devi-
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Figure 7: Energy loss obtained by fitting the measured pro-
files �̄�fit (green) and the energy loss �̄�fit,sim obtained by sim-
ulating bunches created from these fit parameters (purple).

ation increases, but the error bars increase significantly as
well.

Finally, we fit the binomial line density in Eq. (8) to the
measured profiles for the reference and witness bunch, thus
obtaining 𝜏fit. The resulting �̄�fit is shown in Fig. 7 as the
green data. To compare with the impedance model, we
create matched distributions from these fit parameters and
track them in BLonD, including the intensity effects due to
the full SPS impedance model. The reference and witness
bunches are tracked independently, thus ignoring any inter-
action between them. We also do not include the phase loop
in simulations, which was active during the measurements.
This is justified by the fact that the phase loop (before the
upgrade during LS2) can only act on the reference bunch,
and that we only consider the stable situation 500 ms after
injection. As in the simulations for the narrow-band model,
we track an initial 1000 turns to reach a stable situation,
and then save the bunch profiles averaged over another 1000
turns. We again do a binomial fit to find 𝜏fit,sim, and dis-
play the corresponding energy loss �̄�fit,sim as the purple data
points in Fig. 7. Again, the simulated energy loss is above
the measured one, but both agree for long and short bunches.

CONCLUSION
The narrow-band resonator model suggests to compare

�̄�mean with �̄�𝜅 and �̄�peak with �̄�𝜙𝑠 ,approx. However, these
comparisons work less well for measured energy losses
and their counterparts from the SPS impedance model (see
Figs. 5 and 6). There are still a couple of error sources which
were not considered. First, the data points used for the linear
fits did not include errors on the bunch intensity, and the error
in the RF voltage is not considered. Likely more important
is the error on the bunch positions, as often the difference be-
tween 𝜏mean and 𝜏peak is only a few pico-seconds, compared
to the bunch length of a few nano-seconds. Moreover, we
found that the parabolic fit to find 𝜏peak fits the data very well,
but the error on 𝜏peak depends on the absolute displacement
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of the bunch. This can give errors on the peak position well
above 10 ns for a bunch that is only 2 ns long! The reason
for this dependence is yet to be understood. At least, using
’brute force’ simulations, based on the fit parameters of the
measured bunch profiles, yield a reasonable agreement.

Other methods exist to compare a machine impedance
model to a real one. For example, the quadrupole frequency
shift with intensity was used to gain information on the reac-
tive part of the SPS impedance model [10]. Another method
is to inject long bunches with a small energy spread with-
out an RF voltage. Before debunching, different impedance
sources can drive instabilities that leave a ’finger print’ on
the bunch profile [11, 12]. In this case, one can also use the
drift of the bunch center due to the energy loss as a measure
of the mean energy loss �̄�𝜅 .

To validate the impedance model after LS2, injections of
long bunches and measurements of both the synchronous
phase and quadrupole frequency shifts are planned. The
former method is sensitive to the impedance reduction at
1.4 GHz (due to the shielding of vacuum flanges), while
measurements of the synchronous phase and quadrupole fre-
quency shifts probe the low-frequency part of the machine
impedance. The latter measurement can also readily ex-
tended and used as a measurement of the synchronous phase.
It will be aided by the availability of automatic over-night
parameter scans, yielding more data points with identical
machine parameters. This would also help with quantifying
the systematic errors arising from the imprecise knowledge
of the beam intensity and RF voltage.
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IDENTIFICATION OF IMPEDANCE SOURCES RESPONSIBLE FOR
LONGITUDINAL BEAM INSTABILITIES IN THE CERN PS

A. Lasheen⇤, H. Damerau, G. Favia, P. Kozlowski, B. Popovic,
CERN, Geneva, Switzerland

Abstract
Longitudinal instabilities in the CERN PS are an impor-

tant limitation to obtain the expected beam intensity and
longitudinal emittance at the PS extraction in the framework
of the LHC Injector Upgrade (LIU) project. The observed
coupled-bunch instabilities lead to dipolar and quadrupolar
oscillations, as well as to an uncontrolled longitudinal emit-
tance blow-up for proton beams. A microwave instability
observed with ion beams develops quickly at transition cross-
ing. To identify the potential impedance sources of these
instabilities, two strategies were adopted. Firstly, beam mea-
surements were performed for di�erent impedance configu-
rations, i.e. by partially detuning the main RF cavities. Sec-
ondly, a thorough survey of the machine elements together
with the RF studies allowed to refine the PS impedance
model in order to find potentially missing contributions.
Measurements were compared with particle simulations us-
ing the updated impedance model of the PS. Although the
source of the dipolar coupled-bunch instability was already
identified in the past, this study led to an identification of
the impedance sources driving other types of longitudinal
instabilities.

INTRODUCTION
An important objective of the High Luminosity-LHC (HL-

LHC) project at CERN is to double the beam (and bunch)
intensity [1]. This target intensity is challenging for the
injectors, which are being upgraded in the framework of
the LHC Injector Upgrade (LIU) project [2]. The Proton
Synchrotron (PS) is the second synchrotron in the injector
chain and it accelerates the proton beam up to ? = 26 GeV/c
before extraction to the Super Proton Synchrotron (SPS).
The present nominal intensity of LHC-type beams extracted
from the PS is #? = 1.3 ⇥ 1011 protons per bunch (p/b),
and the LIU target is #? = 2.6 ⇥ 1011 p/b with the same
longitudinal emittance. Main limitations in the PS to reach
these parameters are longitudinal beam instabilities.

Before the LIU upgrades, the dipolar coupled-bunch insta-
bility was the most critical instability in the PS, with a thresh-
old close to the nominal LHC-beam intensity. Using ana-
lytical studies and particles simulations [3], its impedance
source was identified to be the fundamental impedance of
the main RF system (10 MHz ferrite-loaded cavities). In
the framework of the LIU project, a dipolar coupled-bunch
feedback was developed and successfully implemented as
mitigation measure, allowing to raise the beam intensity up
to #? = 2.3⇥1011 p/b. Although close to the target intensity,
the goal was not yet reached due to other intensity e�ects.
⇤ alexandre.lasheen@cern.ch

The quadrupolar coupled-bunch instability, which is not
damped by the dipolar coupled-bunch feedback, limits the
beam from reaching the parameters required for the LIU
project. This instability was mitigated before, even without
understanding the driving impedance source, by using one of
the 40 MHz cavity as a Landau RF system [4]. This provided
the stability margin allowing to achieve beam parameters
beyond the LIU target. Although the required longitudinal
beam parameters were reached in the PS, the impedance
source driving the quadrupolar coupled-bunch instability
was yet to be identified. In this paper, we start from an
overview of the present PS impedance model including the
latest identified sources. Next, we describe the limitations
other than coupled-bunch instabilities for which the driving
impedance sources were already identified. Finally, the main
focus of this paper is to describe the methods used to iden-
tify the impedance source responsible for the quadrupolar
coupled-bunch instability.

PS BEAM-COUPLING IMPEDANCE
MODEL

The present PS impedance model, shown in Fig. 1, was
developed over the course of several years. The model is
based on electromagnetic simulations, as well as beam mea-
surements of the impedance [5] and includes [6]

• RF systems (with frequencies 2.8-10, 20, 40, 80,
200 MHz, and a broadband Finemet system);

• kicker magnets (injection/extraction, 6 elements);

• vacuum equipment (pumping manifolds, bellows, sec-
tor valves);

• longitudinal space charge and beam pipe resistive wall
impedance;

• single elements, such as internal beam dumps, beam
pick-ups.

Although not all di�erent versions of the equipment are
included (e.g. all possible variations of the pumping mani-
folds), the most relevant elements are present in the model.
The principal impedance sources driving the instabilities are
therefore expected to be in the list of elements.

The impedance sources have di�erent e�ects depend-
ing on their wavelength-to-bunch length ratio given by the
parameter 5Ag where 5A is the resonant frequency of the
impedance and g the bunch length. The contributions at low
frequencies, 5Ag ⇠ 1 (. 40 MHz in Fig. 1), are expected
to drive dipole and quadrupole coupled-bunch instabilities,
while high frequency sources, 5Ag � 1 (� 40 MHz), are
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Figure 1: Absolute value of impedance versus frequency for the present PS impedance model. The cavity impedances are
labeled with a ‘C’ followed by their resonant frequency. The equipment around the main magnet units (MU) consists of
bellows upstream and pumping manifolds downstream. These also house pick-ups of the trajectory measurement system.
The kicker magnets are not labeled but contribute to the broadband impedance. The beam spectrum is displayed in blue (in
arbitrary units) to illustrate which contributions are considered to be low frequency, 5Ag ⇠ 1, and high frequency, 5Ag � 1.

expected to drive microwave instability leading to uncon-
trolled emittance blow-up. The broadband impedances can
also lead to loss of Landau damping.

IDENTIFIED LIMITATIONS
One of the limiting intensity e�ects in the PS was an un-

controlled emittance blow-up arising during the acceleration
ramp and the beam splittings at top energy. The source of
the instability was rapidly identified as the high frequency
RF system (80 MHz cavities). Three of these cavities are
installed in the ring, but only two are required for proton
operation (non-adiabatic bunch shortening before extrac-
tion to the SPS). When not in use, the cavity impedance
is shielded from the beam by closing the gap with a pneu-
matic short-circuit. The contribution to the uncontrolled
emittance blow-up of these cavities was brought to light by
comparing the longitudinal beam quality with the 80 MHz
cavity gaps opened and closed. Another applied technique
consisted in measuring the beam spectrum during the slow
debunching with RF o� [7]. An example of measured beam
profile and spectrum is shown in Fig. 2. The uncontrolled
emittance blow-up was removed using a multi-harmonic RF
feedback to reduce the impedance of the high frequency
cavities, as demonstrated in [8], allowing to reach the LIU
beam intensity at the nominal longitudinal emittance.

Another potential source of uncontrolled emittance blow-
up is the microwave instability cause by the very high fre-
quency impedance sources. Presently it has no critical
impact on proton beam operation. However, for the ion
beam, the microwave instability occurs right after transition
crossing, as illustrated in Fig. 3. The frequency analysis
of the bunch profile allowed to have an indication of the
frequency of the driving impedance source [9]. However,
short bunches are not ideal for these measurements and

Figure 2: Measurement of beam modulation by the 80 MHz
cavities impedance during adiabatic reduction of the RF
voltage. The profiles (top) are shown with the corresponding
projected spectrum (bottom, maximum spectral amplitude).

only provide poorly resolved information about the reso-
nant frequency of the impedance, in the frequency range
above 1 GHz. Empty pumping manifolds are the suspected
main impedance source at high frequency and were already
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considered in 1975 [10], when damping resistors were in-
stalled. Although not critical for proton beam operation,
these sources of impedance need to be carefully monitored
as they might be responsible for the generation of tails in the
longitudinal distribution. This could lead to losses during
PS-SPS transfer [11], as well as to high frequency structures
on the extracted bunch profile.

Figure 3: Microwave instability at transition crossing with
ion beam (208Pb54+). The evolution of the bunch profile (top)
is shown together with the one right after the onset of the
instability (bottom), where the profile is modulated by beam
induced voltage due to high frequency impedance sources (>
1 GHz).

MEASUREMENTS AND ANALYSIS OF
THE QUADRUPOLAR COUPLED-BUNCH

INSTABILITY
The beam in the PS is accelerated using ferrite-loaded

cavities, tuneable from 2.8 MHz to 10 MHz. During the
acceleration ramp, the cavities are tuned at ⌘ = 21 (about
10 MHz) and follow the RF voltage program shown in Fig. 4.
For the nominal beam, =1 = 18 bunches are accelerated.
On the arrival to the flat top, the RF voltage is adiabatically
reduced to +RF = 20 kV and the bunches are split four times
before being compressed and extracted to the SPS. The RF
voltage during the ramp is distributed over 10 cavities, each
of them being composed of 2 gaps. One extra cavity is

installed in the ring as a spare. The cavities are distributed
in 3 groups (A,B,C) sharing the same bias tuning current
and 4 voltage program groups (1,2,3,4, di�erent shades of
purple in Fig. 4). Each RF gap of the cavities is equipped
with a relay to short-circuit the gap and to minimize the
beam-coupling impedance, when not in use, independently
for each voltage program group. Unused cavities can also
be ’parked’ by tuning them to a low, non-integer harmonic
number (e.g. ⌘ = 6.5). This slightly reduces the impedance
with closed gap relays, independently for each tuning group.

Figure 4: Momentum (black) and RF voltage (purple) pro-
grams as a function of time during the acceleration ramp,
starting at transition crossing. During coupled-bunch insta-
bility studies, the beam splitting process at the flat-top is
disabled and the RF voltage is kept at +RF = 20 kV till the
end of the cycle (dashed line).

The coupled-bunch instabilities (dipolar and quadrupo-
lar), usually occuring at top energy, can also be observed
during the ramp for high intensities or smaller longitudi-
nal emittances. An example of such instability is shown in
Fig. 5. In this particular example, a full ring with =1 = 21
bunches in ⌘ = 21 was accelerated for easier mode analysis.
Each bunch oscillates with an amplitude �1 , at the frequency
<lB (where 5B = lB/(2c) is the synchrotron frequency)
and a phase q1. The coupling between the bunches can be
analyzed using the expression

�` sin
�
<lBC + q`

�
=

1
=1

=1�1’
1=0

�1 sin
✓
<lBC + q1 � 2c1`

=1

◆
, (1)

where 1 is the bunch index, ` is the mode number, �` is
the mode amplitude and q` the mode phase. The Eq. (1)
corresponds to the spectral analysis of the bunch oscilla-
tions based on a discrete Fourier transform, assuming that
all bunches oscillate with the same synchrotron frequency.
In practice, the bunch position oscillations are analyzed to
get the dipolar mode spectrum < = 1 and bunch length
oscillations for quadrupolar mode spectrum < = 2.

Results from measurements performed with =1 =
18 bunches at the LIU intensity of #? = 2.6 ⇥ 1011 p/b
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Figure 5: Example of measured bunch profiles undergoing
quadrupolar coupled-bunch oscillations (top, color scale in
arbitrary units) with the corresponding mode spectrum of
the bunch length oscillations using Eq. (1). The dominant
mode is `=1=21 = 5 (i.e. every 5th bunch oscillates in phase).

at extraction are shown in Fig. 6. In this set of measure-
ments, the longitudinal emittance was scanned by varying
the amplitude of the controlled emittance blow-up (phase
modulation of a very high harmonic RF system at 200 MHz,
6 cavities). The nominal blow-up setting 3x4.5 kV yields a
longitudinal emittance at extraction of Y; = 0.35 eVs. Re-
ducing the blow-up setting down to 3x0.5 kV decreases the
longitudinal emittance by about 20%. The amplitude of the
oscillations stays reasonably small for the nominal longi-
tudinal emittance, but rapidly increases when reducing the
emittance by a few percents.

Systematic measurements of coupled-bunch instabilities
during the Run 2 (2013-2018) were conducted and lead to
reproducible results. One of the remarkable results is that
the dominant oscillation modes ` always remained identical
with =1 = 18: `=1=18 = [1, 2] during the acceleration ramp
and `=1=18 = [4, 5] at top energy, both for dipolar< = 1 and
quadrupolar< = 2 instabilities. This information is essential
to identify the impedance source driving the instability.

Figure 6: Mode spectrum of quadrupolar oscillations for
various longitudinal emittances. The emittance is set by the
controlled emittance blow-up (BU) during the ramp. The
error bars correspond to the maximum amplitude spread
measured over 10 cycles. The average bunch length is given
at extraction, and it is larger for the smallest blow-up setting
(red) due to the beam instability.

IDENTIFICATION AND EXPERIMENTAL
CONFIRMATION OF THE IMPEDANCE

SOURCE
First estimates of the characteristics of the impedance

responsible for quadrupolar coupled-bunch instabilities were
done analytically.

Unstable Synchrotron Frequency Side-bands
To drive the instability in the case of a ring filled with

equidistant bunches, an impedance source must cover a syn-
chrotron frequency side-band of the beam spectrum given
by

5=,` = (=⌘ + `) 50 + < 5B , (2)

where = 2 N is the revolution mode number. In the case
of the PS, where bunches are partially filling the ring, the
expression can be approximated by

5=,` =

✓
=⌘ +

j
`
⌘

=1

m◆
50 + < 5B , (3)

where b·e denotes the rounding to the nearest integer value,
and ` is obtained from the mode analysis in Eq. (1) on the ac-
tual number of bunches =1 . For example, the mode `=1=21 =
5 obtained with =1 = 21 bunches (Fig. 5) corresponds to the
mode `=1=18 = 4 obtained with =1 = 18 bunches (Fig. 6)
and they both are excited by an impedance source at a fixed
frequency.

The first condition defines possible frequencies of the
impedance source responsible for the instabilities. For low
values of ` = [1, 2], the driving impedance source is ex-
pected to be not further than approximately 1 MHz above the
main RF harmonics (the revolution period is 50 ⇡ 477 kHz
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at top energy in the PS). This is the case for the RF systems,
in particular the 10 MHz RF cavities with a bandwidth large
enough to cover modes `=1=18 = [1, 2] and it was shown to
be the source of dipolar coupled-bunch instability [3]. For
the larger values of `=1=18 = [4, 5], the impedance is ex-
pected to be around 2.5 MHz above the main RF frequency
on its harmonic, which is beyond the bandwidth of the RF
cavities. Two assumptions can be made: Another source of
impedance should hence be suspected, or the resonant fre-
quency of the same impedance source is changing and drives
both instabilities during the ramp and at flat-top energy.

Threshold in Shunt Impedance vs. Frequency
A limitation of the criterion used above is that, due to the

sampling with the bunch frequency, the impedance source
is expected to be at a resonant frequency of 5=,`, but for
any =. To further restrict the possible frequency range and
the amplitude of the impedance, another criterion can be
obtained from the shunt impedance threshold for coupled-
bunch instabilities given by [12]

'B <
|[ | ⇢
4�0V2

✓
�⇢
⇢

◆2 �lB
lB

�

50g
⌧ ( 5Ag) , (4)

where [ = W�2
tr � W�2 is the slippage factor, ⇢ the beam

energy, 4 the elementary charge, �0 the average beam current,
V the relativistic velocity factor, �⇢/⇢ the energy spread,
�lB/lB the synchrotron frequency spread, � ⇠ 0.3 a form
factor defined by the particle distribution and ⌧ is a form
factor defined as

⌧ (G) = Gmin
�
��2
< (cG) . (5)

where �< is the Bessel function of the first kind and min
denotes the minimum value over all modes <.

Figure 7: Shunt impedance threshold for coupled-bunch
instabilities according to Eq. (4) up to mode< = 10. The red
line corresponds to the minimum of all modes< considered.

Applying Eq. (4) to beam parameters on the PS flat top
provides the curves shown in Fig. 7. The instability thresh-
old depends on the wavelength-to-bunch length ratio 5Ag.
For the dipolar mode < = 1, the required shunt impedance

is minimum in the region around 10 MHz (compatible with
the observation that the main RF system is responsible for
dipolar instabilities), while for the quadrupolar mode < = 2
the required shunt impedance is minimum in the region
around 20 MHz. Combining both criteria, the most likely
impedance source for quadrupolar instabilities has a reso-
nant frequency of about 22.5 MHz and a minimum shunt
impedance, 'B of about 1 k⌦.

Figure 8: Impedance of the 10 MHz cavities (11 in total)
for di�erent configurations. The frequency of the unsta-
ble modes according to Eq. (3) with =1 = 21 bunches are
displayed as vertical lines.

Using the present PS impedance model, the closest
impedance source with the expected characteristics are there-
fore the 10 MHz cavities when the gap relay is closed. The
gap relay is not perfect and this contribution, which was
assumed negligible in the past, should be included in the
model. Indeed, the shunt impedance of the cavity with
closed gap is 'B ⇡ 70 ⌦ per gap at a resonant frequency of
5A ⇡ 23.1 MHz [13]. During the ramp, the voltage program
of all the cavities except one is reduced to zero, immedi-
ately followed by the closure of the gap relays and parking to
⌘ = 6.5 (see Fig. 4). Although small, the residual impedance
of all cavities is summed up and amounts to an impedance of
'B ⇡ 1.4 k⌦, as shown in Fig. 8 (blue line during the ramp,
orange line at flat top). Note that changing the tuning current
of the cavity with the gap relay closed has no major influ-
ence on its impedance (green line in Fig. 8). A final point
is that the impedance of the 10 MHz cavities changes along
the ramp, which explains the observation that the mode `
changes from the acceleration ramp to the flat-top. Overall,
the impedance of the 10 MHz cavities, including their resid-
ual impedance when the gap relays are closed, fulfills all
the conditions to explain the behavior of both dipolar and
quadrupolar coupled-bunch instabilities.

Experimental Verification
Additional measurements were therefore conducted to

validate this hypothesis experimentally. The test consisted
of measuring the quadrupolar coupled-bunch instabilities

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

327



Figure 9: Quadrupolar mode spectrum with =1 =
18 bunches for di�erent 10 MHz cavities impedance config-
urations (top). The bottom plots show the measured beam
profiles with the gap relays closed (middle) and opened with
the cavities parked to ⌘ = 6.5 (bottom).

with di�erent configurations of the 10 MHz cavities. Note
that the longitudinal emittance was set to the lowest pos-
sible value (with the BU setting at 3x0.5 kV) in order to
provoke the instability. Furthermore, note that the dipo-
lar coupled-bunch feedback was kept enabled. To confirm

the fact that the impedance at 23 MHz is responsible for
the quadrupolar instabilities, the gap relays of cavities were
blocked opened. Unused cavities belonging to the same har-
monic group were parked at ⌘ = 6.5 with their impedance
at the fundamental resonance a�ecting the beam. In this
case, all impedance contributions are far from the param-
eter region driving quadrupolar instabilities, as shown in
red in Fig. 8. Even though the overall impedance is much
larger with the gap relays opened, it is expected that in this
frequency range the impedance should drive dipolar insta-
bilities, which are damped by the coupled-bunch feedback.

The results are summarized in Fig. 9. The amplitude
of quadrupolar oscillations is drastically reduced by mov-
ing the impedance far away from the critical region around
20 MHz, confirming all hypotheses above. Note that the av-
erage bunch length at extraction is smaller for the case with
the gap relays open, which is an indication that the beam is
simply not stabilized by any other source of emittance blow-
up occurring before the quadrupolar instability could rise.
The residual impedance of the cavities with closed gap relays
can therefore be assumed responsible for the quadrupolar
coupled-bunch instabilities of modes `=1=18 = [4, 5]. An
immediate question is whether it is possible to profit from
this observation in operation. Unfortunately, detuning the
impedance to very low frequency triggers other e�ects, like
degradation of the RF manipulations due to transient beam
loading. An example of bunch-by-bunch variation with and
without the gap relays is shown in Fig. 10, where the first
bunch is too large to be extracted to the SPS without losses.
Possible improvements of the gap relay circuit or other mea-
sures to reduce the impedance of the spurious resonance at
23 MHz are therefore being considered.

Figure 10: The bunch length at PS extraction with opened
and closed gap relays. The case with the gap relays opened
was obtained with the cavities parked at ⌘ = 6.5. The source
of degradation of the longitudinal emittance of the first bunch
only remains to be identified.

CONCLUSIONS
The development of the PS longitudinal impedance model

makes progress by combining e�orts of modeling the devices
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in the machine, but also by performing beam-based mea-
surements of the impedance. The main impedance sources
responsible for longitudinal instabilities are mostly identified
or have clear suspects:

• The 80 MHz cavities are responsible for uncontrolled
blow-up during splitting.

• High frequency impedance sources (e.g. pumping man-
ifolds, sector valves) are suspected to drive the mi-
crowave instability at transition crossing for ions.

• The 10 MHz cavities with closed gap relay have a reso-
nance at about 23 MHz responsible for the quadrupolar
coupled-bunch instability at flat top.

Further work will consist in improving the analytical esti-
mations in order to evaluate the evolution of the instability
threshold along the ramp, including the variations on bunch
length. Moreover, the criterion used in [12] provides pes-
simistic values and the criterion presented in [14] should
provide more accurate results. Progress in particle simula-
tions is also ongoing and will require an accurate modeling
of feedbacks to reproduce all measured instabilities.
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VLASOV SOLVERS AND SIMULATION CODE ANALYSIS  
FOR MODE COUPLING INSTABILITIES IN BOTH  

LONGITUDINAL AND TRANSVERSE PLANES 

E. Métral†, CERN, Geneva, Switzerland and M. Migliorati, University La Sapienza, Rome, Italy 

Abstract 
Two Vlasov solvers for the longitudinal and transverse 

planes are used to study the frequency shift of coherent 
oscillation modes and possible mode coupling instability 
for the two cases of a proton bunch interacting with either 
a constant inductive or a broad-band resonator imped-
ance. In parallel to this approach, a new method to study 
the coherent frequency shift from the results of simulation 
codes is presented. Comparisons between the two meth-
ods are discussed, as well as simple analytical formulae 
(valid in the “long-bunch” regime), which clearly reveal 
how to mitigate these instabilities. 

INTRODUCTION 
Starting from the Vlasov equation and using a decom-

position on the low-intensity eigenvectors, as proposed by 
Laclare and Garnier [1,2], the effect of a transverse 
damper in the transverse plane was added and a new 
Vlasov solver code was developed, called GALACTIC 
(for GArnier-LAclare Coherent Transverse Instabilities 
Code), which helped to shed light on the destabilising 
effect of resistive transverse dampers such as in the 
CERN LHC [3,4]. A similar approach can be used in the 
longitudinal plane, leading to GALACLIC (for GArnier-
LAclare Coherent Longitudinal Instabilities Code), which 
helped to understand the details of the mode coupling 
behind some longitudinal microwave instabilities [5,6]. 

The purpose of this paper is to compare the results from 
the Vlasov solvers and the ones from macroparticle track-
ing simulation codes. In the first section devoted to the 
longitudinal plane, the results from GALACLIC are com-
pared to the ones obtained from the macroparticle track-
ing simulation code SBSC [7] (as well as BLonD [8] and 
MuSIC [9]) for the two cases of Constant Inductive (CI) 
and Broad-Band Resonator (BBR) impedances above 
transition, assuming a “Parabolic Line Density” (PLD) 
longitudinal distribution [1]. In the second section devot-
ed to the transverse plane, GALACTIC is compared to the 
macroparticle tracking simulation code PyHEAD-
TAIL [10] for the case of a BBR impedance, assuming a 
“Water-Bag” (WB) longitudinal distribution [1]. In the 
third section, simple analytical formulae are provided, 
which clearly reveal the different mitigation methods. 

LONGITUDINAL 
In the case of a PLD longitudinal distribution, the effect 

of the Potential-Well Distortion (PWD) is given by (with 
Qs and Qs0 the intensity-dependent and low-intensity 
synchrotron tunes and Q the coherent synchrotron tune) 

 
				 "
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where x is a normalised parameter proportional to the 
bunch intensity given by 
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Here, the simplified case of a constant shape of the longi-
tudinal distribution was assumed and 	𝑍E 𝑝 	/𝑝 is the 
longitudinal impedance (at the bunch spectrum line p), 
Ib = Nb e f0 the bunch current (with e the elementary 
charge,  Nb the number of charges and f0 the revolution 
frequency), 𝐵 = 	𝑓J	𝜏L the bunching factor with 	𝜏L the 
full (4	𝜎) bunch length, 𝑉O the total (effective) peak volt-
age, h the harmonic number and 𝜙Q the RF phase of the 
synchronous particle (cos 𝜙Q > 0 below transition and 
cos 𝜙Q < 0 above). It is important to note that 𝐵, 𝑉O and 
𝜙Q depend on the bunch intensity due to the PWD. The 
cases of CI and BBR impedances, above transition and 
taking into account PWD, are depicted on Figs. 1 and 2 
respectively, considering the same numerical values as 
the ones used for the SBSC simulations discussed below. 
 

 

 
 

Figure 1: Normalised (to the low-intensity synchrotron 
tune) mode-frequency shifts from GALACLIC in the case 
of a CI impedance, above transition, taking into account 
the PWD and for a PLD longitudinal distribution, with the 
parameters mentioned below: (upper) real part and (low-
er) imaginary part. 
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Figure 2: Normalised (to the low-intensity synchrotron 
tune) mode-frequency shifts from GALACLIC in the case 
of a BBR impedance (with a quality factor of 1 and a 
resonance frequency 𝑓U	 such that 𝑓U	𝜏L = 2.7), above 
transition, taking into account the PWD and for a PLD 
longitudinal distribution, with the parameters mentioned 
below: (upper) real part and (lower) imaginary part. 
 

The SBSC code is a macroparticle tracking code (Sin-
gle-Bunch Simulation Code) for the longitudinal plane. 
The beam and machine parameters used for the bench-
marks of this paper are the following (close to the CERN 
SPS case): the relativistic mass factor is γ = 27.73, the 
relativistic mass factor at transition is γtr = 22.77, the 
machine circumference is C = 6911 m, the peak RF volt-
age is 𝑉YZ = 6 MV, the harmonic number is h = 462 (in-
stead of 4620 used in the CERN SPS, to be in a linear RF 
system and not mix other possible effects from 
the nonlinearities of the longitudinal phase space), the full 
bunch length (4	𝜎) is 	𝜏L = 2.7 ns and the low-intensity 
synchrotron tune is 	𝑄QJ = 3.26	×	10,`. As concerns the 
impedance, a BBR model is considered, with a quality 
factor of 1, a resonance frequency 𝑓U	 such that 𝑓U	𝜏L =
2.7 (𝑓U = 1	GHz) and Im	[	𝑍E 𝑝 	/𝑝	] = 8.67	Ω at low 
frequency. The case of a CI impedance corresponds to the 
case where the resonance frequency 𝑓U tends to infinity. 

The initial stationary distribution, taking into account 
collective effects for protons, has been obtained with 
BLonD and a good agreement has been reached between 
SBSC and BLonD (and MuSIC), as can be seen from 
Fig. 3 revealing clearly the intensity threshold of the lon-
gitudinal “microwave instability” at ~ 1.2	×	10++	p/b for 
the case of the BBR impedance. In the case of CI imped-
ance, no instability is observed as predicted from GALA-
CLIC (see Fig. 1): a real part of the impedance is needed 
for mode coupling to take place. A similar result is also 
obtained for the transverse plane. It is worth noting also 
from Fig. 3 that a perfect agreement has been obtained 

between GALACLIC and the macroparticle simulation 
codes for the bunch lengthening due to the PWD (see red 
point). 

 

 

 
 

Figure 3: Simulation results from BLonD, SBSC and 
MuSIC codes with the parameters mentioned above: (up-
per) evolution of the normalised rms bunch length vs. 
bunch intensity for the cases of BBR and CI impedances; 
(lower) evolution of the normalised rms bunch length, 
energy spread and longitudinal emittance vs. bunch inten-
sity for the case of the BBR impedance. 
 

To analyse this instability in more detail, a new mode 
analysis was implemented for the post-processing of the 
results obtained through macroparticle tracking simula-
tions, by computing  

 

𝑀m,E = 𝑧m𝜆 𝑧; 𝑡 𝑑𝑧
tu

,u

+ m

 

≃ 𝑧m𝜆J 𝑧 𝑑𝑧
tu
,u

+ m
1 + 𝐾m𝑒z{|}               (3) 

 
with 𝜆 𝑧; 𝑡  the total longitudinal distribution, 𝜆J 𝑧  the 
stationary distribution, Ωm the coherent (angular) frequen-
cy of the 𝑛}? mode and 𝐾m a time constant parameter 
depending on machine parameters, the mode pattern and 
its amplitude. The important feature of Eq. (3) is that its 
dependence on time is only related to the coherent (com-
plex) frequency. Indeed 𝑀m,E oscillates at frequency 
Re[Ωm] with a time amplitude dependence proportional to 
Im[Ωm]. Therefore, by evaluating Eq. (3) turn after turn, 
and by doing its FFT (Fast Fourier Transform), we obtain 
the (complex) frequency of the 𝑛}? mode. If we sum the 
spectra of the first lowest modes, we obtain the result of 
Fig. 4 for both cases of a CI impedance and the BBR 
model. In the bottom figure, we have also represented the 
intensity threshold deduced from Fig. 3. Some mode 
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coupling could be guessed but this is not easy to say from 
Fig. 4 alone. 

Superimposing the plots from GALACLIC and SBSC, 
as shown in Fig. 5, a good agreement is obtained for both 
cases of a CI impedance and the BBR model, even if for 
the latter some slight shift is observed for the higher-order 
modes. This would need to be investigated in more detail 
in the future but it should be reminded that the simplest 
model of PWD was used here, which assumes that the 
shape of the longitudinal distribution does not change and 
that only the bunch length changes with the bunch intensi-
ty. The model could be refined in the future to take into 
account the variation of the bunch profile with intensity. 
However, the agreement seems already sufficiently good 
to state that the longitudinal “microwave instability” ob-
served in Fig. 3 is a Longitudinal Mode Coupling Insta-
bility (LMCI) of high-order modes (6 and 7).  

 

 
 

Figure 4: Real part of the normalised mode-frequency 
shifts from the SBSC tracking code, using the new mode 
analysis described in Eq. (3), for the case of CI (upper) 
and BBR (lower) impedance. 
 

 

 
 

Figure 5: Real part of the normalised mode-frequency 
shifts: comparison between GALACLIC (black lines) and 
SBSC for the cases of CI (upper) and BBR (lower) im-
pedances. 

TRANSVERSE 
A similar detailed comparison in the transverse plane, 

between GALACTIC and the PyHEADTAIL macroparti-
cle tracking code [10], revealed an excellent agreement as 
can be observed in Figs. 6 and 7 for the case of a BBR 
impedance and assuming a WB longitudinal distribution. 
As already mentioned above, there is no instability in the 
case of a CI impedance as a real part of the impedance is 
needed for mode coupling to take place. 

As done for the longitudinal plane, a new mode analy-
sis was implemented for the post-processing of the results 
obtained through macroparticle tracking simulations, by 
computing  

𝑀m,� = 𝑑𝑦
tu

,u
𝑧m𝜌 𝑧, 𝑦; 𝑡 	𝑦	𝑑𝑧

tu

,u

+ m

 

  ≃ 𝐴 1 + 𝐾m�𝑒z{�} 																		             (4) 
 
Here 𝐴 is a constant depending on the stationary distribu-
tion, and 𝐾m�  a time constant parameter depending on some 
machine parameters, the mode pattern and amplitude. As 
for Eq. (3), 𝑀m,� oscillates at the coherent (angular) fre-
quency Re[Ωm] with a time amplitude dependence propor-
tional to Im[Ωm]. The FFT of 𝑀m,�	highlights the (com-
plex) frequency of the 𝑛}? mode, and by summing the 
lowest first modes, we obtain the results of Fig. 6. 

Finally, the growth rates shown in Fig. 7 have been ob-
tained from PyHEADTAIL by considering the betatron 
oscillations of the bunch center of mass turn after turn, 
and by using an exponential fit for its maximum ampli-
tude.  

SIMPLE FORMULAE  
AND POSSIBLE MITIGATIONS 

In the “long-bunch” regime (where 2	𝑓U	𝜏L ≫ 1), sim-
ple analytical formulae can be obtained in both longitudi-
nal and transverse planes, which correspond to the coast-
ing-beam formulae with peak values [1], and with no 
dependence anymore on the synchrotron tune.  
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Figure 6: Real part of the normalised mode-frequency 
shifts: comparison between PyHEADTAIL (top) and 
GALACTIC (black dots, bottom) for the case of a BBR 
impedance (with a resonance frequency 𝑓U	 such that 
𝑓U	𝜏L = 2.7) and assuming a WB longitudinal distribution. 

 
Figure 7: Imaginary part of the normalised mode-
frequency shifts: comparison between PyHEADTAIL 
(red dots) and GALACTIC (black dots) for the case of a 
BBR impedance (with a resonance frequency 𝑓U	 such that 
𝑓U	𝜏L = 2.7) and assuming a WB longitudinal distribution. 

In the longitudinal plane, the stability criterion corre-
sponds to the Keil-Schnell-Boussard criterion (i.e. the 
Keil-Schnell criterion for coasting beams applied with 
peak values for bunched beams as proposed by Boussard) 
whose scaling is given by [1] 

 
𝑁L,}?E ∝ 𝜂 	𝜀E 	

��
�$
	/ �4 �

�
                      (5) 

 
where 𝜂 is the slip factor (measuring the distance to tran-
sition), 𝜀E the longitudinal emittance and Δ𝑝/𝑝J the longi-
tudinal momentum spread. Therefore, to increase the 
longitudinal intensity threshold one needs to reduce the 
impedance and/or increase the slip factor (i.e. move fur-
ther away from transition) and/or increase the longitudinal 
emittance and/or increase the momentum spread. Note 
that as it is the product between the longitudinal emittance 
and the momentum spread which matters (and as protons 
are considered in this paper), it is more effective to in-
crease the momentum spread than increasing the bunch 
length. Indeed, increasing for instance the RF voltage, and 
assuming that the longitudinal emittance is preserved (as 
protons are considered), the momentum spread increases 
and therefore the longitudinal intensity threshold as well.   

In the transverse (e.g. vertical 𝑦) plane, a similar crite-
rion can be obtained, whose scaling is given by [11] 

 
𝑁L,}?
� ∝ 𝜂 	𝜀E	𝑄�	𝑓U	/	 𝑍�                       (6) 

 
where 𝑄� is the vertical tune. Therefore, to increase the 
transverse (vertical) intensity threshold one needs to re-
duce the impedance and/or increase the slip factor (i.e. 
move further away from transition) and/or increase the 
longitudinal emittance and/or increase the vertical tune. 
Equation (6) was successfully used in the past to signifi-
cantly increase the intensity threshold at the CERN SPS, 
even if the role of space charge still needs to be fully 
understood [12]. 

CONCLUSION 
A good agreement has been reached between the 

GALACLIC Vlasov solver and the SBSC longitudinal 
macroparticle tracking code (as well as BLonD and Mu-
SIC) for the two cases of CI and BBR impedances above 
transition, taking into account the simplest model of PWD 
(where the shift of the synchronous phase is neglected). 
For the BBR impedance model, the longitudinal “micro-
wave instability” observed in Fig. 3 has been explained 
by a LMCI (see Fig. 5 lower), whose intensity threshold 
is very close to the Keil-Schnell-Boussard criterion. The 
scaling of the latter is shown in Eq. (5), which reveals 
how to increase the longitudinal intensity threshold. 

An excellent agreement has also been reached in the 
transverse plane between the GALACTIC Vlasov solver 
and the PyHEADTAIL macroparticle tracking code for 
the case of a BBR impedance model, as can be observed 
from Figs. 6 and 7. In this case, the scaling of the intensi-
ty threshold is shown in Eq. (6), which also reveals how 
to increase the transverse intensity threshold. 

!"

!"

Full convergence study not done…

-

!"
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SYSTEMATIC STUDIES OF THE MICROBUNCHING AND
WEAK INSTABILITY AT SHORT BUNCH LENGTHS

M. Brosi∗, E. Blomley, T. Boltz, E. Bründermann, M. Caselle, J. Gethmann, B. Kehrer,
A. Papash, L. Rota†, P. Schönfeldt‡, P. Schreiber, M. Schuh, M. Schwarz, J. L. Steinmann§,

M. Weber and A.-S. Müller, Karlsruhe Institute of Technology, Karlsruhe, Germany
P. Kuske, Helmholtz Zentrum Berlin, Berlin, Germany

Abstract
At KARA, the Karlsruhe Research Accelerator of the

Karlsruhe Institute of Technology synchrotron, the so-called
short-bunch operation mode allows the reduction of the
bunch length down to a few picoseconds. The microbunch-
ing instability resulting from the high degree of longitudinal
compression leads to fluctuations in the emitted terahertz
radiation. For highly compressed bunches at KARA, the
instability occurs not only in one but in two different bunch-
current ranges that are separated by a stable region. The
additional region of instability is referred to as short-bunch-
length bursting or weak instability. We will presents mea-
surements of the threshold currents and fluctuation frequen-
cies in both regimes. Good agreement is found between the
measurement and numerical solutions of the Vlasov-Fokker-
Planck equation. This contribution is based on the PRAB
paper Phys. Rev. Accel. Beams 22, 020701 [1].

MOTIVATION
In the short-bunch operation mode of KARA the bunch

length is reduced down to a few picoseconds. Due to this,
coherent synchrotron radiation (CSR) in the sub-THz fre-
quency range is emitted by the electron bunches. This co-
herent synchrotron radiation can act back on the electrons
of the bunch as additional potential. This leads to a position
dependent energy gain. As the electrons have slightly differ-
ent paths around the ring depending on the magnet optics,
this change in the energy distribution results in substructures
in the longitudinal charge density. Under certain conditions
the micro-bunching instability occurs as these substructures
lead to the emission of CSR at higher frequencies causing
a self-amplification. The wake potential growing stronger
causes intense bursts of CSR emission in the THz frequency
range. Such a burst is shown in Fig. 1. The name giving
micro-structures on the charge distribution in the longitudi-
nal phase space are displayed for three points in time during
the burst in emitted CSR.

As shown in simulations (e.g. [2]) and by measurements
at several electron storage rings (e.g. [3–6]), the micro-
bunching instability occurs above a certain threshold current,
which depends on different parameters, like the momentum
compaction factor or the bunch length.

∗ miriam.brosi@kit.edu
† now at SLAC, Stanford, USA
‡ now at DLR-VE, Oldenburg, Germany
§ on leave at Argonne National Laboratory, Lemont, IL, USA
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Figure 1: Simulation showing a burst in emitted CSR power
(red) as well as the corresponding bunch length (blue) as
a function of time (given in synchrotron oscillation peri-
ods Ts). For three time steps, the charge distribution in the
longitudinal phase space is displayed, showing the corre-
sponding structures. The simulation was performed with the
Vlasov-Fokker-Planck solver Inovesa [7, 8].

The instability can be diagnosed and observed by detect-
ing the changes in the CSR power emitted by each bunch
over its revolutions. This is achieved at KARA with fast
THz detectors and the readout system KAPTURE, as de-
scribed in the next section (see also [4]). Multiple aspects
(e.g. the threshold current) of the instability have already
been studied and described in detail in e.g. [1, 3, 4, 9–13].

One aspect studied in detail is the behavior of the micro-
bunching instability at low bunch currents and small rms
bunch length of approximately two picoseconds and less.
Under these conditions an additional region of instability
occurs below the previously mentioned threshold current,
which is referred to as short-bunch-length bursting. In the
following, an overview is given of the results concerning
this second region of instability. First, a short description
of the simple scaling law predicting the threshold currents
based on simulations is given. Then the measurement setup
and technique are introduced. At the end the experimen-
tal observations are described and compared to dedicated
simulations.

PREDICTION OF THRESHOLD
CURRENT

In [2] Bane, Cai and Stupakov introduced a simple, lin-
ear scaling law which describes the threshold current of the
micro-bunching instability in dependence of the parameters
of the electron beam. The scaling law was derived from
simulations conducted with a Vlasov-Fokker-Planck solver.
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Figure 2: Simulated instability thresholds on which the
simple linear scaling law was based, by [2]. “For the
CSR wake, threshold value of Scsr vs shielding parameter,
Π = ρ1/2σz0/h3/2. Symbols give results of the VFP solver
(blue circles), the LV code (red squares), and the VFP solver
with twice stronger radiation damping (olive diamonds).”
( [2], figure 3).

The CSR impedance was considered in form of the paral-
lel plates model, which simplifies the situation to a single
electron bunch moving in vacuum on a circular trajectory
between two perfectly conducting, infinitely large, parallel
plates with the distance h equal to half of the height of the
vacuum chamber.

The threshold current of the instability was given as [2]:

(SCSR)th = 0.5 + 0.12 Π (1)

Two dimensionless parameters Π and SCSR were introduced
as the shielding parameterΠ = σz,0 ρ

1/2

h3/2 and the CSR strength

SCSR =
In ρ

1/3

σ
4/3
z,0

, with the normalized current In =
σz,0Ib
αcγσ2

δ IA
. αc

is the momentum compaction factor, σz,0 the natural bunch
length, ρ the bending radius, h half of the gap between the
parallel plates, Ib the bunch current, σδ,0 the natural energy
spread, γ the Lorentz factor and IA the Alfvén current1.

Equation 1 was established by a linear fit to simulated
threshold currents at different parameters (see Fig. 2). Low
values of the shielding parameter Π correspond to short
bunch length for fixed values of the vacuum chamber height
2h and the bending radius ρ. The “dip” visible in the sim-
ulated threshold currents around Π ≈ 0.7 is caused by the
short-bunch-length bursting. This additional region of insta-
bility was not considered in the linear scaling law (which is
displayed as dashed line). The simulations further indicate
that the extend to which this additional instability occurs
not only depends on the value of the shielding parameter
Π but also on the ratio of the longitudinal damping time to
the period of the synchrotron frequency, given in from of
the parameter β = 1/(2π fsτd) [2]. This is also supported
by the measurements discussed in [1, 13]. The instability is
therefore often referred to as “weak instability”.
1 Alfvén current IA = 4πε0mec3/e = 17 045 A.

Figure 3: Photo of the KAPTURE-2 system consisting of
two KAPTURE boards, the high-flex board with the FPGA
and the PCI Bus connecting KAPTURE with the control
PC [15]. Courtesy of Matthias Martin.

Further simulations were conducted at the exact parame-
ters of the measurements (including same values of Π and
β) to allow a detailed comparison [1].

MEASUREMENT SETUP AND METHOD
Fast THz detectors can be used to detect the changes in

the emitted CSR power and gain insight into the dynamics
under the influence of the micro-bunching instability. Room-
temperature, zero-biased Schottky barrier diode detectors
are commercially available with response times fast enough
to resolve each bunch in a multi-bunch filling (RF frequency
at KARA is 500 MHz). For the measurements presented
in this contribution a quasi-optical, broad-band Schottky
barrier diode detector from ACST GmbH [14], with a sensi-
tivity range from 50 GHz to 2 THz and an analog bandwidth
of 4 GHz (Pulse FWHM ≈130 ps), limited by an internal
amplifier, was used.

As data acquisition system the in-house developed KAP-
TURE system was used. KAPTURE [16, 17] allows the
simultaneous monitoring of all 184 possible bunches in
KARA. KAPTURE consists of four sampling channels with
a 12-bit ADC each. The idea behind KAPTURE was to
selectively sample only the short detector pulses with four
points and not the long “dark” time inbetween to save mem-
ory space and accomplish continuous sampling. The con-
tinuous turn-by-turn readout of the detector pulse for each
bunch with 500 MHz results nevertheless in a data rate of
32 Gb/s. The newest version, KAPTURE-2 [18], provides
eight sampling channels with up to 1 GHz sampling rate
(Fig. 3).

A fast measurement method to gain information about the
bunch-current dependent behavior of the instability could
be established due to KAPTURE bunch-by-bunch capabil-
ities [4]. The snapshot measurement method reduces the
measurement time necessary for revealing the current de-
pendence from hours to one second. As described in detail
in [4,13], the observed fluctuations in the emitted CSR power
of each of the stored bunches in a multi-bunch filling pattern
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(a) (b)

Figure 4: Spectrograms of the fluctuations of the THz intensity as a function of the decaying bunch current, showing the
micro-bunching instability. It was obtained in a single-bunch measurement lasting several hours while the bunch current
decreased. In (a) no short-bunch-length bursting occurs, as the bunch was not compressed strongly enough. The natural
bunch length was σz,0 = 3.8 ps. (b) In this measurement the natural bunch length was reduced to σz,0 = 2.4 ps and the
additional region of instability due to SBB is visible [1].

is used instead of just the information from a single bunch.
The two spectrograms displayed in Fig. 4 are the result of
a slow measurement of a single bunch while Fig. 5a show
the result of a snapshot measurement focused on the bunch
current region of interest.

A common way to visualize the dynamics of the insta-
bility is to display the fluctuation spectrum of the emitted
CSR power, measured as a function of revolutions. These
frequencies are directly connected to the frequencies of the
dynamic processes changing the charge distribution in the
longitudinal phase space. The current-dependency of these
fluctuation frequencies is displayed in form of a spectrogram
as shown in Fig. 4. The threshold current and other features
of interest can be easily extracted in this representation.

OBSERVED SHORT-BUNCH-LENGTH
BURSTING

As stated above, the second region of instability occurs
only for highly longitudinally compressed bunches and is
therefore referred to as short-bunch-length bursting (SBB).
The measurements of the emitted CSR power are displayed
as spectrograms to show the current-dependence of the fluc-
tuation frequencies and to provide information about the
dynamics of the instability. In Fig. 4a such a spectrogram is
displayed for settings resulting in a natural bunch length of
σz,0 = 3.8 ps. The spectrogram shows the presence of fluc-
tuations with different frequencies depending on the bunch
current. Below the threshold current of about 0.2 mA no
fluctuations due to the instability are present anymore. Fig-
ure 4b shows a measurement at settings where the SBB
occurred (σz,0 = 2.4 ps). Below the threshold current an
additional region with fluctuations is visible. The fluctuation
frequencies are also dependent on the bunch current and are

located directly below twice and four times the synchrotron
frequency.

RESULTS
Figure 5 shows a comparison of a snapshot measurement

of the lower bunch current region showing the occurrence of
the short-bunch-length bursting and the result of a simulation
run for the same beam parameters. Both spectrograms show
the additional region of instability due to the SBB below the
main threshold current. While the bunch current values of
the main threshold and the upper bound of the SBB coin-
cide quite well, the current values of the lower bound differ
slightly. The fluctuation frequencies in the emitted CSR
power during the SBB are located directly below twice and
four times the synchrotron frequency, which in the shown
measurement is around fs = 6.55 kHz. Also, the change ob-
served in the fluctuation frequencies with decreasing bunch
current is the same for the measurement and the simula-
tion. The frequencies approach the 2nd (4th) harmonic of
synchrotron frequency with decreasing current.

A scan over different values of Π (corresponding to dif-
ferent natural bunch lengths) was performed. The measured
thresholds obtained during this scan will in the following
be compared with Vlasov-Fokker-Planck solver simulations
conducted individually for the beam parameters of each mea-
surement. From each measurement and the corresponding
simulation the main threshold current and, if present, the
upper as well as lower bound of the short-bunch-length burst-
ing was extracted. The values are displayed in Fig. 6 as a
function of the shielding parameter Π. The simple linear
scaling law for the main threshold current is shown as a grey,
straight line.

Qualitatively, the simulated and measured thresholds show
the same behavior. They both show the “dip” at approxi-
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(a) (b)

Figure 5: Comparison of (a) a snapshot spectrogram of the fluctuations frequencies in the emitted CSR power as a function of
bunch current. Below the end of the micro-bunching instability (main bursting threshold) around 0.052 mA, a second region
of instability occurs between 0.038 mA and 0.016 mA. (b) Simulated spectrogram showing the end of the micro-bunching
instability (main bursting threshold) around 0.054 mA as well as the short-bunch-length bursting between 0.036 mA and
0.022 mA. The frequencies of the SBB are in both spectrograms directly below two and four times the synchrotron frequency
( fs = 6.55 kHz). (Adapted from [1]).

mately Π = 0.7 which was not considered in the simple
scaling law. Quantitatively, small differences are visible.
The threshold in the results of the VFP solver are in general
slightly higher than in the measurements. Also the range in
Π where the SBB occurs is slightly smaller in the simulation
results. This means, the measurements indicate the presence
of instability also at parameters (current and Π) where the
simulations predict only stable behavior. This is not easily
explained by detector effects. One possible explanation for
the small deviation could be slight fluctuations in the ma-
chine settings (e.g. noise on quadrupole power supplies).
The measured thresholds would correspond more to the floor
(the lowest observed threshold) while simulated would give
an average value for the threshold.

Another possible explanation for the differences are the
simplifications done in the simulations. The CSR impedance
was approximated using the parallel plates model. This
rather simple model does not consider any resistive wall or
geometric impedances. In [19], for example, it was shown
that an additional geometric impedance for an aperture
slightly reduces the threshold current of the micro-bunching
instability. Also the additional impedance of edge radiation
leads to a slightly lower threshold current. This was not
considered in the simulations. Last but not least, a stronger
CSR-interaction than expected from the simple circular orbit
simulated could be caused by an interaction extending into
the straights behind the dipole magnets.

SUMMARY
For certain conditions a second region of instability can

be observed below the threshold current of the longitudinal
micro-bunching instability. This instability occurs at KARA
in the short-bunch operation mode for αc ≤ 2.64 × 10−4

and a high RF voltage resulting in a natural bunch length
of σz,0 ≤ 0.723 mm =̂ 2.43 ps and is therefore referred to as
short-bunch-length bursting (SBB). Due to its dependence
on the damping time it is also called weak instability. The
measurements agree qualitatively with the simulation by [2]
and the corresponding simple scaling law (Eq. 1). In com-
parison with the detailed simulations for each measurement
point small differences could be revealed. Considering small
additional impedances e.g. contributions by apertures and/or
CSR-interaction extending further into the straight sections,
could reduce the observed differences.
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Abstract
This paper deals with the problem of defining the wake-

function for two counter-moving charges, i.e. two charges
moving in opposite direction. In this case, the distance be-
tween the charges cannot be considered constant. From the
counter-moving wakefunction the counter-moving wakepo-
tential is derived. An example of this kind of wakepotential
for a lossless pill-box cavity is obtained analitically and
compared with numerical simulations.

INTRODUCTION
During their motion in an accelerator, the beam parti-

cles interact electromagnetically with the accelerator vac-
uum chamber generating the so-called wakefields. These
wakefields dissipate heat on the vacuum chamber materials
(RF-heating) and act back on the beam particles triggering
instabilities. In the case of a single beam traversing the vac-
uum chamber all the particles move in the same direction and
this could be defined as co-moving wakefield [1] or simply
wakefield (refer to Fig. 1a).

The physical model for quantifying the effects of the co-
moving wakefield has been object of studies since many
years, and the works of Chao [2], Ng [3], Bane et al. [4] are
well known examples of the current understanding on the
topic.

However, in particle colliders there is an extra compli-
cation due to the presence of two counter-rotating particle
beams. Usually, the two beams pass in two separate vacuum
chambers. However, in the collision regions and, sometimes,
also in other components, they transit in the same vacuum
chamber. In this case, the particles of one beam move in
opposite direction with respect to the particles of the other
beam and one talks about counter-moving wakefield [1],
(refer to Fig. 1b).

In particular, in the Large Hadron Collider (LHC) [5] at
the laboratories of the European Council for Nuclear Re-
search (CERN) two counter-rotating beams circulate. They
transit in the same vacuum chamber in the collision cham-
bers, at the four interaction points, and in few other compo-
nents as the LHC injection absorber also known with the
acronyms TDI [6] (Target dump injection) which is the de-
vice currently installed and TDIS [7] (Target dump injection
segmented) which is the upgrade of the TDI to be installed
in 2020.

The TDI had major issues due to unexpected severe RF-
heating [8] still not fully understood. A possible explanation
could be linked to the RF-heating resulting from the inter-
action of the two counter-rotating beams. In order to avoid
∗ mauro.migliorati@uniroma1.it

these issues with the TDIS, CERN allocated resources to
investigate the counter-rotating beam effects.

Few studies have investigated the interaction between two
counter-moving beams via their wakefield1: Pellegrini [10]
and Wang [1] studied longitudinal and transverse two-beam
instabilities linked to resonant modes for the Large Electron
Positron storage ring (LEP) [11]. Zimmerman [12] discussed
the resistive wall wakefield problem for two counter-moving
beams. Zannini et al. [13, 14] and Grudiev [15] focused on
the RF-heating induced in a vacuum chamber traversed by
the counter-moving beams.

This paper proposes a formal physical model to describe
the counter-moving wakefield effects starting from the wake-
field hypotheses. It defines a counter-moving wakefunction
for two point charges, a source charge S and a test charge T.
The counter-moving and co-moving cases are represented
in Fig. 1. In this figure, most of the quantities needed for
understanding the paper are presented.

The paper introduces also the counter-moving wakepoten-
tial. Furthermore, it benchmarks the model against simula-
tions results for a lossless cylindrical resonant cavity. Future
works will test the model to re-obtain the results of Wang,
[1], Zimmerman [12], Zannini et al. [13, 14] and Grudiev
[15].

THE PHYSICAL MODEL
The approximations on which the definition of wakefield

is based are two [3]:

1. Rigid Beam Approximation. The trajectories of S
and T are given, they are straight and parallel with each
other. Furthermore, the speed modulus of T and S is
equal and constant 𝑣𝑞𝑆 = 𝛽𝑞𝑆 𝑐 = 𝑣𝑞𝑇 = 𝛽𝑞𝑇 𝑐 = 𝑣
while the two particles traverse the vacuum chamber.

2. Kick Approximation. The effects of the electromag-
netic force, continuously acting on S and T all along
the vacuum chamber, are represented as a lumped kick
acting after the particles passage.

Often in the literature the first hypothesis is reformulated
as follows: the trajectories of S and T are given, they are
straight and parallel with each other and the longitudinal
relative position of T with respect to S (represented as 𝑠𝑆𝑇
in Fig. 1) during the particle transit in the vacuum chamber
is constant, i.e. time-independent.

The authors want to stress that this is not the rigid beam
approximation but only one of its consequences. The time
1 This is not to be confused with the Beam-Beam interaction [9] that does

not consider the beams environment.
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(a) Co-moving case, S and T move in the same direction.
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(b) Counter-moving case, S and T move in opposite direction.

Figure 1: Source (𝑞𝑆) and Test (𝑞𝑇 ) charge transiting inside a vacuum chamber. The cartoon underlines the instantaneous
𝑧 positions of the two charges 𝑧𝑞𝑆 (𝑡) and 𝑧𝑞𝑇 (𝑡), their speeds 𝑣𝑞𝑆 and 𝑣𝑞𝑇 , their longitudinal distance 𝑠𝑆𝑇 (𝑡) and the
transverse position of their trajectories with respect to the main reference frame u𝑇 and u𝑆 . The fixed reference system O,
with origin in the entrance section of the test particle and the ẑ axis aligned with the test particle velocity vector. The length
of the vacuum chamber 𝐿 is also indicated.

independence of the relative position of T with respect to S
can be derived from the rigid beam approximation adding the
extra hypothesis that T and S move in the same direction (co-
moving case). The rigid beam approximation, as stated in
this paper, remains valid also if the relative positions between
the particles is changing inside the vacuum chamber. This is
the case for the counter-moving wakefield scenario where the
particle distance 𝑠𝑆𝑇 changes while T and S are traversing
the vacuum chamber, i.e. 𝑠𝑆𝑇 is time dependent (refer to
Fig. 1b).

The physical formal model that describes quantitatively
the effects of the wakefield is well known and tested for the
co-moving case. The interested reader can refer for instance
to the work of Chao [2] for more detail. However, this
model relies on the time independence of the longitudinal
test source distance 𝑠𝑆𝑇 .

If one considers the counter-moving case the longitudinal
test source distance 𝑠𝑆𝑇 is not constant any more and the
formal model used for the co-moving case is not applicable
as it is. However, it can be adapted as it is explained in the
following.

Primarily, one notes that there is a time delay between the
entrance in the vacuum chamber of the source charge S and
of the test charge T. This time entrance delay is defined as:

Δ𝑡𝑆𝑇 = 𝑡𝑇 𝑖 − 𝑡𝑆𝑖 , (1)

where 𝑡𝑇 𝑖 is the entrance time of the test particle into the
vacuum chamber and 𝑡𝑆𝑖 is the entrance time of the source
particle into the vacuum chamber. For the sake of clarity, the
test particle enters into the vacuum chamber when crosses
the Test Entrance Section, while the source particle enters
into the vacuum chamber when crosses the Source Entrance
Section, (see Fig. 2).

One defines also the space entrance delay as the distance
that T has to cover to enter into the vacuum chamber at the
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Figure 2: Counter-moving Wakefield scenario. The cartoon
represents the position of S and T at the time at which the
source is entering into the vacuum chamber, 𝑡𝑆𝑖 . The space
entrance delay Δ𝑠𝑆𝑇 is also represented, it is the distance
that T has to cover to enter into the vacuum chamber at the
time at which S is entering.

𝑡𝑖

𝑞𝑇

𝑡𝑑𝑄𝑆 𝑖

𝑑𝑄𝑆

𝑑𝑡𝑑𝑄𝑆 𝑖

𝑡𝑑𝑄𝑆𝑟𝑖 𝑡𝑇 𝑖

Δ𝑡𝑄𝑆𝑇

𝑄𝑆

𝑑𝑄𝑆𝑟 Δ𝑡𝑑𝑄𝑆𝑇 𝑖

Figure 3: Representation of the charge distribution 𝑄𝑆 and
of the test charge 𝑞𝑇 as a function of their entrance time into
the vacuum chamber 𝑡𝑖 . In the picture 𝑡𝑑𝑄𝑆𝑖 is the entrance
time of 𝑑𝑄𝑆 , the generic infinitesimal charge composing
the distribution 𝑄𝑆 , 𝑡𝑑𝑄𝑆𝑟𝑖 is the entrance time of 𝑑𝑄𝑆𝑟 , the
reference infinitesimal charge of the distribution 𝑄𝑆 . The
entrance time delay of the test charge 𝑞𝑇 with respect with
this two charges, Δ𝑡𝑆𝑇 and Δ𝑡𝑄𝑆𝑇 is also shown.
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time at which S is entering into the vacuum chamber :

Δ𝑠𝑆𝑇 = Δ𝑡𝑆𝑇 𝑣, (2)

where 𝑣 is the particles speed. The authors want to stress
that, in the co-moving case the space entrance delay is coin-
cident with the longitudinal distance between T and S and
the concepts of time entrance delay, space entrance delay
and longitudinal particle distance are equivalent. This is not
the case in the counter-moving scenario.

Subsequently, one has to recall the physical meaning of the
wakefunction: the wakefunction represents the integrated
effect (change of energy in the longitudinal direction and
change of transverse momentum in the transverse plane) that
the electromagnetic field excited by the transit of the source
charge S in the vacuum chamber has on the test charge T
that enters the vacuum chamber with a time delay Δ𝑡𝑆𝑇 with
respect to S.

Thus, the counter-rotating wakefunction is defined as:

w(u𝑇 , u𝑆 ,Δ𝑡𝑆𝑇 ) = 1
𝑞𝑆𝑞𝑇

×
∫ 𝑡𝑇𝑜

𝑡𝑇 𝑖

F(u𝑇 , u𝑆 ,Δ𝑡𝑆𝑇 , 𝑡)𝑣𝑑𝑡,
(3)

where, F is the instantaneous Lorentz force acting on T and
𝑡𝑇 𝑜 is the exit time of the test particle from the vacuum
chamber. The counter-rotating wakefunction w defined by
Eq. 3 is a vector of three components, the component along
the ẑ axis is called longitudinal and the other two transverse.
Further, the definition of wakefunction given by Eq. 3 is
general and can be used for both the co-moving and counter-
moving cases.

From the counter-moving wakefunction one can pass to
the counter-moving wakepotential considering the source as
a charge distribution 𝑄𝑆 (𝑡) = 𝑞𝑆𝜆𝑆 (𝑡) composed by slices
of charge 𝑑𝑄𝑆 . Each slice of charge can be thought as a
point charge that enters into the vacuum chamber at a time
𝑡𝑑𝑄𝑆 𝑖 and has a different entrance delay with respect to the
test charge. The charge of each slice can be expressed as
𝑑𝑄𝑆 (𝑡𝑑𝑄𝑆 𝑖) = 𝑞𝑆𝜆𝑆 (𝑡𝑑𝑄𝑆 𝑖)𝑑𝑡𝑑𝑄𝑆 𝑖 . It is also useful to de-
fine Δ𝑡𝑄𝑆𝑇 , the time entrance delays between the source

distribution 𝑄𝑆 and the test charge T, as the entrance delay
between the test charge and a reference slice in the distribu-
tion (as for instance the slice with the highest charge). The
space entrance delay between the source distribution𝑄𝑆 and
the test charge T, Δ𝑠𝑄𝑆𝑇 , follows from the time entrance
delay as: Δ𝑠𝑄𝑆𝑇 = 𝑣Δ𝑡𝑄𝑆𝑇 .

A visualization of these quantities is given in Fig. 3. The
figure represents the sliced charge distribution 𝑄𝑆 and the
test charge 𝑞𝑇 as a function of their entrance time into the
vacuum chamber 𝑡𝑖 .

Finally, the counter-moving wakepotential is defined as
the convolution between the wakefunction w and the nor-
malized charged distribution 𝜆𝑆:

W(u𝑆 , u𝑇 ,𝑡𝑇 𝑖) =
∫ ∞

−∞
𝜆𝑆 (𝑡𝑑𝑄𝑆 𝑖)

× w(u𝑇 , u𝑆 , 𝑡𝑇 𝑖 − 𝑡𝑑𝑄𝑆 𝑖)𝑑𝑡𝑑𝑄𝑆 𝑖 .

(4)

The longitudinal component of Eq. 4 can be used to obtain
an expression of the energy gained or lost by the test particle,
however, this topic will be discussed in future works.

EXAMPLE: PILL-BOX CAVITY
This section gives an example of counter-moving longitu-

dinal wakepotential for the case of a lossless pill-box cavity.
The wakefunction is obtained semi-analytically integrating
the expression of the longitudinal electric field generated
by a short burst disk of electrons emitted by one side of the
cavity that travels towards the other side at a speed 𝑣𝑆 , refer
to Fig. 4. The wakefunction is subsequently convolved with
a Gaussian bunch distribution to obtain the wakepotential.
This wakepotential is benchmarked against the results of the
PIC solver [16] of the CST studio suite commercial software.

The analytic expression of transient longitudinal
electric field generated by a disk of electrons mov-
ing from one side of a pill-box cavity of radius 𝑎
and length 𝐿, and that travels towards the other side
at a speed 𝑣𝑆 = 𝛽𝑆𝑐, was found by Faust [17] as:

𝐸 ′
𝑧 (𝑟 ′𝑞𝑇 , 𝑧′𝑞𝑇 , 𝑡) = − 𝑒𝑁

𝜖0

{
𝛽𝑆
𝐿

[
𝑐𝑡𝑈 (𝑐𝑡) −

(
𝑐𝑡 − 𝐿

𝛽𝑆

)
𝑈

(
𝑐𝑡 − 𝐿

𝛽𝑆

)]
−𝑈

(
𝑐𝑡 −

𝑧′𝑞𝑇
𝛽𝑆

)
− ...

− 2𝑎𝛽𝑆
𝐿

𝑚=∞∑
𝑚=1

𝐽0 (𝑟 ′𝑞𝑇 𝜌𝑚/𝑎)
𝐽1 (𝜌𝑚)𝜌2

𝑚

[
sin
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(5)
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Figure 4: Pill-Box cavity excited by an electron burst emitted
from one of the circular faces, counter-moving case scenario.
Note that in this case the reference frame in which the wake-
function is needed, O, and the reference frame in which Eq.
5 gives the electric field, O′, are not coincident.

where, 𝑁 is the number of electrons per square meter, 𝐽0 (𝑥)
is the Bessel function of order zero, 𝜌𝑚 are the roots of the
Bessel function 𝐽0, 𝐼0 (𝑥) is the modified Bessel function of
order zero,𝑈 (𝑡) is the unit function, 𝛾𝑆 = 1− 𝛽2

𝑆 , 𝛾2
1 = 𝜌2

𝑚 +
(𝑛𝜋𝑎/𝐿)2 and 𝛾2

2 = 𝜌2
𝑚 + (𝑛𝜋𝑎)2 (1− 𝛽2

𝑆)/𝐿2. Furthermore,
𝑟𝑞𝑇 (𝑡) ′ and 𝑧𝑞𝑇 (𝑡) ′ are the generic radial and longitudinal
position of a test particle T in a reference frame O′ with
origin in the electron emission face and ẑ′ oriented in the
direction of motion of the electrons. The electric field 𝐸 ′

𝑧

given by Eq. 5 is also expressed in the O′ reference frame.
Finally, 𝑡 is the generic time. Considering the expression
of the electric field in the device as a function of time, it is
possible to compute the counter-moving wakefunction.

The geometry of the problem is drawn in Fig. 4. In
the counter-rotating wakefield case the reference frame in
which the wakefunction is defined, O, is not the same as
that in which the longitudinal electric field of the electron
disk is given by Eq. 5, O′. Indeed O has its origin in the
test entrance section and its ẑ axis points in the direction of
motion of T while O′ has its origin in the source entrance
section and its ẑ′ axis points in the direction of motion of
the electron burst, that is opposite to the one in which T is
moving in the counter-rotating case, refer to Fig. 4. The
quantities in O′ are linked to the quantities in the O by the
following equations:

𝑟 ′𝑞𝑇 = 𝑟𝑞𝑇
𝑧′𝑞𝑇 = 𝐿 − 𝑧𝑞𝑇
𝐸 ′
𝑧 = −𝐸𝑧 .

(6)

Considering Eq.s 6, the first two equations can be intu-
itively derived looking at Fig. 4, where both reference frame
O and O′ are represented. The third relation is true because
the 𝑧 axes of the two frames point in opposite directions.
Thus, if 𝐸𝑧 is positive in one of the frames, O for example,
i.e. 𝐸𝑧 is directed as the 𝑧, it is naturally negative in the
other, O′, i.e. 𝐸𝑧 is directed against ẑ.

If 𝑡 = 0 is chosen as the time at which the electron disk
leaves the emitting face, the relation 𝑧𝑞𝑇 (𝑡) = 𝑣𝑡 − Δ𝑠𝑆𝑇
holds as equation of motion of T. Substituting this relation

into Eq.s 6 one has:

𝑟 ′𝑞𝑇 = 𝑟𝑞𝑇
𝑧′𝑞𝑇 = 𝐿 − 𝑣𝑡 + Δ𝑠𝑆𝑇 = 𝐿 − 𝑣𝑡 + 𝑣Δ𝑡𝑆𝑇
𝐸 ′
𝑧 = −𝐸𝑧 ,

(7)

where, 𝑣 = 𝑣𝑆 = 𝑣𝑇 and Eq. 2 were used.
The counter-moving wakefunction is defined in a refer-

ence frame with the longitudinal axis towards the direction
of motion of T, the O frame in this case. Thus, using Eq.s 7
into the expression of the longitudinal electric field, Eq. 5,
the electric field can be rewritten in the wanted frame (O)
as a function of time and entrance delay.

Once the electric field is know in the O frame, the lon-
gitudinal counter-moving wakefunction can be computed
using Eq. 3. Note that only the electric field play a role in
the Lorentz force along the direction of motion.

To obtain the counter-moving wakefunction one has to
recall that, since 𝑡 = 0 has been chosen as the time at which
the source electron burst is emitted from the cavity surface,
Δ𝑡𝑆𝑇 represents also the time at which T enters into the
pillbox cavity, thus: 𝑡𝑇 𝑖 = Δ𝑡𝑆𝑇 and 𝑡𝑇 𝑜 = 𝑡𝑇 𝑖 + 𝐿

𝑣 . The
last one of the previous relations is true because of the rigid
beam approximation.

This process was repeated to compute also the longitudi-
nal co-moving wakefunction. To do so, Eq. 3 was used and
the longitudinal electric field acting on the test charge was
computed using Eq. 5, considering the following relations in-
stead of the Eq.s 6 and 7: 𝑟 ′𝑞𝑇 = 𝑟𝑞𝑇 , 𝑧′𝑞𝑇 = 𝑧𝑞𝑇 = 𝑣𝑡−𝑣Δ𝑡𝑆𝑇 ,
𝐸𝑧 = 𝐸 ′

𝑧 . These relations hold because in the co-moving
case the reference systems O and O′ are coincident, i.e. they
have the same origin (the electron emission face that is also
the entrance section of T) and their corresponding axis are
oriented in the same way.

The co and counter-moving wakefunctions were numeri-
cally evaluated for the case in which both the electrons and
the test particle are ultra-relativistic, i.e. 𝛽𝑆 = 1 and 𝑣 = 𝑐.
As a function of the entrance delays, they are reported in Fig.
5 and their Fourier Transforms, the co and counter-moving
impedance, in absolute values, are reported in Fig. 6.

Unfortunately, the real and imaginary part of the co-
moving and counter-moving impedance were affected by
high noise, thus, in this paper, a comparison of the real
and imaginary part of the co-moving and counter-moving
impedance is not reported. This comparison is left for future
work.

To obtain the wakepotential, the wakefunction was numer-
ically convolved with a beam distribution 𝜆𝑆 . The consid-
ered beam distribution was Gaussian.

To benchmark the validity of the calculations, numerical
simulations were performed. Using the Particle in Cell (PIC)
solver of CST, the excitation of a loss free pillbox (length 𝐿 =
0.6 m and radius 𝑎 = 0.1 m) by a burst of electrons emitted
by one of the circular face was simulated. The cavity material
was set to be perfect electric conductor (PEC), so that the
cavity was loss free. The electrons were emitted uniformly
from the face with a Gaussian longitudinal distribution (𝜎𝑏 =

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

343



0.07 m). One bunch of electrons with a total charge of 1 nC
(6.24 · 109 electrons) was emitted. The kinetic energy of the
electrons was set to an ultra-relativistic value (𝛾 = 5 · 1010)
to avoid space charge effects. The total simulation time was
set to 20 ns, electric field monitors were set to register and
store the value of the longitudinal electric field every 1.5
mm along the whole cavity axis, that is every 5 · 10−3 ns.
The position of the test particle T is known at every time 𝑡
as a function of the entrance delay (𝑧𝑞𝑇 (𝑡) = 𝑣𝑡 − Δ𝑠𝑆𝑇 =
𝑣𝑡 − 𝑣Δ𝑡𝑆𝑇 ), i.e. fixing an entrance delay Δ𝑠𝑆𝑇 or Δ𝑡𝑆𝑇 ,
one knows the T longitudinal position 𝑧𝑞𝑇 at the time 𝑡. If
𝑧𝑞𝑇 at the time 𝑡 is known, one can obtain the value of the
longitudinal electric field acting on T at the time 𝑡 from
the fields monitors. If this operation is repeated for every 𝑡
one obtains the longitudinal electric field experienced by T
traversing the cavity as a function of time (or equivalently
as a function of its longitudinal position). Integrating this
longitudinal electric field one has the wakepotential value
for the set entrance delay, and repeating the integration for
different entrance delays gives the whole wakepotential.

The counter-rotating wakepotentials as a function of the
entrance delay between 𝑄𝑆 and T (Δ𝑠𝑄𝑆𝑇 and Δ𝑡𝑄𝑆𝑇 ) ob-
tained from the formal model and the CST PIC solver are
reported and compared in Fig. 7. The agreement between
the two methods is excellent.

DISCUSSION
In Fig. 5 the co-moving and counter-moving wakefield

and wakepotential for a pill-box cavity excited by a burst of
electrons were presented and compared.

Further, in Fig. 6, the co-moving and counter-moving
longitudinal impedance are reported.
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Figure 5: Comparison between the co-moving and the
counter-moving wakefunction of a pill box cavity excited
by a burst of electrons emitted by one of the faces. The
wakefunctions have been obtained with the Faust theory.
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counter-moving impedance of a pill box cavity excited by a
burst of electrons emitted by one of the faces.
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Figure 7: Comparison between the counter-moving wake-
potentials of a burst of ultra-relativistic electrons (1 nC or
6.24 · 109 electrons and 𝛽𝑆 → 1 or 𝛾𝑆 = 5 · 1010) traversing
a pill box cavity (length 𝐿 = 0.6 m and radius 𝑎 = 0.1 m)
computed by the proposed model (Using the Faust Theory
[17]) and the CST PIC solver [16]. The electrons are emitted
uniformly from one of the circular faces of the cavity. Their
longitudinal distribution is a Gaussian bunch (𝜎𝑏 = 0.07 m).
The cavity material is perfect electric conductor (PEC), loss
free. Test particle speed is 𝑣 = 𝑐.
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Let us label as transient the interval of time for which the
source particle is inside the cavity, (Δ𝑠𝑆𝑇 < 0.6 m for the
discussed example), and as long range interval the period of
time after the transient, i.e. Δ𝑠𝑆𝑇 > 0.6 m.

With reference to Fig. 5, co-moving and counter-rotating
wakefunction are different in the transient region, around null
entrance delay between T and S, while for further entrance
delay they seem to be similar but translated. This indicates
that the effects of the transient wakefield generated by S is
experienced in a very different way if T moves in the same
(co-moving wake) or in opposite (counter-moving) direction
with respect to S. However, it appears that the effects of
the long range wakefield generated by S are quite similar
in both the co-moving and the counter-moving case. This
makes sense since the long range interval is dominated by
the resonant electromagnetic modes trapped in the pill-box,
and the geometry of the mode fields and the mode resonant
frequency is invariant with respect to the direction of the
test particle. This last observation is backed up by the fact
that, co-moving and counter-moving longitudinal impedance
modulus compare very well, refer to Fig. 6, i.e. the resonant
modes have similar effects on the test charge T independently
from its propagation direction.

Finally, Fig. 7 compares the counter-moving wakepoten-
tial obtained using the proposed physical model (with the
Faust equations) and the CST PIC solver simulations. There
is an excellent agreement between the results of the proposed
model and the results of the simulations. This can be thought
both as a first benchmark for the proposed model, and for
the CST software.

CONCLUSION
This paper has introduced a physical model to define and

quantify the wakefunction of two particle moving in opposite
directions. The paper has first reviewed the two approxima-
tions on which the co-moving wakefunction definition is
based, and it has been observed that they can be used also in
the counter-moving case. Furthermore, the paper has intro-
duced the concept of space and time entrance delay. Using
them, a coherent physical model to describe the wakefield ef-
fects in the counter-moving case has been developed. It was
also shown that such a model is suitable both for computing
the co-moving wakefield and the counter moving one. An
example of application of this model has been proposed: the
co-moving and counter-moving wakefield of a lossless pill
box cavity has been computed. The results of the method
(the wakepotential) were benchmarked against numerical
simulations results with excellent agreement.

Despite the results showed in the paper are preliminary,
they are really encouraging because they show that the model
can correctly estimate the wakefield effects in simple systems
as a pill-box cavity. Future work will develop further this
model, benchmarking it against other literature results and
expanding it to obtain a quantification of the RF-heating
induced by two counter rotating beams circulating in the
same vacuum chamber. The authors strongly believe that the

application of this model could be crucial in the design of
the future high intensity accelerators interaction chambers
and in the design of all the components traversed by two
beams.
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Physics modelling and numerical simulation of beam-ion interaction in HEPS
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The beam-ion interaction is one of the potential limitations of beam performance in ultra-low
emittance electron rings. The High Energy Photon Source (HEPS), under construction in Beijing,
is one example for which the beam-ion effect has to be carefully evaluated. In this paper, we will
introduce the beam-ion interaction models applied in HEPS. Based on these models, a new numerical
simulation code is developed. Currently, the code includes modules such as ionization, beam-ion
interaction, synchrotron radiation damping, quantum excitation, bunch-by-bunch feedback etc.
Settings such as weak-strong, strong-strong and arbitrary number of interaction points can be
launched in the code. It will be shown that the beam instability excited by the beam-ion interaction
can be effectively suppressed by the bunch-by-bunch feedback system.

PACS numbers: 41.75.-i, 29.27.Bd, 29.20.Ej
Keywords: Beam-Ion Effects, Bunch-By-Bunch Feedback System

I. INTRODUCTION

The beam-ion interaction, a two-stream effect coupled
by the nonlinear Coulomb force, may pose an operation
risk in high intensity, low emittance electron rings. This
effect has been observed in many existing machines
such as ALS [1, 2], PLS [3], SSRF [4] CESR-TA [5],
SOLEIL [6], etc. The accumulated ions, derived from
ionization between electron particles and residual gas
molecules, interact with the electron beam particles
resonantly, causing coherent and incoherent electron
beam deformation such as beam centroid oscillation,
beam rms emittance growth, rms beam sizes increase,
energy spread blow up, and even a possible beam loss.

In the previous studies, the beam-ion effect [7–9] is
divided into two circumstances known as the ion trapping
effect and the fast ion effect. In the ion trapping
study, ions are usually assumed to be constant as an
“equilibrium” state, which means the transient electron
beam induced ionization is not taken into account.
In the fast ion effect study, on the other hand, the
ions are considered to be cleaned turn by turn. The
ions generated in the first turn do not disturb the
beam performance in the second turn, which means the
memory of the ionization is erased turn by turn. Thus,
the beam-ion trapping studies can be considered as an
effect in a long term sense and the fast ion effect in a
transient sense. In both cases, the ions generated by
the leading bunches oscillate transversely and resonantly
disturb the motions of the subsequent bunches – a
coupled bunch instability.

Generally, the methodologies to mitigate the beam-ion
effect are: (1) adjust the beam filling pattern by including
empty buckets long enough in the bunch train; (2) get
rid of ions with certain accelerator elements; (3) cure the
beam-ion instability by introducing a feedback system

∗ lichao@ihep.ac.cn

before it grows [10]. The first approach can extensively
reduce the number of accumulated ions. With sufficiently
large empty gaps, the trapped ions would drift to large
amplitudes, where they may get lost on the pipe or
form a diffuse ion halo. However, this approach is
a partial solution since the disturbed bunch can not
erase the memory of its prior interaction with the ions.
The beam deformation by the beam-ion interaction will
accumulate and the influence could appear eventually.
The second and the third approaches both require
extra hardware, which brings in new sources of lattice
impedance. However, the bunch-by-bunch feedback
system is a versatile [11] technique, since it can be
also adopted to suppress the beam instabilities due to
impedances.

          
         

       
      

        
     

     
      

         
        

          
        

         
        

         
        

         

          
         

       
      

        
     

     
      

         
        

          
        

         
        

         
        

         

          
         

       
      

        
     

     
      

         
        

          
        

         
        

         
        

         

          
         

       
      

        
     

     
      

         
        

          
        

         
        

         
        

         

          
         

       
      

        
     

     
      

         
        

          
        

         
        

         
        

         

         
        

      
     

        
     

     
     

     
        

        
        

        
         
       

        
       

          
     

 In the code developed by our group, the ion- 
trapping and fast ion effects are not distinguished 
but treated consistently. The code is 
bascially based on the “quasi-strong-strong” 
model, in which electron particles and ions are 
both represented by multiple macroparticles. 
Modules of ionization, beam-ion interaction, 
synchrotron radiation damping, quantum excitation 
and bunch-by-bunch feedback are also 
established. The HEPS [12] lattice is adopted as 
an example, to show the beam-ion interaction in 
simulation. This paper is organized as follows. In 
section II, the physical process and models of beam- 
ion interaction will be discussed briefly. The logic flow 
and basic numerical simulation approaches used will 
be given. In section III, the beam-ion instability 
and its mitigation with a bunch-by-bunch feedback 
system in HEPS will be given. A brief discussion and 
conclusion are given in Section IV.
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II. PHYSICS MODEL AND NUMERICAL
APPROACHES USED IN SIMULATION.

A. Basic model of beam-ion interaction

Denote P and T as the residual gas pressure and
temperature, the molecular density n can be obtained,

PNA = nRT, (1)

where R and NA are the ideal gas constant and the
Avogadro number. Denoting

∑
as the ionization

collision cross-section and Nb as the number of electron
particles passing by, the number of ions generated due to
beam-residual gas collision per unit length is

λ =
∑

nNb. (2)

For simplicity, we assume the beam-ion interaction is
localized at the lumped interaction locations and only
affects the beam transversely. In addition, ions generated
do not move longitudinally. When the beam bunches pass
through the interaction points one by one, new ions will
be randomly generated within the sizes of the electron
bunches passing by. The beam filling pattern decides
the interval time of the generation of the new ions. The
accumulated ions, generated due to the former passed
bunches, interact with the passing beam bunch and
thereafter freely drift in transverse until the next beam
bunch comes. Meanwhile, some ions might get lost on the
pipe. Due to the ion generation and loss mechanisms,
a dynamical quasi-equilibrium ion distribution can be
foreseen finally.

Figure 1 shows the logic flow of the simulations. Si

represents the lumped interaction point. When one
electron bunch passes by, the transverse momentum
and position of the accumulated ions are updated
according to the time interval from itself to next coming
bunch. As to the bunched electron particles, after
the momentum kicks induced by the accumulated ions,
taking into account the effect of synchrotron radiation
and quantum excitation, they are transferred to the next
interaction point Si+1 by applying a linear transport
matrix M(Si+1|Si).

B. Coulomb interaction

In general, the motion equations of the ith

accumulated ion ~Xi and the kth electron particle in the
jth bunch ~xk;j can be expressed as

d2 ~Xi

dt2
+ Ki(s) ~Xi +

Nj∑

k=0

~FC( ~Xi − ~xk;j) = 0

d2~xk;j

ds2
+ Ke(s)~xk;j +

Ni∑

i=0

~FC(~xk;j − ~Xi) = 0, (3)

FIG. 1. Logic flow of the beam-ion interaction in simulation
at the interaction points Si. The ion generation, beam-ion
interaction, beam and ion loss assertion, effect of synchrotron
radiation and quantum excitation and beam transportation
are sequentially calculated.

where ~FC is the Coulomb force between the ions and
electron particles, Ki(s) and Ke(s) represent the lattice
focusing strength on ion and electron particle. In our
model, since the bunched beam is assumed to follow
the Gaussian distribution, the field generated by a beam
bunch at spatial location (x, y), with respect to the bunch
centre, is obtained with the 2D Bassetti-Erskine formula
[13] ,

EC,y + iEC,x =
nb

2ǫ0
√

2π(σ2
x − σ2

y)
{w(

x + iy√
2(σ2

x − σ2
y)

)

− exp(− x2

2σ2
x

− y2

2σ2
y

)

+ w(
x

σy

σx
+ iy σx

σy√
2(σ2

x − σ2
y)

)}δ(si), (4)

where nb is the line density of the electron beam, w(z)
is the complex error function, i is the complex unit,
σx and σy are the rms bunch size in x and y direction
respectively. Substituting Eq. 4 into Eq. 3, the explicit
momentum kick on ions is

∆pi,y + i∆pi,x =
2nbremec

γe
(EC,y + iEC,x), (5)
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where re is the classical electron radius, me is the electron
mass, γe is the relativistic factor of electron beam.
The accumulated ion momentum change induced by the
electron bunch passed by can be obtained by integrating
Eq. 5 along the length of adjacent electron bunches.

As to the space charge potential well generated by the
ions, since the ion distribution is usually not a Gaussian
type, the Bassetti-Erskine formula is not suitable any
more. A self-consistent particle-in-cell (PIC) [14] solver
or ion density profile fitting [15] is needed to ensure
a better resolution. In our model, a compromise
approach is applied–the “quasi-strong-strong” model.
The ion distribution is truncated at 10 rms bunch sizes.
The rms and centroid information of the truncated
ion distribution are substituted in the Bassetti-Erskine
formula to get the Coulomb potential produced by the
ions. Although this approach is not strictly correct,
it still shows the main features of the bunched beam
and can explore this complex coupled dynamics in a
reasonable computing time.

C. Beam transportation

We employ the accelerator coordinate x =
(x, px, y, py, z, pz) to describe the motion of particles.
Here x, y, z are horizontal, vertical and longitudinal
coordinates respectively, while px, py, pz are the
corresponding momenta normalized by the total
momentum of a reference particle. Following Hirata’s
BBC code [16], in general the transportation consists of
the following steps.

1. From accelerator coordinates to normalized coordinates

The transformation from accelerator variable x to
normalized variable X can be written as

X = BRHx, (6)

here H is the dispersion matrix characterized by the
transverse dispersion functions Dx, Dpx, Dy, Dpy; R is
the Teng matrix representing the coupling between the
horizontal and vertical planes; B represents the Twiss
matrix. More details can also be found in Ref. [17].

In our study, the dynamic is limited to the transverse
plane, furthermore, the beam-ion interaction is assumed
to take place in the dispersion and coupling free region
so that the H and R are further degenerated to the unit
matrix.

2. Synchrotron radiation and quantum excitation

With the Synchrotron radiation and quantum
excitation effects, the transportation in the normalized

coordinates is
(

X1

X2

)
= λx

(
X1

X2

)
+
√

ǫx(1 − λ2
x)

(
r̂1
r̂2

)
, (7)

(
X3

X4

)
= λy

(
X3

X4

)
+

√
ǫy(1 − λ2

y)

(
r̂3
r̂4

)
. (8)

Here r̂’s are independent Gaussian random variables with
unit variance, λi = exp(−1/Ti) with Ti the damping time
in units of the number of turns.

3. From normalized coordinates to accelerator coordinates

The coordinates transformation from normalized
variable X to accelerator variable x,

x = H−1R−1B−1X. (9)

4. Beam transportation from interaction point Si to Si+1

The beam transportation is modelled by a linear map

x(Si+1) = M(Si+1|Si)x(Si). (10)

D. Bunch-by-bunch feedback system

In time domain, Eq. 11 is the general form of a FIR
filter

Θn =

N∑

k=0

akxn−k, (11)

where ak represents the filter coefficient, xn−k and Θn

are the input and output of the filter, corresponding to
beam position data at the (n−k)th turn and kick strength
on the beam at the nth turn. The number of the input
data N + 1 is defined as taps. Following the approaches
shown in Ref. [18], the time domain least square fitting
(TDLSF) method is used to get the filter coefficients ak.

In the code, the beam momentum change by the
bunch-by-bunch feedback at the nth turn is modelled as

Θx,n = Kx

N∑

k=0

ak,xxn−k,

Θy,n = Ky

N∑

k=0

ak,yyn−k, (12)

here xn−k and yn−k are the beam centroids of the kth
previous turn at the pickup. The beam motion transfer
function in one turn including feedback is







xn+1

x′
n+1

yn+1

y′
n+1





 = M0







xn

x′
n

yn

y′
n


 +




0
Θx,n

0
Θy,n





, (13)

where M0 is the one turn matrix at the kicker.
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TABLE I. HEPS Lattice Parameters
Parameters Values
Energy 6 GeV
Circumference 1360.4 m
Nominal emittance 34.2 pm
Working points 114.14/106.23
Number of super-periods 24
Average betatron function 4.5/8.1 m
Number of RF buckets 756
Beam current 200 mA
SR damping time (x/y) 2386/4536 turns
rms beam size (x/y) 12.4/5.26 µm
Ion species CO
Gas pressure 1 nTorr
Gas temperature 300 K

III. SIMULATION STUDY OF BEAM-ION
INTERACTION IN HEPS.

HEPS is a 1.3 km ultra-low emittance electron storage
photon source being built in Beijing, China. The main
parameters of the HEPS lattice are listed in Tab. I.
Carbon monoxide (CO) with a temperature 300 K and
pressure 1 nTorr is assumed as the main leaked gas.
In the following study, the total electron beam current
10 mA is adopted to evaluate the beam-ion effect. To
save computing time, one beam-ion interaction point is
set per turn. However, the setting of multi-interaction
points is necessarily to investigate due to the variation of
the betatron and dispersion functions. The beam filling
pattern is one continuous bunch train following 76 empty
bunch gaps. The synchrotron radiation damping and
quantum excitation [17] are both taken into account.

As to the bunch-by-bunch feedback system,
constrained by the maximum kicker power 1 KW,
a 9-taps FIR filter is designed to launch the signal
processing. The FIR filter coefficients, frequency
response of phase and gain of the 9-taps filters is shown
in Fig. 2. For clarity, the pickup and kicker are assumed
to be located at the same place with zero dispersion,
which means the phase responses at target tunes are -90

degrees.

In the weak-strong simulation, a comparison at the
5000th turn with and without feedback is explicitly
shown in Fig. 3. When the bunch-by-bunch feedback
is turned on, the maximum bunch action

√
Jy is well

maintained around 0.1 rms beam size, Fig. 3a; the
bunch oscillations due to beam-ion interaction are well
eliminated, Fig. 3b; the power spectrum of bunch
oscillations is roughly one order of magnitude smaller
Fig. 3c. The position of the unstable bunch modes does
not shift since the intrinsic beam-ion interaction is not
violated.

As to the strong-strong simulations, Fig. 4 shows the
emittance evolution as the function of tracking turns
when the bunch-by-bunch feed back is turned on and off.
As suspected, the beam emittance in y direction is well
suppressed. More simulations and discussion in detail
can be found in Ref. [19].

IV. CONCLUSIONS

In this paper, we have discussed the beam-ion
instability and its mitigation by the bunch-by-bunch
feedback system. To study the beam-ion interaction
consistently, a simulation code is developed including
modules such as ionization, beam-ion interaction,
synchrotron radiation damping, quantum excitation and
bunch-by-bunch feedback. As an example, the lattice
parameters of the HEPS project are adopted to show the
influence of the beam-ion instability and its mitigation.
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a) b) c)

FIG. 2. FIR filter coefficients (a), frequency response of phase (b) and gain (c) of the 9-taps filters used in a bunch-by-bunch
feedback system. The horizontal and vertical target tunes are 0.141 and 0.231.
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FIG. 3. The red and black curve show the maximum beam actions (a), the beam bunches oscillations (b) and the related
coupled bunch modes power spectrum (c) in vertical plane with and without bunch-by-bunch feedback at the 5000th turns.
The results are obtained from the “weak-strong” model taking the synchrotron radiation damping into account.
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IMPLEMENTATION OF RF MODULATION IN BOOSTER FOR
MITIGATION OF THE COLLECTIVE EFFECTS IN THE TRANSIENT

PROCESS AFTER THE SWAP-OUT INJECTION ⇤

Haisheng Xu†, Zhe Duan‡, Na Wang§, Gang Xu¶
Key Laboratory of Particle Acceleration Physics and Technology,

Institute of High Energy Physics, Chinese Academy of Sciences, Beijing, China

Abstract
On-axis swap-out injection is a promising injection

scheme for the di�raction-limited storage rings with small
dynamic apertures. However, some previous studies have
shown that the initial mismatch in the longitudinal phase
space may lead to transverse collective instability before
approaching the equilibrium state, especially in the high
bunch charge situation. We present our study of mitigating
the collective e�ects in the transient process after injecting
beam into storage rings by implementing RF modulation
technique in booster. Both bunch lengthening and the in-
crease of energy spread could be observed in the extracted
bunch from booster. The reduction of particle loss in the
transient process after the swap-out injection is demonstrated
via simulations.

INTRODUCTION
The development of the next generation synchrotron light

sources, which are based on the di�raction-limited storage
rings (DLSRs), has been the frontier of the synchrotron light
source community for years. Generally speaking, stronger
focusing is needed to reach the ultra-low emittance, with the
drawback that the natural chromaticities are usually large
negative values. To correct the chromaticities to an accept-
able level, one has to implement very strong sextupole mag-
nets, which eventually, limit the dynamic aperture (DA).
The limited DA of the DLSRs provides great challenges
to the injection. It therefore triggers a plenty of research
in developing injection schemes for the DLSRs, in which,
the on-axis swap-out injection scheme [1, 2] is one of the
promising injection schemes.

High Energy Photon Source (HEPS) [3], which is a 6 GeV
DLSR-based synchrotron light source, is currently under
civil construction in Beijing, China. The on-axis swap-
out injection scheme has been chosen as the baseline injec-
tion scheme of the 6-GeV storage ring of HEPS. There are
two operation modes, named the "High-Brightness Mode"
(680 bunches, 200 mA) and the "High-Bunch-Charge Mode"
(63 bunches, 200 mA), proposed for the HEPS storage ring.

⇤ Work supported by National Natural Science Foundation of China
(No. 11805217, No. 11775239, and No. 11605212), NKPSTRD
(2016YFA0402001), and Key Research Program of Frontier Sciences
CAS (QYZDJ-SSW-SLH001)

† xuhs@ihep.ac.cn
‡ duanz@ihep.ac.cn
§ wangn@ihep.ac.cn
¶ xug@ihep.ac.cn

The injection of a 14.4 nC bunch, corresponding to the "High-
Bunch-Charge Mode", is very challenging for both the in-
jector and the storage ring. Recent study [4] indicated that
the injection transient instability, which was essentially a
‘head-tail’ type, transverse single-bunch instability, might
seriously limit the achievable single-bunch charge in the
HEPS storage ring. Many possibilities to cure the injection
transient instability have been also proposed and discussed
in [4]. Simulations showed that the higher transmission e�-
ciency can be expected if the length of the injected bunch
can be longer. This fact inspired us to try lengthening the
bunch in booster before extraction, in order to cure the injec-
tion transient instability in the storage ring. In this paper, we
would like to present our studies on the implementation of
RF modulation in the HEPS booster, which is one possible
way to lengthen the bunch in the booster.

The rest of the paper will be arranged as follows: firstly,
the basic theories of the RF modulation will be reviewed.
Afterwards, the results of the tracking simulations will be
presented. Conclusions and discussions will be presented at
the end.

THEORY OF RF MODULATION

Generally speaking, any arbitrary signal added up to the
ideal RF signal becomes the so-called RF modulation, e.g.,
the white noise on top of RF signal. However, this kind
of broad-band modulation was usually called “RF noise”
instead of “RF modulation”. In the following text, when we
mentioned ‘RF modulation’, we actually limited ourselves
to the situations where a single frequency sinusoidal RF
modulation was considered.

In this section, we mainly followed the analyses of the
e�ects of a single-frequency sinusoidal RF voltage modu-
lation and RF phase modulation in [5] to understand the
e�ectiveness of both above mentioned modulation methods.
No synchrotron radiation e�ect was taken into account in
the analyses of this section.

The Eq.(3.111) and Eq.(3.112) in [5] represent the equa-
tions of synchrotron motion in the normalized phase space
(�,P) with RF voltage modulation, where P is the normal-
ized momentum deviation defined by P = �h|⌘ |�/⌫s. We
hereby rewrote the above mentioned two equations in the
(�, �) phase space, shown as Eq.(1) and Eq.(2), and carried
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out the analyses from these equations.

�n+1 = �n + 2⇡h⌘�n (1)
�n+1 = �n + VRF [1 + �Vm sin (⌫m✓n+1 + �)]

· e
�2E0

· (sin �n+1 � sin �s) (2)

where h represents the harmonic number; ⌘ is the the phase
slip factor; E0 represents the total energy of the reference
particles; VRF stands for the peak RF voltage; �s is the syn-
chronous phase; �Vm = �V/VRF is the fractional RF voltage
modulation amplitude; ⌫m = !m/!0 is the modulation tune,
where !m stands for the angular frequency of the modu-
lation; ✓ = !0t is the orbital angle; � is the phase of the
modulation signal.

By plugging the optical parameters of a candidate lat-
tice of the HEPS booster in Eq.(1) and Eq.(2) and solv-
ing the mapping equations, we could obtain the particles’
distribution in the longitudinal phase space (�, �). A pre-
liminary result, in (z, �) phase space with the definition of
z = C (� � �s) /2⇡h, is shown in Figure 1. Here the modu-
lation amplitude �Vm was set as 15%, while the modulation
tune ⌫m was set as 2⌫s . Figure 1(a) shows the particles’ equi-
librium distribution in the (z, �) phase space without turning
on the RF voltage modulation. Using the distribution as the
initial state, and tuning on the RF voltage modulation with
the above mentioned settings, we got the particles’ distri-
bution in the 20,000th turn, as shown in Figure 1(b). The
structure indicating the second-order parametric resonance
driven by the voltage modulation can be clearly seen in Fig-
ure 1(b).

Following the corresponding equations in [5], we’ve ob-
tained the synchrotron mapping equations with RF phase
modulation as Eq.(3) and Eq.(4):

�n+1 = �n + 2⇡h⌘�n + [�Pm sin (⌫m✓n+1

+�) � �Pm sin (⌫m✓n + �)] (3)

�n+1 = �n +
eVRF

�2E0
(sin �n+1 � sin �s) (4)

where �Pm represents the RF phase modulation amplitude,
⌫m is the phase modulation tune.

Using the similar approach as mentioned above for the
study of RF voltage modulation, we set up the RF phase mod-
ulation amplitude and modulation tune as �Pm = 0.1 rad
and ⌫m = 2⌫s , respectively. The equilibrium particles’ distri-
bution without RF phase modulation is given in Figure 2(a).
The particles’ distribution in the 20,000th turn after turning
on the phase modulation is given in Figure 2(b). Similarly,
the e�ectiveness of the phase modulation was demonstrated
as the parametric resonance structure shown in Figure 2(b).

TRACKING SIMULATIONS
In the previous section, we demonstrated the e�ective-

ness of both the RF voltage modulation and the RF phase
modulation on bunch lengthening using the existing theories.
However, we got information [6] that the RF phase modula-
tion is generally less challenging than the voltage modulation

(a)

(b)

Figure 1: Particles’ distributions in the longitudinal phase
space (z, �). (a): equilibrium distribution without voltage
modulation; (b): particles’ distribution in the 20,000th turn
after turning on the voltage modulation with the amplitude
�Vm = 15% and the modulation tune ⌫m = 2⌫s .

in the high-power operation of the cavities. We therefore
would like to continue the study of RF phase modulation
only as suggested.

However, the main purpose of implementing the RF mod-
ulation technique in booster is to suppress the injection tran-
sient instability in the storage ring. Therefore, the demon-
stration of the e�ectiveness of RF modulation is only the
first step. The second step is to double check whether the
injection e�ciency can benefit from the modulated bunch.
We hereby first generated the turn-by-turn bunch distribution
by multi-particle tracking (the multi-particle tracking code
elegant [7] was used), and then used these distributions
as initial bunches for the storage ring to study the injection
e�ciency. Element-by-element tracking, with the consid-
eration of both the transverse and longitudinal broad-band
impedance, was carried out to check the injection e�ciency.

We first carried out the multi-particle tracking in booster
with RF phase modulation. The modulation amplitude and
the modulation tune are set as �Pm = 10� and ⌫m = 2⌫s,
respectively. The turn-by-turn data of both the bunch length
and energy spread are shown in Figure 3.

Figure 3 indicates that both the bunch length and energy
spread oscillate violently turn-by-turn. However, it’s very
di�cult to make sure always extracting the bunch at a certain
bunch length. We selected the data in 100 continuous turns
as examples, and carried out element-by-element tracking in
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(a)

(b)

Figure 2: Particles’ distributions in the longitudinal phase
space (z, �). (a): equilibrium distribution without phase
modulation; (b): particles’ distribution in the 20,000th turn
after turning on the phase modulation with the amplitude
�Pm = 0.1 rad and the modulation tune ⌫m = 2⌫s .

the storage ring for each case. The injection e�ciency, RMS
bunch length, and RMS energy spread of the 100 cases are
given in Figure 4.

Comparing to the injection e�ciency without RF mod-
ulation, one can see clearly that most of the cases with RF
modulation correspond to higher injection e�ciency. The
cumulative distribution function shown in Figure 5 shows
that the possibility of getting injection e�ciency higher than
95% is above 80%, which is significantly higher than the
injection e�ciency without RF modulation (about 87%).

CONCLUSIONS AND DISCUSSIONS
For improving the injection e�ciency in HEPS storage

ring, we proposed to implement RF modulation technique
in the booster before extracting bunches.

The e�ectiveness of both RF voltage modulation and RF
phase modulation on bunch lengthening was demonstrated
using the existing theories. We then continued the studies
of RF phase modulation and the influence on injection ef-
ficiency by carrying out multi-particle tracking. Tracking
results confirmed the e�ectiveness of RF phase modulation
on increasing the injection e�ciency.

However, in the preliminary studies, we didn’t pay much
attention in the optimization of the settings. There are still
many parameters, such as the modulation tune and the mod-
ulation amplitude, needed further optimizations. Further-

(a)

(b)

Figure 3: Turn-by-turn data after turning on RF phase mod-
ulation at the 0th turn. (a): RMS bunch length vs. turns; (b):
RMS energy spread vs. turns.

(a)

(b)

Figure 4: Turn-by-turn data after turning on RF phase mod-
ulation at the 0th turn. (a): RMS bunch length vs. turns; (b):
RMS energy spread vs. turns.

more, many technical tests, proposed by us together with
our RF experts, are needed to double check the possibility
of implementing RF phase modulation in HEPS Booster.
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Figure 5: Cumulative distribution function
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Abstract 

ISIS is the pulsed spallation neutron and muon source at 

the Rutherford Appleton Laboratory in the UK. Operation 

centres on a rapid cycling proton synchrotron (RCS) which 

accelerates 3×1013 protons per pulse from 70 MeV to 

800 MeV at 50 Hz, delivering a mean beam power of 

0.2 MW.  

Research and development at ISIS are focused on key 

aspects of high intensity operation with a view to 

increasing beam intensity on target, understanding loss 

mechanisms and identifying viable upgrade routes. At 

present, the main limitation on beam intensity at ISIS is 

beam loss associated with the head-tail instability. 

This paper presents new measurements of the head-tail 

instability in both RCS and storage ring modes whilst 

highlighting the differences between these and theoretical 

predictions. Macro-particle simulations of the instability 

are shown in comparison with experimental data. Finally, 

preliminary tests of an active transverse feedback system 

to damp the instability are also presented. 

INTRODUCTION 

The head-tail instability is a primary concern for high 

intensity operation in many hadron synchrotrons including 

ISIS and its proposed upgrades [1]. The instability imposes 

an intensity limit on operations through associated beam 

loss and consequent undesired machine activation. 

The ISIS Synchrotron 

ISIS operation centres on a 10 superperiod rapid cycling 

synchrotron (RCS) with a 163 m circumference. It 

accelerates 3×1013 protons per pulse from 70 – 800 MeV 

on the 10 ms rising edge of a sinusoidal main magnet field 

(below transition throughout). The repetition rate of 50 Hz 

results in an average beam power on target of 0.2 MW. 

Injection into the synchrotron is via charge exchange of 

a 70 MeV, 25 mA H− beam over ~150 turns with painting 

over both transverse acceptances, collimated at 

~300 π mm mrad. The un-chopped, injected beam is non-

adiabatically bunched and accelerated by the ring dual 

harmonic RF system (h = 2, 4) ramping in frequency from 

1.3 – 3.1 MHz (h = 2). This results in two long bunches 

equally spaced around the ring. Nominal betatron tunes are 

(𝑄𝑥, 𝑄𝑦) = (4.31, 3.83) with peak incoherent tune shifts 

exceeding ~ -0.5. Beam intensity is currently limited by 

beam loss and associated activation with the main driving 

mechanisms being foil losses, longitudinal trapping, 

transverse space charge and the head-tail instability [2]. 

 

* rob.williamson@stfc.ac.uk 

Head-Tail Observations at ISIS 

Measurements of head-tail on the ISIS synchrotron have 

consistently shown that the two proton bunches exhibit 

vertical head-tail motion 1 – 2.5 ms through the 10 ms 

acceleration cycle [3, 4]. ISIS operates at the natural 

machine chromaticities (𝜉𝑥 = 𝜉𝑦 = -1.4, normalised), 

without sextupole correction. The instability is currently 

suppressed by ramping the vertical tune down, away from 

the integer (𝑄𝑦 = 4), and making the longitudinal charge 

distribution asymmetric during the time of the instability 

using the dual harmonic RF system. Both longitudinal and 

vertical injection painting also have a strong influence on 

the sensitivity to the instability. However, with increasing 

beam currents these mitigation strategies become less 

effective. Lowering the tune further tends to induce beam 

loss associated with the half integer resonance [5, 6] and 

injection painting and longitudinal distribution asymmetry 

have already been optimised fully. 

 

Figure 1: Example sum (blue) and difference (red) vertical 

position monitor signals over several turns around 2 ms 

through the acceleration cycle during normal operations.  

A typical example of observed head-tail motion during 

normal, high intensity operations is shown in Fig. 1. The 

longitudinal bunch asymmetry is clear in the Beam 

Position Monitor (BPM) sum signal and intra-bunch, head-

tail motion is indicated by the difference signal.  

In order to remove some of the complexities of high 

intensity dynamics, further measurements of the instability 

were made at lower intensity and with single harmonic RF 

to test against Sacherer theory [7]. These demonstrate a 

clear 𝑚 = 1 mode structure (one node along the bunch) as 

shown in the BPM difference signal in Fig. 2; while theory 

predicts a higher growth rate for the 𝑚 = 2 mode (2 nodes 

along the bunch). Studies are ongoing to determine the 

cause of this discrepancy. 
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SIMULATION MODEL  

A stand-alone macro-particle simulations code has been 

written to study head-tail behaviour on ISIS [4]. The code 

includes a benchmarked longitudinal dynamics code with 

smooth focusing transverse dynamics and transverse 

wakefield kicks to simulate the interaction between the 

beam and its environment. 

 

Figure 2: Example sum (blue) and difference (red) vertical 

position monitor signals over several turns for lower 

intensity, single harmonic RF operation. 

In order to calculate the wake due to a resistive wall or 

resonator impedance the beam is sliced longitudinally and 

the wake calculated at each slice due to upstream slices. 

This may include wakes from previous bunches, preceding 

turns or from slices within the same bunch. 

Benchmark 

Following on from previous comparisons with coasting 

beam theory [4], the code has been evaluated against 

Sacherer theory for single, low intensity bunched beams in 

the presence of a narrowband resonator wake. The head-

tail instability was characterised by its mode number and 

its growth rate as a function of beam intensity, tune and 

chromaticity. 

For this benchmark study, one ultra-relativistic bunch 

was simulated with single harmonic RF, a Hofmann-

Pedersen longitudinal distribution [8] of length 100 ns and 

a matched transverse waterbag distribution of 100% 

emittance 300 π mm mrad. The narrowband resonator had 

a resonant frequency of 312 kHz, a transverse shunt 

impedance of 10 MΩ/m and a quality factor of 15. 

 

Figure 3: Example simulation output with sum (left) and 

difference (right) vertical position monitor signals over 

several turns. 

To simulate a BPM the average transverse displacement 

(∆𝑦𝑖) and the macro-particle population (𝐼𝑖) was calculated 

for each longitudinal slice (𝑖) and each simulated turn of 

the machine. The BPM difference signal was then 

computed as the product of these factors (∆𝑦𝑖𝐼𝑖 = the dipole 

moment of the beam), example shown in Fig. 3. The 

growth rate was deduced from an exponential fit to the 

largest betatron sideband as a function of time, calculated 

from Fourier transforms of the simulated difference signal 

segmented in time. 

Figure 4, left, shows the growth rate as a function of 

betatron frequency. The dependence of growth rate on 

chromaticity is shown in Fig. 4, right. All key aspects of 

physics behaviour are correct with the growth rate peaking 

at the resonant frequency and decreasing as the chromatic 

frequency shifts away from the low resonant frequency of 

the impedance (a chromatic frequency of 312 kHz occurs 

at a chromaticity of 0.0017). The head-tail mode number 

also changes with chromaticity as predicted. 

 

Figure 4: Growth rate (blue) and resonator impedance (red) 

versus frequency (left) and growth rate versus normalised 

chromaticity (right). 

Comparison with Measurement 

Initial comparisons between theory, simulation and 

observation have been made for lower intensity, single 

harmonic RF beams at ISIS. Simulations assumed a thick 

resistive wall impedance with the beam pipe conductivity 

artificially modified to match the measured impedance at 

the dominant, lowest betatron sideband. Recent beam-

based measurements of the effective impedance at ISIS [4] 

indicate a low frequency (85 kHz) narrowband type 

impedance together with resistive wall. 

Figure 5 shows the measured (left) and simulated (right) 

vertical beam position monitor difference signal over 

several turns. Simulations agree with established theory 

showing a 𝑚 = 2 mode structure. However, as with 

previous studies, this does not match experimental 

observations which exhibit a persistent 𝑚 = 1 mode 

structure. 

 

Figure 5: Comparison of BPM difference signals for a) 

experiment with b) simulation for low intensity, single 

harmonic RF, RCS beams at approximately 2 ms through 

acceleration. 
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THE ISIS DAMPING SYSTEM 

Head-tail motion may be counteracted with the use of a 

transverse feedback system [9]. This method has been 

implemented at ISIS by using one of the existing BPMs as 

a pickup and the vertical betatron exciter [10] as a kicker, 

allowing for a reduced development time for a working 

prototype. The kicker and BPM are separated by a betatron 

phase advance of 266° for a vertical tune 𝑄𝑦 = 3.80 [11]. 

The processing electronics and power amplifiers are 

located 150 m away in an area free of ionizing radiation. 

ISIS BPMs are cylindrical split electrode type with their 

performance characterised by the ratio of electrode voltage 

to beam current [12]. The cut-off frequency of the BPM has 

been lowered to 11 kHz by terminating the capacitive 

electrodes into 100 kΩ resistors. Finite element simulations 

of a simplified version of this monitor were performed with 

both CST Particle and Microwave Studios to verify the 

expected performance [13]. 

The ISIS vertical betatron exciter or “Q-Kicker” is a 

balanced transmission line kicker with window frame 

ferrites surrounding electrodes above and below the beam. 

Seven lumped capacitors connect each electrode to the 

body and a high power resistor terminates each electrode 

at the upstream aperture. A photograph of the kicker prior 

to installation is shown in Fig. 6, the ceramic chamber 

maintains the vacuum whilst the plates and ferrite are in air. 

 

Figure 6: “Q-kicker” with the top half on the left, revealing 

the ferrites, plates, ceramic vacuum vessel and a 

terminating resistor. 

LLRF and Digital Signal Processing 

The feedback system electronics block diagram is shown 

in Fig. 7. The low-level RF (LLRF) analogue electronics 

prepare the BPM signals for processing, providing 

amplification and gating. The Field Programmable Gate 

Array (FPGA) block consists of a National Instruments NI-

5781, 100 MS/s transceiver Flex-Rio front end module 

[14], backed by a PXIe-7962R Flex-Rio FPGA card. 

Each BPM electrode signal is amplified separately at the 

pick-up, and fed to the LLRF block 150 m away where the 

differential signal is obtained through a 180° hybrid 

combiner. This signal is then amplified and fed into the 

FPGA block which samples the signal, applies the required 

filtering, delays and software gain, as well as converting 

the processed signal back to the analogue domain.  

 

Figure 7: Feedback system electronics block diagram. 

The driving clock of the digital processing stage is 

obtained by multiplying the fundamental RF harmonic by 

30. This creates a fixed length filter and digital delays 

proportional to the ramping revolution frequency. The 

output gating control and the filter coefficients switching 

are driven by fixed frequency clocks. A variable digital 

delay is applied to the processed signal in order to 

compensate for the fixed delay of the cables and 

electronics. This delay decreases as the revolution 

frequency increases, synchronising the correction signal 

with the beam arrival at the kicker.  

Digital filter 

A digital Finite Impulse Response (FIR) filter is used for 

closed orbit offset suppression and betatron phase advance 

correction. Without proper filtering, constant closed orbit 

offsets cause DC dipole kicks and can saturate the power 

amplifiers. The phase advance between the pickup and the 

kicker, together with a 3 turn signal processing delay, cause 

a variable betatron phase shift with the changing tune 

during acceleration (partly to mitigate head-tail). This 

phase shift is also compensated with the filter. 

A 3-tap FIR filter was implemented to cover the range of 

betatron tunes whilst the head-tail instability is present. 

The filter calculation is shown in Eq. (1) where the required 

kick, 𝑦, at turn, 𝑛, is the weighted sum of the beam slice 

position measurements 𝑥, from three previous turns. The 

weights (𝑏0, 𝑏1 and 𝑏2) are the calculated filter coefficients. 

𝑦[𝑛] = 𝑏0𝑥[𝑛] + 𝑏1𝑥[𝑛 − 1] + 𝑏2𝑥[𝑛 − 2]. (1) 

To include the full tune range the filter coefficients are 

matched at several points during the ramp to the set tune 

and its associated betatron phase, turn delay and phase 

advance [15-17]. Initial tests of the dynamic filters 

provided more efficient damping along the instability 

region. Figure 8 shows the vertical tune variation during 

the instability and the filter coefficients for the indicated 

tune values. 

Power Amplifiers 

As the kicker is a 10 Ω system, each electrode is 

connected to a custom design Eltac RA994 power 

amplifier [18] by five URM-67 50 Ω cables terminated in 

parallel at the kicker end. This amplifier provides five 

20 W outputs from a single input. 
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Figure 8: ISIS vertical tune (top) versus time with 

corresponding optimised 3-tap FIR filter coefficients 

(bottom). 

EXPERIMENTAL RESULTS 

The damping system has been successfully tested during 

normal ISIS, high intensity operation, at the full repetition 

rate of 50 Hz. Figure 9 illustrates the effect of the damping 

system on the vertical head-tail motion around 2 ms 

through acceleration. The purple and red traces show the 

BPM sum signals with and without damping showing a 

negligible effect on the longitudinal charge distribution as 

expected. The BPM difference signals with (green) and 

without (blue) damping demonstrate the efficacy of the 

damping system on the vertical head-tail motion. 

 

Figure 9: BPM sum and difference signals with (purple, 

green respectively) and without (red, blue respectively) 

damping, over 20 turns around 2 ms through acceleration. 

The sum of all the beam loss monitors around the ISIS 

synchrotron is shown in Fig. 10 with and without damping 

(green and grey respectively). This further validates the 

usefulness of the ISIS damping system: reducing beam loss 

and hence machine activation. Figure 10 represents a 

> 50% reduction in loss above 120 MeV. The residual loss 

observable at 2 ms is likely due to the rapidly varying tune 

and RF modifications put in place to mitigate head-tail 

without the damping system.  

 

Figure 10: Sum of all beam loss monitors versus time with 

(green) and without (grey) damping; beam loss outside 

collimator region (pink). 

In order to operate safely without supervision, it is 

planned to install a system to protect the terminating 

resistors on the kicker against long term over-voltage 

conditions. These could occur if the amplifiers or feedback 

system fail and start oscillating at maximum amplitude. 

Further commissioning tests are planned with a slower tune 

variation and without the imposed longitudinal bunch 

profile asymmetry.  

SUMMARY AND FUTURE WORK 

Simulation Model 

Research and development into the mechanism and 

mitigation of the head-tail instability at ISIS has been 

identified as a high priority. Ongoing work to build an 

instability simulation model verified against theory has 

been presented. The macro-particle tracking code has been 

qualitatively benchmarked for a narrowband resonator as a 

function of beam intensity, tune and chromaticity.  

Further work is planned to benchmark the code with 

resistive wall wakes and compare the results with similar 

codes such as PyHEADTAIL [19] and TRANFT [20]. 

Once verified with Sacherer theory, simulations will be 

compared against a comprehensive set of head-tail 

measurements made at ISIS as a function of intensity, tune 

and longitudinal structure. Development of the simulation 

model will aid in diagnosis of the driving impedance 

behind head-tail at ISIS, help provide mitigation strategies 

and support improvements of the damping system. 

 ISIS Damping System 

A damping system has been developed for the vertical 

plane in the ISIS synchrotron using an existing BPM and a 

ferrite loaded kicker. The challenges of a fast ramping 

accelerator with dynamic tune variation have been 

addressed with a 3-tap FIR filter with updating coefficients 

through the acceleration cycle. Effective damping of the 

head-tail motion present during normal ISIS operations has 

been achieved during tests at the full repetition rate of 

50 Hz. This has resulted in a beam loss reduction of > 50% 

for beam energies above 120 MeV. 

The damping system currently uses set tunes, which are 

input manually, rather than measured values.  Calculated 

values should provide better filter coefficients and as such 

damp instabilities more efficiently. It is planned to 
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automate the calculation of filter coefficients from 

measured tunes to improve the system’s flexibility during 

machine setup and operation.  

A protection system for the kicker’s terminating resistors 

is proposed to enable more robust, 50 Hz unsupervised 

operation of the damping system. 
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Abstract
The CERN FCC-ee top-up booster synchrotron will ac-

celerate electrons and positrons from an injection energy
of 20 GeV up to an extraction energy between 45.6 GeV
and 182.5 GeV depending on the operation mode. These
accelerated beams will be used for the initial filling of the
high-luminosity FCC-ee collider and for keeping constant
the beam current over time using continuous top-up injec-
tion. Due to the high-intensities of the circulating beams,
collective effects may represent a limitation in the top-up
booster. In this work we present a first evaluation of the
impedance model and the effects on beam dynamics. Meth-
ods to mitigate possible instabilities will be also discussed.

INTRODUCTION
The CERN e+e− Future Circular Collider (FCC-ee) is a

high-luminosity and high-precision electron-positron circu-
lar collider envisioned in a 100 km tunnel in the CERN-
Geneva area [1]. The FCC-ee will allow detailed studies of
the heaviest known particles (Z, W, H bosons and the top
quark) offering also great sensitivity to new particle physics.

The FCC-ee target luminosities of 1034 − 1036 cm−2 s−1

will lead to short beam lifetimes, due to beamstrahlung,
radiative Bhabha scattering and Touschek effect [1]. In
order to sustain these short beam lifetimes, a full-energy
booster will provide continuous top-up injection, in addition
to initially filling the FCC-ee.

The booster will be built in the same tunnel used for the
collider and the circumference lengths of the two machines
will be the same, almost 100 km. The booster will accelerate
batches of electrons and positrons from an injection energy
of 20 GeV up to an extraction energy of 45.6 GeV, 80 GeV,
120 GeV, 182.5 GeV for Z, W, H and top quark production,
respectively [1]. This design injection energy, which corre-
sponds to a magnetic field B = 6 mT, could change in the
future, depending on the quality and reproducibility of the
magnetic field in the dipole magnets.

In order not to affect the collider luminosity and to dimin-
ish the background generated by lost particles, the booster
is expected to provide, at extraction, an equilibrium trans-
verse emittance similar to the one in the collider. Since the
FCC-ee lattice will be optimized for two optics, one with
60° phase advance for the Z and W experiments, the other
with 90° phase advance for the H and top quark productions,
the optics in the booster will change depending on the phase
advance in the collider.
∗ Danilo.Quartullo@roma1.infn.it

The synchrotron radiation (SR) transverse damping time
at booster injection-energy will be longer than 10 s, leading
to incompatibility with the booster cycle [2]. In addition, the
horizontal normalized equilibrium emittance of 12 pm rad
will cause emittance blow-up along the cycle due to intra-
beam scattering. In order to solve these issues, 16 wigglers
should be installed in the booster, leading to a damping time
of 0.1 s and an emittance of 240 pm rad and 180 pm rad for
the 60° and 90° optics respectively.

The high nominal intensity of Nb = 3.4×1010 particles per
bunch (ppb) could lead to collective effects able to severely
limit the booster operation. In particular, the resistive wall
effect, due to the foreseen beam-pipe in stainless steel with
radius rc = 25 mm, could cause strong instabilities in both
longitudinal and transverse planes.

The importance of collective effects in the booster at in-
jection energy was already reported in Ref. [3], where it
was shown that, without wigglers, an intensity threshold of
0.1 × 1010 ppb, significantly lower than the nominal inten-
sity, was defined by the microwave instability (MI) caused
by the resistive wall impedance. In the transverse plane, the
intensity threshold due to transverse mode-coupling instabil-
ity (TMCI) was only 0.6 × 1010 ppb. Moreover, analytical
estimations of the resistive wall transverse coupled-bunch
instability (TCBI) found a rise time of just few revolution
turns which requires new feedback schemes [4].

This work aims at finding possible cures to the impedance-
induced instabilities in the booster, focusing on the beam
dynamics at injection energy and assuming an optics with
60° phase advance and no wigglers installed in the machine.

The next section highlights the machine and beam param-
eters considered in the present study. Then, careful estima-
tions of the resistive-wall impedance are given, together with
a possible way to lower it. The work continues studying the
MI in the longitudinal plane through macroparticle simu-
lations, providing a possible cure to increase the intensity
threshold. Subsequently, choosing a proper combination of
parameters which allows having stable beams at the nominal
intensity, the study shifts to the transverse plane, where a
semi-analytical Vlasov solver is used to find the TMCI in-
tensity threshold. Finally, estimations of the TCBI rise-time
are provided using analytical formulae.

MACHINE AND BEAM PARAMETERS
CONSIDERED IN THE STUDY

Table 1 shows the machine and beam parameters used in
the study of collective effects in the booster.
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Table 1: Main machine and beam parameters relevant for
the booster studies. Most of these quantities can be found in
Ref. [1].

Parameter Value
Machine circumference (Cr) 97.756 km
Beam energy at injection (E0) 20 GeV
Beam rev. frequency at injection ( f0) 3.06 kHz
Nominal bunch intensity (Nnom

b ) 3.4 × 1010 ppb
Number of bunches per beam (Mb) 16640
SR 1 σ rel. energy spread (σdE0,r) 0.166 × 10−3

SR energy loss per turn (U0) 1.33 MeV
SR longitudinal damping time (τz) 15013 turns
SR 1 σ long. bunch length (σz0) 1.26 mm
RF frequency ( frf) 400 MHz
Harmonic number (h) 130432
RF voltage (Vrf) 60 MV
Arc phase advance (φa) 60°
Momentum compaction factor (αc) 1.48 × 10−5

Synchrotron tune (Qs) 0.0304
Betatron tunes (Qnom

x,y ) 269.139

As shown below, the study of the booster beam dynamics
at injection energy is the most critical as concerns intensity
effects in both the longitudinal and transverse planes.

The considered φa = 60° directly determines αc and in-
fluences Qs and σz0. As reported later, the MI intensity
threshold is proportional to αc and σz0 while the TMCI in-
tensity threshold is proportional to Qs . A phase advance of
90° would lead to lower values for αc, Qs , σz0 and therefore
to more critical scenarios.

The main three SR parameters σz0, U0 and τz can be
directly computed assuming an average dipole-magnet bend-
ing radius ρb = 10.6 km in the absence of wigglers.

The booster main RF system consists of 400 MHz su-
perconducting cavities [1]. In the present work, a voltage
Vrf = 60 MV at injection energy is assumed. This value is
significantly higher than U0 so that the bunch sees the linear
part of the RF voltage at each revolution turn. In addition,
the chosen Vrf is expected to be substantially lower than the
total available voltage, so that Vrf can be increased during
acceleration according to the cycle needs.

The number of bunches simultaneously accelerated in
the booster will depend on the collider experiment. Table 1
indicates the largest planned Mb, which relates to the Z-
boson experiment [1].

Concerning the transverse plane, the horizontal and ver-
tical tunes are assumed to be equal to the horizontal tune
foreseen in the FCC-ee for the Z-boson experiment [1].

ESTIMATION OF THE RESISTIVE WALL
IMPEDANCE

The resistive wall impedance is the dominant component
of the booster impedance model and it is the only impedance
contribution considered in this paper.

The baseline for costs minimization is to have a circular
beam-pipe in stainless steel (resistivity ρr = 7 × 10−7Ωm)
with radius rc = 25 mm. However, the corresponding resis-
tive wall impedance would lead to a peak induced voltage
even higher than the peak RF voltage for a bunch with the
nominal intensity, see Fig. 1.

Figure 1: Longitudinal profile (blue), RF voltage (red) and
resistive wall induced voltage (green) as a function of time
in the FCC-ee booster considering the parameters in Table 1
and a stainless steel beam pipe with radius rc = 25 mm.

In order to reduce this impedance, the possibility of
applying a copper coating to the beam-pipe was investi-
gated. Specifically, the CERN IW2D code [5] was used
to evaluate the longitudinal and transverse resistive wall
impedances of a two-layer vacuum chamber, being the ex-
ternal layer in stainless steel and the internal layer in copper
(ρr = 1.7 × 10−8Ωm) with variable thickness δl, see Fig. 2.

For single-layer beam-pipes, the dependences of the lon-
gitudinal and transverse-dipolar resistive wall impedances
on the frequency are [6]

|Z ∥( f )| ∝ 1
rc

√
ρr f , |Zx,y( f )| ∝ 1

r3
c

√
ρr
f

(1)

in a certain asymptotic range of frequencies. These depen-
dencies are highlighted in Fig. 2, where all the axes are in
logarithmic scale.

The plots in Fig. 2 also show that, for a given δl, both lon-
gitudinal and transverse impedances converge to the single-
layer stainless-steel and copper impedances respectively
for low and high frequencies. In particular, for a given δl,
the two frequencies where the longitudinal and transverse
impedances converge to the corresponding single-layer cop-
per impedances are essentially the same and will be denoted
by fδl below.

In the next section, the MI thresholds will be evaluated for
the different impedances shown in Fig. 2 (top). As reported
in Ref. [7], MI can occur when the wavelength of the wake-
field is much shorter than the bunch length, i.e. fcτ ≫ 1,
where fc is the frequency of the impedance which drives
MI and τ is the full bunch length. Therefore, it is expected
that the impedance related to a given δl and the impedance
of the single-layer copper beam-pipe will lead to the same
MI intensity threshold if these two impedances coincide for
frequencies larger than 1/τ, i.e. when fδl < 1/τ.
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Figure 2: Longitudinal (top) and transverse dipolar (bottom)
resistive wall impedance as a function of frequency in the
FCC-ee booster assuming a beam-pipe in stainless steel with
radius rc = 25 mm and different values for the thickness
of the internal copper layer. The five vertical dashed lines
mark the frequencies fδl above which the corresponding
impedances converge to the single-layer copper impedance.
The dependences of the single-layer impedances on the fre-
quency are also reported in both plots. All the impedance
curves have been obtained with the IW2D code.

Finally, it should be noted that, being the booster a fast-
cycling machine, eddy currents in presence of a copper layer
could be an issue during acceleration and their effects should
be separately investigated.

CURES FOR INCREASING THE
MICROWAVE-INSTABILITY INTENSITY

THRESHOLD
Single-bunch macroparticle longitudinal beam dynamics

simulations were performed with the CERN BLonD code [8]
in order to evaluate the MI intensity threshold (NMI

b,th) taking
into account the parameters of Table 1 and the resistive-wall
impedance shown in Fig. 2 (top) with a variable δl.

Simulation tracking lasted 106 revolution turns, which is
more than 6 times the SR longitudinal damping time, in such
a way to reach a SR equilibrium at the end of simulations. It
should be noted that 106 turns corresponds to 32.6 s, which
is comparable to the flat-bottom duration of 51.1 s in the
booster for the Z-boson experiment [1].

The resistive-wall induced voltage was computed in fre-
quency domain, multiplying the bunch spectrum by the
impedance and performing an inverse Fourier transform.
Due to the short bunches and to have an acceptable resolu-
tion in the longitudinal profile binning (at least 50 slices for
4-σ bunch length), the maximum frequency considered in
computations was 500 GHz. This obliged to use a large num-

ber of macroparticles per bunch (more than 107) in order to
counteract the numerical noise obtained when multiplying
impedance and bunch spectrum, which are increasing and
decreasing functions of frequency, respectively (Fig. 3).

Figure 3: Resistive wall impedance and bunch spectrum
used to compute the induced voltage in BLonD simulations.
Case of δl = 1µm, σz = 4 mm at SR equilibrium.

Figure 4 shows the simulation results, specifically the
equilibrium σdE ,r and σz (averaged over the last 10000 rev-
olution turns) as a function of Nb and varying δl.

When observed in simulation, MI led to a σdE ,r increase
relative to σdE0,r. More specifically, up to a certain intensity
threshold NMI

b,th, σdE ,r ≈ σdE0,r, while σdE ,r becomes an
increasing function of Nb when Nb > NMI

b,th. In Fig. 4 (top), to
unambiguously determine NMI

b,th, the MI intensity threshold
is chosen so that, when Nb = NMI

b,th, then σdE ,r = 1.1σdE0,r.
Figure 4 (top) shows that, even with a beam-pipe entirely

made of copper, the threshold NMI
b,th is only 1.5 × 1010 ppb,

significantly lower than the nominal bunch intensity. This
value for NMI

b,th can be also obtained with good approximation
when δl = 1µm.

Concerning the equilibrium bunch length, Fig. 4 (bottom)
shows that σz is an increasing function of Nb and the bunch
lengthening relative to σz0 is higher when the resistive-wall
impedance is larger (smaller δl). This bunch lengthening
occurs even when Nb < NMI

b,th and no clear changes in curve
behaviour are visible in correspondence of Nb = NMI

b,th.
With a vacuum-chamber entirely in copper, the equi-

librium full bunch-length is τ ≈ 4σz = 36 ps when
Nb = 1.5 × 1010 ppb (Fig. 4, bottom). Therefore, follow-
ing the reasoning of the previous section, a copper coating
should lead to the highest possible MI intensity-threshold
(1.5× 1010 ppb) when fδl < 1/τ ≈ 30 GHz. This is in good
agreement with the fδl values reported in Fig. 2 (top), since
fδl is larger than 30 GHz when δl = 0.1µm and lower than
30 GHz when δl = 1µm.

Since the reduction of the longitudinal resistive-wall
impedance by adding a copper layer to the beam-pipe did
not avoid MI for the nominal bunch intensity, a second cure
for instability has been studied.
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Figure 4: Equilibrium rms relative energy spread (top) and
bunch length (bottom) as a function of bunch intensity ob-
tained with BLonD simulations. The used parameters are
reported in Table 1 and the resistive wall impedance shown
in Fig. 2 (top) has been included in simulations varying δl.
Top: the horizontal lines mark σdE0,r and its increase by
10%. The dashed vertical lines mark NMI

b,th for the corre-
sponding curves. Bottom: the black line marks σz0, while
the dashed horizontal lines indicate the values of σz when
Nb = 3.4×1010 ppb and δl varies. In both images the yellow
and cyan curves are overlapped.

For the Boussard criterion [9], NMI
b,th scales as

NMI
b,th ∝

αcE0σ
2
dE0,rσz0

|Z ∥ |/n
, (2)

where n = f / f0. As expected, this expression shows that the
MI intensity threshold increases when the longitudinal resis-
tive wall impedance is reduced. Equation (2) clarifies also
the observation done above concerning the major strength of
MI at booster injection-energy with the 90° phase-advance
optics (lower αc). Moreover, Eq. (2) shows that NMI

b,th de-
pends quadratically on σdE0,r and linearly on σz0.

One way to increase σdE0,r consists in installing wigglers
in the booster with a consequent increase in U0. Indeed, the
two scaling relations [10]

τz =
1

U0(1 + C1U0) , σdE0,r ∝
√

U0
1 + C2U0

, (3)

where C1 and C2 are positive quantities not depending on U0,
show that a larger U0 leads to lower τz and higher σdE0,r.

Therefore, the BLonD simulations were repeated vary-
ing U0 and considering δl = 1µm, which is a compromise
between an increase in NMI

b,th (Fig. 4, top) and a decrease in
production costs and potential eddy-current issues related to
the copper-layer thickness.

Figure 5 (top) shows the new intensity thresholds. As fore-
seen by Eqs. (2) and (3), the plot shows that NMI

b,th increases
with U0. In particular, values of U0 not larger than 3 MeV
lead to MI for the nominal bunch intensity.

Figure 5: Equilibrium rms relative energy spread (top) and
bunch length (bottom) as a function of bunch intensity ob-
tained with BLonD simulations. The used parameters are re-
ported in Table 1, except for the SR quantities which vary fol-
lowing Eq. (3). The resistive wall impedance with δl = 1µm
(Fig. 2, top) has been included in simulations. Top: for each
curve, the corresponding horizontal lines mark σdE0,r and
its increase by 10%, while the vertical line marks NMI

b,th. Bot-
tom: the horizontal lines indicate the values of σz when
Nb = 3.4 × 1010 ppb and U0 varies.

Regarding the bunch lengths, Fig. 5 (bottom) shows that
σz0 increases as a function of U0, helping in increasing NMI

b,th
as Eq. (2) suggests. The plot also indicates that the increase
of σz with U0 is less and less significant as Nb approaches
the nominal bunch intensity.

This second additional cure for MI, i.e. installing wigglers
in the booster to increase U0, is in full agreement with the
current machine design-plan. Indeed, as already mentioned
above, considerations concerning the transverse plane would
lead to the installation of 16 wigglers able to provide U0 =
126 MeV [1,2]. Simulations with such a value for U0 require
a much larger Vrf, moreover there would be likely no need to
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add a copper layer to the beam pipe due to the larger σdE0,r
in Eq. (2). Further studies are needed to cover this scenario.

TRANSVERSE MODE-COUPLING
INSTABILITY INTENSITY THRESHOLD

The previous section showed that a bunch with nominal
intensity does not suffer MI when U0 = 4 MeV and δl = 1µm.
Taking into account these two conditions, beam dynamics
studies in the transverse plane were needed to verify that the
bunch is not unstable due to TMCI.

The intensity threshold for TMCI scales as [11]

NTMCI
b,th ∝ Qx,yQsE0σz

Im(Zx,y) , (4)

where Im(Zx,y) is the imaginary part of the transverse
resistive-wall impedance.

The quantity Im(Zx,y) was decreased adding a copper-
layer to the beam pipe in order to cope with MI. Equation (4)
shows a linear dependence of NTMCI

b,th on the equilibrium σz

which, for a certain U0, increases with Nb (see bottom plots
in Figs. 4 and 5). This bunch-lengthening in the longitudi-
nal plane helps increasing NTMCI

b,th . Note also that, at least
for bunch intensities close to or above the nominal value,
increasing U0 would not lengthen the bunch (Fig. 5, bottom)
and therefore would not help to counteract TMCI.

The CERN DELPHI code [12], which is a semi-analytical
Vlasov solver for impedance-driven modes, was used to
evaluate NTMCI

b,th without taking into account the radiation
damping. The values for σz needed in DELPHI have been
taken from the BLonD simulation results described above
(yellow curve in the bottom plot of Fig. 5).

Figure 6 shows the real and imaginary parts of the complex
tune shift of the first coherent oscillation modes obtained
with DELPHI.

Figure 6: Real (left) and imaginary (right) parts of the tune
shift of the first coherent oscillation modes as a function of
the bunch intensity obtained with DELPHI. In both plots
the green cross associated to a given Nb marks the unstable
mode with largest growth rate. The parameters needed in
simulation are taken from Table 1, except for the equilib-
rium σz which depends on Nb according to the yellow curve
in Fig. 5 (bottom, U0 = 4 MeV). The value δl = 1µm is
assumed for the dipolar resistive-wall impedance.

No mode coupling occurs up to Nb = 5×1010 ppb (Fig. 6,
left). In addition, the rise times of the unstable modes (Fig. 6,

right) are longer than 125 s, and these values are large com-
pared to the SR transverse damping-time (3.26 s) and the
flat-bottom durations in the booster, which vary from 1.6 s
to 51.1 s according to the collider experiment [1].

Therefore, NTMCI
b,th > 5 × 1010 ppb and, in particular, no

TMCI is observed for the nominal bunch intensity. Figure 7
shows 20 consecutive transverse-amplitude (Head-Tail) sig-
nals obtained with DELPHI when Nb = Nnom

b . Notice that
the mode -1 largely prevails while the mode 0 only creates an
asymmetry between the amplitudes of the two signal halves.

Figure 7: Twenty consecutive Head-Tail signals as a function
of the longitudinal coordinate (0 ns corresponds to the bunch
centre). These signals were obtained with DELPHI and refer
to the simulation results shown in Fig. 6 when Nb = Nnom

b .

RESISTIVE-WALL TRANSVERSE
COUPLED-BUNCH INSTABILITY

The longitudinal resistive-wall wakefield decays along a
distance much shorter than the bucket length in the booster.
On the contrary, the transverse resistive-wall wakefield is
long-range and can lead to TCBI.

In the following, analytical estimations of the TCBI
growth-rate are provided. The needed parameters are taken
from Table 1 and a layer thickness of 1µm is assumed as
concerns the resistive-wall impedance.

Assuming Mb equally-spaced bunches in the ring, the
motion of the entire beam can be considered as the sum of
Mb coherent coupled-bunch modes. The transverse growth-
rate αµ for the µ-th coupled-bunch mode, where µ is an
integer between 0 and Mb−1, can be easily computed taking
into account only the most prominent radial mode in the
azimuthal m = 0 and assuming Gaussian bunches. The
expression for αµ is [13]

αµ = −ceMbNb f0
4πE0Qx,y

∞∑
q=−∞

Re
[
Zx,y

(
fµ,q

) ]
, (5)

where E0 is in eV units and fµ,q = f0(qMb + µ +Qx,y).
Considering the value of Qnom

x,y and the shape of the trans-
verse resistive-wall impedance near plus or minus f0, it can
be seen that the most unstable mode µ̄ satisfies the condition
(qMb + µ̄ + Qnom

x,y ) ∈ [−1,0] for a certain q (Fig. 8). This
condition is satisfied for µ̄ = 16370 and q = −1. Note
also that for the most unstable and stable modes, equal to
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16370 and 16371 respectively, the most significant term in
the summation of Eq. (5) comes when q = −1.

Figure 8: Resistive-wall transverse dipolar impedance (blue)
as a function of frequency assuming δl = 1µm. The two
green lines mark plus or minus f0. The four red lines mark
fµ,q , where q = −1, Qx,y = Qnom

x,y and µ varies as shown.

Figure 9 (left) shows αµ as a function of µ and confirms
that µ̄ leads to the largest growth-rate αµ̄ = 2320 1/s.

Figure 9: Left: TCBI growth rate, as a function of the
coupled-bunch mode, obtained with Eq. (5) assuming δl =
1µm. The most unstable mode is marked by a red line. Right:
TCBI growth rate as a function of Qx,y with

⌊
Qx,y

⌋
=269

and µ = 16370. The value Qnom
x,y is marked by a red line. All

the other needed parameters are taken from Table 1.

Figure 9 (right) shows αµ as a function of Qx,y when
µ = 16370 and the integer part of the tune is

⌊
Qx,y

⌋
=269.

Note that µ = 16370 is the most unstable mode for all these
values of Qx,y . The plot indicates that the maximum growth
rate of 2830 is achieved when Qx,y = 269.812.

The value αµ̄ = 2320 calculated for the nominal tune
corresponds to a TCBI rise-time of 0.435 ms or 1.33 revo-
lution turns. If Qx,y = 269.812, then the rise-time is 1.08
turns. These rise-times are shorter than the SR transverse
damping-time by several orders of magnitude. Therefore SR
cannot help suppressing TCBI.

Transverse bunch-by-bunch feedback systems are usu-
ally used in other lepton factories to counteract TCBI [14].
However, these systems cannot act on the short time of one
revolution turn. Therefore new feedbacks are required and
some schemes have already been proposed [4].

CONCLUSION
The present contribution showed that the first-designed pa-

rameters for the FCC-ee booster cannot provide stable beams
to the main ring. This is due to the resistive-wall impedance

which leads to microwave instability for nominal-intensity
beams even if a copper layer is added to the stainless-steel
beam pipe for impedance reduction. Therefore, a second
mitigation technique was also taken into account, i.e. the
increase of the power lost by the beam for synchrotron radia-
tion. This second mitigation is in agreement with the current
baseline plans, which foresee the installation of several wig-
glers in the booster. Using a proper combination of parame-
ters, microwave and transverse-mode-coupling instabilities
were not observed for nominal-intensity beams. However,
analytical estimations indicated that the transverse-coupled-
bunch-instability rise-time is only about one revolution turn
making necessary the design of a new feedback system.
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Abstract
Electron lenses provide an incoherent betatron tune spread

for Landau damping of transverse coherent beam instabilities.
We investigated the effect of the transverse electron beam
size and shape for Landau damping with an electron lens.
Another point of interests is Landau damping provided by
a pulsed electron lens with homogeneous transverse beam
profile. This type of electron lens is developed for space-
charge compensation in SIS18.

INTRODUCTION
Impedance driven transverse beam instabilities in hadron

synchrotrons are damped by either an active feedback sys-
tem or passive mitigation via Landau damping [1] due to
dedicated Landau octupole magnets.

For high energy and high-intensity synchrotrons a number
of proposals of alternative sources of Landau damping have
been proposed [2, 3]. In this contribution, we are comparing
stability boundaries from dispersion relations for an electron
lens proposed in [2] with our simulation results. In addition,
we will analyse Landau damping from a pulsed electron
lens [4].

We compare the stability boundaries obtained from the
dispersion relations with the ones obtained from particle
tracking simulations using an effective impedance.

Table 1: LHC and FCC-hh parameters

LHC FCC
Circumference, C [km] 27 100
Beam energy, E [GeV] 7 50
Average beta function, Vavg [m] 72 140
Betatron tune, &G 59.31 111.31
Betatron tune, &H 63.32 109.32
Synchrotron tune, &s 2.2 · 10−3 1.2 · 10−3

Number of octupoles, #oct 168 ≈ 4200

Landau damping due to octupole magnets
From the dispersion relations, it is possible to obtain an

estimation of the stability area due to Landau damping for
the given tune spread. For octupole magnets the incoherent
betatron tune spread is linear with amplitude:

Δ&G = 0GG�G/nG + 0HG�H/nG ,
0GG ∝ #>2C �octnn/W2

∗ gubaidulin@temf.tu-darmstadt.de

where �oct is octupole current, nn – normalized emittance, W
– relativistic gamma, #oct – number of octupoles.

Assuming that FCC-hh would use LHC-like octupoles
one can obtain for the parameters given in table 1 that FCC-
hh would need ≈ 25 times the number of octupoles currently
used in the LHC operation to obtain the same order of inco-
herent betatron tune spread. (See Fig. 1.)

For this betatron tune spread we estimate the stability of
the beam in the FCC-hh due to Landau damping from the
dispersion relation. (See Fig. 2.) For the case of the rigid
mode and two-dimensional betatron tune spread dependent
on the transverse amplitudes the dispersion relation has been
derived by F. Ruggiero and J.S. Berg [5]:

1 = −Δ&coh

∫ ∞

0
3�G

∫ ∞

0
3�H

�G
mk(�G , �H)

m�G
& −&G (�G , �H) , (1)

where �G , �H – transverse action variable, k(�G , �H) – parti-
cle distribution function.
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Figure 1: Tune spread for LHC-like octupoles with &s =
1.2 · 10−3, bG,H = 0 and rms tune spread X&rms ≈ 2.1 · 10−4.

Landau damping due to an electron lens
Electron lenses have been proposed as a potential Landau

damping source [2]. An electron lens creates a non-linear de-
pendence of the incoherent betatron tunes on the transverse
amplitudes:
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Figure 2: Stability diagram for LHC-like octupoles in verti-
cal and horizontal plane.

Δ&G ∝ X&max

∬ (∫ A
0 94 (A ′)A ′3A ′

A2

) (
sin2 qG
(2c)2

)
3qG 3qH ,

(2)
where X&max – maximal tune shift, A2 = 2�G sin2 qG +
2�H sin2 qH , 94 (A) – transverse current density distribution
of an electron beam, qG , qH – betatron phases.

In this contribution, we will focus on the case of Gaussian
current distribution of 94 (A). Tune shift from the electron
lens is at it largest for particles with �G , �H = (0, 0) and
it’s decreasing with larger amplitude resulting in a diamond
shape for the electron and proton beams of equal size. For
this case maximal tune shift will be expressed as (See Fig. 3):

X&max =
�4
�A

<4
<?

f2
G

f2
4

!4
4cn=

1 ± V4
V4

, (3)

where �4 is electron beam current, �A = <42
3

4 17kA – Alfven
current, <4, <? – masses of electron and proton, f4, fG –
electron and proton beam rms sizes, V4 – relativistic beta of
the electron beam. (It is assumed here that V? ≈ 1 for the
proton beam.) [2]

Let us fix the maximum tune shift X&max and vary the
electron beam size f4. To give an intuition of how the tune
distribution will be changing let us look at two asymptotic
cases. First, let f4 � f?. In this situation, most particles
will experience a weak Coulomb force and their tunes will
be close to the unperturbed tune. Second, if f4 � f?,
every particle of the proton beam is lying on the center of
the electron beam, thus these particles will be experiencing
the linear part of the force corresponding to X&max. With
these examples it is clear that changing the electron beam
size leads to a redistribution of particles between (0, 0) and
(X&max, X&max). We can study how this affects the stability
area using the dispersion relation from Eq. 1. This leads
us to plot from Fig. 4, from which we can conclude that
decreasing the rms size of the electron beam f4 changes
the stability area significantly towards a enlargement of the
stable area for positive real coherent tune shifts. Increasing

f4 leads only to marginal benefits and f4 = 0.9fG is the
optimal size ratio from the analytical estimation.
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Figure 3: Tune spread from an electron lens with f4 = fG ,
Δ&max

G,H = 2 · 10−3 with &s = 1.2 · 10−3, bG,H = 0 and rms
tune spread X&rms ≈ 3.5 · 10−4.
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Figure 4: Stability diagram with electron lens beam sizes
f4 from, A = 0.6 − 1.3 of proton beam sizes fG .

Pulsed electron lens
For space-charge compensation, a pulsed electron lens

has been proposed for SIS18 at GSI [4]. This type of an
electron lens also creates incoherent betatron tune spread
(Fig. 5), that depends on the longitudinal action �I . This
is similar to Radio Frequency Quadrupole proposed as a
source of Landau damping for FCC-hh [3]. For tune spread
depending on the longitudinal amplitude we are using the
J.S.Berg and F.Ruggiero dispersion relation [5]:

1 =
∫ ∞

0
Δ&coh

k(�I) |�I |<
&G −&(�I) − <&s

3�I , (4)

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

369



where �I – longitudinal action variable, < – mode number
(in this contribution we are always assuming < = 0).

In the next section, we are going to establish a method to
reconstruct stability diagrams from particle tracking simula-
tion and compare the results from simulation to the solution
of the dispersion relations. Stability diagrams in this study
are normalised by rms tune spread to compare all three
sources as if they had the same rms tune spread.
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Figure 5: Tune spread from an pulsed electron lens with
f4 = 4fG , Δ&max

G,H = 10−3 with &s = 1.2 · 10−3, bG,H = 0,
X&rms ≈ 2.4 · 10−4. Transverse distribution is assumed to
be homogeneous.

STABILITY DIAGRAM
RECONSTRUCTION

It is necessary to confirm with particle tracking simula-
tions that the actual stability area would correspond to the
one obtained from an analytical estimation of dispersion
relations. Typically, this is done with Beam Transfer Func-
tions(BTFs) both in experiments and in simulations. We
will instead employ an effective impedance model to excite
a rigid head-tail mode with a given <Δ&, =Δ& similar
to what has been done in [6]. Using this model allows us
to follow the particle offset evolution and intrabunch mo-
tion during the simulation for all selected coherent tune
shifts (<Δ&,=Δ&) and determine individually for each
pair the stability of the beam due to Landau damping. This
method corresponds to the use of a transverse damper as an
impedance source to excite an instability experimentally.

The effective impedance [7]

Δ& = − 8V22

2&l2
0�0

4�0
�
/⊥

, where � is the machine circumference, I is the beam cur-
rent; is implemented as a kick in the tracking code

ΔG ′ = 4c=Δ&cohḠ ′ + 4c<Δ&coh
Ḡ

V̂G
(5)

Ḡ ′ and Ḡ are the offset and its derivative averaged over
all particles in the bunch and taken at the position of the
kick. Within the above implementation the kick we only
excite rigid (: = 0) bunch modes, which allows a direct
comparison to the dispersion relations given by Eq. 1 and
Eq. 4.

Reconstructed stability diagrams for octupoles and
electron lens

The PyHEADTAIL particle tracking code with ≈ 30000
macroparticles is used to track the development or damping
of the instability driven by the effective impedance for FCC-
hh parameters. In order to determine if for given parameters
the beam is stable or not, we used two simple criteria. First,
if the maximal beam offset observed during simulation is
greater than a given threshold (5`<), the point is consid-
ered to be unstable. Second, if the beam offset evolution is
exponential, it is also considered to be unstable even if the
amplitude did not reach the threshold during the run.

In Fig. 6 we can observe the reconstructed stability dia-
gram for LHC-like octupoles with rms tune spread Δ&rms ≈
2.1·10−4 showed in Fig. 1. From the simulations, we are only
showing coherent tune shifts for which the beam is stable.
The agreement between the theoretical stability boundary
and one obtained in particle simulation is achieved.
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Figure 6: Stability diagram reconstruction for LHC-like
octupoles using FCC parameters for the vertical plane(bG,H =
0, &s = 1.2 · 10−3), Δ&rms = 2.1 · 10−4. Solid line is the
theoretical stability boundary and each point is obtained
from particle tracking simulation.

In Fig. 7 we present the result of reconstructing stabil-
ity boundary for an electron lens with X&max = 0.002 and
X&rms ≈ 3.5 · 10−4 and matched size f4 = fG . This demon-
strates that electron lens is a source of betatron tune spread
that leads to Landau damping. The stability area normalised
by the rms tune spread for electron lens is smaller than for
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octupole magnets but electron lens can achieve larger rms
tune spread by scaling Δ&max up to 0.01 [2].
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Figure 7: Stability diagram reconstruction for electron lens
matched to the proton beam size(bG,H = 0, &B = 1.2 · 10−3).
Solid line is the theoretical stability boundary and each point
is obtained from particle tracking simulation.

Let us compare results from solving dispersion relation
from Eq. 4 to the results of the simulation with a pulsed
lens with homogeneous transverse profile. Electron beam
sizes was chosen to be f4 = 4fG in order to ensure that tune
spread during the simulation runs comes from the longitu-
dinal amplitude only. In Fig. 8 we can see that similarly to
an RFQ [8, 9] stability boundary is asymmetric with respect
to <Δ&2>ℎ = 0 line but contrary to the RFQ case pulsed
electron lens provides the same stability diagram in both G
and H planes. It is possible to overcome this asymmetry by
trying a different transverse beam profile for the pulsed lens
or combining it with octupoles. We have achieved a qual-
itative agreement between our simulation with the pulsed
electron lens and existing dispersion relation theory.
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Figure 8: Stability diagram reconstruction for pulsed elec-
tron with f4 = 4fG , Δ&max

G,H = 10−3 with &s = 1.2 · 10−3,
bG,H = 0, X&rms ≈ 2.4 · 10−4. Transverse distribution is
assumed to be homogeneous. Solid line is the theoretical
stability boundary and each point is obtained from particle
tracking simulation.

CONCLUSION
For an effective instability model stability diagrams were

reconstructed from particle tracking simulation. We only
account for rigid bunch oscillations and zero chromaticity.
Additionally, the tracking studies account for the dynamic
change in beam size and betatron tune spread over the course
of the simulation, which can affect Landau damping[10]. In
both [6, 10] it has been shown that the agreement between
particle tracking and dispersion relations, as expected, is not
perfect and the latter overestimates the stability boundary in
comparison to the former, which agrees with our results.

For a standard electron lens, we showed that relative trans-
verse size of the electron beam f4 can serve as an additional
knob to adjust stability boundary due to Landau damping.
According to the dispersion relation, the relative beam size
slightly smaller than 1.0 (f4/fG ∈ (0.8, 1.0)) provides a
marginal benefit over the matched beams.

Our simulations show that both DC and pulsed electron
lenses serve as a source of betatron tune spread that leads
to the stabilisation of the beam due to Landau damping. It
has been demonstrated that electron lens with an incoherent
betatron tune spread of the same order as octupoles provides
similar stability area in the complex tune shift space. Im-
portantly, betatron rms tune spread from electron lens even
with the modest maximal tune shift of Δ&max = 0.002 is
already two times larger than the tune spread from ≈ 4200
LHC-like octupoles.

OUTLOOK
Further research into the discrepancy between DC elec-

tron lens simulation and dispersion relation results is neces-
sary.

Firstly, for SIS18/SIS100 at GSI the incoherent space
charge tune spread is significant. We plan to use the same
method to study the stability boundary in the presence of
space charge. Additionally, this method could be used to es-
timate the stability boundary for a combination of octupoles
and RFQ or pulsed electron lens.

Secondly, the study of higher-order modes is especially
necessary for the pulsed electron lens and the RFQ because
dispersion relation in Eq.4 has a |�I |< dependence on head-
tail mode number < that implies a significant difference
between stability diagrams for different modes.
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Abstract
In modern particle accelerators, satisfying the desired

beam properties (high currents, high luminosities, etc)
increasingly implies limiting the total beam coupling
impedance, which depends on the machine and the parame-
ters of the circulating beams. A number of different reduc-
tion techniques have been proposed during the years depend-
ing on the specific applications, ranging from higher order
modes (HOM) damping to solutions entailing high electrical-
conductivity coatings of the pipe. This paper investigates the
use of metamaterial-based absorbers for sensibly reducing
or nearly cancelling the HOM contribution to the impedance.
We design and fabricate sub-wavelength two-dimensional
metallic resonant structures based on the split ring resonator
(SRR) geometry that can be employed as mode dampers in
accelerating structures. Experimental results inside a pillbox
cavity well agree with full wave electromagnetic simulations.
In this work we present the first results on a SRR geometry
tailored for LHC collimators. We showed how metamate-
rials can be a valid alternative for impedance mitigation in
experimental devices commonly operating along a particle
beam line.

INTRODUCTION
The last generation accelerators require high quality

beams with larger beam currents and luminosity values than
what is currently achievable. To fulfill these requirements,
beam instabilities must be avoided and/or limited optimizing
machine parameters and studying the particle dynamics [1].
An important parameter for the study of the forces acting
on beam is the beam-coupling impedance. It is defined as
the integral over the normalized Fourier transform of the
electro-magnetic (EM) force along the particle trajectory [2].

Following this definition, the impedance value depends on
the surrounding chamber and on the beam velocity only [3].
The complexity of the vacuum vessel, with different cross-
section variations due to the presence of several components
and the diversity of constituent materials, gives different
adding contributions to the total machine impedance [3].
In most cases, the discontinuities in the geometry behave
like resonant (parasitic) cavities, where higher order modes
(HOMs), excited by the travelling beam, may remain trapped
increasing the total machine impedance and leading to exces-
sive power losses. The use of HOM suppressors is crucial
to mitigate the coupling impedance growing, to preserve

∗ masullo@na.infn.it

the beam dynamics and reduce the relevant heat load. Each
of these modes is described by a specific quality factor Q,
a resonance frequency fres and a shunt impedance Rsh [4].
Techniques oriented at the reduction of Rsh and/or Q are com-
monly referred to as mode damping strategies. In real cavi-
ties, HOM-removal mechanisms can be realized using exter-
nal waveguides [5], unconventional resonant dielectric [6]
or hybrid (metallo-dielectric) [7, 8] structures. In parasitic
cavities, conventional approaches more often entail the use
of dispersive or resistive materials acting as microwave ab-
sorbers when placed in specific points of the structure itself.
Our work explores the possible use of metamaterials as an al-
ternative and efficient mode damping strategy to be exploited
for the improvement of the beam quality in future accelera-
tors. Metamaterials are artificial materials acquiring their
properties from geometry rather than composition, using
inclusions or small inhomogeneities as “meta-atoms” to pro-
duce an effective macroscopic behaviour. They are generally
comprised of sub-wavelength metallic elements in periodic
patterns and are proving to be capable to achieve control
over reflection, absorption, and propagation of EM waves by
geometry only and in a wide frequency range by combing
devices of different geometries [9]. Moreover, since they
usually possess inherently resonant features, metamateri-
als have been widely used in the past for the development
of filters with a large out-of-band signal rejection [10]. In
this context, metamaterials can be designed and tailored in
order to specifically address the features of single acceler-
ator components. Very recently, metamaterial structures
have been also proposed for the development of high-power,
high-gradient wakefield accelerators [11].

The present work aims to investigate the use of periodic
arrays based on simple split-ring resonators (SRR) [12],
which stand out for simplicity amongst other designs, as
possible beam coupling impedance reducer devices. The
insertion in particle accelerators of SRR-based metamate-
rials has already been theoretically studied, showing their
impact on resistive-wall impedance both longitudinally and
transversely [13]. Their impact on the electromagnetic re-
sponse of a well known resonant structure, a pill-box cavity,
has been numerically investigated and experimentally mea-
sured [14]. Starting from the results of our previous analysis,
in the present work we explore SRR configurations to be
located inside LHC collimators as ad-hoc resonant mode
dampers.
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SPLIT RING RESONATORS IN PILLBOX
CAVITY

SRRs are commonly used as unit cells of a periodic ar-
ray formed by one or more concentric structures, each one
interrupted by a gap (see Fig. 1(a)). When exposed to an
external electromagnetic field, they have an inherently reso-
nant response, which strongly depends on their dimensions.
Due to the gap presence, dimensions of the SRRs are much
lower than those of structures without gap and resonating
at the same frequency [9]. The assembling of two or more
rings in a row or in an array induces a coupling between adja-
cent “meta-atoms,” which depends on their relative distance
and orientation (see Fig. 1(b)). This coupling influences the
intrinsic resonances by varying the Q-factor and/or the fre-
quency values. The collective behavior is, therefore, a func-
tion of their dimensions and geometrical arrangement [15,
16].

Figure 1: (a) Sketch of the metamaterial unit cell, consisting
of a double square SRR (“meta-atom”). (b) SRR-based two-
dimensional metamaterials realized on Alumina.

As a case study, we used an aluminum cylindrical pillbox
cavity (see Fig. 2), which is well known from an analytical
point of view. Due to the cylindrical symmetry of the pillbox,
the mode contribution to the coupling impedance is given
by the electric-field component along the cavity axis [17].
Therefore, in the following, we will focus on transverse
magnetic (TM) modes only.

The analysis reported in this paragraph summarizes the
work done in [14] and is useful as an introduction to what is
described in the following paragraph.

In order to study the SRR impact on the pill-box EM
response, we loaded the cavity with a metamaterial based on
unit cells consisting of a thin (<5 µm) metallic layer having
a squared double SRR strip geometry on polycrystalline
Al2O3 (Alumina), with thickness 0.5. Structures based on
them can then be easily realized in the microwave region
using a standard PCB technology or any other lithography
process.

Two-dimensional periodic SRR arrays have been fabri-
cated having outer dimensions lext very similar, 5 mm and
8 mm for samples A and B respectively, see Fig. 1(b). The
SRR dimensions and geometrical arrangements have been
chosen so that the metamaterial intrinsic operational fre-
quency and the SRR array stop-band lay in the 1-5GHz

Figure 2: (a) The cylindrical pillbox cavity. (b) Open view
of the SRR loaded cavity, where the input and output ports
are shown. (c) Detail of the measurement antennas.

band where the first TM modes of the pill-box cavity are
clearly visible. This choice maximizes the SRR effect on
the working resonances of the accelerating structure [18].
Complete parameters of the two investigated metamaterials
are reported in [14].

The commercial code CST Microwave Studio™ has been
used to study the EM behavior of both the pillbox cavity and
the SRR-based structures. Specifically: (i) Eigenmode solver
for the evaluation of the pillbox resonant modes and field
distributions, (ii) Frequency and Time domain solvers for the
analysis of the scattering parameters of single and coupled
SRRs first, and then cavity without and with metamaterial
absorbers. The EM behaviour of single and coupled SRRs
arranged in a planar array has been studied evaluating their
reflection response to a plane wave incident along the y-
direction with the magnetic field perpendicular to the ring
plane and the electric field polarized along the direction
parallel to the gap-bearing sides. This configuration has been
chosen in order to have an EM field distribution similar to the
one excited in the pill-box cavity used for the measurements
(TM mode, see below).

Table 1: Single SRR resonance frequency fres, stop-band
(SB) array (3×8) and amplitude As from simulated S21 pa-
rameters.

Sample A B
fres SRR (GHz) 4.40 2.10
SB SRR (GHz) 4.18-4.39 2.01-2.28
As SRR (dB) −18.6 −21.4
As array (dB) −26.0 −35.0

The resonance frequency of single SRR, the stop-band
(SB) for the arrays and the corresponding amplitude minima
As are calculated by means of full-wave analysis, looking
at the scattering transmission parameter (S21). Values are
reported in Table 1. When compared to the corresponding
single SRR, the main effect of the collective behaviour in
each array is the appearance of a clear stop band, with multi-
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ple resonances starting at lower frequencies, and an increase
in the power absorption testified by the larger As values.

The cylindrical pillbox cavity used for the experimental
analysis and loaded with the SRR arrays is shown in Fig. 2,
with details of the input and output beam pipes and the
antennas. It works in the range 1-5 GHz and the first five TM
modes are the TM010, TM011, TM012, TM020, TM021, which
resonate at 1.54 GHz, 2.16 GHz, 3.38 GHz, 3.56 GHz and
3.89 GHz respectively [14]. Four identical arrays of SRRs
are placed on a rigid support (made of Rohacell®), spaced by
π/2 in azimuthal angle, with the SRR plane perpendicularly
oriented with respect to the magnetic field and facing the
lateral cavity wall at a distance of 10 mm. In the following
text, the term “empty cavity” stands for the pillbox with the
rigid support only.

The effect of metamaterial insertion on the EM response
of the pillbox cavity has been measured looking at the scat-
tering transmission and reflection parameters, S21 and S11
respectively. A 2-port Vector Network Analyser (VNA) Ro-
hde & Schwarz ZNB 20 has been used in the frequency
range between 1 and 5 GHz.

In Fig. 3, the measured S21 parameter of the empty cavity
is compared with the case loaded with the sample A, whose
damping effect is clearly visible on the TM021 resonance
peak. The measured behaviour of the SRR-array in the cavity
is in agreement with its foreseen transmission spectrum as
shown in the same figure by the simulated S21 curve in red.
A clear lack in the transmission response of the stand-alone
metamaterial is visible in correspondence of its working
band [19].

Figure 3: Measured S21 transmission parameter of the empty
pillbox cavity (black curve) and of the loaded with sample A
(blue curve). The red curve shows the simulated S21 response
of the stand-alone SRR array.

For both SRR array samples in Fig. 4, a rigid shift towards
lower values is clearly observed for all the resonance fre-
quencies of the TM cavity modes. The effect is larger than
the one given by the mere insertion of the dielectric sub-
strates. Experimental data shows a change in frequency that
goes from 2% to 8% in percentage. A “disruption” effect
is visible in the spectrum (and highlighted in the squared
box), where the intrinsic frequency bandwidth of the SRR

Figure 4: S21 transmission parameter of the empty pill-
box cavity (black curve), compared with the cavity loaded
with the SRR-based metamaterial, (a) sample A (red curve),
(b) sample B (red curve).

array overlaps a resonance of the empty cavity. Indeed, for
both samples, the corresponding cavity resonance is damped
and red-shifted as expected from electromagnetic simula-
tions. In the cavity loaded with sample B (see Fig. 4(b)), the
TM011 mode decreases in amplitude (−34 dB), resonating
now at 1.93 GHz. At the empty cavity design frequency
(@2.15 GHz), the transmitted signal lies in the noise level,
with an overall amplitude reduction of −53 dB. The same
behaviour occurs for the TM021 mode inserting sample A
in the pillbox (−39.5 dB amplitude reduction and red shift
to 3.68 GHz). Correspondingly, the signal level for the in-
trinsic mode drops to −47.5 dB @3.9 GHz, as shown in
Fig. 4(a). Moreover, it is evident that sample B has a minor
effect on the TM021 mode too, since at that frequency the
intrinsic SRR second order harmonic comes into play.

A comparative analysis of the empty and loaded cavity
EM field mode distributions for some resonant modes is re-
ported in [14]. This analysis demonstrated that far from their
intrinsic frequency stop-band, SRRs have no influence on
mode damping and the field mode patterns remain the same
as its amplitude. However, approaching the SRR resonance
region their influence is clearly visible. It is worthwhile
to observe that the loss mechanism produced by the SRR
array critically depends on the mode distribution [20] and
consequently on metamaterial relative position inside the
pillbox cavity.

Finally, we estimated the variation of the Rsh values for
the empty and loaded (with both samples A and B) pillbox
cavity in correspondence of the TM010, TM011, and TM021
modes by using the simulated Rsh/Q ratios and resorting
to the measured quality factors Q [14]. As expected, the
insertion of the SRR array sample A (B) drastically reduces
the shunt impedance, and the coupling impedance, for the
mode TM021 (TM011) by a factor 102 (2 × 101). On the
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contrary, for the first TM010 mode the shunt impedance is
almost unchanged.

TAILORED SPLIT RING RESONATORS
IN LHC COLLIMATOR

Analysis done on a resonant cavity loaded with SRR ar-
rays confirmed the possibility to damp specific cavity modes
with metamaterials, so reducing the shunt impedance. Our
studies showed how this loss mechanism critically depends
on the resonator mode distribution. Next step has been the
study of a possible use of this methodology in a real ac-
celerator element: LHC collimators which are among the
main contributors to the accelerator impedance. In this case
the impedance exhibits many resonant peaks in a wide fre-
quency range, between a few hundred MHz and 3 GHz [21].
Parasitic HOMs are created in the collimator tank, trapped
between the sliding contacts as shown in Fig. 5. This is
the slot region where ferrite blocks are normally located to
damp HOMs. We studied mode distributions in this region
performing CST simulations of a simplified collimator struc-
ture. For most modes the E-field is orthogonal to the slot,
as in the example shown in Fig. 5(a) at 0.542 GHz. The
H-field is parallel to the slot plane along the two orthogonal
directions depending on the selected mode, see Fig. 5(b) at
0.542 GHz and Fig. 5(c) at 0.889 GHz.

Figure 5: LHC collimator: simulation of (a) electric field at
0.542 GHz and of (b) and (c) magnetic field, at 0.542 GHz
and 0.889 GHz respectively, distribution of different modes
inside the structure. (d) Sketch of the section view highlight-
ing the ferrite housing.

For the choice of right metamaterial, we have to keep in
mind some constraints: the collimator geometry, the mode
field distribution, the required operating frequency and the
SRR working condition (H-field orthogonal to the ring area
and E-field parallel to the ring gap). To fit all these require-
ments and guarantee a strong absorption response with a
quite large bandwidth, we studied several SRR array sam-
ples working on ring geometry, their coupling and dielectric
substrate.

Changing the substrate from Alumina to SL390 (a Ky-
ocera type of ceramics with ε = 40) and using a “Twin”
configuration with no spacing between SRR, we obtained a

larger bandwidth with a stronger response at lower frequen-
cies without enlarging the ring dimension. The presence
of a collimator trapped mode at around 0.2 GHz required
to further extend the SRR electrical path. To this scope we
analysed the behaviour of an inclined slab which allowed to
further increase the rectangle small side length (see Fig. 6(a)).
The simulated transmittance response of an SRR Twin sam-
ple is shown in Fig. 6(b). The metamaterial structure consists
of two parallel arrays with long side length equal to 40 mm
and 50 mm respectively, the same short side (20 mm) and
inclined at an angle of 25◦. A multi-band response, suitable
for damping, is clearly visible in the range 0.2 − 0.35 GHz
and at 0.42 − 0.53 GHz. Further studies of larger arrays
with different lengths and coupling are under study in order
to design an optimized metamaterial structure inside a real
collimator.

Figure 6: (a) A sketch of the “inclined” Twin configuration
chosen for the SRR slab; (b) simulated transmittance at an
angle of 25◦ with LS1 = 50 mm, LS2 = 40 mm, and W =
20 mm.

CONCLUSION
The present work investigated the introduction of novel

mode damping strategies based on metamaterials for the
reduction of the coupling impedance between particles and
vacuum pipe environment. Simulations and measurements
performed on SRR-based structures inside a simple pillbox
cavity show their potential use as single mode dampers in a
wide frequency range.

We proved that the reduction of Rsh and/or Q in resonant
modes might be done through the insertion of tailored meta-
materials acting as absorbers in specific positions inside the
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resonant cavities or, in general, in other critical components
of an accelerating machine.

In this paper we proposed the use of a new configuration
of SRR arrays (Twin structure) which can be easily adapted
to different accelerator device geometries and mode distribu-
tions, as in the case of an LHC TCT collimator. A multi-band
absorption response can be obtained using different size ring
arrays. Furthermore, they can be easily positioned in the
collimator using a smaller space with respect to ferrite.

Further studies, on the heat load and thermal response,
also using different dielectric materials, of the Twin config-
uration inside real collimators are required to confirm our
proposal.

ACKNOWLEDGEMENTS
This research is carried out in the framework of a collab-

oration between INFN Naples (MICA project) and CERN,
Geneva.

REFERENCES
[1] A. W. Chao, Physics of collective beam instabilities in high-

energy accelerators. 1993, isbn: 9780471551843. http :
//www.slac.stanford.edu/~achao/wileybook.html

[2] L. Palumbo, V. Vaccaro, and M. Zobov, “Wake fields and
impedance,” no. physics/0309023. LNF-94-041-P, 331–390.
70 p, Sep. 1994. doi: 10.5170/CERN- 1995- 006.331.
https://cds.cern.ch/record/276437

[3] N. Mounet, “The LHC transverse coupled-bunch instability,”
p. 226, 2012. doi: 10.5075/epfl-thesis-5305. http:
//infoscience.epfl.ch/record/174672

[4] D. M. Pozar, Microwave engineering. John Wiley & Sons,
2009.

[5] H. Padamsee, RF superconductivity: Science, technology,
and applications, Jul. 2009.

[6] E. Di Gennaro et al., “Mode confinement in photonic qua-
sicrystal point-defect cavities for particle accelerators,” Ap-
plied Physics Letters, vol. 93, no. 16, p. 164 102, 2008. doi:
10.1063/1.2999581. https://doi.org/10.1063/1.2999581.
https://doi.org/10.1063/1.2999581

[7] M. R. Masullo et al., “Study of hybrid photonic
band gap resonators for particle accelerators,” Mi-
crowave and Optical Technology Letters, vol. 48,
no. 12, pp. 2486–2491, 2006. doi: 10.1002/mop.22016.
https://onlinelibrary.wiley.com/doi/pdf/10.1002/mop.22016.
https://onlinelibrary.wiley.com/doi/abs/10.
1002/mop.22016

[8] E. D. Gennaro et al., “Hybrid photonic-bandgap accelerating
cavities,” New Journal of Physics, vol. 11, no. 11, p. 113 022,
Nov. 2009. doi: 10.1088/1367-2630/11/11/113022.
https://doi.org/10.1088%2F1367- 2630%2F11%
2F11%2F113022

[9] N. Engheta and R. W. Ziolkowski, Metamaterials: physics
and engineering explorations. John Wiley & Sons, 2006.

[10] J. Garcia-Garcia et al., “Microwave filters with improved
stopband based on sub-wavelength resonators,” IEEE Trans-
actions on Microwave Theory and Techniques, vol. 53, no. 6,

pp. 1997–2006, Jun. 2005, issn: 1557-9670. doi: 10.1109/
TMTT.2005.848828.

[11] X. Lu et al., “Generation of high-power, reversed-cherenkov
wakefield radiation in a metamaterial structure,” Phys. Rev.
Lett., vol. 122, p. 014 801, 1 Jan. 2019. doi: 10 . 1103 /
PhysRevLett.122.014801. https://link.aps.org/
doi/10.1103/PhysRevLett.122.014801

[12] J. B. Pendry, A. J. Holden, D. J. Robbins, and W. J. Stew-
art, “Magnetism from conductors and enhanced nonlinear
phenomena,” IEEE Transactions on Microwave Theory and
Techniques, vol. 47, no. 11, pp. 2075–2084, Nov. 1999, issn:
1557-9670. doi: 10.1109/22.798002.

[13] A. Danisi, C. Zannini, A. Masi, R. Losito, and B. Salvant,
“Theoretical analysis of metamaterial insertions for resistive-
wall beam-coupling impedance reduction,” no. CERN-ACC-
2014-0191, 4 p, Jun. 2014. https : / / cds . cern . ch /
record/1749084

[14] M. R. Masullo et al., “Metamaterial-based absorbers for the
reduction of accelerator beam-coupling impedance,” IEEE
Transactions on Microwave Theory and Techniques, vol. 68,
no. 4, pp. 1340–1346, Apr. 2020, issn: 1557-9670. doi: 10.
1109/TMTT.2019.2957463.

[15] R. Marques, F. Martin, and M. Sorolla, Metamaterials with
Negative Parameters: Theory, Design, and Microwave Ap-
plications, ser. Wiley Series in Microwave and Optical En-
gineering. Wiley, 2011, isbn: 9781118211564. https://
books.google.it/books?id=LItxc5Oenr4C

[16] P. Gay-Balmaz and O. J. F. Martin, “Electromagnetic
resonances in individual and coupled split-ring res-
onators,” Journal of Applied Physics, vol. 92, no. 5,
pp. 2929–2936, 2002. doi: 10 . 1063 / 1 . 1497452.
https://doi.org/10.1063/1.1497452. https://doi.org/
10.1063/1.1497452

[17] S. A. Heifets and S. A. Kheifets, “Coupling impedance in
modern accelerators,” Rev. Mod. Phys., vol. 63, pp. 631–673,
3 Jul. 1991. doi: 10.1103/RevModPhys.63.631. https:
//link.aps.org/doi/10.1103/RevModPhys.63.631

[18] A. Danisi, M. Grech, A. Masi, R. Losito, and N. Sammut,
“FEM simulations of metamaterial impact on the longi-
tudinal beam-coupling impedance of a rectangular beam
pipe,” in 2015 9th International Congress on Advanced Elec-
tromagnetic Materials in Microwaves and Optics (META-
MATERIALS), Sep. 2015, pp. 49–51. doi: 10 . 1109 /
MetaMaterials.2015.7342504.

[19] R. A. Shelby, D. R. Smith, S. C. Nemat-Nasser, and
S. Schultz, “Microwave transmission through a two-
dimensional, isotropic, left-handed metamaterial,” Applied
Physics Letters, vol. 78, no. 4, pp. 489–491, 2001. doi:
10.1063/1.1343489. https://doi.org/10.1063/1.1343489.
https://doi.org/10.1063/1.1343489

[20] P. Hulsmann, H. W. Glock, H. Klein, and M. Kurz, “Deter-
mination of field Strength and quality factor of heavily HOM
damped accelerator cavities,” 1992. http://cds.cern.
ch/record/920645

[21] O. Frasciello, “Wake fields and impedance calculations of
LHC collimators real structures,” PhD thesis, U. Rome La
Sapienza (main), 2015.

CERN Yellow Reports: Conference Proceedings, CERN-2020-009

377



TMCI, WHY IS THE HORIZONTAL PLANE SO DIFFERENT FROM THE
VERTICAL ONE ?

T. Günzel∗ , ALBA-CELLS, Cerdanyola del Vallés, Spain

Abstract
Based on the recent work of R. Lindberg on transverse

collective instabilities [1] it was observed that if the ratio
of quadrupolar to dipolar impedance ρ is equal to −1 there
is no TMC-instability. This relationship is actually fulfilled
by resistive wall (RW)-impedance on the horizontal plane in
case of a flat vacuum chamber. HEADTAIL [2]-simulations
were carried out to check if this observation can be con-
firmed. Additionally the effect of radial modes on the TMC-
instability was studied.

INTRODUCTION
The motion of particles in a single bunch can be de-

scribed by the Vlasov equation as it was found by [3]. The
linearisation of the Vlasov equation was solved by several
authors [4–7]. In particular under the effect of dipolar
impedance the transverse motion of particles of a bunch was
described by [13] by decomposition into azimuthal and ra-
dial modes. In the meantime it was found that quadrupo-
lar impedance is significant in many synchrotrons and has
a sensible effect on the transverse motion [8–10]. Shortly
after the discovery of its importance its effect was just super-
imposed on the dipolar mode detuning. However, R. Lind-
berg showed [1] that its effect has to be fully included into
the dynamics of the bunch motion. Therefore the main pur-
pose of this work is to demonstrate the difference between
the Lindberg’s description and the more naive descriptions
in the past [11]. Whereas on the vertical plane the naive su-
perposition of the dipolar and quadrupolar detuning corre-
sponds quite well to Lindberg’s result this is no longer true
for the horizontal plane: a naive superposition of the mode
detuning caused by dipolar and quadrupolar impedance in-
deed leads to a zero slope of mode 0 as expected, but mode
0 would still couple with mode -1, but in Lindberg’s descrip-
tion the coupling is not compulsory. In order to support this
observation HEADTAIL simulations were applied.

SUMMARY OF LINDBERG’S MODE
EVOLUTION THEORY

In [1] the Vlasov equation is linearized with the Planck-
Fokker terms included but truncated to a matrix equation.
In the following it is assumed that the TMCI is strong
enough for the disregard of the Planck-Fokker terms. This
leads to the following equation:

∆ωmam
p +
∑

n,q

(D + Q)m,n
p,q an

q = 0

with ∆ωm = ∆Ω + mωs (with ωs as synchrotron ang.
frequency), with dipolar and quadrupolar matrix elements
∗ tguenzel@cells.es

(with Cm,n
p,q =

√
(p + |m |)!(q + |n|)!, εm = (−1)m(1−δm

|m | ) ,
Λ = I

4π(E/e) as intensity parameter, and στ as bunch
length):

Dm,n
p,q =

Λim−n+1εmεn√
p!q!Cm,n

p,q

∞∫

−∞
Zβ
D (ω)e−(ωστ )2

[
ωστ√

2

]2p+|m |[
ωστ√

2

]2q+|n |
dω

(1)
with Zβ

D (ω) as β-weighted dipolar impedance and

Qm,n
p,q =

Λim−n+1√p!q!
Cm,n
p,q

∞∫

−∞
Zβ
Q

(ω)e
− (ωστ )2

2 Im,n
p,q (ω)dω

with Zβ
Q

(ω) as β-weighted quadrupolar impedance and the
following abreviation:

Im,n
p,q (ω) =

∞∫

0

dre−rr
− ( |n |+ |m | )

2 Jm−n (ωστ
√

2r)L |m |
p (r)L |n |

q (r)

with Ln
p (x) as general Laguerre-polynomials.1 This formal-

ism can be applied to any type of transverse impedance.
In the first part we will focus on RW-impedance as it ful-
fills the requirement ρ = −1 in case of horizontal RW-
impedance of a horizontally flat parallel-plate beam pipe
geometry which is at least approximately very common in
many synchrotrons. The parameters used in the simulations
can be looked up in table 1.

Table 1: simulation parameters used

parameter value unit
E/e 3 GV
ωs 59.39 kHz
στ 0.0154 ns
κRW⊥ 4-11 kV

pC

f bbr 1.5, 3, 5 GHz
Qbbr 2.3
β⊥ · Rbbr⊥ 52.9, 100, 41.1, 17.3 MΩ

RW-impedance
In order to study the evolution of the headtail-modes, the

linearized and truncated Vlasov-equation is solved for a 2-
mode system of two modes m=-1 and m=0 with radial mode
number r = 0 (Higher radial modes are only discussed in
the conclusions.). This was already done in the past by
MOSES [13] for a pure dipolar impedance. In order to
include the quadrupolar impedance the detuning slope re-
lated to it was added to the dipolar mode detuning computed
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Figure 1: Imposing quadrupolar tune shift on the horizontal
mode detuning from dipolar RW-impedance: For ρ = −1
mode 0 detuning is ∆Ω ≈ 0, whereas the TMCI threshold
is maintained.

by MOSES (this procedure is called adapted MOSES). All
modes were correspondingly shifted, but the onset of the
TMC-instability did not change (Fig. 1). So in case of hori-
zontal impedance generated in a flat parallel-plate like beam
pipe geometry the dipolar detuning of mode m = 0 was
compensated by the quadrupolar detuning resulting in zero
detuning of the mode. It seemed that mode m=0 still hit
an instability if it met the mode m=-1, now with a strong
positive slope. This was supported by measurements at the
ESRF [11]. It had also the advantage that the measured
threshold current allowed an estimation of the effective hor-
izontal impedance even in the case of the zero slope. The
mode evolution can be found from Vlasov’s equation by the
solution of the secular equation here demonstrated for the
2-mode system:

!!!!!!!!
∆Ω +

=0︷!!!!!︸︸!!!!!︷
AH + AQ αA
−αA ∆Ω +ωs + β̃

2 AH + AQ

!!!!!!!!
= 0 (2)

where A ≡ AH = −AQ =
I

2(E/e) β⊥κ⊥ and α = Γ(3/4)
Γ(1/4)

√
2

the coupling parameter and β̃ = 1/4. κ⊥ is the horizon-
tal dipolar respectively quadrupolar RW-impedance’s kick
factor of the beam pipe. To account for the quadrupolar
detuning, the term AQ was introduced which is the same
as the dipolar detuning AH apart from the sign. Including
AQ does not change the threshold which can be found by
solving the secular equation and searching for the detuning
∆Ω where it becomes complex. But this description was
obviously not complete as HEADTAIL-simulations cannot
reproduce this behaviour (Fig. 1). If, however, for the con-
sideration of the quadrupolar impedance Lindberg’s formal-
ism is used the secular equation for the 2-mode system looks

1 Actually we stick to the mode expansion of [12].

differently:

!!!!!!!!!!
∆Ω +

=0︷!!!!︸︸!!!!︷
A(1 + ρ) αA(1 − ρ)

−α
=0︷!!!!︸︸!!!!︷

A(1 + ρ) ∆Ω + ωs + A 1+7ρ
8

!!!!!!!!!!
= 0 (3)

As one of the off-diagonal terms cancels out the coupling
disappears. Both modes still approach and meet, but do not
couple, they just pass through each other (Fig. 2). This is
qualitatively an important change. A couple of questions
pop up: Will there be no TMCI-threshold anymore on the
horizontal plane ? How will it be possible to estimate the ef-
fective horizontal impedance from single-bunch detuning?
Some answers can be found in the next section.

Figure 2: Applying Lindberg’s full theory on horizontal
RW-impedance leads to very good agreement with HEAD-
TAIL. The growth rate (green) is not excited at the meeting
point of the modes.

BBR-impedance
In case of Broad Band Resonator (BBR) impedance

(with (R⊥,Q,ωr ) and Q′ =
√

Q2 − 0.25) the quadrupo-
lar impedance is also of importance when the cross section
changing beam pipes generating it are not circular. It will be
shown that the modes principally behave the same as they
do in case of horizontal RW-impedance if the rule ρ = −1
is imposed. So initially the spectral distribution of dipo-
lar and quadrupolar impedance are assumed to be the same
in order to demonstrate that qualitatively there is no differ-
ence to RW-impedance (Fig. 3). The secular equation for
this case turns out to be very similar:

!!!!!!!!!!
∆Ω +

=0︷!!!!︸︸!!!!︷
B(1 + ρ) αB(1 − ρ)

−α
=0︷!!!!︸︸!!!!︷

B(1 + ρ) ∆Ω +ωs + ρB + B β̃
2 (1 − ρ)

!!!!!!!!!!
= 0

(4)
where α = Re[sw(s)]√

2Im[w(s)]
, β̃ = Im[s2w(s)]

Im[w(s)] + ωrστQ
′

Im[w(s)]Q
√
π

with

s = ωrστ

Q

(
i
2 − Q′) and w(s) = i

π

∞∫
−∞

dt e
−t2

s+t . Finally B =

I
2(E/e) β⊥κ⊥.
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Figure 3: Modes under the effect on the common dipolar
and quadrupolar BBR-impedance essentially show the same
behaviour as in the RW-impedance case [14].

Before we discuss more involved cases for completeness
the vertical mode detuning will be touched upon. As for ver-
tical impedance ρ ∼ 0.5, we are far away from the intrigu-
ing case ρ = −1. So in Lindberg’s theory the 2 azimuthal
modes m=-1 and m=0 couple (Fig. 4) as they do in adapted
MOSES including the naively superimposed quadrupolar
impedance. However, the threshold current can be different.
But the difference between adapted MOSES (with naive su-
perimposed quadrupolar detuning) and Lindberg’s theory
is rather small and above all does not go necessarily in the
desired direction. So at this level of study Lindberg’s the-
ory does not give an explanation for the notorious failure of
matching the measured vertical impedance in single bunch
with the computed one found in electron synchrotrons [15].
The picture becomes a bit more complicated for higher fre-
quency and with the consideration of radial modes, but this
is out of scope of this work.

Figure 4: A low-frequency BBR-impedance HEADTAIL
simulation agrees well with 2-mode case of Lindberg’s the-
ory (red), even better than with the adapted MOSES(cyan).
For higher frequency the radial modes have to be considered
which change the picture slightly.

Finally we assume that the spectral distribution of the
dipolar impedance is different from the quadrupolar one
since it is much more realistic but with still agreeing the kick
factors. This is actually easy to achieve as BBR-impedance

is described by 3 parameters to play with. So instead of
requiring ρ = ZQ (ω)

ZD (ω) = −1 we only require

ρ =
Ze f f
Q

(ω)

Ze f f
D (ω)

= −1 (5)

We keep on studying the horizontal plane. In this case (at
least) 2 BBR-models (here indexed with H for horizontal
and Q for quadrupolar) are needed, one for the dipolar part
and another one for the quadrupolar part. Including both
in the formalism the secular equation for the eigenvalues
amounts to (B :≡ BH = −BQ):

!!!!!!!!
∆Ω +

=0︷!!!!!︸︸!!!!!︷
BH + BQ B(αH + αQ )

B(−αH + αQ ) ∆Ω + ωs + BQ + BH
β̃H

2 + BQ
β̃Q

2

!!!!!!!!
= 0

(6)
It yields essentially two different cases, one where αQ −
αH < 0 and the other one where αQ − αH > 0. In the

Figure 5: If the same effective dipolar and quadrupolar
BBR-impedance of opposite sign but with different reso-
nance frequencies are assumed modes can still couple as in
this example (αH > αQ) confirmed by HEADTAIL modes
(white) and their growth rate (green).

Figure 6: Essentially the same case as in the precedent
figure, but different coupling coefficients of dipolar and
quadrupolar BBR-impedance. Mode coupling no longer oc-
curs as confirmed by the low growth rate (green).

first case αQ < αH , there is coupling (Fig. 5), whereas in
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the second case αH < αQ (Fig. 6), there is no coupling
anymore. One of most important consequences is that it is
indeed possible that mode 0 and -1 meet without coupling.
This seems also to be possible in more complex impedance
models.

CONCLUSIONS
Now impedance budgeting on the horizontal plane is

rather different from the vertical plane. It cannot be relied
upon the horizontal threshold anymore for the measurement
of the effective impedance. There might be even no horizon-
tal threshold at all.

Even the threshold on the vertical plane changes with re-
spect to the results of MOSES. However, the change is much
smaller than on the horizontal plane.

In this report only examples with low BB-resonance fre-
quency are studied. At higher frequency there might be de-
viations between Lindberg’s mode theory and HEADTAIL.

In the future the 2-mode example will be extended to
larger number of modes including also radial modes. It was
already observed that higher radial modes of m=-1 do not
couple with m=0 in the pure case ρ = −1.
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