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Abstract

The ICFA Mini-Workshop on Beam Coupling Impedances and Beam Instabilities in Particle Accelerators was
held in Benevento (Italy) from 18 to 22 September, 2017.

The workshop was intended initially to continue the tradition of dedicated conferences on beam coupling
impedances in particle accelerators, initiated with the 2014 ICFA mini-Workshop on “Electromagnetic Wake
Fields and Impedances in Particle Accelerators” held in Erice (organised by Vittorio Vaccaro, Maria Rosaria
Masullo and Elias Métral). Therefore, the aim of the event was first of all to provide an up-to-date review of the
subject of beam coupling impedances (theory & modelling, simulation tools, bench measurements, beam based
measurements). Besides, it was decided to widen its scope to include recent advances on theory and simulations
of beam instabilities.

The workshop was hosted by the University of Sannio in Benevento (Italy). Benevento is a world heritage
city in Southern Italy, with remarkable monuments and fine pieces of arts, in a unique cultural and natural
environment.
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Preface

The ICFA Mini-Workshop on Impedances and Beam Instabilities in Particle Accelerators, was held in Benevento,
Italy, from 18 to 22 September, 2017. The rich scientific program of the workshop was defined and shaped by
a strongly motivated International Advisory Committee, composed of worldwide experts who actively provided
their inputs. The conference venue was the San Vittorino complex, located in the very center of the historical
town of Benevento. The workshop was supported and sponsored by the University of Sannio, three ongoing large
accelerator projects (High Luminosity LHC, LHC Injectors Upgrade, LHC Collimation), the European network
ARIES and the INFN section of Naples. Moreover, it was held under the auspices of the Italian Physical Society
(SIF). The main goal was to summon the accelerator community actively working in the field of impedances and
beam instabilities, and discuss together recent advancements and breakthroughs while defining future directions.
Eighty-four participants from different laboratories all around the world attended the workshop, with a strong
representation of young accelerator physicists with little experience and plenty of enthusiasm. That’s why all the
speakers made their best effort to provide a solid educational background into their subjects, before highlighting
novelties, challenges and open questions.

The workshop chairs also had the great pleasure to celebrate Prof. Vittorio G. Vaccaro on the occasion of
the 50 years since the birth of the concepts of beam coupling impedance and stability charts, to which he gave
fundamental contributions unanimously recognised by the whole community. The workshop also provided the
opportunity to remember dearly Dr. Francesco Ruggiero, who passed away 10 years ago, by highlighting in the
opening speech his amazing foresight into all the beam dynamics issues of LHC and all future machines.

The web sites of the CFA Mini-Workshop on Impedances and Beam Instabilities in Particle Accelerators are:
http://prewww.unisannio.it/workshopwakefields2017/
https://agenda.infn.it/conferenceDisplay.py?ovw=True&confId=12603
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A GENERAL OVERVIEW ON THE 2017 ICFA MINI-WORKSHOP ON
IMPEDANCES AND BEAM INSTABILITIES IN PARTICLE

ACCELERATORS
M.R. Masullo, INFN section of Naples, Naples, Italy
S. Petracca, University of Sannio, Benevento, Italy

G. Rumolo∗, CERN, Geneva, Switzerland

Abstract
The ICFA mini-Workshop on impedances and beam in-

stabilities in particle accelerators, which took place in Ben-
evento (Italy) from 18 to 22 September 2017, was intended
to continue the tradition of dedicated conferences on the sub-
ject of beam coupling Impedances in particle accelerators,
initiated with the 2014 ICFA mini-Workshop on “Electro-
magnetic Wake Fields and Impedances in Particle Acceler-
ators” held in Erice (organized by Vittorio Vaccaro, Maria
Rosaria Masullo and Elias Métral). The aim of the event
was therefore to provide an up-to-date review of the subject,
while widening its scope to include recent advances on beam
instabilities and different instability sources.

The workshop was hosted by the University of Sannio at
Benevento, under the auspices of the Italian Institute for Nu-
clear Physics (INFN), the Italian Physical Society (SIF) and
CERN - and with the sponsorship of the European network
ARIES, as well as the running projects for LHC Injectors
Upgrade (LIU), Collimation and High Luminosity LHC
(HL-LHC).

INTRODUCTION
The ICFA Mini-Workhop on Impedances and Beam In-

stabilities in Particle Accelerators, was held in Benevento,
Italy, from 18 to 22 September, 2017. The workshop was
backed by a well assorted International Advisory Commit-
tee, who actively provided their inputs to define and shape
the varied scientific program. The conference venue, the
San Vittorino complex, is at the heart of the old town of
Benevento. The workshop was supported and sponsored
by several projects and networks (High Luminosity LHC,
LHC Injectors Upgrade, LHC Collimation, ARIES), INFN
(Napoli) and University of Sannio, and it was held under the
auspices of the Italian Physical Society (SIF).

The main goal was to review relevant material in the field
of impedances and beam instabilities and address recent ad-
vancements and breakthroughs. The workshop was attended
by 84 participants from different laboratories all around the
world (see Fig. 1), and more than a half were young acceler-
ator physicists at the beginning of their careers. To best suit
the young audience as well as the academic environment of
the University of Sannio, speakers were requested to present
their work providing an educational background of their sub-
jects, before highlighting also the novelties, challenges and
open questions.
∗ Giovanni.Rumolo@cern.ch

WORKSHOP ANNIVERSARIES,
STRUCTURE AND TOPICS

Given the timing, the workshop also provided an excellent
setting to mark the occasion of two round anniversaries.

• 50 years of the Beam Coupling Impedance concept,
introduced by Prof. Vittorio Vaccaro to describe the
electromagnetic interaction of a particle beam with the
external environment. Prof. Vaccaro entertained the
audience with a historical talk describing the birth of
the concepts of beam coupling impedance and stability
charts. He specially stressed how the two concepts
of impedance and representation of beam stability in
complex stability diagrams were logically linked and
were born together. He was warmly thanked by the
workshop participants and awarded a memorial plaque
for his important achievements.

• 10 years of Francesco Ruggiero’s passing away.
F. Ruggiero was an outstanding accelerator physi-
cist, who gave enormous contributions to the fields
of impedances and instabilities, in particular by fos-
tering the necessity of building detailed impedance
models of machines and by working on the improve-
ment of the models to describe beam instabilities. Ap-
plied to LHC, his vision led to the implementation of
a strict impedance budget control during the phase of
LHC design, the identification of collimators as major
impedance source as well as of octupole magnets as
fundamental means of stabilisation, and the recogni-
tion of the relevance of electron cloud in the LHC beam
parameter range. His foresight has been instrumental
to both guide the understanding of the current LHC
operation and lay the ground for the general design
strategy of all future machines with challenging beam
parameters.

The workshop featured plenary sessions with 48 talks and
5 final summary reports. A Poster Session was also organ-
ised, during which 22 posters were displayed in the Santa
Sofia Cloister. The general impression was that, although
the subjects of beam coupling impedance and instabilities
are 50 years old, they remain fashionable and up-to-date,
because

• Old concepts need to be adapted and extended to new
types of accelerators (e.g. FELs, plasma wake-field
accelerators);

Proceedings of ICFA Mini-Workshop on Impedances and Beam Instabilities in Particle Accelerators, Benevento, Italy, 18-22 September
2017, CERN Yellow Reports: Conference Proceedings, Vol. 1/2018, CERN-2018-003-CP (CERN, Geneva, 2018)
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Figure 1: Workshop participants, group picture.

• Observations (or diagnostics) of new phenomena are
made in running machines and need to be interpreted;

• Exploring new parameter regimes for upgrades or fu-
ture machines requires original approaches and studies;

• Modeling and understanding of the phenomena related
to impedance and instabilities are still making a steady
progress benefiting from the advancement of technol-
ogy;

• Open theoretical questions are still being intensively
studied and widely debated.

DISCUSSIONS AND OUTCOME
In the field of beam coupling impedance, a few main

points emerged from the various discussions.

• When a new device for either old or new accelerators is
designed to its performance specifications, it is crucial
to include impedance reduction at the design stage,
possibly also including all considerations coming from
multi-physics simulations associated to the impedance
effects.

• The evaluation of beam coupling impedances of accel-
erator devices becomes increasingly challenging due
to several factors:

– Devices become more and more complicated and
require accurate electromagnetic descriptions;

– Accelerators have more and more demanding per-
formance requirements, which requires special at-
tention to their impedance budgets. This leads to
the necessity of enacting a strictly low impedance
design policy;

– New regimes are being explored (e.g. frequencies
beyond 100 GHz, small structures).

• Electromagnetic codes to calculate numerically beam
coupling impedances and wake functions are becoming
ever more powerful and new ones are being produced
using more advanced computational techniques (e.g.
the moving window). This allows the detailed analysis
of structures that could not be efficiently simulated
before.

• Beam based measurements of beam coupling
impedances are of fundamental importance to under-
stand and pinpoint the limitations of running machines,
in particular to identify:

– Missing impedances in the global impedance
model of a certain machine;

– Impedance contributions of newly installed hard-
ware through comparative measurements over
successive machine runs;

– Non-conformities, malfunctioning or ageing
equipment leading to a degradation of impedance
and possibly undesired effects on the beam;

– Main contributors to the global impedance and
relative mitigation techniques to reduce them in
view of upgrades.

Establishing detailed impedance models of machines would
be useless if this information could not be fed in beam dynam-
ics calculations capable of assessing beam stability under
the effect of the impedance.
Therefore, the techniques of modeling of beam instabili-

ties were discussed at length and reviewed in detail.

M. R. MASULLO, S. PETRACCA, G. RUMOLO
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• Two-particle models are still being used and extended
to new cases (to include space charge, feedback systems,
chromaticity). They are fairly simple, didactic and ca-
pable of unveiling the basic physics mechanisms behind
coherent instabilities. An interesting generalization of
these models is the circulant matrix formalism (Bim-
Bim code), which is based on a radial and azimuthal
slicing of the longitudinal phase space making it effec-
tively an N-particle model that takes into account the
full complexity of the longitudinal phase space struc-
ture of the beam in the study of the transverse stability.

• Vlasov solvers are widely used (e.g. MOSES,
NHTS, DELPHI) to explore stability areas of com-
plex machines in multi-dimensional parameter spaces.
Their advantages and disadvantages were highlighted.
Solvers of this type are:

– Fast and suited to parameter scans;
– Able to reveal slow growing modes;
– Usually based on approximations/simplifications

that need to be kept in mind before drawing strong
conclusions from their results.

• Macroparticle simulations are also widely used (e.g.
PyHEADTAIL, Elegant, COMBI, BLonD) and benefit
from the increasing computing power that makes this
approach more and more attractive. They:

– Are relatively simple to implement and to be ex-
tended to include several effects (e.g. active loops,
feedforward);

– Provide full 6D monitoring of the beam evolution
and their outputs can be used to make direct com-
parisons with beam measurements (e.g. pick up
signals, emittance evolution, Schottky, BTF);

– Need an appropriate choice of the numerical pa-
rameters (based on physics as well as numerical
considerations) and convergence studies;

– Are limited by computational times (memory,
CPU time) and have a limited observation win-
dow, which may conceal slow growing modes.

It was underlined how, while the main driver for beam in-
stabilities is usually the machine beam coupling impedance,
many other mechanisms then come into play and affect in-
stability thresholds.

• Space charge: Models suggest it acts against the on-
set of Transverse Mode Coupling Instability, although
some machine observations do not confirm this (e.g.
the SPS TMCI thresholds). Besides, its influence on
the loss of decoherence could play a detrimental role
by helping coherent signals to remain long-lived.

• Beam-beam, electron cloud, ions: They have been
clearly described as, and proved to be, exciters of coher-
ent motion that couples not only different bunches but

also head and tail of single bunches. On the other hand
they also introduce important betatron tune spreads
that should counteract the onset of beam instabilities.
Including these mechanisms in the wake/impedance
formalism is not straightforward, and maybe not even
possible. However, the dynamics of these effects, to-
gether with the interplay between them and with the
machine impedance, is in many cases fundamental to
build a global picture of beam stability.

Finally, several mechanisms to suppress beam instabilities
and potentially extend the performance reach of present and
future machines were reviewed and illustrated, covering in
particular the items listed below.

• Optimise machine optics, both linear and nonlinear, for
collective effects. This has been shown to be the key to
several knobs to reduce sensitivity to coherent motion,
in particular:

– Setting of tunes and linear chromaticities;
– Control of nonlinear chromaticity, for instance its

second order term Q”;
– Use of octupoles to generate transverse amplitude

detuning;
– Control of linear coupling, which can be benefi-
cial, when transferring more stability from one
transverse plane to the other, or detrimental, when
it moves the coherent tunes out of the range for
Landau damping;

– Change of the transition energy.

• Rely on Landau damping by using conventional meth-
ods like octupole detuning or by exploring the efficiency
of novel sources of betatron tune spread like Radio Fre-
quency Quadrupole (RFQ) or electron lenses, which
have not been yet used for this purpose in running ma-
chines but hold promise for upgrades and future ma-
chines.

• Employ feedback systems to damp coherent instabil-
ities. Typically, the bandwidth of these systems have
made them suitable to suppress coupled bunch instabil-
ities of dipolar type, but they have remained inefficient
against single bunch instabilities with strong head-tail
coupling. However, in their most cutting edge devel-
opment, these systems have been demonstrated to be
capable of damping transverse intra-bunch modes for
short bunches (which requires high bandwidth and a
complex electronics chain) or quadrupolar type oscilla-
tions in the longitudinal plane (which requires special
configuration of the hardware and could be of uttermost
interest for machines like the CERN PS).

A GENERAL OVERVIEW ON THE 2017 ICFA MINI-WORKSHOP ON IMPEDANCES AND BEAM . . .
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CONCLUSIONS AND FUTURE
To conclude, the workshop provided a great platform to

expose and debate all the scientific questions above, while
at the same time it gave the participants a chance to enjoy
the atmosphere and the sense of community fostered by the
intense social program, which included a tour of the arche-
ological site of Pompeii and a concert performed by Trio
Pragma, at the Museum of Sannio.
The subject of beam instabilities and instability sources in
particle accelerators (e.g., impedance, electron cloud, ions)
is far from being exhausted and the community is moti-
vated to exchange experience and join efforts to advance fur-
ther. The amount of open questions, the continuing progress
recorded on different fronts and the promising outlook of
many studies in terms of development and search for so-
lutions fully legitimate the quest to pursue this series of
workshops and to envisage a continuation in two or three
years time.

More information on this workshop, including program
and slides of the single talks, can be found on the web site
and Indico page of the workshop.
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THE IMPEDANCE OF FLAT METALLIC PLATES WITH SMALL
CORRUGATIONS§

K. Bane¶, SLAC National Accelerator Laboratory, Menlo Park, CA, USA

Abstract
This report summarizes recent work on using a device

composed of two flat, metallic plates with small corrugations
(sometimes called a dechirper) at the end of linac-based, X-
ray free electron lasers (FELs) for energy chirp control and
as a passive fast kicker. We present an analytical theory
of the wakefields/impedances of such dechirpers, followed
by comparisons with numerical simulations, and compar-
isons with measurements at the Linac Coherent Light Source
(LCLS). We show that agreement in all cases was found to
be excellent. The theoretical and simulation work presented
includes work originally performed in collaboration with, in
particular, G. Stupakov, I. Zagorodnov, and E. Gjonaj.

INTRODUCTION
The RadiaBeam/SLAC dechirper has been installed

and commissioned at the Linac Coherent Light Source
(LCLS) [1]. It consists of two pairs of flat plates with small
corrugations, with the beam passing in between. The pur-
pose of a dechirper is to compensate residual energy chirp—
energy to longitudinal position correlation—just upstream
of the undulator in a linac-based, free electron laser (FEL).
The flat geometry allows for adjustment of strength of the
dechirper; having both a horizontal and vertical module al-
lows for cancellation of unavoidable quad wake effects. The
LCLS, however, doesn’t generally need extra chirp control;
the installed dechirper has, instead, been used more as a fast
kicker, to facilitate a two-color mode of operation [2].
Analytical formulas for the longitudinal and transverse

wakes of a dechirper have been developed to make it easier
to do parameter studies and to plan the effective use of the
device [3]. These formulas are more accurate than results
of perturbation calculations of the past [4]. Note that we
are here interested in very short-range wakes/high frequency
impedances: the typical rms bunch length σz ∼ 10 µm,
which implies that the typical frequency of interest is f ∼
c/(2πσz ) = 5 THz (c is the speed of light).
In this report we begin by introducing the concepts of

wakefield and impedance, particularly in periodic structures
and in flat geometry. Then we discuss the corrugated struc-
ture as a dechirper, the surface impedance approach to wake
calculation, and how explicit analytical formulas for the
wakes of the dechirper are obtained. This is followed by
comparisons with numerical simulations and with measure-
ments at the LCLS, and finally by a summary.

This report summarizes much of the theoretical work on
the dechirper done together with G. Stupakov, I. Zagorodnov,

§ Work supported by the U.S. Department of Energy, Office of Science, Of-
fice of Basic Energy Sciences, under Contract No. DE-AC02-76SF00515.
¶ kbane@slac.stanford.edu

and E. Gjonaj. The comparison with measurements are taken
from Ref. [5], [6]. The formulas of this report are given in
Gaussian units; to change a wake or impedance to MKS
units, one merely multiplies by Z0c/(4π), with Z0 = 377 Ω.

WAKEFIELDS AND IMPEDANCES
Let us here limit consideration to periodic structures with

boundaries made of metal or dielectrics; e.g. resistive pipes,
dielectric tubes, periodic cavities. A driving charge Q passes
at the speed of light c through such a structure. A test charge
moves on a parallel trajectory, also at speed c, but at distance
s behind. The longitudinal (point charge) wake, w(s), is the
(longitudinal) voltage loss of the test particle per unit charge
Q per unit length of structure. Thus, the point charge wake,
for structure period p, is

w(s) = − 1
Qp

∫ p

0
Ez (z, t)���t=(s+z)/c

dz , (1)

with Ez the longitudinal electric field, z the longitudinal
position, and t the time of the test particle.
The bunch wake is given by the convolution of the point

charge wake and the (longitudinal) bunch distribution λ(s):

Wλ (s) = −
∫ ∞

0
w(s′)λ(s − s′) ds′ ; (2)

note that a value of Wλ < 0 means energy loss by the beam.
The impedance, for wavenumber k = 2π f /c, is given by the
Fourier transform of the wake, w̃(k):

Z (k) = w̃(k) =
1
c

∫ ∞

0
w(s)eik s ds . (3)

The transverse wakes and impedances, wy (s), Zy (k), which
are concerned with the transverse force on the test particle,
are defined analogously to the longitudinal ones.

Case of Flat Geometry
Typically we are interested in wakes of pencil beams, i.e.

of beams with small transverse extent. In round (cylindri-
cally symmetric) geometry it is known that, for particles
near the axis, the longitudinal wake is (nearly) independent
of their transverse positions, and the dominant transverse
wake—the dipole wake—depends linearly on the offset of
the driving particle. Consider, however, the flat geometry
of two (longitudinally) corrugated infinite plates, with the
aperture defined by y = ±a. The transverse wakes and
impedances, for particles near the axis, are of the form: [7]

wy (s) = y0 wd (s) + y wq (s) , wx (s) = wq (s)(x0 − x) ,
(4)

with (x0, y0) the transverse offset of the driving charge, (x, y)
that of the test charge.
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Wakes at the Origin, at s = 0+
For a periodic structure, the wake approaches a finite

constant as s → 0, w0 ≡ w(0+), one that is independent of
the properties of the boundarymaterial. This has been shown
to be true if the boundary is a resistivemetal, a (metallic) disk-
loaded structure, or a dielectric tube. It is probably generally
true for boundaries made of metal or dielectric (see [8]; but
not if the boundary is a plasma [9]). The constantw0 depends
only on the shape and size of the aperture (e.g. iris radius in
disk-loaded RF structure) and on the (transverse) location
of the particles. The same statement can be made about the
slope of the transverse wakes at the origin w′

y0—for both
the dipole and quad wakes discussed above.
For example, in a round structure, with the particles

moving on axis, w0 = 4/a2, with a the radius of the
aperture. However, for particles on axis in flat geometry,
w0 = π

2/(4a2), where here a represents the half-aperture
of the structure.

One can see that, if one knows the impedance Z (k), then
w0 is given by (c/π times) the area under Re[Z (k)]. How-
ever, one can obtain w0 also from the asymptotic behav-
ior of Z (k) at high frequencies [10, 11]. The asymptotic
impedance Za (k) is related to the wake at the origin w0. By
letting the wake w(s) ≈ H (s)w0, we find the asymptotic
form

Za (k) =
w0
c

∫ ∞

0
ds eik s = i

w0
kc

, (5)

where we have neglected the contribution to the integral at
the upper limit. Thus if we know Z (k), we can obtain w0 by
the relation [11]

w0 = −ikcZa (k) = −ic lim
k→∞

k Z (k) ; (6)

this procedure will yield a positive constant.
In the transverse case the wake starts at the origin linearly:

wy (s) = H (s)w′y0s , (7)

with w′
y0 the value of the slope of the wake at the origin.

Substituting into the impedance formula, we find the form
of the asymptotic impedance

Zya (k) = −i
w′
y0

c

∫ ∞

0
ds seik s = i

w′
y0

ck2
, (8)

(where again we have neglected the contribution to the in-
tegral at the upper limit). Thus, from the high frequency
impedance we obtain [11]

w′y0 = −ik2cZya (k) = −ic lim
k→∞

k2Zy (k) , (9)

which is a positive constant.

THE CONCEPT OF A DECHIRPER
In a linac-based, X-ray FEL, by the use of accelerating

structures and chicanes, a low energy, low (peak) current
beam (∼ 10 MeV, ∼ 100 A) is converted to one with high

energy and high current (∼ 5–10 GeV, ∼ 1 kA). After the last
bunch compressor the beam is typically left with an energy–
longitudinal position correlation (an energy “chirp"), with
the bunch tail at higher energy than the head (see Fig. 1, the
blue curve).

Figure 1: Sketch of typical longitudinal phase space of beam
at the end of acceleration in a linac-based FEL, before the
dechirper (blue), and after passing through the dechirper
(red). The front of the bunch is to the left.

A typical value of chirp might be ν = 40 MeV/mm. To
cancel the chirp, one can run the beam off crest in down-
stream RF cavities. Running the beam on the zero crossing
of the wave, we would need length Lr f = ν/(Gr f kr f ) of
extra RF. Or with peak RF gradient Gr f = 20 MeV/m, wave
number kr f = 27/m (for frequency f = 1.3 GHz), we would
need Lr f = 74 m of extra active RF. A dechirper is a passive
way to achieve the same result in a few meters of structure.

An ideal dechirper would have the wake: w(s) = w0H (s),
with H (s) = 0 (1) for s < 0 (s > 0). This is because
at the end of an X-ray FEL the bunch distribution is (ap-
proximately) uniform: λ(s) = H (s + `/2)H (`/2 − s)/`,
with ` the full bunch length. For an ideal dechirper and
a uniform bunch distribution we find that Eq. 2 yields,
Wλ (s) = −w0s/`, which is linear in s, with the tail los-
ing the most energy. The induced chirp is ν = −QLw0/`,
with Q bunch charge and L the length of structure. Note
that a resistive beam pipe or periodic (passive) RF cavities
do not work well as dechirpers, since the wake w(s) drops
quickly as s moves away from the origin.

Corrugated Structure as Dechirper
A metallic pipe with small corrugations (see Fig. 2) can

function as a good dechirper for an X-ray FEL [12]. Ide-
ally we would like h, p � a, and it is important that
h & p. If h, p � a, then perturbation solutions exist; in
the case of round geometry, the wake is dominated by a
single mode: w(s) ≈ H (s)w0 cos ks, with w0 = 4/a2 and
k =

√
2p/aht [13].

As an example calculation we consider the beam prop-
erties of the NGLS project [14], where Q = 300 pC and
` = 150 µm. We performed a time-domain wake calculation
using I. Zagorodnov’s ECHO code [15] for (round) dechirper
parameters a = 3 mm, h = 0.45 mm, p = 1 mm, t = p/2,
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Figure 2: Geometry of a dechirper showing three corruga-
tions. The blue ellipse represents an electron beam propagat-
ing along the z axis. For the RadiaBeam/SLAC dechirper,
(typical) half-gap a = 0.7 mm, h = 0.5 mm, p = 0.5 mm,
and t = 0.25 mm.

and L = 8.2 m. In Fig. 3 we show the numerical result (the
blue curve), the analytical result (the dashed red line), and
the bunch shape (in black, with the head to the left). We see
that the numerical result, over the core of the beam, agrees
well with the analytical one.

Figure 3: Dechirper for NGLS [12]: wake of model of NGLS
bunch distribution (blue). The dashed, red line gives the
linear chirp approximation. The bunch shape λ, with the
head to the left, is given in black.

Using a corrugated structure with flat geometry as
dechirper has the advantage over round geometry in that the
strength of interaction can be changed by simply changing
the gap between the two plates. However, as we saw above,
w0 becomes weaker (for the same aperture). In addition, an
unavoidable quad wake is excited, even when the beam is on
axis; its effect, however, can simply be canceled by having
half the dechirper oriented horizontally and half vertically.
This, in fact, is the configuration of the RadiaBeam/SLAC
dechirper that is installed in the LCLS.

SURFACE IMPEDANCE APPROACH
To find the impedance of a structure like the dechirper

one can use the method of field matching (see e.g. [16]).
However, if the corrugations are small (h � a), the fields

excited by the driving particle can typically be solved us-
ing a simpler method, a surface impedance approach [7].
According to this method, on the walls we let

Ẽz (k) = ζ (k)H̃x (k) , (10)

with ζ (k) the surface impedance; and E, H , are the electric
and magnetic fields. We solve Maxwell’s equations (in the
frequency domain) for the fields excited by the point driving
charge. For flat geometry calculation we perform also the
Fourier transform in x of the fields, e.g. for the magnetic
field we use

Ĥx (q) =
∫ ∞

−∞
dx H̃xeiqx . (11)

We finally obtain the flat geometry generalized impedances,
i.e. impedances where the transverse positions of driving
and test particle can be located anywhere within the aperture.
The longitudinal generalized impedance can be written in
the form: [3]

Z (x0, y0, x, y, k) =
∫ ∞

0
dq f (q, y, y0, k, ζ )e−iq (x−x0) ,

(12)
where f is an explicit, analytical function of its arguments.
The transverse generalized impedance is given in the same
form, with a different (explicit analytical) function in the
integral, fy (q, y, y0, k, ζ ). Finally, the wake is obtained by
numerically performing the inverse Fourier transform. Thus,
by performing two numerical integrals, we obtain an esti-
mate of the generalized longitudinal and transverse wakes.
A subset of these results, one in which we are normally in-
terested, is the special case of pencil beams, i.e. the case
where x ≈ x0, y ≈ y0.

For the case of a beam passing near a single plate, we begin
with the impedance for two plates separated by distance 2a.
In the expression for f (q, y, y0, k, ζ ) described above we let
y = a − b and then a → ∞. Using the new version of f and
performing the same integrals as before, we obtain the wakes
of a beam passing by a single dechirper jaw at distance b.
The only problem with using the surface impedance ap-

proach for the calculation of the RadiaBeam/SLAC dechirper
is that it normally is valid only if (h/a) � 1, whereas here
nominally (h/a) = (0.5/0.7) = 0.7 3 1 (and similarly for
the single jaw case). However, for the short, LCLS-type
bunches—with rms length of 10’s of microns—we demon-
strate below that this approach still works when used with a
surface impedance that represents the wall corrugations at
high frequencies.

EXPLICIT ANALYTICAL
APPROXIMATIONS OF WAKES

We have further simplified the results by extracting (ana-
lytical) parameters and using simplified formulas for cases
of pencil beams. In the zeroth order approximation [11], we
let w(s) = H (s)w0, where w0 is obtained using Eqs. 6, 12
(longitudinal case), and wy (s) = H (s)w′

y0s, where w′
y0 is

obtained using Eqs. 9, 12 (using fy ; transverse case).
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For better agreement with results obtained directly from
Eq. 12 and with numerical simulations, we use the first order
approximation [3], which in the longitudinal case is of form

w(s) = H (s)w0e−
√
s/s0 . (13)

Parameter s0 can also be derived in analytical form from the
structure of the impedance at high frequencies. Equation 13
corresponds to the two-term, Taylor expansion:

Z (k) ≈ i
w0
kc

[
1 − (1 + i)√

2ks0

]
(k → ∞) . (14)

Thus, to obtain parameter s0, we begin with general form of
the impedance (Eq. 12), and substitute in the high frequency
surface impedance for the corrugated structure [3, 17]

ζ (k) =
1
αp

(
2it
πk

)1/2
, (15)

with α ≈ 1 − 0.465√t/p − 0.070(t/p). We then expand to
two terms in Taylor series (at high k), integrate over dq, and
find s0 by comparing with the form of Eq. 14. A similar
procedure is followed for the transverse (dipole and quad)
wakes; in this case, the wake is of the form

wy (s) = 2H (s)w′0y s0y

[
1 −

(
1 +

√
s

s0y

)
e−
√

s/s0y

]
,

(16)
with parameters w′0y and s0y . Note that the analytical
forms for the longitudinal and transverse, short-range wakes
(Eqs. 13, 16) have been used before, for the case of periodic,
disk-loaded accelerating structures [18,19]; a major differ-
ence, however, was that the parameters s0 and s0y were there
obtained through fitting to numerical results.

We now give results for two specific example calculations.
In the first example we consider a short beam on the axis of
a two-plate dechirper and find the quad wake, where the two
analytical wake parameters are given by [3]

w′0q =
π4

32a4 , s0q =
a2t

2πα2p2

(
15
16

)2
. (17)

We consider the RadiaBeam/SLAC dechirper parameters
with half-gap a = 0.7 mm, and a Gaussian driving bunch
with σz = 10 µm. We obtain the zeroth and first order
analytical bunch wakes by performing the convolution Eq. 2.
The analytical and numerical results of ECHO(2D) [20] are
shown in Fig. 4. We see that the agreement of the 1st order
analytical result and the numerical one is quite good.

Our second example considers the dipole wake of a beam
offset by distance b from one plate. For this case the wake
parameters are given by [21]

w′0d =
1
b3
, s0d =

8b2t
9πα2p2

. (18)

In Fig. 5 we plot, as functions of b, the analytically ob-
tained (1st order) kick factor <yd—the average of the bunch

Figure 4: Quad bunch wake for a Gaussian beam on axis,
with σz = 10 µm, a = 0.7 mm, in the RadiaBeam/SLAC
dechirper [3]. Given are the numerical results of ECHO(2D)
(blue), and the analytical zeroth order (magenta) and 1st
order results (olive). The bunch shape λ(s) is shown in
black.

wake Wλd (s)—and the numerical result obtained using
CST Studio [22]. The bunch here is Gaussian with length
σz = 100 µm. We see from the figure that the agreement of
the analytical and numerical calculations is very good.

Figure 5: Single plate dipole kick factor <yd as function
of distance of the beam from the wall b, showing the CST
results (blue symbols) and those of the 1st order analytical
model (red dashes) [23]. The bunch is Gaussian with length
σz = 100 µm.

MEASUREMENTS
One example measurement of the longitudinal effect of

the beam on axis between the jaws of both dechirper modules
is shown in Fig. 6. Here Q = 190 pC, energy E = 4.4 GeV,
and dechirper half gap a = 1.2 mm. The X-band, deflect-
ing cavity diagnostic, XTCAV, measures longitudinal phase
space of the bunch after the undulator in the LCLS. From
it, we obtain the longitudinal bunch distribution λ(s) and
the induced energy chirp ∆E(s) due to the dechirper, by
taking the average energy at position s minus that when the
dechirper jaws are wide open. Here the bunch shape is ap-
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proximately uniform, with peak current I = cQλ = 1.0 kA.
For the calculation we convolve the measured λ(s) with the
analytical w(s) (see Eq 2), noting that w0 = π

2/(4a2) and
s0 = 9a2t/(8πα2p2); then ∆E = eQWλL, with L = 4 m,
the length of dechirper. In Fig. 6 the measured chirp using
XTCAV (with arbitrary horizontal and vertical offsets) is
given in blue, the calculation (with the head of the bunch
at t ≡ s/c = −85 fs) is given in red dashes. We see that the
agreement in induced chirp is good.

Figure 6: Chirp induced in beam passing on axis between the
jaws of both dechirper modules, according to measurement
(blue) and calculation (red dashes) [5]. Here Q = 190 pC,
I = 1.0 kA, E = 4.4 GeV. The bunch head is to the left.
In the next example the beam was kept fixed, half the

dechirper (the horizontal half) was scanned across the beam
(keeping the half-gap a fixed), while the other half (the ver-
tical half) was opened wide, and the transverse kick was
measured. The parameters are half gap a = 1 mm, bunch
charge Q = 152 pC, and energy E = 6.6 GeV. The results
are given in Fig. 7, where we plot the offset at a down-
stream BPM, ∆xw vs. offset of the beam from the axis in
the dechirper, x. The figure shows the data (plotting sym-
bols) and the calculations (the curves). The bunch shape as
obtained by measurement (with head to the left), is given in
the inset plot. For the scale of the wake effect, note that a
value of ∆xw = 0.4 mm corresponds to an average kick of
Vx = 160 kV.

For the comparison calculations, we first numerically per-
formed the convolution of Eq. 2 to obtain the bunch wake;
then the result is given by ∆xw = eQWλxLBPM/E, with
LBPM (= 16.26 m) the distance between dechirper and
measuring BPM (the dashed curve in the figure). For the
analytic curves, the gap parameter was reduced by 11% to
fit the experimental data. The agreement between theory
and measurements is good; the discrepancy in scale is small.
In aligning the structure, the ends of the plates are indepen-
dently adjusted; one possible cause of the discrepancy is that,
during measurement, the jaws have an unknown residual tilt.
The final example is a single jaw measurement of down-

stream offset due to transverse kick, ∆xw vs. beam offset
in dechirper, b (see Fig. 8). Note that ∆xw > 0 indicates
a kick toward the jaw, and a value of ∆xm = 0.6 mm cor-

Figure 7: Downstream deflection, ∆xw , as function of offset
in the (horizontal) dechirper, x, for half-gap a = 1 mm [6].
Here Q = 152 pC, E = 6.6 GeV. For the analytic curves, the
gap parameter was reduced by 11% to fit the experimental
data. The bunch current, with head to the left, is shown in
the inset.

responds to a kick of Vx = 480 kV. The beam parameters
were charge Q = 180 pC, peak current I = 3.5 kA, and
energy E = 13 GeV. The absolute offset of the beam from
the dechirper plate is not well known. Therefore, a fit of
the model to the measurement was performed, where an
overall shift in beam offset ∆b was allowed. We see that the
fit of the theory (the curve) to the data (the plotting symbols)
is good. The fit gives an overall shift of ∆b = −161 µm,
and the data in the plot has been shifted by this amount.
During this measurement, the longitudinal wake effect was
simultaneously recorded, using a downstream BPM at a loca-
tion of dispersion. The agreement between the longitudinal
theory and measurement was again good, when an overall
shift of ∆b = −138 µm was assumed in the theory. The
fact that, in both cases, the theory and measurement curves
agree well, and that the fitted shifts are close to each other,
is confirmation of our wake models and of our analysis.

Figure 8: Downstream deflection, ∆xw as functions of beam
offset from a single dechirper plate, b [6]. Here Q = 180 pC,
I = 3.5 kA, E = 13 GeV. The symbols give the data points,
with their b values shifted by −161 µm; the curves give the
analytical theory.
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SUMMARY
The corrugated, metallic structure can be used for passive

chirp control at the end of a linac-based, X-ray FEL. It can
also be used as a fast kicker, to facilitate two-color, fresh-
slice operation of an FEL such as the Linac Coherent Light
Source (where it is regularly being used for this purpose).
Using the surface impedance approach, we are able to obtain
analytical solutions for the wakes of the structure: longitu-
dinal, dipole, quad wakes; two-plate case, on axis and off;
and single plate case. These wakes agree well with numeri-
cal simulations for LCLS-type beam parameters, in spite of
the fact that the corrugation perturbation is often not small.
They also agree quite well with measurements performed
using the RadiaBeam/SLAC dechirper at the LCLS.
More comparisons with numerical simulations can be

found in [3, 23], with measurements in [5, 6].
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NEW LONGITUDINAL BEAM IMPEDANCE FORMULA WITH 8 TERMS
O. Berrig, F. Paciolla

CERN, CH-1211 Geneva, Switzerland

Abstract
A previous formula for longitudinal beam impedance was

developed by S. Heifets, A. Wagner and B. Zotter and con-
sists of 13 terms. The formula by Heifets, Wagner and Zotter
is developed up to terms of second order in the transverse
offsets. In this report we develop a new formula, which use
symmetries from the Lorentz reciprocity principle and the
multipolar decomposition of transverse fields to reduce the
number of terms from 13 to 8. This new formula is also de-
veloped up to second order, but could of course be developed
up to any higher order. The transverse beam impedances
(for horizontal and vertical planes) can be by obtained by
differentiation of this new formula.

INTRODUCTION
The previous formula for the longitudinal impedance by

S. Heifets, A. Wagner and B. Zotter in Ref. [1] (See also Ref.
[2]) and it gives the longitudinal beam coupling impedance
as a function of the position of the transverse positions of
the drive and test particles (See Ref. [3] for a definition of
the drive and test particles). The new formula shown in this
paper is based on additional constrains to Heifets, Wagner
and Zotter’s formula. These constraints comes from two
physical principles: The Lorentz reciprocity principle and
the Multipolar expansion of 2D fields. It is important to
note that both the Heifets, Wagner and Zotter formula and
the new formula gives the beam coupling impedance only -
neither includes direct nor indirect space charge impedance.

The Lorentz reciprocity principle
The Lorentz reciprocity principle says that the longitu-

dinal beam impedance must stays unchanged if the drive
and test particles are interchanged. The principle can be
illustrated with two antenna. Injecting a current in the first
antenna will give a voltage on the second antenna. Revers-
ing the situation, and now injecting the same current in the
second antenna, we will get exactly the same voltage in the
first antenna as we had in the second antenna (see Fig. 1):

Figure 1: Injecting a current in the antenna to the left, will
induce a voltage in the antenna to the right. The Lorentz
reciprocity principle says that injecting the same current in
the antenna to the right will produce exactly the same voltage
in the antenna to the left.

The Lorentz reciprocity principle describes what is also
called the mutual impedance. Mutual impedance is best
illustrated by transformers. (see Fig. 2). In this example a
current I1 (this is an oscillating current) is injected on the
primary winding. This current will induce a flux ÏĘ in the
iron core: φ = B · A, where φ is the flux, B is the B-field and
A is the area of the transformer core. Using Amperes law:∮
C

B dl = µ0µr I1 · N1, where C is the circumference of the
transformer; µ0 and µr are the permeability of free space
and the relative permeability of the iron in the transformer;
I1 is the current in the primary winding and N1 is the number
of windings on the primary side. Making the approximation
that the circumference is everywhere the same, then the flux
will be: φ = A · µ0µr · N1

C · I1. The induced voltage on
the secondary windings from this flux is: V2 = −N2 · dφdt =
−A · µ0µr · N1∗N2

C · dI1dt . With a similar argument, the voltage
on the primary winding can be calculated as a function of
the secondary current: V1 = −A · µ0µr · N1∗N2

C · dI2dt . If I1
is identical to I2 then the voltages V1 and V2 will also be
identical and the Lorentz reciprocity principle is shown for
a transformer.

Figure 2: Injecting the current “ I1” in the primary winding,
will give a voltage “ V2” on the secondary winding. In
the same way, if we would inject the same current in the
secondary winding, the voltage on the primary winding
would be exactly the same. The Lorentz reciprocity principle
is clear if the number of windings would have been the
same on both the primary and secondary sides, because then
currents and voltages would also be the same on both sides.

It is interesting to note that the beam impedance coming
from the wall currents is more precisely called the beam cou-
pling impedance. The reason is that a beam going through
a vacuum chamber represents a current. This current will
induce currents on the chamber walls, because just like a
transformer they are coupled like the currents in the primary
(i.e. the the beam current) and secondary windings (i.e the
wall currents) of a transformer.

Whether the path of the drive particle works as the trans-
mitting antenna while the path of the test particle works as
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the receiving antenna or vise-versa i.e. The longitudinal
beam coupling impedance is the same when the drive and
test particle positions are interchanged: Z | |(xd, xt, yd, yt ) =
Z | |(xt, xd, yt, yd). This feature was already documented by
S.Heifets and B.Zotter in Ref. [4].

Multipolar expansion in 2D
Multipolar expansion is described in Ref. [5] and the

expansion in cartesian coordiantes is detailed in Ref. [6].
Multipolar expansion is well known for accelerator magnets,
where e.g. dipole magnet bends the beam in circular trajec-
tories, and quadrupolar magnets (i.e. 4 poles, 2 North and 2
South) acts as special bending magnets that bends the beam
more the further the beam is from the center. Fig. 3 shows
the shape of the fields. For each order of multipole there
are two types of fields, called Normal and Skew fields. The
Normal or Skew types of field depends on the azimuthal
angle of the magnet:

Figure 3: Normal field patterns up to third order for re-
spectively a dipole, quadrupole and sextupole magnet. The
potentials are:
Dipole: x Quadrupole: x2

2 − y2

2 Sextupole: x3

3 − xy2

Figure 4: Skew field patterns up to third order for respec-
tively a dipole, quadrupole and sextupole magnet. The po-
tentials are:
Dipole: y Quadrupole: x · y Sextupole: x2y − y3

3

There is no limit to how high the order can be. In LHC
there are correction magnets up to 12’th order (Dodecapole).
The idea of multipolar decomposition is the same as in
Fourier Transforms, where a function is decomposed into
a sum of Sin[] and Cos[] functions. The new formula for
longitudinal beam coupling impedance has only terms up
to second order i.e. only terms up to quadrupolar order are
included. Please note that multipolar decomposition only
works for realistic field patterns i.e. field patterns that occurs
in nature. In this sense the decomposition is an analytical
function (See Ref. [7] ).

DERIVATION OF THE NEW FORMULA
Standard Taylor series evaluation, up to second order,

gives the longitudinal beam coupling impedance with 15
terms. Each term consist of a function of frequency multi-
plied with a combination of transverse positions of the drive
and test particles:
Z[xd, xt, yd, yt ] = Z1[w]+ Z2[w]xd + Z3[w]xt + Z4[w]yd +
Z5[w]yt + Z6[w]x2

d
+ Z7[w]x2

t + Z8[w]y2
d
+ Z9[w]y2

t +

Z10[w]xdxt + Z11[w]xdyd + Z12[w]xdyt + Z13[w]xt yd +
Z14[w]xt yt + Z15[w]ydyt
Using the multipolar decomposition, the following relations
are obtained: Z6[w] = Z7[w] = −Z8[w] = −Z9[w]
The formula for the longitudinal beam coupling impedance is
now reduced to 13 terms and these terms are identical to the
terms in Heifets, Wagner and Zotter’s formula (See Ref. [1]
equation (24) ). By using the Lorentz reciprocity principle
i.e. that the longitudinal beam coupling impedance is the
same when the drive and test particle positions are inter-
changed: Z | |[xd, xt, yd, yt ] = Z | |[xt, xd, yt, yd] the number
of terms in the formula is reduced from 13 to 8 terms and
the new formula is obtained:

Z | |[xd, xt, yd, yt ] = Z0

+ Z1,x(xd + xt ) + Z1,y(yd + yt )
+ Z2,A(xd2 + xt2 − yd

2 − yt
2)

+ Z2,B(xdyd + xt yt ) + Z2,C(xdyt + xt yd)
+ Z2,D(xdxt ) + Z2,E (ydyt ) (1)

where xd and yd are the transverse positions of the drive
particle i.e. generally the beam moves along the this path.
xt and yt are the transverse positions of the test particle i.e.
the induced voltage is measured along this path.

To illustrate the Lorentz reciprocity principle, a sim-
ulation with CST (See Ref. [8]) was done on a collimator
type structure, see Fig. 5:

Figure 5: CST simulation of a collimator type structure.
The jaws (yellow) have a conductivity of 105 [S/m]

where the jaws are made of lossymetal with a conductivity of
105 [S/m]. The result is shown in Fig. 6 and clearly demon-
strates that the Longitudinal beam coupling impedance is

O. BERRIG, F. PACIOLLA

12



identical when the path of the drive and test particles are
interchanged:

Beam=H0,1L Test=H3,-2L
Beam=H3,-2L Test=H0,1L

0 1 2 3 4
0

1

2

3

4

f @GHzD

A
bs

@Z ÈÈD@W
D

Figure 6: Result of the CST simulations of the collimator
in Fig. 5. The longitudinal beam coupling impedance is
identical when the path of the drive and test particles are
interchanged. Red curve: The drive particle have the trans-
verse coordinates: (x,y)=(0,1) and the test particle has the
coordinates: (x,y)=(3,-2). Blue curve: The drive particle
have the transverse coordinates: (x,y)=(3,-2) and the test
particle has the coordinates: (x,y)=(0,1).

The new formula in equation (1) make several predictions,
one of which is that changing the product xdyd should give
the same effect on the Z | | as changing the product xt yt , i.e.
both these product have the same coefficient Z2,B. This is
again illustrated with a CST simulation of the structure in
Fig. 5, but this time the conductivity of the jaws is 102 [S/m].
This is done to avoid the classical thick wall regime, where
the real and imaginary parts of Z | | are always equal to each
other. Using a conductivity in the jaws equal to 102 [S/m]
ensures that the real and imaginary parts are different. The
simulation result is shown in Figure 7:

Figure 7: Result of the CST simulations of the collimator
in Fig. 5 illustrating that the coefficient Z2,B is the same for
both the product of XTYT as the product of XDYD.

The new formula in equation (1) for the longitudinal
beam coupling impedance can, in combination with the

Panofsky-Wenzel theorem, be used to calculate the trans-
verse impedances: Z⊥,x=

βc
ω

dZ| |
dxt

and Z⊥,y=
βc
ω

dZ| |
dyt

.
Looking at the horizontal transverse beam impedance terms:
Z⊥,x=Z1,x +2 βcω Z2,Axt +

βc
ω Z2,Byt +

βc
ω Z2,C yd+

βc
ω Z2,D xd

we see the two well known transverse impedance terms, the
dipolar impedance: βcω Z2,D and the quadrupolar impedance:
2 βcω Z2,A.
Conventionally an equipment is characterized by only

five parameters: Z0 = Longitudinal impedance; 2 βcω Z2,D =

Dipolar impedance (horizontal plane); 2 βcω Z2,A =

Quadrupolar impedance (horizontal plane); βcω Z2,E = Dipo-
lar impedance (vertical plane) and finally −2Ûβcω Z2,A =
Quadrupolar impedance (vertical plane). However, since the
quadrupolar impedances for horizontal and vertical planes
have the same amplitude, but opposite signs, there are in fact
only four distinct parameters. To characterize an equipment
with the above four parameters neglects the additional four
other parameters: Z1,x ; Z1,y; Z2,B and Z2,C . Even though
the parameters Z1,x ; Z1,y; Z2,B and Z2,C are often zero be-
cause of symmetries (see next chapter SYMMETRIC VAC-
UUM CHAMBERS AND THEIR EFFECT ON BEAM
IMPEDANCE), they should not be forgotten in asymmetric
structures.

SYMMETRIC VACUUM CHAMBERS AND
THEIR EFFECT ON BEAM IMPEDANCE
Vacuum chamber symmetries will reduce the number of

parameters in the longitudinal beam coupling impedance
formula (1). A Left/right symmetric vacuum chamber gives
Z1,X = 0, Z2,B = 0 and Z2,C = 0. (this results from solving
the equation: Z | |[xd, xt, yd, yt ] = Z | |[−xd,−xt, yd, yt ])
Similarly an up/down symmetric structure, see Figure 8,
gives Z1,Y = 0, Z2,B = 0 and Z2,C = 0:

Figure 8: Up/Down symmetric structure. The transverse
wake potentials of this structure is simulated with CST and
the result of these simulations are shown in Fig. 9 and 10

:

For the Up/Down symmetric structure in Fig. 8 above, the
transverse horizontal beam impedance is:
Z⊥,x=Z1,x +2 βcω Z2,Axt +

βc
ω Z2,Byt +

βc
ω Z2,C yd+

βc
ω Z2,D xd
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If Z2,B and Z2,C are zero, then the transverse horizontal wake
potential should stay constant when the vertical position of
either the drive- or the test particles are changed. This is
illustrated in Fig. 9 and 10.

Figure 9: CST simulation of the transverse horizontal wake
potential for the Up/Down symmetric structure in Fig. 8.
The red curve is the transverse wake potential for yt = 0.0
mm. The green curve is the transverse wake potential for yt
= 0.5 mm. Since the two curves are identical, Z2,B must be
zero.

Figure 10: CST simulation of the transverse horizontal wake
potential for the Up/Down symmetric structure in Fig. 8. as
a function of the vertical position of the drive particle. The
red curve is the transverse wake potential for yd = 0.0 mm.
The green curve is the transverse wake potential for yd = 0.5
mm. Since the two curves are identical, Z2,C must be zero.

A 90 degrees symmetric structure, i.e. a structure which is
unchanged when rotated by 90 degrees (see Fig. 11), only
have dipolar tranverse impedance.

Figure 11: Structure with 90 degrees symmetry. Because
of the 90 degrees symmetry, this structure only have dipolar
beam impedance.

This means that only the horizontal dipolar term Z2,D and
the vertical dipolar term Z2,E are different from zero while
all the other transverse parameters:
Z1,x, Z1,y, Z2,A, Z2,B and Z2,C are all zero (See Ref. [9]).
is interesting to note also that the horizontal and vertical
dipolar terms are equal for 90 degrees symmetric structures
Z2,D = Z2,E - in fact the dipolar impededance is the same
in any direction - i.e. independent of the angle that it is
measured - see Fig. 12:

Figure 12: PBCI (See Ref. [10]) simulation of the 90 degrees
symmetric structure in Fig. 11. The dipolar wakefields
are identical for any rotation angle of the structure in Fig.
11, confirming that structures with 90 degrees symmetry
have the same dipolar beam impedance in any direction.
Simulation courtesy of Dr. E. Gjonaj TU Darmstadt

MORE WORK TO BE DONE

More work needs to be done to better understand the new
formula for the longitudinal beam coupling impedance. The
formula is presently developed to second order, but should
be developed to third order, so that feed-down analysis can
be done. Feed-down analysis will show the beam impedance
if the beam does not go through the center, but is offset
from the center. The principle of feed-down analysis is best
known from accelerator magnets and is shown in Ref. [11].
It was shown recently that the quadrupolar beam

impedance for circular vacuum chambers is only zero if
the beam moves at ultra-relativistic speeds i.e. γ = ∞ (See
Ref. [12]). The formula for the quadrupolar beam impedance
per unit length, was gives as: dZy (quad)

dz =
k0Zs

4πbβγ2I2
0 (

k0b
βγ )

and we can indeed see that it will only be zero if γ → ∞.
However, this formula looks very much like it describes a
space charge beam impedance, and if this is indeed the case,
then the new formula for the beam coupling impedance in
(1) could still be true for γ < ∞, as it only describes beam
coupling impedance and not space charge impedance.
Another very interesting prospect for multipolar expan-

sion is that possibly one could eliminate all transverse beam
impedance in collimators (and other structures) by shaping
the collimator as a very high order multipole (See Ref. [13])
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Abstract
In order to safely operate high energy particle accelerators,

an advanced collimation system in terms of absorbermaterial
choice, alignment precision and low impedance impact is
often required.
In this work we will summarize the recent advancement

on collimator impedance modeling starting from simple
2D structures, involving resistive jaws and transition tapers,
to complex 3D structures, involving multilayer coatings,
embedded beam position monitors, contact fingers, and jaw
segmentation.

Measurements techniques based on the stretched and res-
onant wire methods will be presented in order to support
simulations, together with DC and RF resistivity measure-
ments of the jaw material samples. Recent single collimator
beam based measurements will be presented as well.

INTRODUCTION
Collimators are one of the most critical equipment in high

energy particle accelerators: among several requirements [1],
they are used to protect the sensitive machine elements from
unavoidable regular and irregular beam losses (e.g. unfore-
seen beam loss on the superconducting magnets in the LHC);
to remove high amplitude/momentum particles; to reduce
beam-induced backgrounds in the experimental areas.
Modern collimators, as the one shown in Fig. 1, are con-

stituted by two absorbing jaws of composite materials, RF
fingers to ensure good electrical contact for any jaw gap
aperture, tapered sections before the main jaws for beam
coupling impedance reduction, embedded BPM buttons for
fast alignment relative to the beam.

Figure 1: Example of a vertical collimator used for low
impedance tests in the LHC: RF fingers, tapered transitions
with embedded BPM buttons and main jaws are highlighted.

In the LHC, the collimation system is conceived in or-
der to protect the machine from the 360MJ circulating
beams [1–3]. Two main cleaning points are present: IR3 for
momentum and IR7 for betatron cleaning. Collimators are
sequenced in a staged approach: primaries (TCP) intercept
particles in the primary beam halo, secondaries (TCS) in-
tercept particle scattered from the TCPs, shower absorbers
(TCL) clean out remaining leakages from the previous stages.
Together with these, additional collimators are installed to
protect the machine against injection (TDI) and extraction
(TCDQ) failures, and to protect the experiments (TCT) from
remnant not cleaned particles.
Due to the proximity to the beam, the material resistiv-

ity and to the number of collimators, the LHC collimation
system represents one of the major contributions to the to-
tal machine impedance budget [4] and contribute to a large
fraction of the total octupole strength necessary to stabilize
the beam against impedance related instabilites [5].

Due to the large impact on the LHC impedance budget, a
careful estimation of the collimator impedance is mandatory
in order to correctly predict the limits of stability in the
context of the future HL-LHC project [6] when the beam
intensity will be doubled with respect to the present LHC
operational scenario [7]. This is also essential in order to
quantify the possible gain in impedance reduction using
different jaw materials or tapering geometry.
In the frame of impedance simulations, two approaches

can be followed: a 2D or a 3D approach. In the following
sections we will describe the approximations behind the two
approaches together with comparisons with bench and beam
measurements.

2D COLLIMATOR IMPEDANCE
MODELING

A collimator can be approximated as a sequence of a ta-
pered section, the main jaw and again a tapered section. This
approach, of course, neglects any coupling between the ele-
ments, the possibility to develop resonant modes in the whole
structure or the effect of the finite width and length of the col-
limator jaw. Nevertheless it has been proven to be sufficient
for reproducing the impedance of the single device [8, 9]
in dedicated LHC machine development sessions, and for
quickly building the full LHC collimator impedance model
for different settings scenarios. Moreover, it can be used to
validate benchmark studies with 3D numerical solvers.
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Taper impedance
The impedance of taper structures with arbitrary cross

section was calculated by G.Stupakov in [10]. The dipolar
impedance for a vertical taper with rectangular cross section
is given by

Zdip
y =

jwZ0
4

∫ +∞

−∞
(g′)2

g3
dz, (1)

withw the width in the horizontal direction, g = g(z) the gap
of the taper in the vertical direction, Z0 = 120π the character-
istic impedance of vacuum. The expression in Eq. (1) is valid
for g � w � l with l length of the tapered transition, and for
relatively low frequencies. An extensive work of benchmark
and optimization of the taper geometry for the LHC collima-
tors was done in [11, 12]. Figure 2 shows the comparison of
GdfidL [13] simulations against the formula of Eq. (1) for
a flat tapered collimator transition: the agreement is very
good. For reference, the simulations are also compared with
the impedance computed with Yokoya’s [14] model for a
taper with circular cross-section as used in the early LHC
impedance model: the impedance is seen to be drastically
underestimated with respect to the flat taper model.

Figure 2: Effective vertical dipolar impedance for a flat
tapered collimator transition: comparison of GdfidL simula-
tions against Stupakov’s and Yokoya’s (round taper) models.

The impact on the overall impedance of the LHC collima-
tors is shown in Fig. 3: below 10mm half gap, the geometri-
cal impedance starts contributing significantly with respect
to the resistive wall impedance of the LHC secondary colli-
mators whose jaw is made of Carbon Fiber Reinforced Car-
bon (CFC) composite. The contribution is also significant
with respect to the tungsten (W) resistive wall impedance of
the TCTs starting from 4mm half gap.

Jaw resistive wall impedance
The jaw transverse resistive wall impedance is propor-

tional to √ρ/g3 with ρ the jaw resistivity [15] and it can be
computed in detail considering a two parallel plates geom-
etry with the IW2D code [16]: the code is based on field
matching techniques and allows impedance calculation for
an arbitrary number of layers with different material prop-
erties. The validity of the model has been checked against

Figure 3: Impact of the geometrical impedance of the
LHC taper transitions with respect to the jaw resistive wall
impedance.

CST [17] simulations for the TCSPM collimator of Fig. 1.
The TCSPM is a test collimator which hosts three different
materials on the main jaws as shown in Fig. 4: Molybdenum
(Mo), Molybdenum-graphite (MoGr) and Titanium nitride
(TiN).

Figure 4: TCSPM jaw materials: three 10 mm wide stripes
of Molybdenum (Mo), Molybdenum-graphite (MoGr) and
Titanium Nitride (TiN) are present. Mo and TiN stripes are
deposited with coating techniques to achieve 5 µm thickness.

Figure 5 shows the impedance computed with CST once
the beam is simulated on top of each of the stripes together
with comparisons with the IW2D code computation. The
agreement is very good demonstrating the validity of a 2D
approximation especially for low gaps. One limitation of
a two parallel plates flat model is that it does not account
for the width of the stripes. Figure 6 shows the impedance
variation versus beam position at 1GHz: the impedance
agrees with the value corresponding to the center of the
stripes within a ± 2mm displacement which is well within
the operationally achievable orbit precision.

Resonant wire impedance measurements
Bench impedance measurements were performed on the

TCSPM collimator to verify its compatibility with respect to
the LHC impedance requirements. As an additional value,
longitudinal resonant wire impedance measurements [18]
were performed in order to probe the expected impedance
reduction from each of the different stripes: the wire has
been horizontally shifted on top of each stripe and the corre-
sponding impedance computed. The resonant wire method
was chosen in place of the classic matched wire one thanks
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Figure 5: TCSPM resistive wall impedance computed with
CST and the IW2D code. Each CST simulation curve cor-
responds to the beam position on the middle of the corre-
sponding stripe.

Figure 6: Resistive wall impedance versus horizontal posi-
tion on the TCSPM collimator.

to the enhanced accuracy and perfect match at the resonant
frequencies (see Fig. 7 for a schematic representation). We
point out that the method, as applied in the TCSPM mea-
surements, only allows the deduction of the real part of the
impedance, as this is related to the change in the Q factor of
the self-resonances in the DUT.

Figure 7: Resonant wire method setup: capacitors are placed
at the matching sections before/after the DUT in order to
produce DUT resonances at multiples of its half length.

Figure 8 shows the measured longitudinal impedance ver-
sus gap and frequency: the sampling due to the discrete
number of resonances is visible as well as the presence
of few higher order modes (HOMs). If, on the one hand
the impedance cannot be correctly evaluated if HOMs are

present due to the discrete sampling intrinsic to the method,
on the other the broadband impedance can be accurately
determined outside of the resonances.

Figure 8: Longitudinal impedance versus half gap recon-
structed from S21 parameters measured with the resonant
wire technique. The sampling is determined by the device
length.

Figure 9 shows the dependence of the longitudinal
impedance on the half gap for different wire displacements:
once outside of a HOMs the broadband impedance shows
the characteristic 1/g behavior of a resistive wall longitu-
dinal impedance. Nevertheless, the asymptotic value is de-
termined by the parasitic resistances due to the contacts
between the device parts. The contact resistance Zc con-
tribution is supposed to be constant and it is removed fit-
ting the measurement data with a fitting function f (g) =
∆Zlong/g + Zc , from which the longitudinal impedance
∆Zlong is obtained.

Figure 9: Longitudinal impedance versus gap and wire dis-
placement at 962MHz together with 1/g line fits: the coef-
ficient of the fit determines the impedance.

The result of the fitting procedure is shown in Fig. 10.
Few observations can be made:
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Figure 10: Longitudinal impedance versus horizontal posi-
tion: a clear reduction is observed for the impedance mea-
sured on the Mo and TiN stripe. The largest reduction cor-
responds to the Mo stripe.

1. For very large displacements the impedance coefficient
∆Zlong is found to be negative, or, in other words, the
impedance increases versus gap. These positions cor-
respond to the far end of the displacement scan, when
the wire is placed on the Glidcop support: enlarging
the gap the stainless steel frame is showing more and
more, dominating the impedance otherwise negligible.

2. The impedance simulated with IW2D, as shown in
Fig. 11, is smaller than measured: this is probably due
to the constant additional resistive wall due to the ta-
pered sections made of MoGr. Nevertheless the relative
difference is found in very good agreement with mea-
surements.

These two observations will be addressed in more detail
in the future with the help of dedicated CST simulations.

Figure 11: Longitudinal impedance versus horizontal posi-
tion: IW2D simulations.

Resistivity measurements
In order to correctly model the collimator resistive wall

contribution, it is important to evaluate the resistivity of the
absorber material. This can be done at DC with standard

4 wires techniques [19], or at RF frequency using a loop
antenna [20]. The latter is based on the measurement of the
magnetic field induced by the presence of a good conductor
in front of a loop antenna as shown in Fig. 12. Comparison
of the measured input impedance to the value expected with
IW2D simulations allows to deduce the resistivity at each
measured frequency. The method has been used to estimate
the MoGr resistivity versus frequency as shown in Fig. 13.

Figure 12: Setup for low frequency resistivitymeasurements.

Figure 13: MoGr resistivity versus frequency measured with
a loop. The average measurement is close to expected resis-
tivity of 1 uΩm.

The method allows to measure the resistivity of thin
films/coatings as well. The application to Mo coating on
MoGr is presently under study [21].

Beam based impedance measurements
The quality of an impedance model is subject to the fi-

nal crosscheck with beam based impedance measurements.
One of the standard techniques to measure the transverse
impedance of a collimator is the observation of the tune
shift induced by the movement of the collimator gap (the
impedance is strongly defocussing for small gaps inducing
a negative tune shift). CERN collimators have been exten-
sively measured by means of this technique already in the
past [22,23], but only recently the method has been improved
in a way to boost its resolution down to the 10−5 tune shift
resolution [8, 24], opening the road for the measurement of
the impedance of a single collimator.
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Figure 14: Vertical tune shift measurement versus gap opening for the TCSPM (blue curve) and TCSG.D4R7 (orange
curve): the width of the band of dots during the scan is correlated to the collimator transverse reactive impedance.

One of the most interesting applications of the method
was the measurement of the impedance of each of the sin-
gle stripes of the TCSPM collimator. The test is of vital
importance as one of the key ingredients for the HL-LHC
project is the upgrade of the present collimation system to
the new low-impedance collimators featuring (at least for the
IR7 collimators) Mo coated MoGr jaws. Figure 14 shows
the measured tune while moving the gap of the TCSPM
and the adjacent TCSG.D4R7 whose jaw is made of CFC:
already by visual inspection it is clear that the Mo stripe
presents the least tune shift, i.e. the smallest impedance
among the 4 tested materials. Plotting the tune shift versus
gap for each of the stripes as shown in Fig. 15, the agreement
with the simple 2D model can be appreciated, in particular
for the CFC, MoGr and TiN materials. A discrepancy is
found for the Mo stripe which is apparently contradicting
the longitudinal wire measurements. One of the possible
causes is related to the Mo coating surface roughness [25]:
the roughness, in first approximation, would mainly affect
the inductive impedance, i.e. the tune shift measurements,
with negligible impact on the real part of the transverse (and
longitudinal) real part of the impedance. This aspect is still
presently under investigation.

Figure 15: TCSPM and TCSG.D4R7 tune shift versus
gap opening. The Mo stripes clearly shows the maximum
impedance reduction.

3D COLLIMATOR IMPEDANCE
MODELING

Even though it has been proven to be a good approxima-
tion, the 2D modeling of a collimator has of course many
limitations. When coming to the details of the HOMs mod-
eling, for example, only a complete 3D description of the
device allows to obtain precise estimation of the device reso-
nance parameters (frequency, shunt impedance and Q factor).
This is the case of the TCTP collimator [26], subject of re-
cent intense studies both with GdfidL and CST: the removal
of lateral RF fingers to allow for the space needed by the
embedded BPMs, introduced a large cavity volume produc-
ing a large number of HOMs. Of these, only part could be
suppressed using ferrite tiles as in Fig. 16 and a campaign
of simulations and device bench impedance measurements
was launched in order to characterize the HOMs and ensure
their negligible impact on machine stability.

Figure 16: 3Dmodel of the TCTP collimator: ferrite tiles are
placed in order to damp the HOMs present in the structure.

Figure 17 shows the effect of the ferrite tiles on the longi-
tudinal impedance: a clear damping effect above 500 MHz
can be appreciated. On the other hand, few transverse modes
at 82MHz and 167MHz are present as shown in Fig. 18.
Bench impedance measurements were performed on the

TCTP in order to crosscheck these observations. Indeed,
using a probe terminated with a loop, the low frequency
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Figure 17: Longitudinal impedance for the new collimator
as computed by GdfidL, with (red curve) and without (black
curve) TT2-111R ferrite and tungsten resistive wall (W). No
offset is applied.

Figure 18: Longitudinal impedances computed for a beam
with zero transverse beam offset (red curve) and with a trans-
verse beam offset as done in transverse dipolar impedance
simulations (black curve). The computed low frequency
HOMs correspond to transverse modes.

HOMs could be detected as shown in Fig. 19 and were found
in close agreement with the expected frequency and Q factor.
The shunt impedance was measured with the stretched

wire method [27]. The setup was substantially different from
the one shown in Fig. 7 as the equivalent coaxial line made
by the stretched wire and the device was matched to the
characteristic impedance of the device itself. This is done
to have finer frequency resolution to localize the HOMs.
Unfortunately, the characteristic impedance of a collimator
is well defined only for a fixed gap value introducing a mis-
match pattern in the measured S21 parameter. This issue can
be overcome fitting the baseline mismatch pattern around
the HOMs and extracting the information about the shunt
impedance. A remarkably good agreement, within a factor
of 2, is obtained comparing the measured shunt impedance
of the 87MHz transverse HOMs against GdfidL and CST
simulations, as shown in Fig. 20. The discrepancy may de-
pend on several collimator design constraints, namely the
gap between the plate where ferrite blocks are installed, the

Figure 19: S11 (top) and S21 (bottom) measured with a
straight and horizontal probe and with a loop: the low fre-
quency resonant modes exhibit higher coupling through the
magnetic field. The first length in the legend refers to the
portion of probe outside the device, the second (“f.g.”) to
the full gap of the collimator.

gap between collimator jaws and external tank and, also, on
the mesh and computed wake length [12].

Figure 20: Shunt impedance R s of the 87 MHz mode versus
half gap as measured with wire and simulated in CST and
GdfidL.

CONCLUSIONS
In this work we have summarized the most common tech-

niques tomodel the collimator impedance resorting to simple
2D models. In its simplest form a collimator can be assumed
to be approximated by two parallel plates of resistive mate-
rials. Adding the impedance of the tapers further refines the
computed reactive part of the impedance. The modeling is
in good agreement both with bench measurement and with
beam based tune shift measurements for single collimators
in the LHC, where unprecedented accuracy has been recently
reached. More complex simulations based on 3D electro-
magnetic solvers like CST and GdfidL, are needed when, for
example, the presence of HOMs in the collimator structure
need to be assessed. Bench impedance measurements are
in this case of high importance, especially if simplifications
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on the mechanical model or on the material properties of
dispersive materials (like ferrites) were needed in the simula-
tion phase. Equally important, even though not treated here,
are the simulations of the bench impedance measurements
and beam based measurements like synchronous phase shift
and threshold in octupole strength which give respectively a
measurement of the longitudinal real part for the impedance
and its impact on transverse stability.
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THE CIRCULANT MATRIX FORMALISM AND THE ROLE OF
BEAM-BEAM EFFECTS IN COHERENT INSTABILITIES

X. Buffat, Geneva, Switzerland

Abstract
The role of beam-beam interactions in coherent instabili-

ties in high energy colliders is discussed with a particular
emphasis on the circulant matrix model. This model, based
on the development of a one-turn matrix including all lin-
earised coherent forces, is particularly suited for the study
of the stability of complex configurations involving different
forces. Thus it allows for the study of interplays, e.g. be-
tween the effect of the beam-beam interactions and the beam
coupling impedance. Experimental evidence compatible
with this model is reported.

INTRODUCTION
In a high energy collider, the stability of both beams needs

to be considered in a common framework due to the elec-
tromagnetic interaction between the beams, that strongly
couple their dynamics. In some configurations, the coherent
beam-beam modes can be neglected and the effect of the
beam-beam interaction on the beam stability is limited to
its impact on the amplitude detuning and consequently on
Landau damping [1, 2]. Here we focus on regimes where
the models that consider the dynamic of the two beams
separately, so-called weak-strong regimes, do not represent
accurately the dynamics of the two beams. This applies to
colliders where both beams feature a high brightness, i.e.
most electron-positron or proton-proton colliders.
We start by deriving the coherent force between the two
beams. Based on this force, we introduce the rigid bunch
model to obtain the coherent modes of oscillation in the
most simplistic configuration and then extend this model
to the circulant matrix model. Two methods used to make
predictions beyond the linearised model are discussed. Fi-
nally, observations of coherent beam-beam modes showing
the accuracy of the model are reported.

THE COHERENT BEAM-BEAM FORCE
The beam-beam kick on a point-like particle, called the

incoherent beam-beam kick, can be obtained by integration
of Poisson’s equation [3]. Using a Gaussian distribution of
particles, with r.m.s. transverse beam size σ = σx = σy ,
one obtains the kick felt by a test particle at a position (x, y)
with respect to the other beam’s centroid [4] :

∆x ′ = −2r0N
γ

x
r2

*...,
1 − e

−
r2

2σ2
+///-
, (1)

where we have introduced N the number of charges in the
beam, r0 the classical radius, r =

√
x2 + y2 and the rela-

tivistic γ factor. Since the opposing beam is not point-like,

the total beam-beam kick, called coherent kick, is obtained
by integration of the single particle kicks over the beam
distribution Ψ(x, y) :

∆x ′coh(x, y) =

∞∫

−∞
dXdY∆x ′(X,Y )Ψ(X − x,Y − y). (2)

Assuming a round Gaussian distribution and using Eqs. 1
and 2, we have [5] :

∆x ′coh(x, y) = −2r0N
γ

x
r2

*...,
1 − e

−
r2

4σ2
+///-
. (3)

For x, y << σ, we find that the coherent kick is half the
single particle kick, whereas for large separation, i.e for
long-range interactions, the difference between coherent and
incoherent vanishes.

THE RIGID BUNCH MODEL
In order to obtain a description of the coherent beam-beam

modes, we want to solve the equations of motion of the two
beams self-consistently. We use as dynamical variables the
average transverse positions and momenta (xl , x ′l ) of the two
beams (l = 1,2) with respect to their closed orbits assuming
that their particle distribution remains Gaussian with fixed
sizes in all degrees of freedom. By linearising all forces, we
may derive the one-turn matrix of this periodic dynamical
system and perform a normal mode analysis, including the
beam-beam interactions self-consistently, thus describing
the coherent modes of oscillation. Let us start by defining
the one-turn matrix of a single beam with a transverse tune
Q and using the optical β function at the interaction point
β∗ as M1B giving its coordinate at turn k + 1 with respect
to the ones at turn k :

(
xl,k+1
x ′
l,k+1

)
=

*.,
cos(2πQ) β∗sin(2πQ)

− 1
β∗

sin(2πQ) cos(2πQ)
+/- ·

(
xl,k
x ′
l,k

)

≡ M1B ·
(
xl,k
x ′
l,k

)
. (4)

For the two identical beams, we may define M2B as the
two-beam one-turn matrix :

*....,

x1,k+1
x ′1,k+1
x2,k+1
x ′2,k+1

+////-
= I2 · M1B ·

*....,

x1,k
x ′1,k
x2,k
x ′2,k

+////-
≡ M2B ·

*....,

x1,k
x ′1,k
x2,k
x ′2,k

+////-
, (5)

with In the identity matrix of size n. Within this basis,
the matrix for a beam-beam interaction may be derived by
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linearising Eq. (3) around (x0, y0) the closed orbit difference
between the two beams at the interaction point :

∆x ′coh(x, y) ≈ ∆x ′coh(x0, y0) +
∂∆x ′coh
∂x

(x0, y0)∆x, (6)

with :

∂∆x ′coh
∂x

(x, y) = −2Nr0
γ


(
1
r2
− 2 x2

r4

) *...,
1 − e

−
r2

4σ2
+///-

+
x2

2r2σ2 e
−

r2

4σ2


. (7)

Defining k0 ≡
∂∆x ′coh
∂x

(x0, y0), one can then write the cou-
pling matrix between the two beams, due to the beam-beam
interaction :

MBB =

*....,

1 0 0 0
−k0 1 k0 0
0 0 1 0
k0 0 −k0 1

+////-
. (8)

Thus we can write the one-turn matrix of the two beams
including a single beam-beam interaction :

*....,

x1,k+1
x ′1,k+1
x2,k+1
x ′2,k+1

+////-
= MBB · M2B ·

*....,

x1,k
x ′1,k
x2,k
x ′2,k

+////-
. (9)

The normal mode analysis reveals two frequencies each cor-
responding to two degenerate modes. The first mode corre-
sponds to in-phase oscillation of the two beams (σ-mode),
its coherent tune is the unperturbed machine tune Qσ = Q.
The second mode of oscillation corresponds to out-of-phase
oscillation of the two beams (π-mode), we have :

cos(2πQπ ) = cos(2πQ) − β∗k0sin(2πQ). (10)

The stability of the beam-beam modes is given by the imag-
inary part of the eigenvalues of the matrix given by Eq. (9),
which is reported in Fig. 1. Comparing to Eq. (10), we see
that the stability boundary is given by the resonance con-
dition 2Qπ = n. Since we have limited our description of
the lattice and of the beam-beam interactions to first order,
only the lowest order resonances are visible. In principle
higher order resonances could also drive the coherent beam-
beam modes [6]. It is therefore important to make sure there
exist damping mechanisms for these modes, the descrip-
tion of which will be discussed when extending beyond the
linearised model.

The circulant matrix model
The circulant matrix model [7–9] offers a convenient way

to describe the transverse oscillation of the two beams, in-
cluding not only the effect of beam-beam interactions, but

Figure 1: Largest imaginary part of the eigenvalues of
Eq. (9), defining the stable area in terms of unperturbed
tune Q0 and beam-beam parameter ξ.

2π
Ns

r1
rN r

δ σδ/

/s σs

Figure 2: Discretisation of the longitudinal phase space into
Ns slices and Nr rings.

also other important components of the coherent dynamic
of the beam, in particular the effect of the transverse wake
fields. This model is an extension of the rigid bunch model,
allowing for different parts of the longitudinal phase space
to oscillate independently, thus enabling the description of
head-tail modes. The longitudinal phase space is discretised
in polar coordinates using so-called slices and rings as il-
lustrated in Fig. 2. The transverse motion of each discrete
element can be treated as in the rigid bunch model, except
that all the combinations of beam-beam interactions between
the elements needs to be considered. Equation (6) becomes :

∆xi = k0

*.....,

NsNr∑
j=0

Q j x j

NsNr∑
j=0

Q j

− xi

+/////-
. (11)

X. BUFFAT

26



As an example, let us use two slices and a single ring and
start from Eq. (9) :

*..............,

x1,1,k+1
x ′1,1,k+1
x1,2,k+1
x ′1,2,k+1
x2,1,k+1
x ′2,1,k+1
x2,2,k+1
x ′2,2,k+1

+//////////////-

= MBB · M2B ·

*..............,

x1,1,k
x ′1,1,k
x1,2,k
x ′1,2,k
x2,1,k
x ′2,1,k
x2,2,k
x ′2,2,k

+//////////////-

, (12)

where xi, j,k refer to the position of slice j from beam i at
turn k. The lattice matrix M2B can easily be extended since
all slices go through the same lattice and the beam-beam
coupling matrix becomes :

MBB =

*.............,

1 0 0 0 0 0 0 0
−k0 1 0 0 k0/2 0 k0/2 0
0 0 1 0 0 0 0 0
0 0 −k0 1 k0/2 0 k0/2 0
0 0 0 0 1 0 0 0

k0/2 0 k0/2 0 −k0 1 0 0
0 0 0 0 0 0 1 0

k0/2 0 k0/2 0 0 0 −k0 1

+/////////////-

.

(13)
Such amatrix can be built in a systematic way for an arbitrary
number of slices and rings, and for complex configurations
of beam-beam interactions involving multiple bunches and
multiple interaction points, including the longitudinal varia-
tions of the beam-beam force due to a crossing angle or to
the variation of the β function over the interaction [10]. In
order to introduce the effect of the wake, we need to take

a closer look at the discretisation of the longitudinal phase
space, in particular the longitudinal position of the discrete
elements needs to be defined. The definition of the discreti-
sation is somewhat arbitrary, however it is convenient to
split the phase space such that the charge contained in each
element is identical, as was implicitly assumed when deriv-
ing Eq. (13). For a Gaussian distribution of particles, the
slices are uniformly distributed, we have θi = 2πi/Ns and
the radius of the rings set such that :

e−r j+1 − e−r j =
1
Nr
, (14)

where r j =
√

(s j/σs )2 + (δ j/σδ )2 is the radius of the j th

ring in the normalised longitudinal phase space, i.e. σs

and σδ are the bunch length and relative momentum spread.
Therefore we obtain the longitudinal position si, j and mo-
ment deviations δi, j of the ith slice and j th ring :

{
si, j = r jσscosθi
δi, j = r jσδsinθi

. (15)

Thus we can write the interaction between the discrete el-
ements of the distribution through the beam coupling by
using the integrated dipolar and quadrupolar wake functions
Wdip(∆s) and Wquad(∆s) [11]:

∆x ′i =
NsNr∑

j=0
Wdip(s j − si )x j +Wquad(s j − si )xi . (16)

This can be written in a matrix form, in our two-
slice model and assuming that the two beams
experience identical impedances, we have :

MZ =

*.............,

1 0 0 0 0 0 0 0
Wquad(s1 − s0) 1 Wdip(s1 − s0) 0 0 0 0 0

0 0 1 0 0 0 0 0
Wdip(s0 − s1) 0 Wquad(s0 − s1) 1 0 0 0 0

0 0 0 0 1 0 0 0
0 0 0 0 Wquad(s1 − s0) 1 Wdip(s1 − s0) 0
0 0 0 0 0 0 1 0
0 0 0 0 Wdip(s0 − s1) 0 Wquad(s0 − s1) 1

+/////////////-

, (17)

such that the equation of motion becomes :

*..............,

x1,1,k+1
x ′1,1,k+1
x1,2,k+1
x ′1,2,k+1
x2,1,k+1
x ′2,1,k+1
x2,2,k+1
x ′2,2,k+1

+//////////////-

= MZ · MBB · M2B ·

*..............,

x1,1,k
x ′1,1,k
x1,2,k
x ′1,2,k
x2,1,k
x ′2,1,k
x2,2,k
x ′2,2,k

+//////////////-

. (18)

We have written the transverse one-turn matrix for the lon-
gitudinal distribution, yet the longitudinal motion has been

put aside. Thanks to the choice of decomposition of the
longitudinal phase space, the longitudinal motion can be
introduced rather simply, as it consists of a rotation of the
slices within each ring. The longitudinal one-turn matrix is
given by the circulant matrix :

Sr = PNsQs

Ns
, (19)
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where Qs is the synchrotron tune and PNs is a permutation
matrix :

PNs =

*.....,

0 1
0 1

. . .
. . .

1 0 1

+/////-
. (20)

Since the rotation is identical for all rings and for both beams
and considering NB1 and NB2 number of bunches in the two
beams, the matrix in the same basis can be built using the
outer product with identity matrices :

Ms = INB1+NB2 ⊗ INr ⊗ Sr . (21)

The full one-turn matrix, including the synchro-betatron
motion, the beam coupling and beam-beam interactions is
then given by :

M = MZ · MBB · Ms ⊗ M1B , (22)

and its stability can be studied through normal mode
analysis. Let us discuss a simple configuration of two
identical bunches colliding at a single interaction point
without crossing angle or variations of the β function over
the interaction length and assuming that the lattice and
the impedance experienced by both beams are identical.
Figure 3a shows the frequency of the two normal modes
obtained with a single slice and a single ring. As expected,
we find back the solution of the rigid bunch model, where
the σ-mode frequency stays unperturbed, while the π-mode
frequency is shifted by −ξ. Figure 3b shows the same
result with a single ring and 10 slices, allowing to see the
frequency of azimuthal modes, appearing as sidebands
of the betatron tune. Their frequencies are shifted by
−ξ/2 due to the beam-beam interaction. This difference
between the behaviour of the sidebands can be understood
by looking at Eq. (11), where we observe that the sum over
the positions of the slices is actually the dipolar moment
of the oscillation. Since only the azimuthal mode 0 has a
dipolar component, the other modes are only affected by
the beam-beam interaction in an incoherent way. In other
words, the frequency of the modes are shifted, however the
corresponding sidebands of the two beams do not oscillate
coherently. In the presence of wake fields, the situation is
different, since the perturbed azimuthal modes may also
have a dipolar component. Figure 4a illustrates the impact
of a resistive wall impedance on the frequency of the normal
mode in the same configuration. The perturbed modes have
indeed acquired a dipolar moment, which allows them to
interact through the beam-beam interaction. This effect
manifests strongly as a mode coupling instability where the
frequency of the π-mode reaches the one of the azimuthal
mode -1 and where the frequency of the azimuthal mode 1
reaches the one of the σ-mode.
Moving towards more realistic configurations, the chro-
maticity also perturbs the head-tail modes, allowing them
to couple through the beam-beam force at any beam-beam
parameter, as shown by Fig. 4b. From this plot it is clear

(a) 1 ring, 1 slice

(b) 1 ring, 10 slices

Figure 3: Eigenfrequencies of the coherent mode of oscil-
lation of two round symmetric beams colliding head-on in
one single interaction point for different beam-beam param-
eters. The points are colour coded according to their dipole
moment, the σ and π modes are purely dipolar (red), while
the synchrotron sidebands have no dipolar moment (blue).
The eigenvalues are all real in absence of other mechanisms.

that an efficient damping mechanism is needed in order to
maintain the stability of colliding beams. This point will be
further discussed in the next section.

By construction the circulant matrix is well suited to
study any linearised transverse force depending on the longi-
tudinal position, such as the effect of an RF-quadrupole [12]
or chromaticities of any order. The effect of a transverse
feedback may also be considered [7].
As the model is based on the construction of a one-turn
matrix, the modelling of multiturn effects, e.g. due to a
long-range impedance source, is implicitly neglected. This
limitation may be overcome by extending Eq. (16) such that
the effect of previous turns is taken into account, assuming
a given phase relation between the motion of the discretised
element turn after turn. In other words, such a model
would be based on an ad-hoc assumption on the mode
of oscillation, which is not necessarily valid in complex
configurations of beam-beam interactions.

Considering the one-turn matrix of multiple consecutive
bunches in a given lattice, it is clear that it has several
degenerate eigenvalues since every bunch has the same tune.
The normal mode analysis of such a non-normal matrix is
known to fail to describe its long term behaviour [13]. In
accelerators, such effects were already observed as the beam
breakup instability in a linear accelerator. Conceptually, the
configuration of multiple bunches in a ring with a negligible
multiturn wake is analogous to a linear accelerator. For

X. BUFFAT

28



(a) Q′ = 0

(b) Q′ = 2

Figure 4: Eigenfrequencies of the coherent mode of oscil-
lation of two round symmetric beams colliding head-on in
one single interaction point for different beam-beam param-
eters in the presence of a resistive-wall type of impedance.
In absence of chromaticity, a coupling instability appears
when the frequencies of the coherent beam-beam modes
reach the ones of the synchrotron sidebands. In the presence
of chromaticity, the coherent interaction between the two
beams has an impact on the stability of head-tail modes, at
any beam-beam parameter.

example a short train of bunches in the LHC matches these
assumptions, the circulant matrix model allows for a proper
description of its behaviour, nevertheless the tools needed
to analyse the stability of the one-turn matrix have to be
adapted [10].

A major limitation of the circulant matrix lies in the lin-
earisation of the forces which results in an inaccuracy of the
frequency of the coherent modes [14] and prevents the study
of transverse Landau damping.

BEYOND THE LINEARISED MODEL
Going beyond the linearised model is crucial to under-

stand Landau damping. Analytically, this can be achieved by

Figure 5: Estimation of the coherent modes of oscillation
with the circulant matrix model using the code BimBim [10]
for the nominal HL-LHC configuration [15] with a single
interaction point based on the wake field of the HL-LHC
model at top energy [16], which is largely dominated by the
resistive wall impedance of the collimators. The dots are
color coded with the dipolar component of the correspond-
ing mode from yellow (min) to red (max). The spectrogram
of the oscillation obtained with the macroparticle simula-
tions (COMBI) is shown in the backgrown of the upper plot,
together with the exponential fit of the growth rate as a blue
line in the lower plot. The dark lines represent the extension
of the incoherent spectrum and its synchrotron side bands.
Courtesy [17].

relaxing the constraint of the rigid bunch model and instead
write the equation of motion of the particle distribution of
both beams in a coupled system of Vlasov equations. Such
a derivation can be found in [18], showing that in the simple
configuration studied in the previous section of two identi-
cal beams colliding in a single interaction point, no Landau
damping is expected for neither the σ nor the π modes due
to the shift of the coherent mode frequencies that exceeds
the shift of the frequency of oscillation of the single particles
due to the non-linearity of the beam-beam force, constitut-
ing the so-called incoherent spectrum. The same model
predicts qualitatively Landau damping for beam-beam tune
shifts exceeding the synchrotron tune, due to an interplay of
the coherent beam-beam modes with the synchrotron side
bands of the incoherent spectrum. In order to quantify the
strength of the Landau damping in the presence of a given
impedance, self-consistent macro-particle simulations need
to be performed. As an example, the result of an analysis of
the stability of the two beams in the HL-LHC using the code
COMBI [10] is shown in Fig. 5, using a 6 dimensional model
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Figure 6: Measured (circles) and computed (lines) synchro-
betatron coherent beam-beam mode tunes as a function
of the beam-beam parameter ξ at BINP’s VEPP-2M, with
Qx = 0.101, Qs = 0.0069, β∗ = 6 cm, σs = 0.7·β∗ and a
beam energy of 440 MeV. Courtesy [19].

of the coherent kick taking into account the variation of the
β function along the interaction length, the so-called hour-
glass effect [17]. Similarly to the chromaticity, the hourglass
effect allows the beam-beam mode to couple and generate
an instability at any beam-beam parameter, as shown by the
prediction of the circulant matrix. As long as the frequencies
of the coherent modes lie outside of the incoherent spectrum
as well as its synchrotron side bands, the macro-particle
simulations are consistent with the linearised model. As the
π-mode frequency enters the lower sideband and the upper
sideband overlaps with the σ-mode frequency, the instability
predicted in the linearised model vanishes in the full model
as predicted qualitatively by Vlasov perturbation theory. The
remaining instability at low beam-beam parameter may be
stabilised for example with a transverse feedback [9].

OBSERVATIONS
VEPP-2000

In absence of beam instabilities, the frequency of the head-
tail coherent modes, or synchro-betatron coherent beam-
beam modes, may still be investigated by exciting the beam
and measuring its response in the frequency domain. This
was tested at the VEPP-2M with a remarkable agreement
between the circulant matrix model and the measurement
(Fig. 6). Worth noting that since VEPP-2M is an electron-
positron collider, the tune shift due to the beam-beam inter-
action is positive as opposed to the other examples discussed
here from the (HL-)LHCwhich collides particles of identical
charge.

LHC
As opposed to BINP’s VEPP-2M, CERN’s LHC features

a strong impedance mainly due to the collimation system,
which may excite the coherent beam-beam modes. A short
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Figure 7: Spectrogram of the transverse beam oscillation
during an experiment with two bunches per beam colliding
with a varying transverse offset at the interaction point. The
normalised separation between the beams at the IP (black
line) is deduced from the measured luminosity reduction
factor.

experiment was dedicated to the measurement of coupling in-
stability with beams colliding with a transverse offset, at the
end of a special fill with two bunches per beam [9]. Before
t = 0, in Fig. 7, a series of spikes in the oscillation ampli-
tude mark a few tests of the stability of separated beams
without transverse feedback, by switching it off and on again
when an instability was observed. At t = 0, the beams were
brought into collision at one interaction point with the trans-
verse feedback on. Once the beams were colliding HO, the
transverse feedback was no longer required to maintain the
beams stability. The beams were then re-separated transver-
sally in steps, visible in Fig. 7. At each step, the stability
without transverse feedback was tested, as previously. It
was observed that the beams are stable without transverse
feedback for separations below 0.7 σ and from 1.8 to 6 σ,
whereas unstable from 0.7 to 1.8 σ and at 6 σ. Also, the
instability at intermediate separations has different charac-
teristics than for 6 σ separation. The frequency of the mode
with separated beams is consistent with a head-tail mode
with na = −1, whereas the frequencies of the modes with
intermediate separations are consistent with the ones of co-
herent beam-beam modes. Also, at intermediate separations
both beams are unstable simultaneously, whereas at large
separations, only one of the beams experienced instabilities.
The small range of separations, and therefore of beam-beam
tune shifts, are consistent with the circulant matrix model
prediction, as well as the capacity of the transverse feedback
to maintain the beam stability for any separation.
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Abstract
Longitudinal coupled-bunch instabilities pose a major lim-

itation to the intensity and quality of LHC-type beams in
the CERN Proton Synchrotron (PS). The oscillations are
excited above transition energy and mainly driven by the
impedance of the main accelerating cavities at around 10
MHz. When approaching the flat-top these cavities are partly
short-circuited. However, due to the sweeping revolution
frequency, the spectral components of the beam move to-
wards the resonances of the high frequency cavities at 20
MHz, 40 MHz and 80 MHz. Hence different coupled-bunch
oscillation mode patterns are observed during acceleration
and at the flat-top. A dedicated frequency domain damp-
ing system has been installed. While dipole coupled-bunch
instabilities are well suppressed, quadrupole oscillations re-
main, as well as longitudinal blow-up due to the impedance
of the high frequency cavities. Recent results obtained with
the coupled-bunch feedback are presented together with first
studies using alternative mitigation techniques for the insta-
bilities.

INTRODUCTION
In the framework of the LHC Injectors Upgrade (LIU)

project the PS is being upgraded to deliver an intensity per
bunch of Nb = 2.6 · 1011 ppb for a bunch spacing of 25 ns,
twice the present nominal intensity of beams delivered to
the Large Hadron Collider (LHC). Longitudinal coupled-
bunch instabilities, both dipole and quadrupole, occur during
acceleration and at the flat-top. They limit the achievable
intensity and beam quality. For the dipole coupled-bunch
instabilities a prototype feedback system is available for
studies since 2016. It consists of a wide-band Finemet cav-
ity [1] operated in the frequency range from the revolution
frequency, frev to half the main RF frequency, fRF/2, and a
low-level signal processing covering all possible dipole os-
cillation modes [2]. Although a new intensity range, beyond
Nb ' 1.4 ·1011 ppb, has become accessible with the coupled-
bunch feedback, dipole oscillations reappear above a bunch
intensity of Nb = 2.0 · 1011 ppb. Additionally, quadrupole
coupled-bunch instabilities are observed. Increasing the lon-
gitudinal emittance to stabilize the beam is not compatible
with the tight constraints at transfer between PS and SPS.

The main harmonic of the RF system changes during the
acceleration cycle. In total 6 bunches are injected into h = 7
and the principal RF harmonic is then brought to h = 21
by triple splitting [3] at a kinetic energy of 2.5 GeV [4].
Following acceleration of 18 bunches through transition to
the flat-top at h = 21, each bunch is split in four parts by
a sequence of two bunch splittings, h = 21 → 42 → 84.

The coupled-bunch oscillations occur during acceleration
above transition energy and at the flat-top [5], hence before
the quadruple splitting prior to extraction.

Since all bunch intensities in this contribution are given
with reference to bunches at extraction from the PS to the
SPS, held with h = 84, the bunch intensity at h = 21 during
acceleration is four times that value.

DIPOLE COUPLED-BUNCH
INSTABILITIES

In the frequency domain coupled-bunch oscillations man-
ifest as synchrotron frequency, fs, side-bands of the revolu-
tion frequency harmonics [6], which makes them difficult
to observe directly in the PS. The side-bands are only about
fs ' 400 Hz away from the strong spectral lines at multiples
of frev. Additionally, the lower and upper fs side-bands are
driven by different oscillation modes. The phase motion
of the bunches can be extracted from profiles measured in
time domain instead. A discrete Fourier transform translates
the oscillation amplitudes and phases per bunch to mode
amplitude and phases [7]. The same analysis technique can
also be applied to quadrupole coupled-bunch oscillations
where the bunch length replaces the bunch phase.

Acceleration
Fig. 1 shows the mode spectrum of a dipole coupled-bunch

instability during acceleration. The zero mode is suppressed

Figure 1: Mode spectrum of the dipole coupled-bunch oscil-
lations during acceleration. The blue bars indicate the total
spread of ten acceleration cycles (2011 data). The mode
number, nb, refers to modes within the batch of 18 bunches.

by the beam phase loop. Low and high mode numbers are
strongest, which in the spectrum appear at frequencies close
to fRF. They are most likely excited by the impedance of the
main accelerating cavities at 10 MHz [7].
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Flat-top
The mode pattern changes at the flat-top, when the RF volt-

age is reduced in preparation of the RF manipulations and
the gaps of the main cavities are sequentially short-circuited.
The motion of bunches in time domain is illustrated in Fig. 2.
The dipole mode spectrum (Fig. 3) at the flat-top differs

Figure 2: Dipole coupled-bunch instability at flat-top. The
shaded areas indicate the time windows when the bunch
splittings h = 21 → 42 (blue) and h = 21 → 42 (red)
normally take place.

significantly from the one during acceleration (Fig. 1). In
addition to the modified impedance of the accelerating cavi-
ties at the flat-top, the spectral components of the beam at
the 84th and 168th harmonic of frev move to the resonance
frequencies of the 40 MHz and 80 MHz cavities.

Figure 3: Mode spectrum of the dipole coupled-bunch oscil-
lations at the end of the flat-top (Fig. 2).

COUPLED-BUNCH FEEDBACK
The coupled-bunch feedback extracts the fs side-bands

and reduces them by injecting a correction in opposite
phase [6]. Out of the 21 possible dipole oscillation modes
for LHC-type beams accelerated at h = 21, the zero mode is
removed by the beam phase loop. The 20 other modes are
covered by the coupled-bunch feedback as lower and upper
side-bands at 10 revolution frequency harmonics. To avoid
detecting the weak side-bands close to the much stronger frev
harmonics at low frequencies, the band from fRF/2 to fRF
has been chosen. However, due to higher shunt impedance of
the Finemet cavity at low frequencies, the correction signals
are translated to the frequency band from frev to fRF/2 [2].

The benefit on longitudinal stability during acceleration
is sketched in Fig. 4. The time domain evolution reveals a

Figure 4: Instability (bunch number 12 of an 18-bunch batch)
towards the end of acceleration without (left) and with (right)
the coupled-bunch feedback. The intensity per bunch at
extraction is Nb = 2.0 · 1011 ppb.

strong bunch oscillation, dipole and quadrupole, without the
coupled-bunch feedback and the tomographic reconstruction
illustrates the distorted bunch distribution. With the feed-
back system switched on the instability is fully suppressed.
Although only an example measurement of one bunch is
shown in Fig. 4, all bunches are reproducibly stabilized dur-
ing each cycle with the feedback.

Thanks to the full mode coverage, stabilisation is also
achieved at the flat-top, during the bunch splittings from
h = 21 to h = 84 (Fig. 5). The significant beam quality im-

Figure 5: Bunch evolution during the flat-top splittings
with the coupled-bunch feedback disabled (left) and en-
abled (right). The intensity per bunch at extraction is
Nb = 1.8 · 1011 ppb.

provement is again clearly visible and reproducible from cy-
cle to cycle. However, the coupled-bunch feedback designed
for dipole oscillation modes has no effect on quadrupole-
type instabilities which occur in the PS when pushing the
intensity beyond an equivalent intensity of Nb = 2 ·1011 ppb.
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QUADRUPOLE COUPLED-BUNCH
OSCILLATIONS

With the feedback for dipole instabilities in place, coupled-
bunch quadrupole (bunch length) oscillations are observed,
again starting during acceleration after transition crossing
and at the flat-top.

Acceleration
At the longitudinal emittance compatible for producing

the nominal emittance εl = 0.35 eVs (matched area def-
inition, [8]) at extraction, the quadrupole oscillations are
naturally well damped (Fig. 6, left). The mode spectrum
shows only small amplitudes with minor impact on beam
quality. This changes when increasing the longitudinal beam

Figure 6: Mode spectrum of the quadrupole coupled-bunch
instability after transition crossing for two different longi-
tudinal emittances. The intensity per bunch at extraction is
Nb = 2.0 · 1011 ppb.

density. The longitudinal emittance is reduced by about 50%
by decreasing the controlled longitudinal blow-up (Fig. 6,
right). The higher density appears to be above the thresh-
old of the instability and the dominant amplitudes of the
quadrupole coupled-bunch oscillations grow by almost an
order of magnitude.

Flat-top
At the flat-top the dipole instabilities are again well con-

trolled by the feedback system. It has no effect though on the
quadrupole instabilities (Fig. 7) slowly developing during
the time which is normally used for synchronisation and
quadruple splitting. Analysing the quadrupole oscillations
at the end of the flat-top reveals the mode spectrum shown
in Fig. 8. As for the dipole modes (Fig. 3) the mode num-
bers, nb = 4 and 5 are strongest, indicating that dipole and
quadrupole oscillations are excited by the same impedance
source.

Measurements at the flat-top confirm that the feedback
has no effect on quadrupole oscillations.

HIGHER HARMONIC RF SYSTEM
For the RF manipulations at the flat-top the PS is equipped

with RF systems at 20 MHz, 40 MHz and 80 MHz. The
20 MHz system has been operated as a higher-harmonic RF
system in the past [9], showing only a slight stability im-
provement when set in counter-phase with respect to the
main RF system. Motivated by the experience with the
double-harmonic RF configuration in the SPS [10] with a

Figure 7: Mode spectrum of the quadrupole coupled-bunch
instability at flat-top. The equivalent intensity per bunch at
extraction is Nb = 2.0 · 1011 ppb.

Figure 8: Mode spectrum of the quadrupole coupled-bunch
oscillation at the flat-top (Fig. 7).

harmonic number ratio of four, recent studies concentrated
on the 40 MHz RF system to increase the synchrotron fre-
quency spread within the bunch.

At the flat-top the effect on stability of a double-harmonic
RF system, 10 MHz and 40 MHz, adding some extra voltage
at h = 84 in addition to the principal RF harmonic of h = 21
has been investigated. The higher-harmonic RF voltage has
been applied in counter-phase (bunch lengthening mode)
and in phase (bunch shortening mode).

Fig. 9 summarizes stabilisation due to the double-
harmonic RF system. Applying the voltage at h = 84 in
bunch lengthening mode has no measurable effect on the
quadrupole coupled-bunch oscillations (Fig. 9, top) while
switching only the phase of the 40 MHz to bunch shortening
mode (Fig. 9, bottom) stabilizes the beam. Already 10% of
the voltage of the main RF system is sufficient to significantly
reduce the quadrupole instability.

The studies in 2017 with the double-harmonic RF system
were focused on the mitigation of the quadrupole coupled-
bunch oscillations in combination with the feedback sup-
pressing the dipole modes. Preliminary tests in 2016 were
nonetheless performed showing that also dipole instabilities
are well damped by the double-harmonic RF system [11].
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Figure 9: Quadrupole coupled-bunch oscillations in a
double-harmonic RF system, 10 MHz and 40 MHz at a volt-
age radio of about 10%, the lowest ratio tested. The relative
phase of the 40 MHz RF voltage has been set to bunch length-
ening (top) and bunch shortening (bottom) mode.

The synchrotron frequency spread within the bunch is sig-
nificantly increased in the presence of the higher-harmonic
RF system (Fig. 10). For a bunch with the nominal longitu-

Figure 10: Synchrotron frequency distribution in the single
harmonic RF system with an RF voltage of 20 kV at h = 21
(black) at the flat-top in the PS. In combination with voltage
from a higher harmonic RF system at h = 42 (top) and h =
84 (bottom), the synchrotron frequency spread increases,
depending on the voltage ratio [11].

dinal emittance of εl = 4 · 0.35 eVs = 1.4 eVs a harmonic
number ratio of four is most efficient to increase the syn-
chrotron frequency spread within the bunch. Voltage ratios
above 25% result in saddle points in the synchrotron fre-
quency distribution detrimental for stability [10].

Although longitudinal stabilisation has been demon-
strated, the existing 40 MHz RF cavities are optimized for

large RF voltage at fixed frequency. They can hence only be
operated at or close to the flat-top and not during accelera-
tion, when the quadrupole coupled-bunch oscillations occur
first.

CONCLUSIONS
Longitudinal coupled-bunch instabilities with a repro-

ducible mode spectrum are observed in the CERN PS. The
mode pattern changes between acceleration and flat-top. The
instabilities are most likely driven by the impedance of main
cavities at 10 MHz. At the arrival on the flat-top the RF
voltage is reduced and unused cavities are short-circuited
by gap relays, hence changing their impedance and the re-
sulting mode spectrum. With a wide-band coupled-bunch
feedback in place, dipole oscillations are suppressed up to
an intensity of Nb = 2.0 · 1011 ppb. Above this intensity
dipole and quadrupole coupled-bunch bunch instabilities
occur. The feedback, designed to cover all possible dipole
modes, has no effect on the quadrupole instabilities. As a
complementary approach, an existing 40 MHz RF system
has been operated as a higher-harmonic RF system for beam
studies. It proved very efficient in damping the quadrupole
coupled-bunch instability at the flat-top. Suppressing the
instability during acceleration would require a dedicated RF
system, capable of sweeping with the increasing revolution
frequency. Such a system is now under study.
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Abstract 
Transverse instabilities in storage rings can limit both 

beam and single bunch currents. The vacuum chamber 

impedance can be a source of instabilities for stored beams 

of positive and negative charges. Furthermore, parasitic e-

clouds can produce other undesirable effects to stored 

beams of positive charges. Transverse bunch-by-bunch 

feedback systems are implemented in storage rings as 

active devices for instability suppression and for state of 

art beam diagnostics.  

In this paper the following topics are discussed: basics 

on bunch-by-bunch feedback for lepton storage rings; 

beam diagnostics by using feedback; a new feedback 

design proposed for the electron-positron Future Circular 

Collider (FCC-ee). 

INTRODUCTION 

Transverse instabilities in storage rings can limit both 

beam and single bunch currents.  

The vacuum chamber impedance, by means of 

producing wake-fields at the bunch passage, can be a 

source of instabilities for positively and negatively charged 

stored beams. Moreover, also parasitic e- clouds in the 

vacuum chamber can give undesired or destructive effects 

for positively charged stored beams. 

Transverse bunch-by-bunch feedback systems are 

implemented in storage rings as active devices for 

instability suppression and for state of art beam 

diagnostics. 

A FEEDBACK SIMPLE MODEL 

As beginning we propose a very simple model of the 

bunch motion that can be easily studied by writing a 

software simulator, and that could be interesting from an 

academic/educational point of view too. This model is 

fitting to be implemented by using the state-space 

formalism, for example.  

Bunch-by-bunch feedback systems work in the time 

domain kicking each bunch of particles (considered as a 

charged rigid body). 

Following this approach, the classic harmonic 

oscillator equation describing small oscillations can be 

used as a model. For the n-th bunch the formula will be: 

 𝑥̈𝑛 + 2𝑑𝑟 𝑥𝑛̇  +  𝜔𝜈
2𝑥𝑛 = 𝑐𝑓 ∗ (𝑉𝑛

𝑓𝑏
− 𝑉𝑛

𝑤𝑓
) 

where 

xn = position displacement in the horizontal (or 

vertical) plane from the equilibrium orbit of n-th bunch; 

dr = natural damping rate;

 = resonance angular frequency (betatron_fractional 

_tune * 2 * π * revolution_frequency); 

cf = conversion factor (note that cf it is not a pure 

number); 

Vfb
n = kick voltage applied by the feedback to the n-th 

bunch (correction signal computed for the n-th bunch); 

Vwf
n = kick voltage produced by the wake-fields and 

applied to the n-th bunch (i.e. voltage produced by the 

vacuum chamber impedance). 

It is interesting to note that by using this formula, the 

feedback correction kick (Vfb
n) behaves as the opposite of 

the term (Vwf
n) generated by the ring impedance. 

This simple model can be used to evaluate the effect 

of the bunch-by-bunch feedback with different setups. In 

order to build a real time system, very fast analogue and 

digital electronics are necessary to implement a correction 

kick algorithm for each bunch [1,2,3]. Furthermore, by 

using a special technique tested in the longitudinal plane, it 

is possible to control the quadrupole (head-tail) motion by 

using the same feedback that implements a more 

complicated system setup [4]. The most common 

algorithm is based on a Finite Impulse Response (F.I.R.) 

filter computing for each bunch per turn an individual 

correction signal as in the following formula: 

𝑦𝑛 = 𝑘 ∗ ∑ 𝑐𝑖

𝑖

∗ 𝑥𝑖,𝑛 

where yn is the correction value, k is the gain, ci is the 

i-th filter coefficient and xi,n is the i-th acquired value of the 

n-th bunch. 

It is important to note that some parts of the feedback 

system itself add impedance to the ring: the pick-up, often 

made by steel buttons, and the kickers, usually made by 

two copper striplines or, in the longitudinal case, by a 

cavity in aluminium or copper. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Horizontal oscillations of 500 mA e+ beam 

(feedback turned off for 0.4 ms). The vertical scale 

is in arbitrary counts (CNT). 
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BEAM DIAGNOSTICS BY USING 

FEEDBACK 

To understand if the feedback performances are 

adequate, it is necessary to evaluate the fastest modal 

growth rate of the instabilities. The feedback itself can be 

used to make this measurement. In order to accomplish the 

goal, it is necessary to turn off the feedback for a short 

period of time or, in other words, to open the loop. 

In Figure 1 the horizontal oscillation of the DAFNE 

positron beam with 500mA is shown. The signal shows the 

most oscillating bunch of the train. The feedback is turned 

off for 0.4 ms. The off period has to be carefully chosen 

based on the (foreseen or observed) growth rate of the 

instability. The instability growth is exponential. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Figure 2 the e+ horizontal mode growth rates are 

reported for DAFNE. The measures are collected in 2008 

by using the diagnostic capability of the feedback and 

recorded in three different days (indicated by three 

colours). Data are coherent versus beam current if the ring 

parameters do not change. From the theory [5,6] we expect 

a linear behaviour versus beam current. A precise error 

estimate is difficult to obtain because this kind of 

measurement is extrapolated after a long processing of the 

raw data and it strongly depends on the human operator 

skill. Nevertheless, the error seems reasonable because the 

linear behaviour appears evident. The horizontal growth 

rates are plotted versus DAFNE e+ beam current between 

400 and 800 mA [7,8]. 

To mitigate instability caused by the presence of the e-

clouds, twelve clearing electrodes have been installed in 

the positron ring in the year 2011. The distance of the 

electrodes from the beam axis is 8 mm in the four wigglers 

and 25 mm in the eight bending magnets. How can we 

evaluate the correct working of the clearing electrodes? A 

very good method (but not the only one) to evaluate their 

performance is by measuring the growth rates (by means 

of the feedback system) versus different voltages applied 

to the electrodes at various beam currents [9,10], as shown 

in Figure 3. In this case the behaviour linearity is much less 

evident. This fact can be motivated by the observation that 

changing the electrode voltage has also the collateral effect 

to slightly influence the beam trajectory and optics, that are 

important ring parameters. After these measurements the 

voltage has been raised up to 500 V, changing in the 

meanwhile the polarity too, to find the best use of the 

electrodes. 

 

 
 

Figure 3: Growth rates (1/ms) of the fastest mode 

 vs. the beam current (mA) with different voltages 

 applied to the clearing electrodes 

 

In addition, there are other beam diagnostic measures 

implemented at DAFNE by using the feedback systems 

that, as a matter of principle, could also be made by other 

tools. First of all, synchronous phase spread measurements 

along the bunch train have been taken by acquiring data 

from the front end phase shifter of the longitudinal 

feedback.  

 

Figure 4: Synchronous phase spread (counts) versus the 

bunch number for electron (blue) and positron beam (red). 

Note that the signal acquisitions are plotted with infinite 

persistence on the display. 

 

 

Figure 2: Growth rates (1/ms) of the fastest horizontal 

e+ mode vs. the beam current (mA) 
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In Figure 4 the synchronous phase spread (in counts) 

is acquired versus bunch number with beam currents up to 

1.4 A for the e-, and up to 1 A for the e+. One count 

corresponds to ~0.17 degree. The spread measured is 2.72 

degrees for e- and 1.7 degrees for e+. See for example [11], 

a recent reference, for a comparison. 

Moreover, by using feedback it is possible to get real 

time fractional tune measurements for the beam and also 

for each bunch separately. This method for tune measuring 

can be used when the other colliding beam (if any) does not 

produce tune shift or Landau damping [12-16]. 

After converting the beam motion recorded by the 

feedback in the frequency domain by an FFT routine, it is 

possible to get a rejection negative peak resultant by the 

feedback response at the frequency where the tune is 

located and where the S/N ratio is highest. If the feedback 

gain is large enough, the rejection negative peak will be 

evident [17]. This approach has been confirmed by 

frequent comparisons with the traditional measurement 

technique by using spectrum analyser and white noise 

excitation.  

By following this approach, the bunch-by-bunch 

fractional tune diagnostics can be implemented without 

turning off the feedback and by using the transverse system 

to record long data streams for each bunch. As example for 

the e- beam with 1 A stored in 90 bunches, the betatron 

fractional tune spread is ~0.001 for both horizontal and 

vertical oscillations (close to the error threshold). On the 

contrary, for the e+ beam with 0.7 A stored in 90 bunches 

the betatron fractional tune spread is as follows: 

0.008 (from .106 to .114), with clearing electrodes off; 

0.004 (from .109 to .113), with clearing electrodes on. 

For the positron the effect of the e-clouds is evident 

from the large tune spread, and hence, this is another 

technique to evaluate if the clearing electrodes are working 

well. 

 

R&D FOR FCC-EE FEEDBACK 

As an interesting R&D case, a new feedback design 

proposed for FCC-ee is presented in the following. 

The bunch-by-bunch feedback systems for FCC-ee 

should be designed on the basis of the experience acquired 

working on the lepton circular colliders in the last two 

decades. Along the past years a common way to approach 

these systems has been carried on for PEP-II, KEKB, 

DAFNE, and, later, for SuperB and SuperKEKB. Feedback 

systems for circular light sources are only apparently very 

similar, nevertheless they have to cope with different 

performance requirements and beam currents. 

Having in mind the approach developed for the 

previous lepton colliders, what is necessary to damp the 

beam oscillations in FCC-ee, is "simply" getting the 

position displacement (in the horizontal, vertical or 

longitudinal plane) for each bunch in every turn, and, after 

computing the correction signal, applying it to the selected 

bunch as soon as possible. The systems will be designed to 

work in the time domain without considering in detail the 

modes which are actually acting in the ring. Of course a 

bunch-by-bunch feedback leads to a system design that is 

mainly digital. Considering the difference between 

transverse and longitudinal feedback systems, the digital 

processing unit (DPU) is identical while the analogue parts 

(front end and back end), the power amplifiers and the 

kickers are quite different. Another difference is the 

expected tune value that is usually much lower for the 

longitudinal plane as compared to the transverse ones. 

Analysing the FCC-ee characteristics and taking into 

account the beam dynamics point of view, three possible 

cases can be considered as feedback design strategies 

[18,19,20]: 

a) slow or very slow instabilities (growth rates slower 

than 10 revolution turns) 

b) fast instabilities (growth rates up to 3 revolution 

turns) 

c) extremely fast instabilities (growth rates around 1-

2 turns or even less).  

These three approaches are based on the experience 

acquired with several lepton colliders showing that one 

feedback system cannot damp growth rates faster than 10 

turns. As consequence different approaches must be 

studied to achieve more challenging goals. 

Before discussing how to proceed to cope with the 

different cases, there are some preliminary requirements to 

consider. First of all, it is necessary a very good function 

at the pick-up to have a decent signal-to-noise ratio before 

processing it. Also a good  at the kicker is required to have 

the best performance for the voltage applied to each bunch. 

Regarding the fractional tune value, it is important to note 

that if it is too small (<.10) the correction signal computing 

will become slower, because more acquisitions are 

necessary to fill the F.I.R. filter response, worsening the 

feedback damping time. 

 

Figure 5: proposed feedback sketch for option c). Note 

that PU is for pick-up and DPU for digital processing unit 

 

Let’s now discuss the three cases described above, 

with the goal of maintain the standard mixed analogue and 

digital technologies developed for the feedback in the past. 

Only the a) case can be based on the usual well known 

approach, in which many parts are commercially available. 

Indeed, increasing the gain over a certain limit has only the 

effect to saturate the feedback. Moreover, the present 

feedback systems can process up to a few thousand 
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buckets. As a consequence, new and more powerful digital 

processing units (DPU) have to be built for the a) case as 

well to cope with a very high harmonic number (of the 

order of 100k). Another possible issue can arise due to the 

possible very low frequency of the modes that have to be 

damped. Indeed, the kickers and the power amplifiers 

feeding the correction signal must have the appropriate 

bandwidth. Moreover, even if power amplifiers are 

commercial devices, they have to be checked carefully to 

work in pulse mode at low frequencies, too. A similar 

feature is necessary for the kickers. As said above, this 

“usual” feedback design is foreseen to have a damping rate 

of 10 revolution turns, as the experience acquired in the 

past and present colliders has showed. 

Analysing the b) case, that considers instability growth 

rates up to 3 revolution turns, a different and more 

powerful scheme has to be implemented. Indeed, only one 

feedback system does not guarantee to manage correctly 

enough power to damp the oscillations without system 

saturation. The experience made at DAFNE in 2007 by 

implementing two complete feedback systems in the same 

horizontal plane as described in [21], clearly highlights that 

the damping rate is mainly limited by the noise coming 

from the pick-up and not by the noise generated inside the 

feedback itself. A high beam current makes worse the 

signal-to-noise ratio leading to a feedback saturation. 

Moreover, saturation or excess of feedback gain can induce 

an enlargement of the bunch dimension. This effect is more 

dangerous in the vertical plane and it can also be amplified 

by the kick given by beam-beam collisions. Implementing 

four co-operative systems spaced by a distance of a quarter 

of the main ring can overcome the gain saturation limit 

with the benefit to achieve a feedback damping rate of the 

order of 10/4=2.5 revolution turns. 

Finally considering the c) case with instability growth 

rates of the order of 1-2 turns or even slightly less, a very 

different design scheme is necessary. Indeed, the solution 

found for the b) case is not sufficient. To achieve a faster 

damping rate, it is necessary to apply the correction signal 

earlier than in the previous scheme (able to kick only after 

one revolution period). Again, four systems are proposed 

but they are not enough. The way to implement a new faster 

design consists in putting the kicker with a distance of a 

quarter of the ring downstream the feedback pick-up. To be 

effective the correction signal has to arrive at the kicker 

before the bunch, in a sort of “feeding forward”. This is 

possible because the path along the chord (for the signal) 

is shorter than the path along the arc (for the beam), as 

shown in Figure 5. A signal transmission system with about 

the speed of light is of course necessary. The new hollow 

optical fibre technology [22] is a state-of-art for cabled 

transmission and it seems in this moment the best solution 

to the problem. Otherwise, a standard radiofrequency 

transmission system can be used. With this scheme the 

feedback damping rate should be pushed up to 0.625 

revolution turns (10/4/4=0.625). 

Note that in both the b) and c) cases the author has 

proposed four systems (and not two, three, or five, etc.) just 

for practical reasons but, of course, a different number of 

systems can also be also evaluated. 

In conclusion, instability growth rates of the order of 

one revolution turn require a very strong R&D program to 

implement the above proposed innovative feedback design. 

Less critical instability growth rates can be solved by a 

more moderate R&D program. 

Now analysing the feedback systems from the ring 

impedance point of view, it is noteworthy to underline that 

the three feedback design options have different impacts. 

The first option requires just one cavity kicker for the 

longitudinal case and two stripline kickers for the 

transverse planes, whereas both the b) and c) options need 

four cavity kickers and eight stripline kickers thus 

increasing consequently the ring impedance. However, for 

each feedback (horizontal, vertical, longitudinal) system, 

the more suitable solution can be implemented by the 

design option that is best fitting to cope with the instability 

grow rate. 

CONCLUSION 

Transverse instabilities can limit both beam and single 

bunch currents. Source of instabilities are vacuum chamber 

impedance and (for positive charge stored beams) parasitic 

e- clouds. Bunch-by-bunch feedback systems are 

extremely useful tools for both beam diagnostics and 

instabilities suppression in storage rings. A simple 

feedback model is proposed for a software simulator based 

on state-space formalism. 

Bunch-by-bunch feedback systems are implemented 

in storage rings as active devices for instability suppression 

and for state of art beam or bunch-by-bunch diagnostics. 

For FCC-ee, the feedback systems should be based on 

the designs developed for other previous e+/e- colliders 

(PEP-II, KEK, DAFNE, SuperB, SuperKekB) able to 

achieve damping rates up to 10 revolution turns. 

By implementing multiple co-operative feedback 

systems and maintaining the usual design scheme it will be 

possible to damp instability growth rate up to 3 revolution 

turns, if necessary. 

Damping in about 1 revolution turn or slightly less will 

be possible only by changing the usual feedback strategy. 

An innovative bunch-by-bunch "feeding forward" system 

is proposed for this challenging goal.  
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THE FUTURE OF THE E-P INSTABILITY IN THE SNS ACCUMULATOR
RING ∗

N.J. Evans†, M.A. Plum, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Abstract
Concerns about the e-p instability drove many decisions

during the design of the accumulator ring for Oak Ridge’s
Spallation Neutron Source. To date, these decisions seem
justified since e-p activity has been observed at the mm
scale as a broadband transverse excitation but it has not been
a limiting factor (or even a contributor to normal losses)
during operation up to the design power of 1.4 MW. (This
motion is attributed to e-p based on the broad, evolving
spectrum 80-100MHz, and a fast rise time on the order of
10’s - 100’s of turns when RF buncher voltage is significantly
reduced [1, 2].) However, the proton power upgrade (PPU)
[3] will increase beam energy from 1.0 GeV to 1.3 GeV
to allow 2.0 MW operation on the first target station, and
eventually the Second Target Station project (STS) [4] will
require an increase in beam current in the ring of about 50%
above current operation resulting in 2.8 MW beam. This
paper explores the potential for e-p induced beam instability
during PPU and STS operation, the predicted effectiveness
of existing e-p mitigation measures in the SNS ring, and
potential experiments to test these predictions within current
operational limitations.

SNS UPGRADES AND THE E-P
INSTABILITY

The threshold number of protons, Np , for e-p instability
in a bunched beam may be expressed [5] as:

Np ≥ π

2
R
re

(
64
9π2

mp

me
γp βp

)2 (
b(a + b)

R2

)
Qβ

2 ×
(

(1 − fe )
fe

)2 (
∆Qe

Qe

)2 (
η
∆p
p

)2
F

(1)

with

(
η
∆p
p

)2
F =

ηeV BW f0
πγp βp

2mph
(1 − cos(πBW f0)) (2)

in terms of the machine radius (R), the classical electron
radius (re), the proton and electron mass (mp ,me), the pro-
ton’s relativistic factors (γp , βp), the horizontal and vertical
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beam radii (a, b assumed equal for electrons and the protons),
the betatron tune of the proton beam (Qβ), the neutraliza-
tion factor ( fe), the transverse oscillation frequency, and
frequency spread of the electrons (Qβe and ∆Qe), the phase
slip factor (η = 1/γ2T −1/γ2p) the relative momentum spread
of the protons (∆p/p), buncher voltage (V ), revolution fre-
quency ( f0), RF harmonic number (h), filling factor (F), and
fractional bunch width (BW). We assume RF bunching dom-
inates to calculate ∆p/p, and that fe , ∆Qe/Qe are roughly
constant, based on experience at Los Alamos Proton Storage
Ring, a close analog to the SNS case.
For the PPU project the SNS accumulator ring will be

operated at 1.3 GeV instead of the current design energy
of 1.0 GeV. The only changes to the ring lattice will be
the replacement of two of the injection chicane magnets.
From the relation given in eq. 1 the threshold intensity
(Np) depends on energy only through γp , βp , η, and f0
and is proportional to the factor γp βpη. Evaluating Np

(1.0 GeV) / Np (1.3 GeV) = 1.17 i.e., the instability threshold
is 17% higher at 1.0 GeV compared to 1.3 GeV. Interpreting
these numbers in light of the equation given, the threshold
decreases because the SNS ring is operated below transition,
and as the beam energy increases the phase slip factor, and
thus the frequency spread of betatron oscillation decreases
faster than the beam stiffness increases.

This estimate of the relative change in instability threshold
is very rough and does not include the effect of changing
space charge effects which we have considered to be constant.
The scaling given here will need to be verified with experi-
mental measurements of the threshold intensity at various
energies. The e-p instability threshold is notoriously difficult
to predict. For instance, the development of instability is
highly dependent on longitudinal profile [6].

ACTIVE SUPPRESSION OF THE E-P
INSTABILITY

Up to 1.4 MW the e-p instability has not been an opera-
tional limitation, but the spectral signature of e-p activity is
clearly visible in BPMdata, accounting for roughly a 0.5 mm,
localized displacement of the beam centroid. During oper-
ation this instability can be controlled with RF bunching
cavities, but can be induced by lower buncher voltage, espe-
cially the bunch flattening 2nd harmonic station [6]. Run-
ning in this configuration, a transverse instability with a
spectrum that shifts upward, and increases in bandwidth as
it grows, with a growth rate on the order of 10-100’s of turns
(τrev = 1µs) can be observed, characteristics consistent with
the e-p instability [7, 8].
Many features designed to mitigate e-p instability (TiN

vacuum vessel coating, large ring apertures (10 cm), ded-
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icated collimation region) will provide no additional safe-
guard under different operating scenarios. Here we consider
the future efficacy of existing, active suppression measures.
We assume that SNS operates very near the e-p threshold
when evaluating the potential efficacy of the following active
measures to suppress e-p instability.

RF Bunching
Linac beam is accumulated in the ring over 1000 turns

with an injected ∆p/p ≈ 8 × 10−3 and a width of about 70%
of the circumference of the ring, into a stationary h=1 bucket
with some 2nd harmonic before being extracted to the target
with ∆p/p ≈ 2 × 10−2, currently two turns after the last
injected linac pulse. The longitudinal mismatch causes the
injected beam to tumble with a synchrotron period of 1000-
2000 turns, depending on the voltage. As the early injected
beam rotates, the bunch becomes highly peaked without the
second harmonic (though the maximum extent of the bunch
in phase is defined by the most recently injected bunch), this
peaked beam can lead to the development of the e-cloud that
leads to e-p instability [9].
It is well known, that increasing the buncher voltage, de-

spite increasing the mismatch, creates a more stable beam,
which has been attributed to the increased transverse tune
spread that comes from increasing ∆p/p in a machine with
non-zero chromaticity [10]. Additionally, a second harmonic
can be used to flatten the longitudinal distribution with the
primary purpose of modifying the development of the e-
cloud that drives the e-p instability. This dependence on the
longitudinal shape of the beam has been studied in simula-
tion, and experiment [8, 11]. The effect of the buncher on
the spectrum of broadband motion is shown in fig. 1.
The RF buncher design consists of 40 kV of h=1, and

20 kV of h=2 RF but each harmonic is currently run at 8 kV
during production. We will attempt to make a very rough
estimate of the increase in accumulated proton threshold
before e-P still available with the existing RF system. Here
we assume that it is necessary to maintain the 1:1 ratio of
h=1 to h=2 voltage to achieve a similar current profile, that
is for the second harmonic to counteract the bunch shorten-
ing induced by the bunch rotation from the first harmonic
station. We can achieve up to a 150% increase in voltage,
and thus threshold charge assuming the trend we currently
observe continues. Even assuming SNS currently operates
near the threshold value, this would provide sufficient damp-
ing to maintain stability with the estimated 17% decrease
in threshold at 1.3 GeV even as charge is increased 50% to
reach STS beam power. This estimate is made assuming
that the relationship between increasing the RF amplitude
and an increased e-p threshold holds, but this relationship
may break down above some amplitude, a situation which
will need to be considered in simulation, or through more
experimental investigations.

Transverse Feedback
In case the RF bunching cavities should prove inadequate,

SNS has a broadband transverse feedback system developed
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Figure 1: The spectral content of the lower sidebands at
extraction for several values of the buncher voltage showing
a reduction in oscillation power as the voltage is increased.

expressly to actively suppress e-p induced oscillation over
the bandwidth observed in early experimental investigations
and simulations. This system is documented extensively
in [2]. Data showing the effect of the transverse feedback
system on mm scale broadband oscillations we attribute to
e-p interaction taken during operation at 1.2 MW are shown
in fig. 2. The motion shown in fig. 2 causes no operational
problems even without the damper, but can be enhanced by
reducing the RF buncher voltage as demonstrated in fig. 1.
Although the transverse feedback system is designed to sup-
press e-p, we hope we can avoid running with active feedback
for two reasons: 1) predictions about the strength of the e-p
oscillation, and the effectiveness of a feedback system for
the type of broadband spectra associated with e-p are very
difficult to make, and 2) the necessity of another active sys-
tem for routine operation introduces a failure point that we
hope to avoid, especially if the RF system, which is a part
of routine operation in order to maintain the extraction gap,
will suffice.

CONCLUSIONS

We estimate the PPU energy upgrade to the SNS accelera-
tor complex will lower the e-p threshold in the ring by about
17%. This estimate makes several assumptions which may
prove wrong: that the effect of space charge will be roughly
the same as the energy is increased, and can be held constant
for the planned increase in intensity; that the neutralization
factor, and fractional tune spread of the electron cloud are
roughly constant. We plan to carry out experiments to: test
assumptions of e-p threshold scaling with energy, verify lin-
ear behavior of threshold with increased buncher voltage,
and benchmark threshold intensity for current operation.
If these assumptions are at least approximately true, the

existing margin in the RF bunching system should be suffi-
cient to raise the estimated e-p threshold above the operating
intensities for both PPU and STS. The damper system is
available to provide additional suppression of e-p induced
transverse motion if needed.
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Figure 2: The spectral content of the upper and lower side-
bands with the damper system on and off. With a revolution
frequency of 1 MHz the excitation attributed to the e-p in-
stability spans 40-100 MHz and is clearly suppressed by the
damper system. Figure reproduced from [2].
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ELECTRON CLOUD EFFECTS
G. Iadarola∗ and G. Rumolo
CERN, Geneva, Switzerland

Abstract
Secondary electron emission in combination with the ele-

cromagnetic fields generated by a bunched beam can lead
to the formation of electron clouds in the beam chambers
of particle accelerators. The interaction of the circulating
beam with the e-cloud can lead to transverse instabilities,
beam losses, transverse emittance degradation. Moreover,
the electrons impacting on the chamber’s walls induce other
unwanted effects like energy deposition (particularly criti-
cal for superconducting machines) and vacuum degradation.
This contribution summarizes the mechanisms leading to
the formation of the e-cloud, the effects that it can have on
the performance of an accelerator, the methods employed
to study the phenomenon and different techniques that have
been developed to reduce or suppress its formation.

INTRODUCTION
Over the last five decades electron cloud effects have been

observed in several circular accelerators operating with pos-
itively charged particles [1, 2]. A synthesis of the main
observation in different machines is given Tab. 1.
The mechanism leading to the formation of an e-cloud

in the beam chamber of a particle accelerator is illustrated
schematically in Fig. 1 [3, 4]. “Primary” or “seed” electrons
can be generated by a bunch passage due to the ionization
of the residual gas or to photo-emission from the chamber’s
wall induced by the beam synchrotron radiation. These elec-
trons can be accelerated by the electric field of the beam,
typically to energies in the order of hundreds of electron-
volts. When an electron with these energies impacts on
the walls, secondary electron emission can occur and multi-
ple low-energy electrons can be emitted. These “secondary
electrons” have lower kinetic energy (∼10 eV). In case they
impact the wall, there is a high probability of them being ab-
sorbed without generating any further secondary. However,
if the delay between subsequent bunches (bunch spacing) is
sufficiently short, before impacting on the wall they can be
accelerated by the following bunch passage, which strongly
increases their probability of generating more secondaries.
For a long bunch train, this can lead to an avalanche elec-
tron multiplication and to the formation of a dense e-cloud
in the chamber (this regime is often called beam-induced
“multipacting”). This mechanism makes the electron density
larger for the bunches at the tail of bunch trains.

The e-cloud can induce unwanted effects on the circulating
beam such as transverse instabilities, transverse emittance
blow-up and particle losses. Other unwanted effects are
vacuum degradation due to electron-stimulated desorption

∗ Giovanni.Iadarola@cern.ch

and power deposition (heat loads) on the chamber’s walls
(particularly critical for superconducting devices) [5].

MAIN FACTORS INFLUENCING THE
ELECTRON CLOUD FORMATION

Observing the sketch in Fig. 1, it is possible to identify
different factors that influence the e-cloud buildup process.

A very important role is played by the beam chamber. Its
geometry affects the electron acceleration and time-of-flight
between impacts. It also defines the boundary conditions for
the calculation of the electric field generated by the beam and
by the electrons themselves. Moreover the chamber surface
properties will define the amount of electrons generated
by photoemission and, most importantly, the probability of
secondary emission occurring when an electron impacts on
the wall [6, 7].

The secondary emission process is described by the Sec-
ondary Electron Yield (SEY) function, which is defined as
the ratio between the impinging electron current and the
emitted electron current and depends strongly on the energy
of the impinging electrons (the SEY is often indicated with
the symbol “δ”). Typical SEY curves are shown in Fig. 2. A
synthetic parameter which is often used to describe the sur-
face is the maximum of the SEY curve (indicated as SEYmax
or δmax). The dependence of the SEY on the energy of the
impacting electrons is typically non-monotonic. As a re-
sult, there will be a defined energy range, indicated in red in
Fig. 2, for which δ(E) > 1 and the surface globally behaves
like an electron emitter. For the e-cloud buildup to occur it
is necessary to have a significant fraction of the impacting
electrons with energies within this range. The SEY is also
dependent on the angle of incidence of the electrons and, in
particular, it tends to be higher for grazing angles.
The SEY depends on the chemical properties of the sur-

face and can be affected by different processes. In particular,
for several materials, the SEY decreases when the surface is
exposed to an electron flux [8]. For this reason the e-cloud is,
to some extent, a “self-healing” mechanism in the sense that
the surface can be conditioned by exposing it to the e-cloud
itself (this effect is called “beam-induced scrubbing”).
The beam configuration also plays a major role in the

e-cloud buildup process. As observed before a key param-
eter is the bunch spacing, which determines the amount of
electrons surviving between consecutive bunch passages. In
particular, the bunch spacing strongly affects the “multipact-
ing threshold”, defined as the value of δmax above which the
avalanche multiplication occurs. An example is shown in
Fig. 3 for the case of a bending magnet of the Large Hadron
Collider (LHC). In this case, with the 25 ns bunch spacing,
multipacting occurs for δmax values larger than 1.4 while
with the 50 ns bunch spacing the e-cloud buildup only takes
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Figure 1: Schematic illustration of the e-cloud buildup process.

Year Place Observations
1965 Novosibirsk, Argonne ZGS, BNL AGS Transverse instabilities.
1970s CERN ISR, Bevatron Transverse instabilities, vacuum degradation.
1988 Los Alamos PSR Transverse instabilities.
1989 KEK PF Multibunch instability for positron bunch trains
1999 CERN SPS and PS, KEKB and PEP-II Pressure rise, transverse instabilities, effects on

instrumentation, tune shifts along bunch train,
emittance degradation.

2002 RHIC Pressure rise, tune shift, transverse instabilities at
transition.

2003-2009 Tevatron, SNS, DaΦne, ANKA, PETRA III,
J-PARC main ring

Vacuum degradation, transverse instabilities,
transverse blow-up, heat load on cryogenic
devices.

2008-present Cesr-TA A program to study electron cloud issues is
conducted.

2010-present LHC Vacuum degradation, transverse instabilities,
beam degradation, heat loads in cryogenic
devices.

2014 FERMILAB recycler Transverse instabilities.
2016-present SuperKEKB Dynamic pressure rise, beam degradation.

Table 1: Summary of the main observations of e-cloud effects in particle accelerators (largely based on [1]).

Figure 2: Examples of SEY curves for different values of
the δmax parameter.

Figure 3: Heat load in the LHC bending magnet for 25 ns
and 50 ns bunch spacing (PyECLOUD simulations).
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Figure 4: Electron distribution in LHC arc components with different magnetic field configurations (PyECLOUD simula-
tions).

Figure 5: Heat loads generated by e-cloud the LHC dipole
and quadrupole magnets (PyECLOUD simulations for 25 ns
bunch spacing).

place for δmax > 2.0. Other beam parameters such as bunch
intensity and bunch length also influence the e-cloud dynam-
ics, as they change the acceleration received by the electrons
from the beam.
Due to the very low kinetic energy, the electron trajecto-

ries are strongly influenced by externally applied magnetic
fields. For large enough magnetic fields, the electrons spin
around the field lines. This effect, together with the shape of
the SEY curve and the beam electric field, determines very
characteristic patterns in the distribution of the electrons
withing the beam chamber as shown in Fig. 4.

In quadrupole magnets and higher order multipoles, due to
the presence of magnetic field gradients, magnetic trapping

Figure 6: Electron cloud density evolution in the horizontal
plane of a bending magnet during tha passage of a bunch
(PyECLOUD simulation).

can occur [9]. Electrons can survive several bunch passages
and accumulate energy from more than one bunch, reaching
energies up to a few kiloelectronvolts. In the case of the LHC
quadrupoles this results in heat loads that are much stronger
compared to the dipole magnets, as shown in Fig. 5 [10].

EFFECT OF THE ELECTRON CLOUD ON
THE BEAM DYNAMICS

When a bunch of positively charged particle travels in
an e-cloud, electrons are attracted towards the bunch and
“fly” through it, exerting significant electromagnetic forces
on the beam particles. In particular, the electron density
at the beam location increases during the bunch passage
(“pinch” effect) as illustrated in Fig. 6. As a consequence of
this dynamics, several effects on the circulating beam can
be observed.

ELECTRON CLOUD EFFECTS
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Figure 7: Block diagram illustrating the mechanism of beam instabilities driven by e-cloud.

Instabilities
The interaction of the beam with the e-cloud can gener-

ate transverse instabilities [11–13]. A block diagram of the
coupled dynamics of the beam and the e-cloud is shown in
Fig. 7. The orange box represents conventional impedance
effects: the beam charge distribution generates electromag-
netic fields in the beam chambers, which enter as a driving
term in the beam equation of motion, causing modifications
in the beam distribution. In this case the relation between
the beam distribution and the resulting forces on the beam
is linear and time-invariant. It can therefore by described
by its pulse response (wakefield) and the effect on a generic
distribution can be obtained using the linear superposition
(convolution integral). In the presence of electrons in the
chamber, the electromagnetic forces of the beam will also
participate in the electrons’ equation of motion and possi-
bly drive the electron multipacting. The electron cloud in
turn generates electromagnetic forces, which act back on
the beam. The fast motion of the electrons, makes the re-
sponse of the “e-cloud system” (green box in Fig. 7) neither
linear nor time invariant. Therefore the wakefield formalism
cannot be used for the description of these phenomena.

The interaction with the e-cloud introduces an additional
closed loop in the diagram in Fig. 7, which can amplify
the beam oscillations triggering a transverse instability. An
e-cloud can drive both coupled-bunch and single-bunch in-
stabilities.
Coupled-bunch instabilities driven by e-cloud have been

observed in several machines (e.g. CERN PS and SPS,
KEKB, FERMILAB Recycler). Bunches at the tail of the
trains are the most affected as they encounter a larger elec-
tron density. These instabilities result from alterations of the
e-cloud buildup due to transverse oscillations of the beam.
They have been successfully modeled analytically using a
simple cloud-bunch coupling relation [14, 15]. Typically
these instabilities can be effectively controlled with conven-
tional (bunch-by-bunch) transverse feedback systems.

Figure 8: Position measurements for different bunches in
a train right after its injection into the LHC. Transverse
instabilities can be observed at the tail of the bunch train.

Single bunch instabilities are driven by the motion of
the electrons during an individual bunch passage (electron
pinch). Typically groups of bunches at the tail of the bunch
trains are simultaneously affected but no correlation is ob-

G. IADAROLA, G. RUMOLO

52



Figure 9: Slice-by-slice position centroid (charge weighted)
along an LHC bunch undergoing an e-cloud instability.
The different traces correspond to 20 consecutive turns
(PyECLOUD-PyHEADTAIL simulation).

served in the centroid motion of the different bunches (an
example is shown in Fig. 8). These instabilities can develop
very rapidly (with rise-times in the order of 102 − 103 turns)
and result in beam losses and strong transverse emittance
blow-up. As electrons move very fast during the bunch pas-
sage, single bunch instabilities driven by e-cloud are charac-
terized by a fast intra-bunch motion, as shown in Fig. 9. For
this reason, these instabilities cannot be damped effectively
with conventional transverse feedback systems. However,
they can be mitigated to some extent operating with large
chromaticity and/or with strong amplitude detuning intro-
duced by octupole magnets [16], often at expense of the
achievable beam lifetime and emittance preservation. Ef-
forts are ongoing for the development of high-bandwidth
feedback systems capable of damping the observed intra-
bunch motion [17].

Other effects on the beam
Even when electron densities are low enough not to trigger

instabilities, the effect of the e-cloud is still visible on several
beam properties.
The presence of the electrons introduces extra focusing

forces which in most cases result in a positive shift of the
coherent betatron tune, increasing along the bunch train (an
example is shown in Fig. 10) [18].
When electrons are accelerated by a bunch passage, en-

ergy is transferred from the beam to the electron cloud. In a
synchrotron, this results in a shift of the bunch stable phase
with respect to the RF system [19]. Tune shift and stable
phase measurements are often used as indirect e-cloud diag-
nostics.
The forces exerted by the e-cloud on the beam particles

depend non-linearly on the particle’s positions. This can
excite resonant lines in the tune diagram and induce quite
large tune spreads, especially in combination with octupoles
and chromaticity settings that are required to protect the
beam from e-cloud instabilities. This results in slow particle
losses, emittance growth and bunch shortening (loss of par-

Figure 10: Simulated and measured tune shift for for dif-
ferent bunches of a bunch train in the CESR-TA ring (from
[18]).

ticles having large longitudinal amplitude). Figure 11 shows
the tune footprint estimated for one of the last bunches of an
LHC train at injection energy (450 GeV). The asymmetry
of the footprint with respect to the unpertubed tune (black
star) is introduced by the e-cloud. In order to avoid beam
losses due to the interaction with the resonance Qv = .33 it
was necessary to change the machine tune settings as shown
in Fig. 11 [20].

OTHER EFFECTS ON MACHINE
PERFORMANCE

Together with the aforementioned unwanted effects on the
beam, the e-cloud can pose other limitations to the operation
of an accelerator.
Electrons impacting on the walls of the beam pipe can

deposit a significant power on the chamber walls. Looking
at the illustration in Fig. 1 one can see that only a small
fraction of the energy of the impinging electrons is carried
by the secondary electrons, while a much larger fraction is
dissipated in the walls. This aspect is particularly critical
for superconducting machines, where the cooling capacity
on the beam chamber is very limited. In the LHC beam
screens are installed, which are operated at temperatures
higher than the superconducting coils, in order to ease the
extraction of beam induced heat loads [21]. When operating
with nominal bunch spacing (25 ns) e-clouds develop in the
superconducting arc magnets generating heat loads that are
much higher than observed with larger bunch spacings (a
comparison between 25 ns and 50 ns is shown in Fig. 12) [22].
In order to operate reliably with the 25 ns bunch spacing
a dedicated feed-forward control had to be developed in
order to dynamically adapt the cryogenic regulations using
the measured properties of the circulating beam, based on
pre-computed e-cloud models [23].
The flux of electrons impinging on the walls also gener-

ates vacuum degradation due to electron-stimulated desorp-
tion [24]. This can pose different problems, for example
increased background in collider experimental regions and
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Figure 11: Tune footprints evaluated for a LHC bunch at
injection including the effect of octupoles powered at 26 A,
Q′x,y at 15 units, and EC in dipole and quadrupole magnets.
The dashed line represents the third order resonance Qy =

.33. The black star represents the unperturbed tune for the
optimized settings.

risk of breakdown in high voltage devices like kickers or
electrostatic septa.

The presence of e-cloud can also induce malfunctions on
beam diagnostic devices [25].

NUMERICAL MODELING
The understanding of e-cloud phenomena heavily relies

on MacroParticle (MP) simulations. The full modeling of
the coupled dynamics of the beam and the e-cloud is com-
putationally very heavy, as it involves multiple space and
time scales. In particular one needs to simulate the elec-
tron dynamics over the entire beam chamber (∼ 1 − 10 cm
wide) while having enough spacial resolution within the
beam tranverse size (∼ 0.1 − 1 mm). Moreover, while the
electron motion happens at the 1 ns time-scale, the effects on
the beam stability are visible only when the action of the e-
cloud is accumulated over many turns (the typical instability
rise-times are in the range ∼ 1 − 10 s).
Fully self-consistent simulations have been made only

rarely and require considerable computing resources (∼
103 CPUs) [26]. More often the problem is studied in two
stages [27, 28]:

1. e-cloud “build-up simulations” employ Perticle-In-Cell
(PIC) methods to study exclusively the dynamics of
the electrons and the multipacting process using an
unperturbed beam distribution. Examples of buildup
codes are CLOUDLAND, ECLOUD and its evolution
PyECLOUD, PEI, POSINST.

2. “Beam-dynamics simulations” study the interaction of
the beam (typically a single bunch) with a given initial
electron distribution obtained from a buildup simula-
tion. Even with these simplifications, the more demand-
ing cases (e.g. LHC at high energy) can be computa-
tionally very demanding, requiring advanced computa-
tional techniques (e.g. multi-grid Poisson solvers) and
the usage of parallel computing resources. Examples
of this kind of simulation codes are CMAD, HEAD-
TAIL and its evolution PyECLOUD-PyHEADTAIL,
PEHTS.

MITIGATION TECHNIQUES
Several techniques have been developed to mitigate the

electron cloud formation, which can be grouped in two cate-
gories:

• Techniques relying on modifications of the surface be-
havior. The most widely used are:

– Beam induced conditioning or “scrubbing” con-
sists in operating the accelerator with beam con-
figurations that enhance the e-cloud production.
For several materials, the exposition of the surface
to the electron flux decreases the SEY mitigating
the e-cloud [29];

– Morphological changes of the surface: the SEY
can be reduced by increasing the surface rough-
ness (using for example laser ablation), or intro-
ducing macroscopic grooves [30–32];

– Coating of the surface with materials which have
intrinsically low SEY (e.g. amorphous carbon,
TiN, NEG) [33].

• Techniques acting on the electron dynamics. They aim
in particular at decreasing the probability of electrons
surviving between consecutive bunch passages:

– Electric fields can be applied in the beam cham-
bers using so called “clearing electrodes” to push
secondary electrons back on the surface [34];

– Weak longitudinal magnetic fields can be applied
using solenoids or permanent magnets to bend
the secondary electron trajectories back on the
surface [35, 36].

These techniques are included in the designs for several
ongoing and future projects like SuperKEKB, High Lumi-
nosity LHC and the design study for Future Circular Collid-
ers (FCC).
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Figure 12: Average heat loads measured in the half-cells of the LHC arcs with two different bunch spacings [22].
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Abstract

The Super Proton Synchrotron (SPS) 200MHz accelerat-
ing system poses an intensity limitation for the planned High
Luminosity (HL)-LHC upgrade due to excessive beam load-
ing as well as higher-order modes (HOMs) contributing to a
longitudinal multi-bunch instability. The mitigation of these
HOMs together with a shortening of the cavities is there-
fore an essential part of the LHC Injectors Upgrade (LIU)
project. A brief introduction to the accelerating structure as
well as its present and future cavity configurations is given.
First conclusions are drawn from lab measurements per-
formed on three spare cavity sections regarding tuning and
beam impedances. The following studies on longitudinal
impedance are targeted towards the shorter cavity configura-
tion used in the future. The particular difficulties inherent
to the HOM-damping of this configuration are identified
and illustrated. Taking these findings into account, a first
improved HOM-damping scheme with regard to the scheme
in use today is developed.

INTRODUCTION

The accelerating system of the SPS in today’s configura-
tion cannot support beam intensities required for the planned
High Luminosity (HL)-LHC upgrade [1, 2]. The limitation
is twofold: Heavy beam loading at such high intensities
limits the available accelerating voltage and higher-order
modes (HOMs) drive the beam unstable, creating a longitu-
dinal multi-bunch instability with a threshold of about 20%
below the desired operational intensity of 2.4 · 1011 p/b.
A large share of this known instability is expected to be
driven by HOMs of the multi-stem Travelling Wave Cavi-
ties (TWCs) around 630MHz. Macro-particle simulations
show that an additional damping of these HOMs by a factor
of two to three is required with regard to the HOM-damping
already in place today [1]. Within the framework of the
LIU project, the TWCs therefore undergo thorough studies
in both their present and future configurations, especially
regarding their longitudinal impedance. Implementation of
the solutions to both of the above mentioned problems has
to start already in 2019. The goal of the performed studies
is to develop a broad understanding of the accelerating sys-
tem that was developed almost half a century ago and also
to establish new, reliable HOM-damping schemes that can
ensure a good cavity performance for the required beams in
the HL-LHC era.

∗ patrick.kramer@cern.ch

GENERAL STUDIES ON THE SPS
ACCELERATING SYSTEM

The periodic multi-stem drift-tube structure
A single cell of the periodic 200MHz accelerating struc-

ture consisting of the outer envelope, drift tube, horizontal
stems and pedestals was already introduced in [3] and is
shown again in Fig. 1 for convenience. Basically, the lon-

Figure 1: A single cell of the SPS 200MHz accelerating
structure (front and longitudinal-cut view).

gitudinal electric field necessary for particle acceleration
builds up between the drift-tubes of two consecutive cells
with λ/2 wavelength spacing. However, the stems also sup-
port unwanted longitudinal fields at the uneven harmonics
of this fundamental mode which are possibly deteriorating
to beam quality.

For practical handling reasons the structure is divided into
sections with a length of 4.114m each consisting of 11 single-
cells (inner diameter of circular envelope is 0.75m). One
of three spare sections is shown in Fig. 2 together with an
end-plate terminating the periodic structure while providing
access for the symmetric fundamental power couplers (FPCs)
to the left and right of the beam axis as well as ports used for
HOM-damping. An additional access port for this purpose
is available on top of each cell. /
With the FPCs being matched in the fundamental fre-

quency range, the accelerating structure is essentially a stem
and drift-tube loaded waveguide operated in travelling wave
mode. Excess RF power not transferred to the beam is termi-
nated in a load. However, as the cutoff frequencies of the first
waveguide mode for the on-axis tube and the coaxial feeder
lines to the FPCs are at 1.3GHz and 0.74GHz, respectively
and as the FPCs act as near perfect reflectors for most fre-
quencies outside the fundamental passband, the accelerating
structure can be approximated as a standing wave cavity
for large parts of the HOM spectrum. For convenience, the
accelerating structure is in general called cavity in the fol-
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Figure 2: Spare cavity section with access ports for FPCs
and HOM-damping. A part of the measurement setup used
for on-axis perturbation measurements is shown as well.

lowing, keeping in mind that it is operated in travelling wave
mode in the fundamental passband (FPB).

Present and future cavity configurations
Today’s cavity configuration with two 4- and two 5-section

cavities is in use since 1980 [4]. Since the first installation
of the accelerating system in 1976, three types of HOM-
couplers were added to each cavity. A transverse coupler
working at 460MHz and a longitudinal one for 628MHz
were already installed within the first year of operation after
the corresponding transverse and longitudinal beam instabil-
ities had been observed [5–7]. A third type of HOM-coupler
was installed a few years later for a transverse instability
caused by a HOM at 938MHz [8–10]. A part of the sim-
ulation model for the cavities of varying lengths is shown
in Fig. 3, indicating also the placement of the three HOM-
coupler types. The 460MHz and 628MHz couplers are
placed in a regular pattern on each individual section and are
also independent of the section count. In total four 460MHz
HOM-couplers per cavity are situated on the two end-plates.
Today’s longitudinal damping scheme with four regularly
placed 628MHz couplers per section is shown as well. The
938MHz HOM-couplers are placed in an irregular pattern,
but are installed in pairs as this reduces their influence on
the FPB.
The present cavity configuration is not suited for future

HL-LHC beam intensities due to excessive beam loading.
The SPS power plants will therefore receive an upgrade
and the two long 5-section cavities will be rearranged to
four 3-section cavities by also making use of two spare sec-
tions [1,2]. This reduces the total beam coupling impedance
(including the impedance of the FPB), but also the beam
loading per cavity, and therefore increases the available ac-
celerating voltage for future beam intensities.

Cavity tuning
The relative frequency swing during acceleration in the

SPS is small enough (0.44% in the 70s, 0.065% today), that
a travelling wave structure can provide the required band-

width in its fundamental passband. For a standing wave
cavity however, the frequency swing would require tuning
and therefore an adjustable element in the tunnel. As such
devices often come with reliability issues, this is one of
the main advantages that led to the use of travelling wave
structures in the SPS [7]. The accelerating structure was
optimized for acceleration with π/2-mode. As this mode
features the largest spacing to adjacent modes, it has to the
advantage that the FPCs can be designed fairly broadband so
that other high impedance modes present in the FPB and ex-
cited by the beam are damped by the terminating loads. This
is an important aspect that also has to be taken into account
for the upcoming FPC upgrade. A redesign is necessary due
to future increased power handling requirements as well as
space restrictions in the long straight section housing the
accelerating system [11].

Although the travelling structure does not have to be tuned
during operation, it was necessary to conduct a one-time
tuning per section before its first commissioning [7]. The
tuning can thereby account for manufacturing tolerances and
shifts the operating mode to the desired frequency that is
common to all sections, putting the π/2-mode in perfect syn-
chronism with the beam at this particular frequency. Tuning
is accomplished by adjusting the length of the stems result-
ing in the pedestals protruding more or less into the structure
(see Fig. 1), which increases or lowers the individual cell
frequencies respectively.

The tuning of the available three spare sections of which
two will be needed for the upgrade was already briefly stud-
ied. Whilst spares 1 and 2 were in storage in a fully assem-
bled state, the envelope of spare section 3 first had to be
equipped with separately stored drift tube assemblies of dif-
ferent stem lengths. The resonant frequencies of the FPBs
were then measured in standing wave mode without FPCs,
see Fig. 4. Although all three spare sections were measured
with very weak coupling of the measurement probes to the
cavity modes, a slight variation was inevitable, being most
likely the source of the observed difference in S-Parameter
amplitude during the transmission measurements. These
measurements show clearly that the resonances of spare
3 are detuned with respect to the two other spares. This
detuning amounts to around 300 kHz at the center of the
FPB. Further studies regarding the tuning of the π/2 trav-
elling mode and the possible influences of HOM-couplers
are planned once the spare sections are available for further
measurements. The goal is to carry out a tuning of spare 3,
such that it can be used as a working backup for the HL-LHC
era.

Verification of simulation models
New HOM damping schemes for future operation of the

accelerating structure shall at first instance be found by simu-
lation. To obtain confidence in the simulation models, agree-
ment between simulated and measured results is constantly
studied. Classic resonant bead-pull perturbation measure-
ments were carried out on all three spare sections with the
goal to verify geometry factors over the whole frequency
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Figure 3: Clipped simulation model of a multi-section cavity showing the regular placement of 460MHz (1) and 628MHz
(2) HOM-couplers as well as the irregular placement of 938MHz couplers (3).

Figure 4: Comparison of the fundamental resonant frequen-
cies in the three spare sections.

range of interest. The results and the comparison to simula-
tion is shown in Fig. 5. Data points obtained by simulation
seem to have the tendency to be below their measured coun-
terparts. An obvious structural difference results from the
use of a single stem length for all drift tube assemblies in
simulation whereas in the actual sections the stem lengths
vary on the order of several millimetres for tuning reasons.
Slightly lower geometry factors can as well be observed for

Figure 5: Comparison of simulated and measured stand-
ing mode geometry factors of single section cavities in the
frequency ranges of interest.

the detuned spare section 3, which is especially visible in
the FPB. Overall, the agreement between simulation and
measurement as well as amongst the three spare sections
is good. We verified our simulation models also by other
means like S-Parameter measurements on the full scale SPS
cavities and so far we were able to provide for all cases good
predictions for what could be expected from measurements.

LONGITUDINAL IMPEDANCE OF
FUTURE 3-SECTION CAVITIES WITH
TODAY’S HOM-DAMPING SCHEME

As already mentioned previously, the multi-stem struc-
ture also generates strong on-axis electric fields at its third
harmonic passband around 600MHz. Fig. 5 shows that this
passband also features high geometry factors. The longi-
tudinal impedance of a 3-section cavity including today’s
FPCs obtained from wakefield simulation is shown in Fig. 6
on a logarithmic scale. The impedances around 630MHz
are not fully converged despite a simulated wake length of
3 km. Eigenmode simulation suggests a peak impedance of
5.2MΩ at this frequency. The impedance of this standing
wave HOM is several times higher than the impedance of the
FPB as it is not damped by the FPCs. The FPB however is
simulated in travelling wave mode. Fig. 6 also shows the per-
formance of the present 630MHz damping scheme if it were
to be applied to the future 3-section cavities. Obviously, the
existing 628MHz-coupler introduces significant damping
over a wide frequency range and heavily damps the modes

Figure 6: Longitudinal impedance of a 3-section cavity with
and without the present longitudinal HOM-damping scheme.
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around 630MHz. This HOM-coupler basically consists of
a notch filter for the FPB and a 50Ω load for the HOMs.
The good performance of the coupler has been confirmed
by more detailed analyses and transmission measurements
on full scale cavities installed in the SPS. More details of
this coupler are shown in [3]. The addition of 12 couplers
of the original damping scheme introduces merely a slight
shift to higher frequencies on some modes of the FPB. Oth-
erwise, the FPB is left untouched. Three impedance peaks
can be distinguished in the potentially dangerous 630 MHz
frequency range for this configuration. Particle simulations
suggest no significant threat to beam stability for planned
intensities due to the HOMs at 550MHz and 914MHz [12].

LONGITUDINAL HOM-DAMPING FOR
FUTURE 3-SECTION CAVITIES

The longitudinal passbands around and above the third
harmonic frequency of the periodic structure are shown in
Fig. 7. These passbands were obtained from a single cell

Figure 7: Dispersion diagram for the third harmonic and
next higher longitudinal passbands for a single-cell (blue)
and a single-cell with a 628MHz HOM-coupler (green)
simulation.

simulation with periodic boundaries on the two longitudinal
boundary-planes of the model (see Fig. 1). A step in phase
advance between these boundaries of integer multiples of
π/33 was used to obtain the mode frequencies that exist in a
3-section cavity. The frequencies obtained from this infinite
periodic set-up are in good agreement with the frequencies
in a 33-cell cavity shorted by end-plates. The dashed line
indicates that highest interaction between cavity and beam
should be expected at 630MHz. The passband around the
third harmonic is also outlined in Fig. 7 for the case that
a 628MHz HOM-coupler is inserted at the top of the cell.
Heavy perturbation can be observed in the frequency range
with strong coupling of the HOM-coupler. The next higher
passband is deformed by the presence of the HOM-coupler
such that additional HOMs are created in this dangerous fre-
quency range. The periodic simulation setup presumes that a

coupler is positioned in every cell. This will not necessarily
be the case in a final damping scheme. It is nevertheless
obvious that the HOM field configurations inside the cav-
ity can get highly perturbed by the presence of this coupler.
The HOM-coupler itself is therefore an essential part in the
analysis of cavity impedance and possibly poses itself an
obstacle to HOM-damping.
The performance of the present damping scheme with

HOM-couplers placed on top of cells 4,5,7 and 8 on each
section as shown in Fig. 3 was analysed on a 1-section cavity
as an intermediate step. All modes of the 1-section cavity
with an integermultiple of π/11 phase advancewill also exist
in multi-section cavities together with additional potentially
hazardous modes. Nevertheless, as the mode with highest
impedance is damped massively and as the HOM-coupler
also acts on most other HOMs in the frequency range, it
was sufficient for operations in the late 1970s to focus only
on the damping of modes with a π/11 phase advance. For
this purpose the damping scheme of a 1-section cavity could
simply be copied to all other sections of the multi-section
cavity to ensure sufficient HOM-damping. In addition, the
technical means to investigate the impedance of long multi-
section cavities with justifiable effort were most likely not
available at that time. It can therefore also be concluded that
the present 628MHz HOM-coupler was solely developed
on a 1-section cavity although the corresponding instability
was observed during operation with 5-section cavities.

In a 1-section cavity, the most deteriorating mode with a
shunt impedance of 1.8MΩ is simulated at 629MHz with a
phase advance of 5π/11 per cell. This mode receives huge
damping by a factor of 80 when including the four HOM-
couplers of the present damping scheme. Due to different
stem lengths on the actual sections this mode is measured
at a slightly lower frequency and therefore corresponds to
the mode the 628MHz-coupler was targeted to. Although
also all other high impedance modes in the passband receive
strong damping, nevertheless two modes with significant
impedances remain at 623MHz and 627MHz.
It is investigated as a next step, if the HOM-damping

scheme applied to a 3-section cavity is sufficient for planned
future beam intensities. Particle simulations suggest that the
beam coupling impedance of a 3-section cavity in the deteri-
orating frequency range from 620MHz to 630MHz ideally
should not surpass 24 kΩ [12]. As roughly a dozen modes
exist in this frequency range whose impedance spectra over-
lap, the impedance of each mode must be mitigated to values
well below 24 kΩ. The three modes with highest impedance
in a 3-section cavity with today’s damping scheme installed
are shown in Tab. 1. Thereby, the mode with a phase advance
of 15π/33 was already mentioned above as it also exists in a
1-section configuration. Despite the damping by a factor of
80, its impedance is still too high for future beam intensities.
The two other modes are special to the 3-section configura-
tion. The mode with phase advance 14π/33 is synchronous
with the beam (cf. Fig. 7) resulting in its high geometry
factor.
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Table 1: Most deteriorating modes for a 3-section cavity
with today’s longitudinal damping scheme.

f Q R/Q R φ
[MHz] [Ω] [kΩ] [rad]
627.7 5600 5.9 33.0 17π/33
629.2 445 92 40.9 15π/33
630.3 394 137 54.0 14π/33

The mode with 17π/33 phase advance is peculiar as it
features a significantly higher quality factor compared to
the two other HOMs. This mode does not seem to undergo
strong damping with the present HOM-damping scheme
and considering again Fig. 7 it is determined to be merely
created by the addition of the 628MHz couplers. The elec-
tric field profiles of both 17π/33 modes shown in Fig. 7 are
presented in Fig. 8. Both modes seem to have approximately

(a) (b)

(c) (d)

Figure 8: Field profiles of 17π/33 modes with (a,b) damped
mode at 622.2MHz and (c,d) undampedmode at 627.7MHz.

the same field profiles when mirrored at an imaginary hori-
zontal axis centred on the stems. The mode with a frequency
of 622.2MHz has strong electric field in the upper half of
the single-cell and is therefore well damped, whereas the un-
damped mode with the same phase advance has strong field
in the lower half of the cavity. By adding HOM-couplers
on-top of the cavity, the top/bottom symmetry is broken and
the field profile of this mode is pushed into the lower part
of the cavity. As a result, the mode receives less damping
from the top ports. Due to this and due to the too low field
strength in the upper cavity half, also other probe geometries
for field pick-up were found to be insufficient. The situation

will even deteriorate if more couplers are added for further
damping of the two low-Q modes. This is confirmed by
additional HOM-couplers in cells marked by red bars in
Fig. 9 in which the electric field of these modes is strong.
In this configuration the impedance of the 17π/33 mode is
increased to 47 kΩ. Considering that only four longitudinal
HOM-couplers were added and that in the current overall
HOM-damping setup also transverse couplers are placed on
top of the cavities (cf. Fig. 3), this is an enormous increase.
In addition, the impedance of the two low-Q modes is still
not sufficiently reduced.
One can now think of basically two strategies to achieve

the required damping: First, avoiding the 17π/33 mode
impedance to become pronounced while still sufficiently
damping the two other HOMs. And second, damping not
only the low-Q, but also the 17π/33 mode. It has to be
considered, that due to the existing damping the quality
factors are already quite low and that there are no access
ports in the bottom of the cavity dedicated to HOM-damping.
No further access ports can be drilled into the cavity sections.
It is therefore obvious that increased HOM mitigation by a
factor of three and more is a very challenging task - no matter
the strategy chosen. The remainder of this contribution will
investigate if sufficient damping can be achieved by only
using the dedicated HOM-ports at the top of the cavity.
Essentially, one would think that less invasive, shorter

pick-up probes are necessary to avoid the 17π/33 mode
impedance become pronounced. Indeed, simulations on an
infinite periodic single-cell show that by reducing the probe
length of the existing 628MHz HOM-coupler the quality
factor of the 17π/33 mode is reduced. However, reduced
damping of the 14π/33 mode due to this measure is even
more significant. A change in geometry factors in the same
manner can also be observed. From this trade-off a probe
configuration can be expected that levels the impedance of
the 17π/33 mode with at least one of the low-Q HOMs. One
such configuration is shown in Fig. 9. Here, the probes of the
HOM-couplers were shortened in the positions in which the
field profile of the 17π/33 mode is most susceptible to the
perturbation of the 628MHz HOM-couplers. Most HOM-
couplers however have to remain untouched to ensure suffi-
cient HOM-damping in general. The damping performance
of this configuration is illustrated in Tab. 2 showing the char-
acteristics of the three modes with highest impedance. The

Table 2: Most deteriorating modes for a 3-section cavity
with HOM-damping scheme marked blue in Fig. 9.

f Q R/Q R φ
[MHz] [Ω] [kΩ] [rad]
627.6 5172 5.8 30.0 17π/33
629.2 325 90 29.3 15π/33
630.2 244 125 30.5 14π/33

trade-off described above leads to a balancing of the HOM
impedances around 30 kΩ. Although this is already a con-
siderable improvement, the HOM impedance is still to high
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Figure 9: A first improved HOM-damping scheme for future 3-section cavities with added HOM-couplers marked by red
and couplers with shorter probes by blue bars.

for HL-LHC beam intensities. All simulations in this con-
tribution were conducted with CST Microwave Studio [13]
and the essential results confirmed by ACE3P [14].

CONCLUSIONS AND OUTLOOK
As two additional sections will be required for the

200MHz accelerating system, the three available spare sec-
tions were evaluated regarding tuning and beam coupling
impedance. It was shown that one section is out of tune
with respect to the others. The tuning mechanism as well
as possible tuning procedures need to be studied in more
detail. Proper tuning should lead to even better agreement
in geometry factors amongst the spare sections. This contri-
bution also showed that today’s longitudinal HOM damping
scheme applied to 3-section cavities is not sufficient for fu-
ture HL-LHC beam intensities. The problems inherent to
damping improvements were illustrated by simulation of
a periodic single-cell approach incorporating the existing
628MHz HOM-coupler. The effect that couplers installed
at the top-ports can push electromagnetic fields in the lower
cavity half was identified. This results in the creation of a
high-Q mode in addition to the high-R/Q modes present in
the 33-cell cavity geometry. It was demonstrated that suf-
ficient damping of this high-Q mode from the access ports
available at the top of the cavity can not be achieved. Sat-
isfactory damping of the high-R/Q modes is challenging
as well as their quality factors are already very low by em-
ploying today’s damping scheme. Therefore, the following
problem has been identified that needs to be overcome to
achieve LIU goals: HOM-mitigation is required in the lower
cavity half where access ports are scarce. Merely nine ports
for vacuum pumping are available as well as one access on
the two cavity end-plates each.
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Abstract
Beam-induced ionisation of residual gas in the vacuum

chamber generates ions, which in an electron machine can
accumulate around a passing bunch train. If the density of
trapped ions becomes sufficiently high, a fast beam-ion in-
stability will be excited. The development of the instability
can be prevented by keeping the pressure of the residual gas
below a certain value. This contribution describes the mod-
eling of fast beam-ion instabilities and presents simulation
studies of ion trapping and the evolution of the instability in
the FCC-ee. Threshold ion densities for exciting the insta-
bility are estimated in order to deduce acceptable vacuum
pressures for operation.

INTRODUCTION
The presence of residual gas in the vacuum chamber of a

particle beam leads to the formation of electrons and ions
through beam-induced ionisation. In the case of an elec-
tron beam, the generated electrons will be repelled by the
beam and move towards the chamber walls, whereas ions
are accelerated towards the centre of the chamber by the at-
tractive beam force. The ions may be trapped by subsequent
bunches and oscillate around the bunch train centroid, or be
over-focused and lost on the walls if the kick from the beam
is sufficiently strong. If a significant ion density builds up
along the bunch train, coherent motion of the beam ensues
and a fast beam-ion instability develops [1].

Ion trapping depends on several machine and beam pa-
rameters, as well as on the composition of the residual gas.
A trapping condition can be derived from the linear approxi-
mation of the Bassetti-Erskine formula [2] for the field of a
Gaussian beam and the stability condition of a linear beam
trajectory. Ions of mass number A are trapped if

A > Atrx,y =
Nrp∆Tbc

2σx,y(σx + σy) , (1)

where rp is the classical proton radius and c is the speed of
light. The trapping mass number Atri depends on the bunch
spacing ∆Tb , the bunch intensity N , and the transverse beam
sizes σx and σy . For an ion to be trapped, its mass number
must be larger than the trapping mass number of both trans-
verse planes. For flat bunches, typical in electron machines,
the beam field and the induced kick on the ions are stronger
in the vertical plane. Hence the instability occurs in the
vertical plane and the trapping mass number is determined
by the vertical condition.

∗ Work supported by the Swiss State Secretariat for Education, Research
and Innovation, SERI
† lotta.mether@cern.ch

If ions of mass number A are trapped along a train of
bunches according to Eq. (1), the rise time of the induced
instability for bunch number nb can be written as

τi 2
x,y ∝

γ2 Aωβ
n4
b

N3P2Tbc

(
σx + σy

)3
σ3
x,y , (2)

where ωβ is the betatron frequency. The instability develops
faster for larger residual gas pressures P as well as for larger
bunch numbers, i.e. the instability sets in at the tail of the
bunch train. Furthermore, for a given pressure, the instability
develops faster for smaller ion mass numbers, as long as the
ions are trapped.

The results reviewed above are based on the linear approxi-
mation of the beam field, which underestimates ion trapping
by overestimating the kick on ions outside of the core of
the beam. With the full beam field, ions may be trapped
and influence the beam even if their mass number is below
the trapping mass number Eq. (1). In this contribution we
present numerical simulations of the fast beam-ion instabil-
ity in the electron ring of the FCC-ee, which is under design
within the future circular collider project [3]. Ion trapping
for mass numbers above and below the trapping mass is
studied and the effect of the ions on the beam is compared
in the two regimes. Viable partial pressures for common
vacuum species are identified and mitigation strategies are
discussed.

MACHINE PARAMETERS
The FCC-ee may be vulnerable to the fast beam-ion insta-

bility in particular at Z-pole operation due to the large num-
ber of bunches foreseen for operation in this mode. Selected
design parameters at the time of this study are summarised
in Table 1. The operational bunch spacing has not yet been
fixed in the machine design. Here we use a bunch spacing
∆Tb of 2.5 ns which is the shortest considered spacing and
hence the most critical for the fast beam-ion instability.

Table 1: FCC-ee parameters for Z production

Parameter Symbol, Unit Value
Energy E [GeV] 45.6
Circumference C [m] 97749.14
Bunch intensity N 1.7 ×1011

Geometric hor. emittance εx [nm] 0.27
Geometric ver. emittance εy [pm] 1.0
Bunch length σz [mm] 3.5
Harmonic number hRF 130680
Number of bunches [1/beam] 16640
Vertical damping time τdy [turns] 2533
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Figure 1: Trapping condition, Eq. 1, along the machine circumference. The trapping mass number for the real lattice is
shown in blue and for the model of the straight sections in red.

For the study we consider the following residual gas
species: H2, CO and CO2, with mass numbers and ion-
ization cross-sections [4], σ, as indicated in Table 2. In
order to study the trapping of different mass numbers and
to determine individual partial pressure thresholds for the
instability, each species is simulated independently.

Table 2: Residual gas species

Species A σ [MBarn]
H2 2 0.5
CO 28 2.0
CO2 44 2.0

SIMULATION MODEL
The simulations have been performed using the PyE-

CLOUD and PyHEADTAIL macro-particle tracking tools
[5, 6], with the following method based on the FASTION
code [7, 8]. The machine lattice is divided into a number
of segments, each of which is represented by an interaction
point where the beam-ion interaction along the segment is
modelled in 2D. Ions are generated bunch by bunch, and the
beam-ion interaction is simulated separately for each bunch
along the train.

The simulations are done in the strong-strong regime,
where both the beam and the ion cloud are represented by
sets of macro-particles. This allows us to model not only
the bunch centroid motion, but also emittance growth and
other multi-particle effects. The ion macro-particles are
regenerated in every interaction point, whereas the beam
macro-particles, defined by their phase space variables, are
transported between the interaction points using the linear
transverse transfer matrices. Synchrotron radiation damping
has not been included in the simulation model, instead we
compare the rise times found in the simulations to the vertical
damping time of the machine (see Table 1).

Since the dynamics of the beam-ion interaction are highly
sensitive to the transverse beam size, the ions are kicked

with different strengths in different locations of the machine,
according to the optics functions. Ideally the number of seg-
ments and interaction points would be chosen such that the
machine lattice is comprehensively sampled. For a machine
of the size of the FCC, however, this is not viable within
a reasonable computation time. Instead, we model the ma-
chine using a smooth approximation with identical lattice
functions in all segments and determine the required number
of segments based on a convergence scan.

Because the lattice functions vary widely between the
arcs of the machine and the straight sections, the two cases
are simulated independently. This approach allows us to
determine in which parts of the machine the pressure limits
are more stringent, as well as to compare the trapping of
various ion species at two different beam sizes. The arcs,
which cover 86.6% of the machine, are modelled with a
smooth approximation over the entire circumference with
equal distances and phase advances between segments. To
model the 13.4% of straight sections, each individual straight
section is divided into a number of equidistant interaction
points, while the arcs simply transport the beam between
straight sections. To account for the different phase advances
covered by the various straight sections, the phase advance
between segments varies for each straight section. In both
cases the lattice functions are selected to give the lowest
trapping mass number within the corresponding part of the
machine. The linear trapping condition along the machine
circumference is shown in Fig. 1 in blue. The red curve
shows the trapping mass in the model of the straight sections.
A study of the number of kicks and segments needed in the
arcs shows good convergence as of around 500 kicks. In
the straight sections the number is scaled with respect to the
length to 80 kicks per turn.

From Fig. 1 we can see that none of the ion species under
study are trapped by the beam in the arcs of the machine,
according to the trapping condition Eq. (1). In the straight
sections, on the other hand, both CO and CO2 are trapped
according to Eq. (1), while H2 remains below the trapping
mass. As will be evident from the simulation results in the
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following sections, some ions do in reality stay trapped along
at least a part of the bunch train also in the arcs. However,
they are less strongly trapped than in the straight sections,
where the trapping mass number is significantly lower.

Due to the heavy computational burden of the simulations,
only a limited number of bunches and turns can be simu-
lated within a reasonable time. For the studies presented
here, bunch trains of 50–200 bunches have been studied over
50 turns around the machine. Over this time, the expected
vertical damping due to synchrotron radiation is 4 %. The
individual gas pressures have been scanned from the pTorr
range to a few tens of nTorr.

H2 TRAPPING AND BEAM STABILITY
Figure 2 shows the impact of hydrogen gas in the arcs

on a train of 50 bunches over 50 turns. Even for two rel-
atively high pressures only a very marginal effect on the
bunch train can be seen. In particular, the rate of emittance
growth shown in Fig. 2b is slower than the expected shrink-
age due to synchrotron radiation damping. Hence we do not
expect hydrogen to cause any problems in the arcs of the
machine for partial pressures up to 10 nTorr. These results
are consistent with the expectations from the trapping con-
dition, Eq. (1), and indicate that H+2 ions are not trapped in
significant amounts along the bunch train.
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(a) Vertical bunch centroid offsets after 50 turns.
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(b) Vertical emittance growth of most unstable bunch.

Figure 2: Bunch train evolution with selected pressures of
H2 (A = 2) gas in the arcs.

In contrast, in the straight sections, which have a much
lower trapping mass number due to the higher beta func-
tions, hydrogen ions do have a significant effect on the beam,
although they are not trapped according to Eq. (1). The

effect of hydrogen gas in the straight sections on a train of
50 bunches over 50 turns is shown in Fig. 3. While the
ions receive smaller kicks in the straight sections due to the
weaker beam fields compared to the arcs, the consequently
increased trapping allows for more ions to accumulate along
the bunch train, with a noticeable effect on the beam. Within
50 turns, excitation of centroid motion sets in at a pressure of
0.5 nTorr, whereas significant emittance growth is observed
from pressures of 3 nTorr.
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Figure 3: Bunch train evolution with selected pressures of
H2 (A = 2) gas in the straight sections. Note that the two
graphs display different pressures.

CO AND CO2 TRAPPING AND BEAM
STABILITY

Figures 4a and 4b show the vertical centroid displace-
ments of a train of 50 bunches after 50 turns with respec-
tively CO and CO2 gas in the arcs. The factor of vertical
emittance growth (excluding the effect of radiation damping)
for the most unstable bunch along the train is shown in Fig 5.
Although the mass numbers of both species are well below
the trapping mass number for the arcs, they are significantly
heavier than hydrogen and are clearly able to generate fast
beam-ion instabilities in the arcs.

The lowest pressure leading to significant centroid dis-
placement is 0.2 nTorr for CO and 0.05 nTorr for CO2,
whereas emittance growth occurs from 0.5 nTorr for CO
and from 0.1 nTorr for CO2. Indeed, we can observe that
the effect on the beam is stronger for CO2 than for CO. For
any given pressure, the instability sets in after fewer turns
and grows faster for CO2 compared to CO. This behaviour is
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Figure 4: Vertical bunch centroid offsets after 50 turns with
selected pressures of CO and CO2 gas in the arcs.

contrary to what would be expected for strongly trapped ions,
Eq. (2), where a faster developing instability is predicted for
smaller mass numbers, and indicates qualitatively different
instability dynamics when ions are not fully trapped.
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Figure 5: Vertical emittance growth of the most unstable
bunch for CO and CO2 gas in the arcs.

In the straight sections both species are expected to be
trapped along the beam and give rise to fast beam-ion in-
stabilities. This is confirmed by Fig 6, which displays the
vertical centroid offsets across a bunch train after 50 turns
with CO and CO2 gas in the straight sections, respectively.
The lowest pressure leading to significant centroid displace-
ment is 10 pTorr for both species.
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Figure 6: Vertical bunch centroid offsets after 50 turns with
selected pressures of CO and CO2 gas in the straight sections.

WEAK VERSUS STRONG TRAPPING
In the straight sections, the threshold pressures lie more

than an order of magnitude below the values in the arcs, al-
though they cover only 13.4 % of the machine circumference,
indicating a much stronger trapping of the ions in the straight
sections. We can also observe a contrast in the dynamics of
the instability between the arcs and the straight sections, as
illustrated in Fig. 7. In the straight sections, the expected
behaviour of a fast beam-ion instability due to ion trapping
is observed: the instability first sets in at the tail of the bunch
train, and after a given number of turns extends over an
increasing part of the bunch train for increasing pressure,
approaching the head of the train. This dynamical behaviour
applies to both the vertical emittance (see Fig. 7b) and the
centroid motion along the bunch train and is similar for both
species.

In the arcs, on the other hand, as well as for hydrogen in
the straight sections, an increase in emittance growth along
the bunch train is observed only at the beginning of the train,
with all trailing bunches experiencing a similar amount of
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Figure 7: Vertical emittances of a bunch train after 50 turns
with H2 and CO2 gas in the straight sections. Note that the
two graphs display different pressures.

emittance growth (see Fig. 7a). This is illustrated also in
Fig. 8, which shows the rise time of the instability (estimated
from the emittance growth) for selected individual bunches
along a train with CO and CO2 gas, respectively. One can
note that the rise time saturates after about 10-20 bunches
and is essentially independent of the bunch number for most
part of the train. This pattern is observed regardless of the
residual gas pressure, the length of the bunch train, and the
number of turns simulated — only the level of emittance
growth that the train is saturated at varies depending on the
pressure and the number of turns simulated. Also the enve-
lope of the centroid motion along the bunch train exhibits a
similar behaviour.

CONCLUSION
We can conclude that two different regimes for ion trap-

ping have been observed with different consequences for
beam stability, depending on the residual gas and beam pa-
rameters. When the trapping condition, Eq. (1), is satisfied,
fast beam-ion instabilities with the behaviour expected from
the linearised treatment occur. However, even when Eq. (1)
is not fulfilled, ions can effectively be trapped and induce fast
beam-ion instabilities. In our examples this occurs for H2 in
the straight sections and CO, and CO2 in the arcs. In these
cases the instability for a given ion mass and a given pres-
sure is weaker than in the trapping regime, and also behaves
qualitatively different. In particular, the evolution of the in-
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Figure 8: Vertical rise times for selected bunch numbers as
a function of CO and CO2 gas pressure in the arcs.

Table 3: Pressure thresholds for residual gas species

H2 CO CO2

Arc model — 0.1 nTorr 0.02 nTorr
Straight sections 0.2 nTorr 5 pTorr 5 pTorr

stability doesn’t seem to depend on the number of preceding
bunches in a train, except for the first 10-20 bunches. This
behaviour could possibly be explained by limited trapping of
the ions, which consequently might oscillate around the train
only for a certain number of bunch passages before being lost.
In the future, it would be interesting to study in more detail
the ion behaviour in this non-linear regime, e.g. the typical
ion-beam interaction length and how it varies with the ion
mass, as well as the frequencies involved in the instabilities,
which are related to the non-linear ion oscillations.

The highest pressures found to be stable over 50 bunches
and 50 turns for each considered species in the arcs and
straight sections are summarised in Table 3. These values
correspond to the allowed partial pressures for each species,
with eventual constraints on the total pressure depending on
the composition of the residual gas. In case the constraints
presented here cannot be fulfilled by the vacuum system,
there are several mitigation strategies that can be employed
in order to relax them.

A standard mitigation strategy for the fast beam-ion insta-
bility is the inclusion od clearing gaps. However, the specific
behaviour of the partly trapped species implies that, in those
cases, mitigation can only be achieved by going to very short
trains of around 10 bunches or less. In the straight sections,
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on the other hand, additional clearing gaps are expected to
increase the threshold pressure. For this approach to raise
the threshold pressure with a certain factor, however, the
train length would need to be reduced by the same factor,
which means only a limited gain can be achieved in this way.

A more promising strategy would be to increase the bunch
spacing. According to the trapping condition, Eq. (1), the
minimum trapped mass number is directly proportional to
the bunch spacing, indicating that increasing the spacing
reduces the amount of ion trapping. Based on an additional
simulation case, a bunch spacing of 7.5 ns raises the thresh-
old pressure with at least a factor 20 compared to 2.5 ns for
CO2 gas in the arcs. A similar effect can be expected to occur
also for CO in the arcs and H2 in the straight sections. How-
ever, the effect may not be as strong for the heavier species in
the straight sections, since the trapping condition there is sig-
nificantly lower. In the straight section model, both CO and
CO2 would still be strongly trapped for a bunch spacing of
17.5 ns, whereas 19.6 ns is the theoretical maximum spacing
for the design number of bunches. To accurately determine
the pressure constraints for any given bunch spacing, further
studies sampling in detail the lattice functions in the straight
sections should be performed.

Finally, since the fast beam-ion instability is a coupled-
bunch instability with no significant intra-bunch motion, a
bunch-by-bunch feedback can typically efficiently suppress
the instability, see e.g. [9]. Since the rise times of the insta-
bility for the lowest unstable pressures are relatively long,
as seen in Figs. 3 and 5, a feedback system with a damping
time of 10–100 turns should be able to increase the pressure
threshold by more than a factor of 10. However, it is not
clear that a feedback system would prevent the emittance
growth associated with ion trapping.
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Abstract 
The “impedance” limits the performance of all the par-

ticle accelerators where the beam intensity (or beam 
brightness) is pushed, leading to beam instabilities and 
subsequent increased beam size and beam losses, and/or 
excessive (beam-induced RF) heating, which can deform 
or melt components or generate beam dumps. Each 
equipment of each accelerator has an impedance, which 
needs to be characterised and optimised. This impedance 
is usually estimated through theoretical analyses and/or 
numerical simulations before being measured through 
bench and/or beam-based measurements. Combining the 
impedances of all the equipment, a reliable impedance 
model of a machine can be built, which is a necessary 
step to be able to understand better the machine perfor-
mance limitations, reduce the impedance of the main 
contributors and study the interplay with other mecha-
nisms such as optics non-linearities, transverse damper, 
noise, space charge, electron cloud, beam-beam (in a 
collider), etc. 

INTRODUCTION 
As the beam intensity increases, the beam can no longer 

be considered as a collection of non-interacting single 
particles: in addition to the “single-particle phenomena”, 
“collective effects” become significant [1-4]. At low 
intensity a beam of charged particles moves around an 
accelerator under the Lorentz force produced by the “ex-
ternal” electromagnetic fields (from the guiding and fo-
cusing magnets, RF cavities, etc.). However, the charged 
particles also interact with themselves (leading to space 
charge effects) and with their environment, inducing 
charges and currents in the surrounding structures, which 
create electromagnetic fields called wake fields. In the 
ultra-relativistic limit, causality dictates that there can be 
no electromagnetic field in front of the beam, which ex-
plains the term “wake”. It is often useful to examine the 
frequency content of the wake field (a time domain quan-
tity) by performing a Fourier transformation on it. This 
leads to the concept of impedance (a frequency domain 
quantity), which is a complex function of frequency.  

If the wall of the beam pipe is perfectly conducting and 
smooth, a ring of negative charges (for positive charges 
travelling inside) is formed on the walls of the beam pipe 
where the electric field ends, and these induced charges 
travel at the same pace with the particles, creating the so-
called image (or induced) current. But, if the wall of the 
beam pipe is not perfectly conducting or contains discon-
tinuities, the movement of the induced charges will be 
slowed down, thus leaving electromagnetic fields (which 
are proportional to the beam intensity) mainly behind. 

An ICFA mini-workshop on “Electromagnetic Wake 

Fields and Impedances in Particle Accelerators” was held 
in 2014 in Erice [5] to review the recent developments 
and main current challenges in this field. They concerned 
the computation, simulation and measurement of the 
(resistive) wall effect for cylindrical and non cylindrical 
structures, any number of layers, any frequency, any 
beam velocity and any material property (conductivity, 
permittivity and permeability); the electromagnetic char-
acterization of materials; the effect of the finite length of 
a structure; the computation and simulation of geomet-
rical impedances for any frequency; the computation and 
simulation (in time and frequency domains) of all the 
transverse impedances needed to correctly describe the 
beam dynamics (i.e. the usual driving or dipolar wake, the 
detuning or quadrupolar wake, the angular wake, the 
constant and nonlinear terms, etc.); the issue of the wake 
function needed (inverse Fourier transform of the imped-
ance, response to a delta-function) vs. the wake potential 
obtained from electromagnetic codes (i.e. response to a 
usually Gaussian pulse); the simulation of all the com-
plexity of equipment like kickers, collimators and diag-
nostics structures; etc. 

This paper is structured as follows: the first section dis-
cusses some historical considerations, while the second 
one reviews some theoretical aspects. The third section 
analyses the numerical techniques and the fourth one the 
analytical computations. The fifth section examines in 
detail the particular and important case of the transverse 
(resistive) wall impedance in the presence of coatings 
(with a better or a worse conductor). Finally, the sixth 
section concludes this review. 

HISTORICAL CONSIDERATIONS 
The workshop discussed previously [5] was dedicated 

to A.M. Sessler, who passed away just before it on 
17/04/2014 and who, together with V.G. Vaccaro, intro-
duced the concept of impedance in particle accelerators. 

The first mention of the impedance concept appeared 
on November 1966 in the CERN internal report “Longi-
tudinal instability of a coasting beam above transition, 
due to the action of lumped discontinuities” by 
V.G. Vaccaro [6]. Then, a more general treatment of it 
appeared in February 1967 in the CERN yellow report 
“Longitudinal instabilities of azimuthally uniform beams 
in circular vacuum chambers of arbitrary electrical prop-
erties” by A.M. Sessler and V.G. Vaccaro [7]. The con-
cept of wake field came two years later, in 1969, in the 
paper “The wake field of an oscillating particle in the 
presence of conducting plates with resistive terminations 
at both ends” by A.G. Ruggiero and V.G. Vaccaro [8]. 
This was the beginning of many studies, which took place 
over the last five decades, and today, impedances and 
wake fields continue to be an important field of activity,  ____________________________________________  
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as concerns theory, simulation, bench and beam-based 
measurements. 

SOME THEORETICAL ASPECTS 
What needs to be computed are the wake fields at a dis-

tance z behind a source particle and their effects on the 
test or witness particles that compose the beam [1-3 and 
references therein. Additional information and references 
can be found there if not specified in this paper] (see 
Fig. 1). For a particle moving along a straight line with 
the speed of light, due to causality, the electromagnetic 
field scattered by a discontinuity on the beam pipe does 
not affect the charges, which travel ahead of it [1-4]. This 
field can only interact with the charges in the beam that 
are behind the particle, which generates the field. For 
short bunches, the time needed for the scattered fields to 
reach the beam on axis may not be negligible, and the 
interaction with this field may occur well downstream of 
the point where the field was generated. To find where the 
electromagnetic field produced by a leading charge reach-
es a trailing particle traveling at a distance Δs behind the 
leading one, let’s assume that a discontinuity located on 
the surface of a pipe of radius b at coordinate s = 0 is 
passed by the leading particle at time t = 0 with the speed 
of light c (see Fig. 2). It can be deduced from Fig. 2 that  

 

 s 2 = c t( )
2
= s − Δs( )

2
+ b 2 .       (1) 

  
Assuming that Δs ≪ b, it can be shown from Eq. (1) that 

 

 s ≈ b 2

2 Δs
.               (2) 

 

 
 

Figure 1: Sketch of a vacuum chamber, which generates 
wake fields. Courtesy of G. Rumolo. 

 

 
Figure 2: A wall discontinuity located at s = 0 scatters the 
electromagnetic field of a relativistic particle. When the 

particle moves to location s, the scattered field arrives to 
point s − Δs. Courtesy of K. Bane and G. Stupakov [4]. 
The distance s given by Eq. (2) is called the catch-up 
distance. Only after the leading charge has traveled that 
far away from the discontinuity, a particle at point Δs 
behind it starts to feel the wake field generated by the 
discontinuity. 

The computation of the wake fields is quite involved 
and two fundamental approximations are generally intro-
duced: (i) the rigid-beam approximation (the beam 
traverses a piece of equipment rigidly, i.e. the wake field 
perturbation does not affect the motion of the beam dur-
ing the traversal of the impedance. The distance of the test 
particle behind some source particle does not change) and 
(ii) the impulse approximation (as the test particle moves 
at a fixed velocity through a piece of equipment, the im-
portant quantity is the impulse, i.e. the integrated force, 
and not the force itself). Starting from the four Maxwell 
equations for a particle in the beam and taking the rota-
tional of the impulse, it can be shown that for a constant 
relativistic velocity factor β (which does not need to be 1) 

 
 

!
∇ × Δ

!
p x , y , z( ) = 0,        (3) 

 
which is known as Panofsky-Wenzel theorem. This rela-
tion is very general, as no boundary conditions have been 
imposed. Only the two fundamental approximations have 
been made. Another important relation can be obtained 
when β is equal to 1 (taking the divergence of the im-
pulse), which is 
 
 

!
∇

⊥
.Δ !p

⊥
= 0.        (4) 

 
Considering the case of a cylindrically symmetric 

chamber (using the cylindrical coordinates r, θ, s) and as 
a source charge density (which can be decomposed in 
terms of multipole moments) a macro-particle of charge 
Q = Nb e (with Nb the number of charges and e the ele-
mentary charge) moving along the pipe (in the s-
direction) with an offset r = a in the θ = 0 direction and 
with velocity υ = β c, the whole solution can be written, 
for β = 1 (with q the charge of the test particle and L the 
length of the structure) 

 

     

υΔps r ,θ , z( ) = Fs ds
0

L

∫ = − q Q am r m cosmθ ʹWm z( ),

υΔpr r ,θ , z( ) = Fr ds
0

L

∫ = − q Q am mr m−1 cosmθ Wm z( ),

υΔpθ r ,θ , z( ) = Fθ ds
0

L

∫ = q Q am mr m−1 sinmθ Wm z( ).

  (5)
  

 

 
The function Wm is called the transverse (⊥) wake func-

tion and its derivative is called the longitudinal (//) wake 
function of azimuthal mode m. They describe the shock 
response (Green function) of the vacuum chamber envi-
ronment to a δ–function beam which carries an mth mo-
ment. The integrals (on the left) are called wake potentials 

s 

Change in  
geometry or electrical 

resistivity 

x2
x1

υ= c

ss − Δs
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(these are the convolutions of the wake functions with the 
beam distribution; here it is just a point charge). The Fou-
rier transform of the wake function is called the imped-
ance. As the conductivity, permittivity and permeability 
of a material depend in general on frequency, it is usually 
better (or easier) to treat the problem in the frequency 
domain, i.e. compute the impedance instead of the wake 
function. It is also easier to treat the case β ≠ 1. Then, an 
inverse Fourier transform is applied to obtain the wake 
function in the time domain. Two important properties of 
impedances can be derived. The first is a consequence of 
the fact that the wake function is real, which leads to 

 

                           

Zm
// ω( )⎡

⎣
⎤
⎦
*
= Zm

// −ω( ),

− Zm
⊥ ω( )⎡

⎣
⎤
⎦
*
= Zm

⊥ −ω( ),      (6)
  

 

 
where * stands for the complex conjugate and ω = 2 π f is 
the angular frequency. The second is a consequence of 
Panofsky-Wenzel theorem (with the wave number 
k = ω / υ) 
 Zm

// ω( ) = k Zm⊥ ω( ).        (7) 

 
Another interesting property of the impedances is the 

directional symmetry (Lorentz reciprocity theorem): the 
same impedance is obtained from both sides if the en-
trance and exit are the same. In the case of a cavity, an 
equivalent RLC circuit can be used (with three parameters 
which are the shunt impedance Rsh, the inductance and the 
capacity). In a real cavity, these three parameters cannot 
be separated easily and some other related parameters are 
used, which can be measured directly such as the reso-
nance frequency fr, the quality factor Q (describing the 
width of the resonance) and the damping rate (of the 
wake). When the quality factor is low, the resonator im-
pedance is called “broad-band”, and this model (with 
Q = 1) was extensively used in the past in many analytical 
computations.  

The situation is more involved in the case of non axi-
symmetric structures (due in particular to the presence of 
the quadrupolar wake field, see below) and for β ≠ 1, as in 
this case some electromagnetic fields also appear in front 
of the source particle. In the case of axi-symmetric struc-
tures, a current density with some azimuthal Fourier com-
ponent creates electromagnetic fields with the same azi-
muthal Fourier component. In the case of non axi-
symmetric structures, a current density with some azi-
muthal Fourier component may create an electromagnetic 
field with various different azimuthal Fourier compo-
nents. If the source particle (1) and test particle (2) have 
the same charge, and in the ultra-relativistic case, the 
transverse wake potentials can be written (taking into 
account only the linear terms with respect to the source 
and test particles and neglecting the coupling terms) 

 

           

Fx ds
0

L

∫ = −q2 x1Wx
driving z( ) − x2W detuning z( )⎡

⎣
⎤
⎦ ,

Fy ds
0

L

∫ = −q2 y1Wy
driving z( ) + y2W detuning z( )⎡

⎣
⎤
⎦ ,

     (8)
  

 

where the driving term is used here instead of dipolar and 
detuning instead of quadrupolar (or incoherent) and where 
x1,2 and y1,2 are the horizontal and vertical coordinates of 
the source (1) and test (2) particles. In the frequency do-
main, Eq. (8) leads to the following generalized imped-
ances 
 

                     

Zx Ω⎡⎣ ⎤⎦= x1 Zx
driving − x2 Z

detuning ,

Zy Ω⎡⎣ ⎤⎦= y1 Zy
driving + y2 Z

detuning .      (9)
  

 

 
Note that in the case β ≠ 1, another quadrupolar term is 

also found. From Eqs. (8) and (9), the procedure to simu-
late or measure the driving and detuning contributions can 
be deduced. In the time domain, using some time-domain 
electromagnetic codes like for instance CST Particle Stu-
dio, the driving and detuning contributions can be disen-
tangled. A first simulation with x2 = 0 gives the driving 
part while a second one with x1 = 0 provides the detuning 
part. It should be noted that if the simulation is done with 
x2 = x1, only the sum of the driving and detuning parts is 
obtained. The situation is more involved in the frequency 
domain, which is used for instance for impedance meas-
urements on a bench. Two measurement techniques can 
be used to disentangle the transverse driving and detuning 
impedances, which are both important for the beam dy-
namics (this can also be simulated with codes like Ansoft-
HFSS). The first uses two wires excited in opposite phase 
(to simulate a dipole), which yields the transverse driving 
impedance only. The second consists in measuring the 
longitudinal impedance, as a function of frequency, for 
different transverse offsets using a single displaced wire. 
The sum of the transverse driving and detuning imped-
ances is then deduced applying the Panofsky-Wenzel 
theorem in the case of top/bottom and left/right sym-
metry. Subtracting finally the transverse driving imped-
ance from the sum of the transverse driving and detuning 
impedances obtained from the one-wire measurement 
yields the detuning impedance only. If there is no 
top/bottom or left/right symmetry the situation is more 
involved and requires more measurements. 

Finally, all the transverse impedances (dipolar or driv-
ing and quadrupolar or detuning) should be weighted by 
the betatron function at the location of the impedances, as 
this is what matters for the transverse beam dynamics. 

NUMERICAL TECHNIQUES 
Analytical computations are possible only if the struc-

tures are fairly simple. In practice this is often not the 
case and one has to rely on numerical techniques. First 
numerical wake field computations were performed in 
time domain by V. Balakin et al. in 1978 [9] and 
T. Weiland in 1980 [10]. As for highly relativistic bunch-
es, due to causality, wake fields can catch up with trailing 
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particles only after traveling the catch-up distance (see 
before), this motivated to compute wakes in linacs by 
using a mesh that moves together with the bunch: the 
moving mesh technique was introduced by K. Bane and 
T. Weiland in 1983 [11].  

Nowadays many methods are available for beam cou-
pling impedance simulations [3]: 

• Time Domain (TD) method, 
• Frequency Domain (FD) method, 

o Eigenmode methods, 
o Methods based on beam excitation in FD, 

and the main ElectroMagnetic (EM) codes currently used 
are 

• ABCI, 
• Ansys HFSS, 
• CST Studio (MAFIA), 
• GdfidL, 
• ECHO2D, 
• ACE3P, 
• Etc. 

In TD, Finite Differences Time Domain (FDTD) and 
Finite Integration Technique (FIT) with leapfrog algo-
rithm for the time stepping are used. More specialized 
techniques are the Boundary Element Method (TD-BEM), 
the Finite Volume method (FVTD), the Discontinuous 
Galerkin Finite Element Method (DG-FEM) or Implicit 
methods. The bunch length and the wake length are the 
two important parameters for TD impedance computa-
tions and the criterion for the time step is also referred to 
as the Courant-Friedrichs-Lewy (CFL) criterion. The TD 
simulations are suitable at medium and high frequencies, 
and particularly in perfectly conducting structures. 

In FD, Eigenmode methods are used when high quality 
factor structures are under investigation and high accura-
cy is required. 

The methods based on beam excitation in FD are well 
suited at low frequencies, where the CFL criterion poses a 
strong requirement on the time step. Due to the uncertain-
ty principle, lower frequencies require computing longer 
wakes. As the time step is fixed by structure properties 
via the CFL criterion, this leads to the necessity to com-
pute many time steps. The FD methods prevail for low 
frequency, low velocity of the beam and dispersively 
lossy materials. 

The particularly difficult components to simulate are 
those, which combine elements of geometric wake fields 
and resistive elements (like tapered collimators or dielec-
tric structures), the surface roughness and small random 
pumping slots (such as e.g. in Fig. 3). 

Finally, the EM properties of some materials (vs. fre-
quency) are not well known and should be measured with 
precision before performing simulations to allow for reli-
able results. 

ANALYTICAL COMPUTATIONS 
Analytical computations are usually used to compute 

the (resistive) wall impedance of multi-layered vacuum 
chambers, beam screens and collimators over 

a huge frequency range, as they are usually much faster 
and precise than simulation codes, which are facing sev-
eral issues depending on the frequency range (number of 
mesh cells, etc.). Three formalisms are usually adopted: 

• Transmission-line, 
• Field matching, 
• Mode matching. 

 

 
 

Figure 3: Sketch of the LHC beam screen. 

 
For a cylindrical beam pipe or two parallel plates, with 

any number of layers, any beam velocity and any electric 
conductivity, permeability and permittivity, the IW2D 
code was derived using field matching [12], which is 
valid when the length of the structure is (much) larger 
than the beam pipe radius (or half gap in the case of two 
parallel plates) [3]. 

In the LHC, the wall impedance of the numerous colli-
mators (see Fig. 4) represents a significant fraction of the 
total machine impedance. The important parameters are 
the beam pipe radius (or half gap in the case of two paral-
lel plates), the thickness of the different layers and the 
skin depth, which is plotted vs. frequency in Fig. 5 for 
three different materials. Assuming for simplicity first the 
case of a (round) LHC collimator, the transverse wall 
impedance is represented in Fig. 6, exhibiting three re-
gimes of frequencies: 

• Low-frequency or “inductive bypass” regime, 
• Intermediate-frequency or “classical thick-

wall” regime, 
• High-frequency regime. 

Before discussing in detail the first two regimes, which 
are of interest for the LHC, let’s have a closer look at the 
third (high-frequency) regime, which is zoomed in Fig. 7. 
A resonance is clearly revealed (the formula giving the 
resonance frequency is shown in Fig. 7, where Z0 is the 
free-space impedance,  σDC is the DC conductivity and τ 
is the relaxation time.), whose physical interpretation was 
provided by K. Bane [13]. The beam/wall interaction can 
be thought of occurring in two parts: first the beam loses 

Longitudinal weld 
Pumping slots 

Saw teeth 

Beam screen tube (Stainless-Steel: SS) 

Copper coating 
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energy to the high frequency resonator and then, on a 
longer scale, this energy is absorbed by the walls. 

 

   
 

Figure 4: The numerous collimators of the LHC, whose 
distance to the beam is of few mm. Courtesy of S. 
Redaelli. 

 

 
 

Figure 5: Skin depth versus frequency for different resis-
tivities: stainless steel, graphite and copper (at room and 
cryogenic temperatures). 
 

 
 

Figure 6: Transverse wall impedance for the case of a 
(round) LHC collimator. 

 

 
 

Figure 7: Zoom of the third (high-frequency) regime of 
Fig. 6: real (in brown) and imaginary (in green) parts of 
the transverse impedance. 

 
In the case of resistive elliptical beam pipes, Yokoya 

form factors [14] for the dipolar and quadrupolar imped-
ances are usually used (see Fig. 8): these form factors are 
numbers to be multiplied to the results obtained with the 
circular geometry (with the height of the elliptical beam 
pipe h equal to the radius b of the circular beam pipe). 
However, it should be reminded that several assumptions 
were made as concerns both the frequency and the mate-
rial. Generalised form factors have been deduced from 
IW2D for two parallel plates compared to the circular 
case and two examples are shown in Fig. 9 [15]. 

 

 
 

Figure 8: Yokoya form factors for dipolar and quadrupo-
lar impedances in resistive elliptical pipes (compared to 
the circular case) [14]. The height of the elliptical beam 
pipe is h and the width is w (the case where w = h corre-
sponds to the circular case).  
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Figure 9: Generalised form factors (compared to the cir-
cular case) from the IW2D code (mentioned as “this theo-
ry”) for the case of graphite (upper) and hBN ceramic 
(lower) [15].  

TRANSVERSE WALL IMPEDANCE  
AND COATINGS 

Assuming a round beam pipe with a length of 1 m with 
only one layer going to infinity, the first two frequency 
regimes are depicted in Fig. 10 for two different beam 
pipe radii and conductivities. 

 

 
 
Figure 10: Transverse wall impedance assuming a round 
beam pipe with a length of 1 m and only one layer going 
to infinity. 

 

The effect of a copper coating inside a round beam pipe 
with a length of 1 m, one layer of stainless steel going to 
infinity and a radius of 20 mm, is represented in 
Fig. 11 [16,17]. It is shown that the imaginary part of the 
impedance is always reduced while a too high thickness 
of the coating can considerably increase the real part of 
the impedance at low frequencies (as the better conductor 
keeps the induced current closer to the beam). 

 

 
 

 
 
Figure 11: Effect of a copper coating (at room tempera-
ture) inside a round beam pipe with a length of 1 m, one 
layer of stainless steel going to infinity and a radius of 
20 mm. Ratio of the impedance (real and imaginary parts) 
with the coating of thickness (from top to bottom) 1 µm 
and 1000 µm to the impedance without the coating. 

 
The effect of a copper coating inside a round beam pipe 

with a length of 1 m, one layer of graphite going to infini-
ty and a radius of 2 mm, is represented in Fig. 12 [16,17]. 
As before (but with an effect, which is amplified), it is 
shown that the imaginary part of the impedance is always 
reduced while a too high thickness of the coating can 
considerably increase the real part of the impedance at 
low frequencies (as the better conductor keeps the in-
duced current closer to the beam). 
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Figure 12: Effect of a copper coating (at room tempera-
ture) inside a round beam pipe with a length of 1 m, one 
layer of graphite going to infinity and a radius of 2 mm. 
Ratio of the impedance (real and imaginary parts) 
with the coating of thickness (from top to bottom) 1 µm 
and 50 µm to the impedance without the coating. 

 
The effect of a graphite coating (e.g. as could be used 

to reduce the secondary emission yield and relevant elec-
tron cloud effects) inside a round beam pipe with a length 
of 1 m, one layer of copper (at room temperature) going 
to infinity and a radius of 20 mm, is represented in 
Fig. 13 [16,17]. In this case, it is shown that if the coating 
thickness is sufficiently small, the real part of the imped-
ance does not change but only the imaginary part increas-
es at high frequency. For larger coating thicknesses, even 
the real part of the impedance will be significantly higher 
for high frequencies, which could have detrimental effects 
for beam stability. 

 

 
 

 
 
Figure 13: Effect of a graphite coating inside a round 
beam pipe with a length of 1 m, one layer of copper (at 
room temperature) going to infinity and a radius of 
20 mm. Ratio of the impedance (real and imaginary parts) 
with the coating of thickness (from top to bottom) 1 µm 
and 50 µm to the impedance without the coating. 

CONCLUSION 
The first mention of the impedance concept appeared 

on November 1966 in the CERN internal report “Longi-
tudinal instability of a coasting beam above transition, 
due to the action of lumped discontinuities” by 
V.G. Vaccaro [6]. This was the beginning of many stud-
ies, which took place over the last five decades, and to-
day, impedances and wake fields continue to be an im-
portant field of activity, as concerns theory, simulation, 
bench and beam-based measurements. Furthermore, sev-
eral extensions of the impedance concept appeared over 
the years for space charge, electron cloud and CSR (Co-
herent Synchrotron Radiation). 

Even if the impedance is fifty-one years old, most of 
the particle accelerators do not have a sufficiently precise 
impedance model and there are still challenges for the 
future, such as e.g. with the new surface treatments, 
which need to be implemented to fight against electron 
cloud. 
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VLASOV SOLVERS AND MACROPARTICLE SIMULATIONS
N. Mounet∗, CERN, Geneva, Switzerland

Abstract
We review here two essential methods to evaluate growth

rates of transverse coherent instabilities arising from beam-
coupling impedance in a synchrotron, namely Vlasov equa-
tion solvers and tracking simulation of macroparticles. We
will discuss the basics of the two methods, reviewing in par-
ticular the theoretical grounding of Vlasov solvers – giving
all the necessary formulas in the case of the DELPHI solver.
We will then assess the advantages and limitations of the
two methods, by showing a number of practical applications,
both in hadrons machines such as the CERN LHC and SPS,
and in lepton synchrotrons such as LEP. In particular, we
will show how the Vlasov solver DELPHI can help under-
standing the relative lack of success in trying to stabilize
the transverse mode coupling instability using a reactive or
resistive transverse feedback in LEP.

INTRODUCTION
Beam instabilities due to self-interaction fields in syn-

chrotrons have been a matter of concern since the early days
and the pioneer works of Laslett et al [1] and of Vaccaro
and Sessler [2], the latter introducing the concept of beam-
coupling impedance. Such instabilities can be critical in
limiting the machine performance, in particular in the trans-
verse plane. One can mention for instance the Large Electron
Positron collider (LEP) transverse mode coupling instability
(TMCI) that was limiting the single-bunch current to less
than 1 mA [3–7], or more recently the transverse instabilities
observed in the Large Hadron Collider (LHC) during run I
and II at top energy, which led to the use of very high current
in the octupolar magnets (close to the maximum available)
to provide enough Landau damping [8, 9].

A number of methods can be used to assess beam stability
in a synchrotron and the efficiency of mitigation techniques
to overcome instabilities, such as a transverse feedback sys-
tem, or Landau damping from optics non-linearities. Histor-
ically, one of the first attempts to understand theoretically
coherent beam instabilities was done thanks to Vlasov for-
malism [10], e.g. in the work of Sacherer [11]. This ap-
proach considers the phase space as a continuous medium
and finds the modes that can develop upon the action of
impedance, resorting to perturbation theory to solve the
equation.

Another approach is to use tracking simulations in which
the beam is rather looked as a collection of macroparticles
which are tracked down the full ring, in an attempt to be
as realistic as possible. In that case, the goal is to observe
directly the time evolution of the beam transverse motion.

These two methods are currently widely used and will
be the focus of these proceedings. Among the other ap-

∗ nicolas.mounet@cern.ch

proaches that exist, one can mention the circulant matrix
model (CMM) [12–15], which discretizes the longitudinal
phase space in fractions of hollow rings, building a one-turn
map for each part of the distribution defined. Instability
modes can be found from the diagonalization of the one-turn
matrix. Also, it is worth mentioning that Vlasov equation
is sometimes solved in time domain rather than in mode
domain; for instance Ref. [16] does so using Lie algebraic
techniques and exponential operators.

In these proceedings we will first describe the theory un-
derlying Vlasov solvers operating in mode domain. Then
the approach adopted in macroparticles tracking codes will
be explained, before showing some limitations and assets
of each method with the help of practical examples in the
CERN LEP, LHC and SPS (Super Proton Synchrotron). Our
concluding remarks will follow.

Note that in all the following we use SI units and the e jωt

convention for the Fourier transform, i.e. unstable modes
exhibit a tune shift with a negative imaginary part.

VLASOV SOLVERS: THEORY
Since as early as 1972, several (semi-)analytical Vlasov

solvers for the transverse plane have been theorized and/or
implemented. As a non-exhaustive list one can mention (in
chronological order): Sacherer integral equation [11] and
Sacherer analytical formulas giving complex tuneshifts [17,
18], Besnier formalism with orthogonal polynomials [19,
20], Laclare eigenvalue formalism [21], the code MOSES
(MOde-coupling Single bunch instability in an Electron
Storage ring) [22, 23], Chao’s general formulation [24],
Scott Berg’s theory [25], Karliner and Popov’s theory for
impedance-driven instabilities with a feedback system [26],
the nested head-tail Vlasov solver (NHTVS) [27], the semi-
analytical code DELPHI (for Discrete Expansion over La-
guerre Polynomials and Head-tail modes to compute Insta-
bilities) [28] and the code GALACTIC (for GArnier-LAclare
Coherent Transverse Instabilities Code) [29].

All these approaches have a common theoretical ground-
ing, based on Vlasov equation [10] and the perturbation
theory used to solve it in mode domain. We will provide
here an an outline of the formalism, following closely the
approach of Chao [24, chap. 6], and adding a few recent de-
velopments to include a bunch-by-bunch transverse feedback
damper, as in Refs. [26–29].

Vlasov equation expresses the conservation of the local
phase space density over time for a collection of collision-
less particles (hence excluding any effect from intra-beam
scattering) under the influence of external electromagnetic
forces. This includes the self-interaction field from the beam-
coupling impedance because it can be seen as a collective
field from the ensemble of particles. The forces have to be
non-dissipative, which excludes from the following treat-
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ment the effect of synchrotron radiation. Note that damping
and diffusion from synchrotron radiation can be introduced
using the Fokker-Planck equation [30] – see e.g. Ref. [31]
for an example of Vlasov-Fokker-Planck solver in the context
of storage rings and light sources.

Vlasov equation, written for the general phase space dis-
tribution density ψ, reads

dψ
dt
= 0. (1)

Choosing the independent variable to be the longitudinal
position along the accelerator orbit, s = υt with υ the beam
longitudinal velocity and t the time, and focusing our study
on the y transverse plane, we can write the single particle
unperturbed 4D Hamiltonian as

H0 =
Qy

R
Jy − 1

2η

(
ωs

υ

)2
z2 − η

2
δ2, (2)

with Qy = Qy0 +Q′yδ the vertical tune which includes here
both the unperturbed tune Qy0 and the chromaticity Q′y , R
the machine physical radius, η = αp − 1

γ2 the slippage fac-
tor (αp being the momentum compaction factor), ωs the
synchrotron angular frequency, (z, δ = dp

p ) the longitudi-
nal phase space coordinates inside the beam, and (Jy, θy )
the action-angle variables defined from the (y, py ) vertical
coordinate and momentum as

Jy =
1
2

(
Qy0

R
y2 +

R
Qy0

p2
y

)
, (3)

y =

√
2Jy

R
Qy0

cos θy, py =

√
2Jy

Qy0

R
sin θy . (4)

Lattice non-linearities in the transverse plane are ne-
glected at this stage (but we will see later how to include them
back to treat Landau damping) and the linear coupling be-
tween the x and y planes is assumed to be zero. We consider
now the effect of a transverse dipolar impedance and a trans-
verse feedback, both in the y coordinate, hence excluding
other kinds of collective effects such as direct space charge,
beam-beam effects, or electron cloud. The impedance and
feedback are assumed to be lumped in a single point of the
circular synchrotron; this simplification can be made, pro-
vided: 1/ the instabilities are much slower than a single turn
around the machine, and 2/ the impedances are weighted
appropriately by the β functions ratio between their actual
location and the location where the lumped impedance is
applied (see e.g. Refs [32, 33]). To include the effect of
both impedance and damper, we add to the unperturbed
Hamiltonian a perturbation of the form

∆H = − y

E
Fy (z, s), (5)

where E is the total energy of a particle, and Fy (z, s) the
vertical force due to the impedance and/or damper, felt by
a particle at a longitudinal position z inside the beam. As
in Ref. [24, chap. 6], for convenience we will use the polar

coordinates (r, φ) in the longitudinal plane, such that z and
δ can be expressed as

z = r cos φ,
ηυ

ωs
δ = r sin φ. (6)

Neglecting the impact of chromaticity and of Fy on the
longitudinal invariant 1, the unperturbed stationary distribu-
tion can be written [24, chap. 6]

ψ0
(
y, py, z, δ

)
= f0(Jy )g0(r), (7)

with f0 and g0 two distribution functions. To find eigen-
modes arising from the beam-coupling impedance we use
perturbation theory and add to ψ0 a perturbation of the gen-
eral form [24, chap. 6]

∆ψ
(
s, y, py, z, δ

)
= e jΩs/υ f1(Jy, θy ) · g1(r, φ)

= e jΩs/υ
+∞∑

k=−∞
f k1 (Jy )e jkθy

· e
− jQ′y z

ηR

+∞∑

l=−∞
Rl (r)e−jlφ, (8)

with Ω = ω0Qc the angular frequency of the eigenmode
looked for (ω0 = 2π f0 = υ/R being the angular revolution
frequency and Qc the complex tune shift of the mode), and
where we have expanded both f1 and g1 as Fourier series.
Writing Vlasov equation for the total perturbed distribution
ψ0 + ∆ψ and using the full Hamiltonian H0 + ∆H to get
the derivatives vs. s of Jy , θy , z and δ, one can show that
all f k1 (Jy ) must be zero except f ±1

1 (Jy ), and that f 1(Jy ) is
negligible provided Qc is close to Qy0 (which is a very robust
assumption). Defining f (Jy ) ≡ f −1(Jy ) and ωs = ω0Qs

we get

+∞∑

l=−∞
Rl (r)


f (Jy )(Qc −Qy0 − lQs)

f ′0(Jy )
√

2JyR
Qy0


e−jlφ =

Re−j
Qc s
R

2E
Fy (z, s)e

jQ′y z

ηR , (9)

which means that the term between square brackets is con-
stant, and

f (Jy ) = D f ′0(Jy )

√
2JyR
Qy0

, (10)

with D proportional to the dipolar moment of the beam. The
remaining unknowns are the radial functions Rl (r).

After expressing the force Fy (z, s) from the combined
effect of the dipolar impedance Zy (ω) and of the transverse
bunch-by-bunch damper of damping time nd turns (which
can be seen as a purely imaginary wake function of constant
1 This makes the system slightly non Hamiltonian in principle, but the

corresponding terms can be neglected when the system remains far from
synchro-betatron resonances, and as long as the transverse beam size
remains small [24, chap. 6].
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amplitude, i.e. a delta function in frequency domain), in
terms of the Rl (r), and plugging the resulting expression
into Vlasov equation, one can get the following extension of
Sacherer integral equation [11]:

(Ω −Qy0ω0 − lωs)Rl (τ) = −κg0(τ)
+∞∑

l′=−∞
jl
′−l

·
∫ +∞

0
τ′Rl′ (τ′)

[
µJl

(
−ωξτ

)
Jl′

(
−ωξτ′

)
dτ′

+

+∞∑

p=−∞
Zy (ωp)Jl

(
(ωξ − ωp)τ

)
Jl′

(
(ωξ − ωp)τ′

) ,
(11)

with Jl the Bessel functions and2

ωξ =
Q′yω0

η
, ωp = (n + pM + [Qy0])ω0,

κ = − j
N f0e2M

2γm0cQy0
, τ =

r
υ
, −κµ = j

ω0
nd
,

(12)

where N is the number of particles per bunch, γ the rela-
tivistic mass factor, m0 the particles mass, e the elementary
charge, [Qy0] the fractional part of the tune, M the number
of bunches and n the coupled-bunch mode number (between
0 and M − 1).

In most of the aforementioned codes and theories,
Sacherer integral equation ultimately translates into an eigen-
value problem by either

• expanding the radial functions Rl (τ) over a complete
basis set (typically orthogonal polynomials such as La-
guerre polynomials as e.g. in the codes MOSES [22,
23], DELPHI [28] and the approach of Karliner
and Popov [26], or Jacobi polynomials in Besnier’s
method [20]),

• considering a specific, easy to solve, longitudinal dis-
tribution, e.g. the airbag distribution (this case can be
solved almost fully analytically [24, chap. 6]), or a
superposition of such airbag distributions [27],

• solving the equation in frequency domain, i.e. by con-
sidering as the unknown the amplitude of the spectrum
at ωp of the signal observed at a pickup:

σl (p) ∝
∫ +∞

0
Jl

(
(ωp − ωξ )τ

)
Rl (τ)τdτ, (13)

as done in Laclare’s formalism [21] and in GALAC-
TIC [29].

2 The normalization of the damper gain is set in such a way that when
Zy = 0 and Q′y = 0, one should get a purely imaginary frequency shift
equal to j

f0
nd

(corresponding to a damping time of nd turns). Under
these assumptions the right hand side of Eq. (11) is non zero only for
l = 0, and only the term l′ = 0 remains in the sum. Multiplying Eq. (11)
by τ, integrating from 0 to +∞, and knowing that

∫ +∞
0 dττg0 (τ) = 1

2π ,
one then gets the normalization equality −κµ = j

ω0
nd

.

In any case one ends up with an eigenvalue problem of the
general form

(Ω−Qy0ω0)αln =

+∞∑

l′=−∞

+∞∑

n′=0
αl′n′

(
δll′δnn′ lωs +Mln,l′n′

)
,

(14)
where the αln coefficients represent the eigenmode looked
for, δlk is the Kronecker delta, andMln,l′n′ is an infinite ma-
trix extending over respectively radial and azimuthal mode
numbers l and n. The eigenvalues provide the coherent
mode frequency shifts, among which the most unstable ones
can be easily spotted by looking at their imaginary part. To
solve the problem numerically, the matrix has to be trun-
cated, and the convergence of the truncation has in principle
to be checked. In the Appendix we describe how the final
eigenvalue problem is obtained and solved in the case of the
DELPHI code.

Note that the problem can be simplified even further by
considering only a single azimuthal mode at a time, as in
e.g. the low-intensity version of Laclare’s approach.

Each of the methods described above has its assets and
drawbacks: the approaches using an expansion over orthog-
onal polynomials are very general as they can be used with
any impedance and any longitudinal distribution, but they
end-up with matrix coefficients involving a weighted sum of
impedance terms taken at an infinite number of betatron side-
bands, the calculation of which might be computationally
intensive; the airbag methods are very efficient but assume a
certain shape for the longitudinal distribution; and Laclare’s
approach gives rise to easy-to-compute matrix elements, but
these explore only a finite frequency domain, such that a
smooth impedance might require a very large matrix size to
get reliable results.

Note that in the widely used Sacherer’s approach [17],
the problem is simplified even further by assuming a priori
a given functional form for the radial functions Rl (τ) (or
equivalently, of the spectrum amplitude σl (p)) and com-
puting the right hand side of Eq. (11) to get the complex
frequency shifts.

Finally, Landau damping from amplitude detuning due to
lattice non-linearities, can be introduced in several ways:

• using the stability diagram theory: first the coherent
frequency shifts are obtained by solving the eigenvalue
problem (14) without considering any tunespread; then
the stability is checked a posteriori by comparing the
complex frequency shifts obtained to the stability re-
gion calculated using dispersion integrals of the unper-
turbed transverse distribution [1, 18, 34–37],

• including the tunespread in Vlasov equation from the
beginning when computing the coherent modes, as
done in e.g. Refs. [28, 38]. Rather than an eigenvalue
problem of the form (14), one then has to solve a more
general, non-linear equation to get the complex coher-
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ent tuneshift Qc =
Ω
ω0

:

det
( [
δll′δnn′

ω0
Il (Qc)

]
+

[Mln,l′n′
] )
= 0, (15)

with the dispersion integrals Il (Qc) given by (consider-
ing here the octupoles as the only source of detuning)

Il (Qc) =
" +∞

0

∂ f0 (Jx,Jy )
∂Jy

JydJxdJy

Qc −Qy0 − ayy Jy − ayx Jx − lQs
,

(16)
where ayy and ayx are the detuning coefficients from
the octupoles, and where for clarity we have reintro-
duced the dependency on the horizontal action Jx of
the transverse unperturbed distribution f0.

THE MACROPARTICLE TRACKING
APPROACH

One of the most reliable ways to assess beam stability in a
machine is to run time domain macroparticles tracking simu-
lations. A number of codes are able to deal with impedance
effects, among which one can mention HEADTAIL [39–41]
and PyHEADTAIL [42, 43] (with the inclusion of electron-
cloud effects), ORBIT [44] and PyORBIT [45] (where the
direct space-charge forces are also included), MTRISM [46]
(for coupled-bunch instabilities), MUSIC [47] (with an op-
timized algorithm for wake functions given by a sum of
resonators), BEAMBEAM3D [14, 48] and COMBI [14, 49]
(with the inclusion of beam-beam effects), SBTRACK and
MBTRACK [50–53] (for storage rings and light sources).

In e.g. the HEADTAIL and PyHEADTAIL codes, the
bunches are sliced longitudinally; slices contain a number
of macroparticles, each representing a fraction of the bunch
charge – typically there are much less macroparticles than
actual particles in the bunch, but enough to get a good repre-
sentation of the phase space. Each individual macroparticle
i is tracked through the ring which is subdivided into one or
several sections, and essentially goes through two steps per
section: 1) wake fields kicks are applied, and 2) its transverse
phase space coordinates are linearly transported to the next
section. In addition, once per turn the synchrotron motion
is applied to the longitudinal coordinates.

The kicks due to impedance ∆x ′i , ∆y
′
i and ∆δi are com-

puted straightforwardly using the time domain counterparts
of the impedances, namely the longitudinal, horizontal and
vertical wake functions W | | , Wx and Wy respectively:

∆x ′i = C
∑

zS>zSi

nSWx
(
zSi − zS, xS, yS, xSi , ySi

)
,

∆y′i = C
∑

zS>zSi

nSWy
(
zSi − zS, xS, yS, xSi , ySi

)
,

∆δi = −C
∑

zS ≥zSi
nSW | |

(
zSi − zS

)
, (17)

where C = e2

E0β2γ
, β =

√
1 − γ−2, E0 is the rest mass of the

elementary particles (protons, electrons or ions) and e the

elementary charge. Si is the slice containing the macroparti-
cle i, and nS , xS , yS , zS are resp. the number of particles,
transverse positions and longitudinal position, of each slice
S (z decreases when going toward the tail of the bunches)3.
The slices S are used here only for the computation of the
convolution of the wake functions with the bunch profile,
and the slicing has to be fine enough for the features of the
wake functions to be taken into account appropriately, as well
as to allow the proper modes to develop. Tunespread (and
therefore Landau damping) from external non-linearities is
taken into account in a straightforward manner, by simply
computing the transport properties of each macroparticle
as a function of its phase space coordinates – this works
equally well in the transverse and longitudinal planes. Wake
functions can include several terms, e.g. Wx is in general
given by

Wx (z, xS, yS, xSi , ySi ) = W dip
x (z)xS +W dip

xy (z)yS

+Wquad
x (z)xSi +Wquad

xy (z)ySi , (18)

where dip stands for “dipolar” and quad for “quadrupolar”
(coupled terms – i.e. wakes in the x direction but propor-
tional to the y position and vice versa – being also taken
into account). Depending how far the code goes in the wake
sums, multiturn effects are included.

Most of the codes mentioned above rely on a similar
slicing to compute the effect of impedance, at the notable
exceptions of ORBIT [44] and MUSIC [47] which have
implemented optimized ways to take into account specific
impedances such as those given by a superposition of res-
onators.

We should finally stress that the usefulness of most codes
depend on the availability of post-processing tools able to
make their outputs human-readable and/or comparable to
real machine data. Examples of applications where such
post-processing tools are used, can be found in the references
quoted above.

PRACTICAL EXAMPLES AND
COMPARISON BETWEEN THE TWO

APPROACHES
Vlasov solvers and macroparticle simulations, when ap-

plied on the same situation and when both are well con-
verged, give the same result, as they are just two different
ways to solve the same problem. One striking example is
the benchmark obtained between the MOSES Vlasov solver
and HEADTAIL in Ref. [54], which is reproduced in Fig. 1.
In this plot the coherent motion simulated with HEADTAIL
was post-processed with SUSSIX [55] and displayed using
white dots, whose size and brightness are both non-linear
functions of their spectral amplitude (large bright dots have
a higher amplitude than small dark dots).
3 In the above expressions the sums run over all slices and bunches before

the slice of the macroparticle considered, which is correct only for β = 1.
Actually, in PyHEADTAIL the implementation is more general and for
low energy machines the “wake in front” can be included as well.
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Figure 1: Comparison between HEADTAIL (white dots)
and MOSES (red lines) mode spectra, as a function of
bunch intensity, in the case of the SPS at injection energy
(p = 26 GeV/c), with a broadband resonator impedance of
10 MΩ/m (cutoff frequency 1 GHz, quality factor Q = 1),
zero chromaticity, Qs = 3.24 · 10−3, Qx = 26.185, r.m.s.
bunch length σz = 21 cm and r.m.s. momentum spread
σδ = 9.3 · 10−4. Courtesy B. Salvant [54].

Macroparticle simulations, nevertheless, can assess stabil-
ity in complex, realistic situations, typically out of reach to
a Vlasov solver, for instance: localized impedance sources
(going beyond the lumped impedance approximation), any
kind of feedback damper, synchrotron radiation damping,
and even the combination of impedance with other collective
effects such as space-charge, electron cloud, or beam-beam.
As an example we show in Fig. 2, extracted from Ref. [14],
the growth rate of a strong mode arising from the coupling
between impedance and beam-beam effects, as a function of
chromaticity, damper gain and with either long-range sep-
aration (10σ, where σ is the RMS transverse beam size)
or head-on collisions. This illustrates the potential of the
macroparticle tracking approach: in this case it is able to
evaluate the combined effect of impedance, damper, chro-
maticity, and beam-beam interactions in the strong-strong
regime, which all together involves such mechanisms as high
order headtail instabilities, mode coupling, non-linearities
and Landau damping.

This kind of “brute force” simulation approach is very
useful and can provide both a complete vision of the prob-
lem studied and accurate answers – if the impedance model
is precise enough. Yet, if many sophisticated machine and
beam features can be included almost at will in such tools,
one obvious drawback is that they can be very computation-
ally intensive, limiting their usability, for instance, in cases

Figure 2: Instability growth rate as function of damper gain
1/nd (with nd defined in Eq. (12)) and chromaticity for long-
range (bottom) and head-on (top) single-bunch collision in
the LHC, obtained with the BEAMBEAM3D code [48], in a
situation where the beam-beam tune shift is adjusted to be at
the location of a mode coupling instability between coherent
beam-beam dipole modes and high order headtail modes.
The black dots are from calculations using the circulant
matrix model (CMM) [13, 15]. Courtesy S. White et al [14].

where the combined effect of coupled-bunch and intra bunch
motion has to be evaluated, for slow instabilities, or for those
requiring a large latency time to develop. Also, the inter-
pretation of simulation results can be tricky when it comes
to understand the mechanism underlying the instabilities
observed.

More fundamentally, as a time domain tool such simu-
lations are essentially unable to predict what happens after
an infinite time, hence a difficulty when it comes to state
that a given configuration is stable. To illustrate this point,
we show in Fig. 3 the result of HEADTAIL simulations for
a single bunch in the LHC, with various octupole currents.
While the effect of Landau damping is clearly observed with
increasing non-linearities, the stability threshold is uneasy
to determine: for instance, with 130A the beam seems more
unstable than with 120A, and it remains unclear if the beam
is really stable even at 150A or is going to become unstable
if we simulate more turns. Conversely, had we stopped the
simulation of the 110A case at 105 turns we would have
probably concluded that the beam is stable, while it is not if
we go further in the simulation.

On the other hand, slow instabilities are usually not a
problem for Vlasov solvers, because they operate in “mode
domain” such that any unstable mode, being slow or fast,
will be spotted. They are also typically much less compu-
tationally intensive than macroparticle simulations, at least
when they are based on (semi-)analytical formulas. This
comes at the price of having a range of applicability less
broad than macroparticle tracking. Moreover, any additional
ingredient to be put in such a solver typically requires pages
of analytical derivations; for example adding the Q′′ term
in the theory presented in the first section (and doing so
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Figure 3: Vertical centroid motion vs. number of turns from
HEADTAIL simulations, for a single bunch in the LHC at
4TeV/c, Q′y=6, with respectively 2.5eV.s and 2mm.mrad
of longitudinal and normalized vertical emittances, N =
1.7 · 1011 protons, and various octupole currents. Both the
amplitude detuning and the second order chromaticity Q′′
due to the octupoles are included in the simulations. We use
the LHC impedance model from Ref. [56].

without the stability diagram approximation), is much more
difficult than adding the corresponding term in the detuning
of a macroparticle tracked in HEADTAIL.

Still, the mode approach sometimes helps to get a bet-
ter understanding of instabilities, so can complement ad-
vantageously and ease the interpretation of more realistic
simulations. Moreover, the rapidity of the computations in
conjunction with the fact that the matrix diagonalized can be
re-used for different intensities or damper gain (see Eqs. (14)
and (21)) gives the ability to perform large parameter scans,
and therefore to get a better global view of the stability of
a given machine. To illustrate this point, we re-investigate
here the case of LEP transverse mode-coupling instability
(TMCI) and try to explain the relative lack of success in the
various attempts to stabilize it with a transverse bunch-by-
bunch feedback [7]. Over the years of operation of LEP, at
least two kinds of damper were tested: a reactive feedback,
to prevent the azimuthal mode 0 to shift down and couple
with the azimuthal mode −1 [12, 57, 58], and a resistive
feedback, which was tried at LEP but never used in opera-
tion, and thought to be a good option by Karliner-Popov [26]
five years after the LEP closure. It is also worth mentioning
that there was in general a good agreement between mea-
surements of the TMCI threshold (just below 1 mA) and the
LEP impedance model [7].

To try to explain these observations, we show in Figs. 4
and 5 two-dimensional plots where the color represents the
LEP transverse instability threshold4, obtained using the
DELPHI Vlasov solver, as a function of the chromaticity
and feedback gain, for respectively a resistive and a reactive
feedback. It appears clearly that the resistive feedback does

4 Strictly speaking, the instability threshold here represents the TMCI
threshold only at zero chromaticity; when the chromaticity deviates
from zero, headtail instabilities may occur before the TMCI threshold is
reached.

not improve the instability threshold, and the reactive one
can improve it only marginally (at high feedback gain). This
is in qualitative agreement with the observations in LEP.
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Figure 4: Transverse instability threshold (color) vs. chro-
maticity and damper gain of a transverse resistive feedback,
from DELPHI, in LEP at 22 GeV, r.m.s. bunch length 1.3 cm,
circumference 26.659 km, Qx = 76.194, Qs = 0.108 and
αp = 1.855 · 10−4. The impedance model contains two
broad-band resonators for the RF cavities and the bellows,
of shunt impedances resp. 1.1 and 0.23 MΩ/m, cutoff fre-
quencies resp. 2 and 12 GHz, and quality factors Q = 1.
The instability threshold is defined as the intensity at which
the growth rate exceeds the synchrotron damping rate.
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Figure 5: Transverse instability threshold (color) in LEP
vs. chromaticity and damper gain of a transverse reactive
feedback, from DELPHI. Parameters are the same as in
Fig. 4.

CONCLUSION
In these proceedings we outlined the theoretical basis

and assumptions behind typical Vlasov solvers, giving an
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extended version of Sacherer integral equation in the case
when a bunch-by-bunch damper is present. The general
structure of the final eigenvalue problem was shown and the
various strategies to solve it summarized. Explicit details
and formulas were given in the case of the DELPHI code.

We also described the practical approach adopted in many
macroparticle codes to simulate the effect of impedances.
Comparing the two approaches through a few specific ex-
amples, we showed that Vlasov solvers and macroparticle
simulations are two equivalent ways to predict coherent in-
stabilities; they give essentially the same results when they
can be applied to the same situation. On the other hand
they differ a lot in their range of applicability, flexibility and
speed.

While macroparticle simulation codes are simple in
essence, so easily extensible, Vlasov solvers typically re-
quire complete re-derivations of complex analytical formu-
las when any ingredient has to be added. Macroparticle
simulations can deal with very complex beam and machine
configurations, and hence can be very computationally in-
tensive, when Vlasov solvers are typically much faster, at
the expense of having to be used in simplified and idealized
situations. Still, macroparticle simulations are fundamen-
tally unable to guess what happens after an infinite time,
while Vlasov solvers, on the contrary, can spot even very
slow growing modes.

The power of Vlasov solvers relies in the fact they can
be used to make broad parameter scans; in that respect we
used DELPHI to shed some light on the relative lack of
efficiency of the feedback system to damp the TMCI in
LEP, by showing the stability situation over a full range of
chromaticities and damper gains.
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APPENDIX
Resolution of Sacherer Integral Equation in the
DELPHI Code

In the codes DELPHI [28], MOSES [22] and in Kar-
liner and Popov’s approach [26], one expands the radial
functions Rl over the (generalized) Laguerre polynomials
Ll
n(x) ≡ ex x−l

n!
dn

dxn

(
e−x xn+l

)
to solve Sacherer integral

equation (11):

Rl (τ) =
(
τ

τb

) |l |
e−aτ

2
+∞∑

n=0
cnl L |l |n (aτ2), (19)

where τb is the total bunch length in seconds, a an arbitrary
(fixed) parameter and cn

l
the coefficients of the expansion.

The unperturbed longitudinal distribution is also ex-
panded over Laguerre polynomials

g0(τ) = e−aτ
2

n0∑

k=0
gkL0

k (aτ2), (20)

with gk the expansion coefficients. Note that the first co-
efficient is fully defined by the normalization condition∫ +∞

0 dττg0(τ) = 1
2π , giving g0 = a

π . The expansion (20) is
performed initially and is truncated in order to get an accurate
enough description of g0(τ) - it is even exact and contains
only one term in the case of a Gaussian distribution. On the
other hand, truncation of the expansion of Rl in Eq. (19) sets
the number of radial modes considered, and its accuracy has
to be checked “on the fly” while the algorithm looks from
eigenvalues. Using these decompositions, Sacherer integral
equation (11) can be cast into an eigenvalue problem of the
form (14) with

Mln,l′n′ =
− jl

′−ln!κτ |l |− |l
′ |

b

2 |l | (n + |l |)!
[
µGln(−ωξ, a)Il′n′ (−ωξ, a)

+

+∞∑

p=−∞
Zy (ωp)Gln

(
ωp − ωξ

)
Il′n′

(
ωp − ωξ, a

) , (21)

using the two following integrals [59]

Gln(ω, a) = (2a) |l |+1
∫ +∞

0
τ1+ |l |L |l |n (aτ2)g0(τ)Jl (ωτ)dτ

=
(
ω · sign(l)

) |l | e−ω
2

4a

·
n0∑

k=0
gk (−1)n+k Lk−n

n

(
ω2

4a

)
Ln+ |l |−k
k

(
ω2

4a

)
,

(22)
and

Iln(ω, a) =
∫ +∞

0
τ1+ |l |L |l |n (aτ2)e−aτ

2
Jl (ωτ)dτ

=
sign(l) |l |

2a |l |+n+1n!

(
ω

2

)2n+ |l |
e
−ω2
4a . (23)

In all the above, a is a fixed parameter on which one can
play to optimize the algorithm, depending on the longitu-
dinal distribution. For instance, for Gaussian longitudinal
distributions we set it to a = 8

τ2
b

.
Convergence with matrix size is checked automatically

by a loop which iterates the three following steps:
1. fix a number of azimuthal and radial modes, in order

to truncate the matrixM to a finite size,

2. compute all the elements of the matrix,

3. compute its eigenvalues. If the most unstable eigen-
value(s) (i.e. those with the highest growth rate) are
converged (i.e. close enough to the values obtained in
the previous iteration), the algorithm stops, otherwise
we go back to the first step, increasing the number of
radial and azimuthal modes.

The code DELPHI can be downloaded from Ref. [60].
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A RECTANGULAR WAVEGUIDE WITH DIELECTRIC COATINGS AS A
DEDICATED WAKEFIELD DECHIRPER AT ELBE∗
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Abstract
Based on the Rayleigh-Ritz method and an eigenmode ex-

pansion of the wake function, we devised a semi-analytical
description of the wakefield inside a dielectrically lined rect-
angular waveguide. We implemented this method and em-
ployed it to determine the geometrical parameters of a de-
dicated dechirper for the use at the light source ELBE in
Dresden-Rossendorf. In 2016, a construction team at ELBE
built a dielectrically lined rectangular waveguide with the
given geometry. Subsequently, we carried out experiments
with this prototype at ELBE. In this contribution, we present
the model structure and compare the results obtained semi-
analytically with experimental data.

INTRODUCTION
At ELBE, the linear accelerator facility of the Helmholtz-

Zentrum Dresden-Rossendorf (HZDR), in particular,
planned laser-plasma experiments and combined ELBE-
laser experiments (e.g. on Thomson scattering) make an
optimal compression of both the beam’s length and energy
width necessary. Relating to the typical bunch compression
procedure using magnetic chicanes a general conflict exists,
as this scheme basically sacrifices a narrow energy spread for
small bunch lengths. The energy width is even significantly
increased as the induced chirp ‘survives’ the chicane.
Previous to considering dechirpers for the task of re-

ducing the final energy spread of the particle bunch, the
above-mentioned issue was often solved by running the elec-
tron beam off-crest in an additional radio-frequency module
driven at a higher harmonic of the accelerating mode. Yet,
this method is inefficient concerning the ratio between its
cost and the improvements to the beam quality as it is expen-
sive both financially and spatially, and requires additional
maintenance efforts.

A different concept that fulfils the purpose of reducing the
energy spread of a particle beam is the so-called ‘dechirper’.
In this comparatively simple waveguide structure a wakefield
is generated through either dielectric coatings or periodic
corrugations in its walls.
Figure 1 serves to illustrate the general principle of the

dechirper: before entering the dechirper, the head of the
bunch has a lower energy than the tail, which constitutes the
initial chirp. This bunch now passes through a dechirper
structure and generates a wake potential, c.f. [1]. Along the
uniform bunch profile the wake potential is nearly linear and
corresponds to an energy loss. Depending on the position of
∗ This work was partly supported by the German Federal Ministry for
Research and Education under the contract number 05K13HR1.

† franziska.reimann@uni-rostock.de

Figure 1: The longitudinal wake potential W0, | | of an arbi-
trary uniform bunch generated in a rectangular dechirper.
The zoomed-in part of the wake potential along the bunch
shape (dashed line) corresponds to an energy loss.

the particle in the bunch, this energy loss differs. Particles in
the tail of the bunch generally experience a larger energy loss.
Overall, this energy modulation counteracts the original
chirp of the bunch and reduces the energy spread.
The corrugated form of a cylindrical dechirper was pro-

posed by Bane et al. as a dechirper for the NGLS at SLAC
in [2]. In 2014, a scientific cooperation with a second group
from Berkeley and the PAL in Korea, was able to implement
a rectangular waveguide with corrugated walls as a dechirper
at the PAL-FEL, [3].

Also in the year 2012, Antipov et al. suggested the use of
a dielectrically coated rectangular waveguide as a silencer
for the FACET (c.f. [4]) and reported on first successes of
a cylindrical, dielectrically lined dechirper structure at the
ATF at BNL, [5]. In [7] and [8], the same authors report on
tests with an alumina-coated rectangular waveguide at ATF
and show first experimental results for the tuning of the gap
width of the dechirper and the resulting adjustment of the
final wakefields determining the dechirp.
Despite these first experiments mentioned above, wake-

field dechirping still remains a new field of study.
In cooperation with the HZDR, we started studies on both,

the analytic properties of the dielectrically lined rectangular
dechirper and its applicability for the specific situation at
the ELBE accelerator facility, in 2013 (c.f. [9] and [10]).
Subject of the research presented in this work is the dechirper
prototype that the ELBE team constructed in 2016 which
has subsequently been used in measurement experiments.

THE DECHIRPER PROTOTYPE USED AT
ELBE

The general geometry of a rectangular waveguide with di-
electric coatings can be seen in Fig. 2. The outer waveguide
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is made of a highly conductive metal, in case of the ELBE
dechirper aluminium. The dielectric plates are mounted to
the top and bottom of the waveguide. Mechanical drives
allow for a manipulation of the gap width between these two
dielectrics.
The dechirper, which has a length of L = 80 cm, is in-

serted into the beam line within a cylindrical vacuum cham-
ber. This chamber has a diameter of 10 cm, which limits
the width of the dechirper and the maximum achievable gap
width. A width of a =5 cm has been chosen. The vacuum
chamber also holds mechanical drives that allow for a tuning
of the distance between the two dielectric plates even after
the dechirper has been taken into operation. These drives
also make it possible to close the dechirper entirely and bring
the closed dechirper towards one side of the vacuum cham-
ber. This removes it from the beam path far enough for it to
have a negligible effect on the dechirper, and thus makes it
possible for the dechirper to remain inside the beam line of
ELBE even if no experiments with it are being performed.
To simplify the geometry and the construction process, the
terminating walls in x-direction have been left out in the pro-
totype. The necessary electric termination in this transversal
direction is instead provided by the walls of the vacuum
chamber. Parameter studies have been performed to ensure
that this deviation from the used model has no significant
influence on the experimental results. These showed that
the wakefield is not influenced by the width of the dechirper
once a certain threshold is passed.

Figure 2: Left: Schematic depiction of the general model
of a rectangular dechirper (with a length L, a width a and a
total height of b) with dielectric coating (thickness b − d).
Right: Schematic profile of the dechirper prototype inside
the vacuum chamber.

Under these conditions and taking the mechanical drives
into consideration, the maximum achievable gap width at
ELBE was limited to 35mm.

The coating material needs to be suited for the use in ultra-
high vacuum. Especially glass-ceramics were considered
in the design process due to their low propensity to outgas.
In the end, MACOR was chosen for the dielectric coating.
Its dielectric constant is εr = 6 for the used sample, which
is comparable to the permittivity of diamond, which has
previously been proposed in [4].

The samples of MACOR used for the dechirper prototype
at ELBE have a thickness of b − d =3mm (where b denotes
the total height of the dechirper and d the position of the
upper dielectric). The choice of this parameter has been
subjected to manufacturing limitations. Parameter studies
have been performed that indicate that thicker layers, as

used in this particular dechirper, are more favourable for the
chosen dielectric.

The expected short-range wake potentials in this dechirper
(gap width 12mm) for different shapes of the electron pulse
can be seen in Fig. 3. These theoretical benchmarks have
been computed with our code WIzaRD, which calculates
the wake function inside the dielectrically lined rectangular
dechirper semi-analytically. WIzaRD is based on the fact that
the eigenmodes of the here observed dechirper type can be
analytically described, and computed semi-analytically. The
wake function is then expanded into a series of these eigen-
modes, which has the advantage that it delivers an analytical
expression for the wake function. A detailed description of
the algorithm behind WIzaRD can be found in [6].
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Figure 3: Wake potentials of different bunch shapes (solid
line: Gaussian, dashed line: double Gaussian, dotted: uni-
form) of the same length derived from a convolution with the
wake function of the model structure. The maximum ampli-
tudes of the wake potentials over the length of the bunches
are very similar for the different distributions, since these
are dependent on the overlap of the wake function and the
shape functions of the bunches, which have to be normed to
the same area. The slopes of the wake potentials radically
differ since they depend on the shape of the pulse.

Another aspect that should be mentioned is that at the
maximum achievable gap width of 35mm there will still be
a wakefield generated inside the dechirper. Yet, its effect may
be assumed to be very small and will thus be neglected. The
state of the maximally opened dechirper will be regarded as
the state of a ‘turned off’ dechirper, as a complete removal of
the dechirper from the beamline as described above would
require additional adjustments of the beam.

EXEMPLARY PHASE SPACE
COMPUTATIONS

In this section, we present exemplary phase space compu-
tations that illustrate the dechirper effect on different bunch
shapes. For this, the programme WIzaRD has been utilised
to calculate the wake function of an exemplary dechirper for
different gap widths.
The energy shift introduced by the dechirper is propor-

tional to the wake potential and the proportionality factor is
the total charge of the pulse. This means that the form of the
energy shift results directly from the particle distribution (c.f.
Fig. 3) and, by implication, has nothing to do with the initial
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energy distribution of the particle bunch, and neither with
the total energy of the pulse. This means for the following
phase space studies, the energy distribution of the particle
beam can be chosen arbitrarily.

For the phase space of the test bunch in our studies, 1000
particles were created and randomly assigned a position
according to the particle distributions introduced in the pre-
vious sections, and an energy according to a fixed energy
distribution. This distribution has been chosen such that the
effect of the dechirper is most easily visible for a total charge
of

qp = 100 pC,

which is the maximum achievable bunch charge of the ELBE
thermionic gun that has been available for the experiments.
More specifically, a Gaussian with a standard deviation of

σE = 1.66̄ keV,

and a mean of
µE = 5 keV,

has been chosen. This Gaussian was then imprinted with an
energy chirp. This chirp has been introduced as a uniform
increase in energy starting from Elow = 100 keV, at the
head of the bunch and ending at Ehigh = 220 keV, at the
tail of the bunch. The total energy width of the beam is thus
120 keV. The resulting position-dependent energy variation
was then added to the original energy distribution and stored
for all particles of the beam.
The initial phase space created in this way is then mod-

ulated using the wake potentials of different bunch shapes.
Here, a single Gaussian profile (referred to as bunch 1 from
now on), a double Gaussian (bunch 2) and a uniform particle
distribution (bunch 3) of the same total lengths were used.
The discretely computed wake potentials are interpolated
using a one-dimensional, linear interpolation. This energy
change is then added to the initial energy of the particle.
This procedure is additionally performed for several gap
widths to show the different behaviours of the dechirper in
these cases. The gap widths 6mm, 12mm and 35mm have
been chosen as examples. The resulting phase spaces for
the initial particle distribution and the dechirped beam are
shown in the following figures.
Figure 4 shows the dechirping effect of the structure on

the model Gaussian with the given energy distribution. The
energy modulation is stronger with increasing gap width.
The non-linear behaviour of this effect with respect to the
gap width is also clearly visible. For a gap width of 35mm,
the effect of the dechirper on the phase space of the particle
bunch is nearly negligible; just a slight modulation of the
energy in the range of a few keV can be seen. This modula-
tion is, as could be expected from Fig. 3, stronger at the tail
than at the head of the bunch. A reduction of the gap width
to 12mm increases the effect of the dechirper. The curva-
ture of the wake potential, also depicted in Fig. 3, is clearly
imprinted on the formerly linear energy chirp. In the cen-
tral region of the bunch between −0.5mm and 0.5mm, the
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Figure 4: Phase space of bunch 1 before and after the model
dechirper with varying gap widths. The overall energy re-
duction caused by the dechirper is, as intended, stronger on
the tail of the bunch than on its head. The curvature of the
wake potential shown in Fig. 3 is clearly visible in the curved,
wave-like behaviour of the phase space after dechirping. In-
creasing the gap width from 6mm to 12mm significantly
reduces the effect of the dechirper, increasing it further to
35mm nearly completely negates it.

nearly uniform slope of the wake potential of the Gaussian
pulse nearly compensates for the initial chirp, leading to a
minimal energy width of ≈ 20 keV in this region. This does
not, however, include the head and tail of the bunch, which
due to the curvature of the Gaussian pulse, increase the total
energy width to ≈ 80 keV for the total pulse. Decreasing
the gap width even further to 6mm again significantly in-
creases the effect of the dechirper, so much in fact that it
overcompensates the initial chirp and leads to a new chirp
in the opposite direction, where the tail of the bunch has a
lower energy than the head. This new phase space has now
an energy width of ≈ −60 keV. This shows again the signifi-
cant influence of the gap widths on the overall effect of the
dechirper and the power of the tuning: within a range of just
3 cm of gap width, the initial energy chirp of the bunch can
be either nearly left uninfluenced up to already significantly
overcompensated by the dechirper.
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Figure 5: Phase space of bunch 2 before and after the model
dechirper with varying gap widths. The curvature of the
wake potential is visible in the behaviour of the phase space
after dechirping, leading to a valley-like region in the centre
of the dechirped phase space. An increase in the gap width
again significantly reduces the effect of the dechirper.

Figure 5 shows a similar study conducted for the double
Gaussian particle distribution. The effect of the dechirper
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with varying gap widths is again clearly visible, from a nearly
negligible effect at 35mm to a very strong overcompensation
of the initial chirp at 6mm gap width. The behaviour of the
wake potentials is again imprinted on the phase space after
the dechirper. In the case of the 6mm gap width it leads to
a valley of nearly constant energy after the dechirper in the
region between about −0.3mm to 0.3mm, which coincides
with the second of the two Gaussians and subsequently the
flatter part of the slope of the wake potential. Like for the
single Gaussian, though, at the head and tail of the bunch,
the energy width of the dechirped phase space increases to
≈ −50 keV. And even if the mentioned valley does have a
very low local energy width, the global mean energy width
was nevertheless reduced to just ≈ 60 keV.
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Figure 6: Phase space of bunch 3 before and after the model
dechirper with different gap widths. Despite the uniform
particle bunch, the dechirped phase space for the lowest gap
width clearly shows a curvature.

Figure 6 shows the effect of the dechirper with varying
gap widths on a uniform particle bunch. Again, the influence
of the gap is easily visible. Due to the uniform pulse and its
wake potential displayed in Fig. 3, the dechirped pulses show
the least curvature compared to the other pulse forms. For
the two larger gap widths, nearly no curvature is discernible,
though for a gap of 6mm width, it is clearly visible. This
curvature results from the non-linearity of the wake function
and has nothing to do with the shape of the pulse itself. What
does influence this curvature, and thus the wake potential,
is the length of the pulse compared to the length of the first
flank of the wake function. For this pulse, the length of the
pulse coincides with nearly the total length of the first flank
of the wake function, and thus, all non-linearities in that
region will influence the wake potential.

EXPERIMENTAL SET-UP
The measured quantity in the experiments conducted at

ELBE was the particle energy spectrum of the beam. The
dechirper effect, as shown in the previous sections, basically
amounts to an overall energy loss and a narrowing of the
energy width of the beam. In the energy spectrum, this
would correspond to

1. a decrease of the average energy, and

2. a decrease of the standard deviation of the beam energy.

Depending on the gap width of the dechirper and the bunch
charge of the particle beam, these changes will be more or
less pronounced.

In the experiments, the studied bunches were generated by
a thermionic particle gun. The maximum achievable pulse
charge was limited to ≈ 100 pC. With previous parame-
ter studies in mind, this corresponds to an energy loss of
≈ −40 keV that the particles of the bunch can maximally
experience for an average gap width. This is very small com-
pared to the usual chirp of the ELBE beam during normal
operation, which is in the range of several MeV.
The small effect of the prototype compared to the usual

chirp at ELBE poses an experimental challenge: the varia-
tions in the dechirp created by adjusting the gap width are
insignificant compared to the initial chirp. To compensate
for this, both the chicane and the second module were deac-
tivated, so that a particle bunch without an initial chirp was
used during the experiments. This has the advantage that
the effect of the dechirper could be measured directly, and
not in correlation with the initial chirp of the beam.
On the other hand, this also changes the objective of the

experiments. The action of the dechirper on the particle
beam can generally be understood as a summation of the
phase space profile and the dechirp. This means that while
the energywidth of the initially chirped beam is compensated
by the dechirp, the initially unchirped beam is imprinted
with the profile of the dechirp. The general energy loss of
the particles is not affected by whether or not the beam is
initially chirped, so that a general decrease in the average
energy of the spectrum of the particle bunch can still be
expected. However, instead of narrowing the energy width
of the spectrum, the dechirper will imprint the beam with
its own phase space profile, and thus widen the spectrum.
Therefore, the standard deviation of the beam will increase.
This is technically the inverse effect of what the dechirper
ideally should accomplish, but it can serve as a proof of
principle.
Another limitation resulting from the circumstances at

ELBE is that next to the energy spectrum, neither the longitu-
dinal phase space, nor the particle distribution of the bunch,
nor the bunch length could be measured directly. Both, the
bunch length and also an approximated particle distribution,
are reconstructed from measured data using phase-space
tomography methods.

EXPERIMENTAL RESULTS
The energy spectra of the used particle bunch have been

measured for different gap widths using an energy spectrom-
eter behind the dechirper. From the spectra, the average
energy and the standard deviation were calculated. The re-
sults for the maximum gap width of 35mm were taken as
a reference. The total bunch charge amounted to 60 pC for
this particular bunch.
For the reconstruction of the phase space of the bunch

used in the semi-analytical predictions of the results, a dou-
ble Gaussian bunch profile was employed as it fits the re-
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constructed phase spaces best and can be described analyti-
cally. The length of the particle bunch has been extracted
from phase space tomography, and is assumed to be 3.6mm
throughout this section.
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Figure 7: Normed total intensities of the energy spectra
recorded for the measured bunch plotted over the gap width
of the dechirper. The gap width has been increased in incre-
ments of 1mm between 6mm and 25mm, and in increments
of 5mm until the dechirper’s maximum gap width of 35mm
was reached. The data has been interpolated for the gap
widths that have not been measured. The white gap occur-
ring between 10 and 15mm gap width is due to there being
two energy peaks.
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Figure 8: Normed intensities of the energy spectra, shown
for the lowest and largest measured gap width from Fig. 7.

The shift of the high intensity peak at ≈ 28.95 keV to-
wards lower energies in Fig. 7 and Fig. 8 clearly shows the
energy reduction induced by the dechirper if the gap width
is decreased. An increase in the width of the spectrum is
not easily visible. In Fig. 9, the progression of the average
energies and the standard deviations of the energy spec-
tra of the chosen bunch are shown, measured for different
gap widths and compared to data computed withWIzaRD.
Both quantities are referenced against the open dechirper,
i.e. the dechirper with a gap widths of 35mm in the fig-
ure. The semi-analytically predicted shift in the average
energies for lower gap width is in the same order of magni-
tude, but lower than the experimentally observed shift. The

Figure 9: Progression of the average energies and the stan-
dard deviations of the energy spectra of the measured bunch
for different gap widths of the dechirper. Both quantities are
given in comparison to the case of the dechirper at 35mm
(marked in the figure). The figure shows the raw experimen-
tal data, the experimental data after a reduction of the back-
ground by a quadratic polynomial and the semi-analytical
predictions carried out for the extracted bunch length assum-
ing a double Gaussian bunch shape (dashed line).

discrepancy between both curves is highest for gap widths
lower than 10mm. When the background of the spectra is
fitted with a quadratic polynomial (using an in-built Python
function based on the non-linear least squares fitting tech-
nique) and subtracted, the accordance of the experimental
and semi-analytical results can be increased. As an exam-
ple, the discrepancy between the semi-analytical prediction
and the experimental values is ≈ 20 keV for a gap width of
6mm. Introducing the background reduction decreases this
discrepancy to ≈ 10 keV.
For the standard deviations, the experimental results do

not match the semi-analytical predictions. Both the raw data
and the data after the background reduction suggest a mini-
mal decrease of the standard deviation of the spectrum when
decreasing the gap width. The semi-analytically calculated
results, however, suggest an increase of the width of the spec-
trum for decreasing gap widths, which would be in better
accordance with the generally expected (inverse) effect of
the dechirper. However, both shifts are only in the range of
a few keV and thus, as expected, very minimal.

SUMMARY
In this contribution, we have introduced the dechirper

structure designed for ELBE. We have shown the energy
modulating effect of the dechirper by using the semi-
analytical programme code WIzaRD to simulate the interac-
tion between the employed particle beam and the generated
wake potential for different pulse shapes. To complement
these simulations, experiments with the prototype have been
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performed at ELBE. These have shown the inverse dechirper
effect on a beam without an initial energy spread in form of a
decrease in the average energy of the bunch, which matches
the semi-analytical predictions well. The predicted increase
in the standard deviation of the energy spectrum of the par-
ticle beam could not be observed in the experimental series
presented here and needs to be investigated further. This
serves as a proof of principle of the dechirper’s capability to
influence the longitudinal phase space of the beam. In the
future, we plan to expand on these studies and compare the
prototype to other types of dechirpers in further experiments.
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Abstract
Future operation of the Large Hadron Collider (LHC) at

CERN foresees an increase of the nominal luminosity by a
factor of ten. The High-Luminosity LHC (HL-LHC) project
necessitates good quality beam with increased intensity de-
livered by the injector chain. An important quality of the
beam is its stability. In the LHC injector, the Super Proton
Synchrotron (SPS), the longitudinal Coupled-Bunch Insta-
bility (CBI) during the acceleration ramp is a limiting factor
in the production of high intensity beams. The main source
of CBI is the 630 MHz Higher-Order Mode (HOM) in the
200 MHz travelling wave RF cavities. This HOM is already
heavily damped by a series of longitudinal RF couplers. To
achieve greater levels of damping, additional methods are
under investigation using electromagnetic simulations. It has
been shown in particle simulations that shifting the resonant
frequency of the HOM can significantly improve the beam
stability by up to 50%. The dependence of the instability
threshold with the resonant frequency of the 630 MHz HOM
is studied for an SPS bunch train of 72 bunches. The results
of the macro-particle simulations are substantiated with an
analytical model.

INTRODUCTION
Two independent travelling wave RF systems operate in

the SPS for the production of the LHC proton beams. The
acceleration system at 200 MHz [1] is supported by a second
RF system at 800 MHz, operating as a Landau system in
bunch-shortening mode [2]. Moreover, for nominal LHC
intensity, the bunch emittance is blown-up in a controlled
way during acceleration to ensure beam stability. However,
this will not be sufficient to guarantee the stability of the
HL-LHC beam. The acceleration system must therefore
undergo significant upgrades. The available power per cav-
ity will be raised and the number of cavities increased [3].
The new cavities are shorter than the existing ones to min-
imise power requirements and impedance. The updated
acceleration system consists of two four-section and four
three-section travelling wave RF systems [4]. Each section
is made of eleven cells where RF probes and RF couplers are
installed. Due to beam-loading in the cavities, a maximum
voltage of 10 MV is only achievable at flat top (450 GeV)
for an intensity of 2.4 × 1011 particles per bunch (ppb). In
addition, a redesign of the low-level control of the 200 MHz
RF system reduces further the beam-loading. Feedback and
feedforward systems are part of the 200 MHz low-level RF
and are expected to reduce the impedance seen by the beam
up to a factor of 26 dB in the accelerating band after upgrade.

∗ joel.repond@cern.ch

In the cavities an HOM in the 630 MHz passband is criti-
cal for beam stability. The mode is already heavily damped
by a series of RF couplers and further damping is difficult to
achieve without modifying the layout of the cavity. The nat-
ural spread of the HOM from cavity to cavity has been mea-
sured to be around 100 kHz [5]. The total shunt impedance
seen by the beam is not sufficiently reduced by this spread
and detuning the mode differently for each cavity, mechan-
ically or by using new RF couplers, has been proposed as
a solution for improved stability. Particle simulations show
that a frequency spread of the HOM from cavity to cavity
by a few MHz could already significantly improve the sit-
uation. Moreover, a full detuning of the mode by 10 MHz
gives a major increase up to 50% of the intensity threshold.
However, the mode in the 630 MHz passband appears to be
rigid. Most of the stored energy is in the cavity volume [6]
and the frequency cannot be shifted by 10 MHz with RF
couplers. To understand the possible gain of a smaller shift,
the mechanism behind the improvement of beam stability is
studied in what follows.

The total HOM of the four three-section cavities and two
four-section cavities without further damping can be mod-
elled by a resonator with a shunt impedance Rsh = 570 kΩ
and a quality factor Q = 200, with impedance

Z ( f ) =
Rsh

1 + iQ( f
fr
− fr

f )
(1)

and

W (τ) =

αRsh if τ = 0,
2αRshe−ατ

(
cos(ω̄τ) − α

ω̄ sin(ω̄τ)
)

if τ > 0,
(2)

is the Green’s function of the electromagnetic field of the
resonator with parameters

α =
π fr
Q

and ω̄ = 2π fr

√
1 − 1

4Q2 . (3)

W (τ) is also called the wake function and its Fourier trans-
form is the impedance. The e-folding time of the wake
function generated by the HOM is

1
α
=

Q
π fr

≈ 100 ns. (4)

In the LHC beam, bunches are separated by 25 ns, therefore,
several bunches are coupled through their wakefield which
leads to possible CBI depending on beam intensity.

FREQUENCY DEPENDENCE OF
INSTABILITY THRESHOLD

The CBI threshold is the lowest at SPS flat top. This
statement is supported by measurements and analytical esti-
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mations [7]. Simulations and analysis below are then made
at an energy of 450 GeV. The full SPS impedance model
is used [8], containing various resonating elements, broad-
and narrow-band, between 50 MHz and 4 GHz. The major
contributors to the impedance model are the 200 MHz TW
cavities. Both the accelerating band and HOMs bands con-
tribute significantly. The fundamental passband is reduced
by the feedback system. Two other significant contributions
to the longitudinal impedance arise from the kicker magnets,
with broad-band impedance, and the vacuum flanges acting
mainly at high frequency (>1 GHz). Many smaller contri-
butions are taken into account, from beam instrumentation
devices to the resistive wall impedance. The impedance of
these devices has been simulated and/or measured over many
years. The complexity of the model makes analytical esti-
mations difficult and particle tracking codes like BLonD [9],
developed in the RF group at CERN, is used to study the
impact on beam stability of the different components of the
longitudinal SPS impedance model. The intensity thresh-
old is determined performing scans of both intensity and
longitudinal bunch emittance. Particle positions in phase
space are tracked during a 2 seconds cycle assuming 10 MV
at 200 MHz and 1 MV at 800 MHz for each intensity. The
bunch distributions are generated in agreement with beam
measurements in the SPS. Bunch profiles are computed by
projection of the bunch phase space on the time axis and
the quadrupole oscillations are extracted. The maximum
amplitude of the bunch length oscillations (normalised by
the average) is used to separate stable beam from the unsta-
ble one. The 630 MHz HOM excites dipole and quadrupole
modes at the SPS flat top and both appear in simulation.
Usually, bunch length oscillations are used as a criteria to
define the stability threshold in simulations of bunch trains
with the full impedance model.

Figure 1 shows the stability threshold for five different val-
ues of the HOM resonant frequency between 620 MHz and
640 MHz. In operation a spread in bunch length of ± 8% is
measured from bunch-to-bunch along the batch [10] which
enforces some necessary margins on the intensity threshold.
From simulations with the original HOM at 630 MHz it is
observed that beam stability cannot be ensured at HL-LHC
intensity. The stability threshold goes up if the HOM is
damped by a factor of three keeping Rsh/Q constant. For
an intensity lower than HL-LHC intensity, the upgraded RF
power will allow to increase the voltage above 10 MV. The
damping of the HOM by a factor of three is almost sufficient
to guarantee beam stability. However, since the damping is
difficult to achieve, other solutions were investigated. Shift-
ing the original 630 MHz frequency by a few MHz improves
stability as well. The HOM currently sits in an asymmetric
region of reduced beam stability. A frequency shift in the
positive direction increases stability further than a shift in
the negative direction. For a resonant frequency of 640MHz,
simulations show a remarkable improvement of the stability
threshold. This frequency corresponds to one of the beam
spectrum lines related to bunch spacing (40 MHz). It is
well known for a ring filled with equally spaced bunches

that a narrow-band impedance with a frequency sitting ex-
actly on a beam spectral line cannot drive instability [11]
but the overlap of the beam spectrum and the impedance
increases power loss and heating. However, the 630 MHz
HOM, already heavily damped to Q = 200, is not particu-
larly narrow-band and a train of 72 bunches occupies only
height percent of the machine. The first and last bunch of the
beam are not coupled and beam spectrum lines are broader
than in the full ring case. Nevertheless, simulations exhibit
a similar improvement of the stability threshold. Contrary
to the ideal case of a full ring the stability must be studied
by solving the equations of motion bunch after bunch [12].
Due to the complexity of the machine impedance we choose
to isolate the impedance of the 630 MHz and to simplify
the equations by considering a single 200 MHz RF system.
However, simulations in single and double RF systems give
comparable results.

Figure 1: Stability threshold for 72 bunches at SPS flat
top in a double RF system with 10 MV for the 200 MHz
RF system and 1 MV for 800 MHz RF system in bunch-
shortening mode. The full SPS impedance model is used
and the resonant frequency of the HOM in the 630 MHz
passband is shifted by different values. The horizontal line
indicates the HL-LHC beam intensity and the vertical one
the nominal bunch length. This bunch length has a spead in
operation of ± 8%, indicated by the shaded area.

STABILITY OF TRAINS WITH
POINT-LIKE BUNCHES

A point-like bunchmodel is already able to explain certain
observations made in simulation for the LHC beam with a
realistic bunch distribution. In such a model each one of the
M bunches is represented by a single rigid particle carrying
the total bunch intensity. The bunch i oscillates around
its synchronous phase φi with a relative position in time
τi =

φi

ωr f
where ωr f is the angular frequency of the RF

system (Fig. 2). Initially centred in the RF bucket, bunches
are separated by a distance τbb . The equations of motion are
derived for small amplitude synchrotron oscillations without
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τ0 τi τi+1 τM-1

τbb

......

Figure 2: Point-like bunch model. Each bunch is represented
by one rigid particle carrying the total bunch intensity. All
bunches initially centred in the RF bucket are separated by a
distance τbb and their position relative to the bucket centre
are described by τi .

acceleration. This approximation is valid at the SPS flat top
for a nominal bunch length of 1.65 ns. The behaviour of the
bunch i is dictated by the equation

τ̈i + ω
2
s0τi =

ηq
β2sEsT0

Vind (τi ), (5)

where Vind is the voltage induced by the particles circulating
ahead in the machine, T0 the revolution period, q the charge
of the bunch i, η the slip factor defined by δT/T0 = −ηδp/ps
with δp the deviation from the synchronous momentum
ps , Es the synchronous energy and βsc the velocity of the
synchronous particle with c the speed of light. The SPS
optics used in simulation (Q20) gives a slip factor η ≈ −3.1×
10−3. The synchrotron frequency f s0 = ωs0/2π is defined
by

ω2
s0

ω2
0
=

hVr f η cos φs
2π β2sEs

, (6)

where Vr f is the amplitude of the RF voltage, h the har-
monic number defined by ωr f = hω0 and φs the phase of
the synchronous particle with respect to the RF. For a lon-
gitudinal line density λ(τ), the general expression of the
induced voltage is

Vind (τ) = −qNb

∫ ∞

−∞
λ(τ′)W (τ − τ′)dτ′, (7)

where Nb is the number of charges in the bunch. For point-
like bunches the line density takes only discrete values. The
wake function is expanded to linear order for small ampli-
tude synchrotron oscillations. The zero order term can be
discarded and only the first order term contributes to the dy-
namics. The equation of motion of the ith bunch considering
the interactions with all preceding neighbours is

τ̈i + ω
2
s0τi = κ

i−1∑

k=0
W ′[(i − k)τbb](τi − τk ), (8)

with τbb = 25 ns for an LHC beam and κ = ηq2Nb

β2sEsT0
. For a

resonator with Q � 1,

W ′
// (τ)

2α2Rsh
= −e−ατ

√
4 +

(
ω̄

α
− α

ω̄

)2
sin(ω̄τ + 1/Q). (9)

The induced voltage cancels perfectly every τbb if the reso-
nant frequency is

fr =
k − 1

πQ

τbb
√
4 − 1/Q2

. (10)

In the SPS case with the 630 MHz HOM, this corresponds
to frequencies fr ≈ k × 20 MHz for k = 1, 2, 3... and there-
fore, if the resonant frequency of the mode is a multiple
of 20 MHz, the growth rate of the instability is null. For
a realistic bunch distribution, the bunch centre sees an in-
duced voltage close to zero. This explains the improvement
of the beam stability with realistic bunch trains for resonant
frequencies of 620 MHz and 640 MHz. From Eq. (8), the
growth time of the instability can be computed for the bunch
i taking into account all preceding bunches,

1
=(ω)

=


= *,ω

2
s0 − κ

i−1∑

k=0
W ′[(i − k)τbb]+-

1
2

−1

. (11)

The expression (11) can be computed numerically for an
intensity above threshold considering different number of
bunches coupled, see Fig. 3. For the nearest neighbour inter-

Figure 3: Instability growth time for a train of point-like
bunches. An intensity above threshold is used and the sum in
(11) is truncated for different lengths of interaction between
bunches.

action the growth time appears to be symmetric between the
two 20 MHz lines. An asymmetry appears when the num-
ber of bunches coupled increases. After adding more than
10 bunches the growth time does not change significantly.
This result is reasonable since the wake function decreases
by a factor 2.7 over four bunches. However, compared to
the realistic bunch case, it suggests that a frequency shift in
the positive direction degrades beam stability. This analyti-
cal estimation is confirmed by simulations of 72 point-like
bunches (Fig. 4).

STABILITY OF REAL BUNCH TRAIN
With a realistic bunch distribution the induced voltage of

each bunch is created over a finite length, which introduces a
phase shift in the voltage overlap seen by the trailing bunches.
The analytical bunch model can be extended by considering
the induced voltage of a bunch with line density λ(τ) acting
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Figure 4: Intensity threshold simulated for 72 point-like
bunches with 630 MHz HOM impedance only in a single
200 MHz RF system with a voltage of 10 MV. The reso-
nant frequency is shifted from 630 MHz to 630 ± 20 MHz.
Colours represent the maximum amplitude of the bunch
position oscillations, normalised by the average one.

on the point-like bunches,

Vind (τbb + ∆τ) = −qNb

∫ +∞

−∞
λ(τ′)W ′(τbb − τ′)dτ′∆τ.

(12)
In this case the instability growth time for the bunch i be-
comes

1
=(ω)

=


=
√√√
ω2

s0 − κ
i−1∑

k=0

∫
λ(τ′)W ′[(i − k)τbb − τ′]dτ′


−1

(13)
Assuming a Gaussian bunch with a bunch length of 1.65
ns, the expression (13) can be calculated numerically for an
intensity above threshold, see Fig. 5. The picture is similar

Figure 5: Instability growth time for a train of point-like
bunches and an induced voltage generated by a Gaussian
bunch of length 1.65 ns. An intensity above threshold is
used and the sum in (13) is truncated for different lengths of
interaction between bunches.

Figure 6: Intensity threshold simulated for 72 realistic
bunches of length 1.65 ns with 630 MHz HOM impedance
only. A single RF system at 200 MHz with a voltage of
10 MV is used. The resonant frequency is shifted from
630 MHz to 630±20 MHz. Colours represent the maximum
amplitude of the dipole oscillations of the last bunch in the
train normalised by the average.

to the simpler point-like bunch model. The asymmetry be-
tween odd and even 20 MHz lines is comparable, indicating
that synchrotron intra-bunch motion plays a significant role
in determining stability threshold for a bunch train. Indeed,
simulations at flat top with realistic bunches of 1.65 ns and
the HOM impedance only (Fig. 6), exhibit the same asym-
metry as the realistic SPS simulations (Fig. 1). The Figure
6 shows the threshold for the dipole oscillations but similar
picture is obtained for the threshold of quadrupole oscilla-
tions. The stability improvement is the largest for resonant
frequencies at 620 MHz and 640 MHz. At odd multiples
of 20 MHz the symmetry is similar to the point-like bunch
model but at even values the stability is reversed. These
simulations indicate that the 630 MHz HOM is the main
contributor to the instability and the interplay with other
impedance sources does not necessarily has to be taken into
account.
It should be noticed that even if a solution is found to

modify the frequency of the HOM, in reality the possibilities
of shifting the resonant frequency are limited. A frequency
shift in the 640MHz direction is beneficial for beam stability
as long as the HOM damper can handle the increased heat-
load. On the other side, the region of increased stability
toward the 620 MHz notch is very narrow (Fig. 6) and a
sufficient frequency shift cannot be achieved by means of
RF couplers [6]. Note that, if the bunch spacing is increased
to 50 ns—solution considered if the LHC suffers e-cloud
effects—the 630 MHz band becomes a region of higher
stability.

CONCLUSION
After upgrading the SPS, the effect of the 630 MHz HOM

on beam stability must be reduced to enable the bunch in-
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tensity required by the HL-LHC project. Further damping
of the HOM through the use of RF couplers is difficult, but
substantial improvement can be obtained by shifting its res-
onant frequency. The simulations indicate that the increase
of intensity threshold, observed for a train of 72 bunches, is
principally due to the change in HOM frequency. Similarly
to the case of a ring filled with equally spaced bunches, if
the resonant frequency overlaps a beam spectrum line or sits
exactly between them, the bunches experience zero growth
rate of instability. A shift of the mode frequency in the
positive direction, toward the spectrum line at 640 MHz,
is favourable for beam stability but increases the heat-load.
On the contrary, a shift in the negative direction would have
no detrimental effect on the heating but, it is observed, that
the frequency band where the stability is improved is very
narrow around 620 MHz. Since most of the mode energy is
stored in the cavity volume, a sufficient detuning cannot be
achieved by means of RF couplers. This mitigation scheme
is therefore jeopardised and the efforts focus now on an im-
proved damping scheme with an optimal positioning of new
HOM couplers.
The point-like bunch model is able to account for the

large gain in stability observed at resonant frequencies of
620 MHz and 640 MHz for bunch trains but has difficulties
to reproduce some of the finer details observed with real
bunches. Nevertheless, for odd values of 20MHz harmonics,
the threshold is similar to the point-like bunch model.
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IMPEDANCE AND INSTABILITIES IN HADRON MACHINES 

B. Salvant, CERN, Geneva, Switzerland

Abstract 
Coherent beam instabilities related to impedance effects 

represent one of the main limitations to increasing beam 
intensity in circular accelerators. 

This contribution was presented at the ICFA mini-
workshop on impedance and beam instabilities in particle 
accelerators on 18-22 September 2017 in Benevento, and 
aimed at providing a brief overview of the situation in 
circular hadron machines at the moment of the workshop.  

INTRODUCTION 
In his report on the CERN Intersecting Storage Rings 

(ISR), B. Zotter (1932-2015) highlighted that “already 
during the earliest ISR development runs it was found 
that part of the beam was lost suddenly when a certain 
current level was reached during stacking. This phenome-
non repeated itself again and again at the same level, and 
was called ‘brickwall’ in the first moment of despair” [1]. 
As in this case, the performance reach of several ma-
chines has been limited by such collective phenomena, 
either in the longitudinal or transverse plane(s), and miti-
gations had to be found. 

The case of lepton machines is dealt with in a contribu-
tion at the same workshop [2] and this contribution focus-
es on the specific case of hadron machines. The theory of 
instabilities and in particular impedance related instabili-
ties was developed and summarised in great detail for 
instance in Ref. [3-9], and this contribution will start with 
listing the specificities of hadron machines, before at-
tempting to give an overview of the instabilities experi-
enced by hadron machines. The focus will be put on the 
main instability issues at the moment of the workshop 
(Rutherford Appleton Laboratory ISIS, GSI SIS18 and 
CERN LHC as CERN PS and SPS are covered in other 
contributions at this workshop [10-13]). 

This contribution does not cover linear accelerators, 
since the beam break-up instability in proton and ion 
Linacs is generally above the space charge limit and can 
be efficiently mitigated by adding betatron frequency 
spread between the head and the tail of the bunch with a 
Radio Frequency Quadrupole (RFQ) or an adequate 
choice of bunch phase with respect to the RF (BNS damp-
ing) [14].  

   

SPECIFICITIES OF HADRON MACHINES 
Hadrons are made of protons and neutrons, whose rest 

mass is 1836 times that of the electron. It therefore re-
quires much more force to accelerate and bend hadrons 
than electrons. As a consequence, the potential relativistic 
factor γ reach is much lower for hadrons for similar ma-
chine size. At lower γ synchrotron radiation plays a 
smaller role (both quantum excitation and damping), 

which means that hadron machines would typically oper-
ate with larger beam emittance and bunch length with 
similar focusing forces. This is even worse for heavy ions, 
for which the accelerating and guiding forces scale with 
the ratio of the atomic charge Z to the atomic number A, 
which is always lower than unity due to the presence of 
neutrons. For collective effects the forces scale with Z2/A. 

Another consequence of the larger hadron mass is the 
much larger beam power for the same relativistic factor, 
and the impact of beam losses can be much more dra-
matic. This may lead hadron machines to require a colli-
mation system to localize losses, and these collimators 
can represent a large contribution to the machine imped-
ance (due to the current technology that requires having 
robust material with low atomic number close to the 
beam). The lower relativistic factor also means that space 
charge should have a stronger impact. 

For stability purposes, operating with larger emittance 
means more tune spread available for Landau damping, 
stronger impact of octupoles on damping instabilities and 
that collimators and apertures should remain far from the 
beam, which reduces impedance.  

Historically, the synchrotron tune – a critical parameter 
for stability – was typically much larger for lepton ma-
chines (of the order of 10-1) than for hadron machines (of 
the order of 10-3) [15]. Nevertheless, the synchrotron 
tunes of ESRF, SOLEIL, CERN SPS and LHC are for 
instance within the same order of magnitude (2 to 5 10-3). 

The longer bunch length requires less bandwidth for 
feedback systems to be effective on intra-bunch motion. 
In addition, the frequency spectrum excited by the beam 
does not reach very high frequencies, which are difficult 
to reach with simulations and measurements. The excited 
beam spectrum is typically lower than the beam pipe cut-
off frequency in hadron machines, which is very good 
news for performing 3D numerical impedance simula-
tions, but also means that resonant modes do not propa-
gate in the beam pipe and remain trapped in the device: 
this is bad news for the device itself as it could be dam-
aged, but good news for the neighbouring accelerator 
components. 

It has to be noted that the energy reach of energy fron-
tier hadron machines like LHC is now such that hadrons 
are also experiencing significant synchrotron radiation 
effects, and the transverse emittance (not normalized) is 
now in the same ballpark as light sources. 

Most hadron machines operate in the strong space 
charge regime, with the notable exception of LHC, even 
though the impact of space charge at injection is still 
expected to be significant [16]. 

Finally, the vast majority of hadron synchrotrons use 
positively charged ions, and electron cloud phenomena 
should be accounted for. 
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OVERVIEW OF CIRCULAR HADRON 
MACHINES 

Circular hadron machines have been located mainly in 
8 countries (see Fig. 1): 

- Canada (TRIUMF) 
- France (CERN and GANIL) 
- Germany (DESY, GSI and Julich) 
- Japan (JPARC) 
- Russia (IHEP) 
- Switzerland (CERN and PSI) 
- UK (RAL) 
- USA (BNL, Fermilab, LANL and ORNL) 
 
 
 

 
 

Figure 1: Location of circular hadron machines. 

Instabilities were observed in most of the currently 
running machines (see Tab. 1). Looking at the “instabili-
ties” column of this table, one can observe that instability 
issues are currently concentrated in RAL ISIS, GSI SIS 
18, as well as CERN PS, SPS and LHC. 
 
Table 1: status of instabilities in circular hadron ma-
chines. As shown in the legend below the table, a white 
box means that there is no observation of instability; a 
green box means that instabilities are observed and miti-
gated; an orange box means that instabilities are observed 
and are a worry for performance reach; and finally a red 
box means that instabilities currently limit performance. 
FB refers to presence of “feedback”, while “HH” to the 
presence of “higher order harmonic cavity”, and “chro-
ma” to the use of chromaticity to help damping the rele-
vant instabilities.  

 

 
 

With the “longitudinal” column, one can see that ma-
chines use a feedback system or a higher order harmonic 
cavity as active damping methods. In the “transverse” 
column, one can notice that almost all machines have 
implemented an active damping for the tranverse plane, 
and that SIS-18 and ISIS have transverse instability issues 
because a feedback system was not installed. Colleagues 
present at the workshop from RAL and GSI confirmed 
that a feedback system is planned to be installed. 

The “electron cloud” column of Tab. 1 shows that elec-
tron cloud instabilities is an issue mainly in LHC for the 
injection of certain beams (e.g. the doublet beam used for 
beam scrubbing). 

The following columns of the table (“TMCI” (Trans-
verse Mode Coupling Instability), “microwave” instabil-
ity, “loss of landau damping” instability, “vacuum insta-
bility”) show if such instabilities were observed and are 
considered as threats to the machine performance. TMCI 
and microwave instabilities are observed in very few 
machines, while loss of Landau damping instability in 
longitudinal and/or transverse plane is observed in almost 
all machines, in particular when the feedback is switched 
off. Vacuum instability is only observed in SIS18, while 
the recent transverse instabilities in LHC were still not 
fully understood at the moment of the workshop. 

Finally heating issues are concentrated in SPS and 
LHC. 

The impact of the parameters planned for the major up-
grades foreseen for the hadron machines modifies Tab. 1 
into Tab. 2.  
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Table 2: status of instabilities for parameters planned for 
major upgrades of circular hadron machines. Same legend 
as Tab. 1. 

 
 
The push of performance required by the upgrades 

means that instabilities become more critical. This is 
clearly the case for the High Luminosity LHC (HL-LHC) 
and LHC Injectors Upgrade projects at CERN as well as 
in GSI and SNS. 

For these upgrades, the requested increase in perfor-
mance leads to reduce beam coupling impedance and/or 
damping mechanisms (higher harmonic cavities, feedback 
systems, improvement of optics to gain margin with re-
spect to instability thresholds by reducing betatron tune 
shifts [10] or increasing betatron tune spread). 

In this context, it is important to note that hadron circu-
lar machines require a significant investment and most 
were built a long time ago and upgraded. In fact, as So-
phie Marceau [17], impedance theory was very young at 
the time of designing many of these machines, and im-
pedance reduction was not an integral part of the design, 
as it is nowadays for instance for GSI SIS-100, JPARC 
rings, CERN LHC and HL-LHC. Many accelerator ele-
ments from the 1970s to 1990s are still present and a 
replacing all of them with impedance-optimized compo-
nents would be very costly. A significant effort to patch 
these existing machines is therefore underway in view of 
heavy upgrades (see for instance [18]). 

FOCUS ON TWO CURRENT INSTABIL-
ITY ISSUES 

Headtail instabilities  
Transverse Headtail instabilities were observed in both 

GSI SIS-18 and RAL ISIS, both from single bunch loss of 

Landau damping (see Fig. 2) [19, 20]. These instabilities 
could be issues for the foreseen upgrades, but common 
damping techniques have not yet been installed and ex-
ploited (in particular feedback systems for both machines 
and even chromaticity control for ISIS since sextupoles 
had been removed to free space). Both labs therefore plan 
to install transverse feedback, as well as octupoles in 
SIS18 and in SIS100. 
 

 
Figure 2: Sum (green) and delta (blue) vertical Beam 
Position Monitor (BPM) signals over several turns around 
1 ms through the ISIS acceleration cycle. Courtesy Wil-
liamson et al [19]. A Headtail instability with 1 node is 
visible on the delta signal. 

 
Figure 3: superimposed delta vertical BPM signals over 
several turns in SIS-18. Courtesy V. Kornilov [20]. A 
Headtail instability with 3 nodes is visible on the delta 
signal. 
 

LHC: a testbed for beam instabilities  
Since 2010, there has been many different types of 

beam instabilities observed in LHC (see Tab. 3). The 
evolution of beam parameters since 2010 (in particular of 
the bunch intensity, bunch spacing, number of bunches 
and beta function at the colliding points) as well as the 
mitigations put in place to avoid these instabilities and the 
improvement of diagnostics that allow catching more 
instabilities explain the staged occurrence of these insta-
bilities. 
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Table 3: list of instabilities observed in LHC with their 
year of occurrence, plane, rise time and criticality for 
operation. 
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C
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Single bunch 
loss of Landau 

damping 
instabilities 

Since 
2010 X   

Not for LHC, 
but limits 

bunch length 
for HL-LHC 

Longitudinal 
oscillations of 
colliding pairs 

2016 X   No 

Transverse loss 
of Landau 
damping 

Since 
2010 in 
various 
forms  

 X 1 to 10 
s 

Yes, requires 
high chroma-

ticity, high 
octupole 

current, low 
linear cou-
pling and 

large damper 
gain 

Mode coupling 
instability with 

colliding 
beams 

2012  X ~ 1 s No 

Electron cloud 
instabilities 

Since 
2011  X ~ 1 s Yes for certain 

special beams 
“16L2” insta-
bilities 

Since 
2017  X ~ 0.1 s Yes 

 
Transverse Loss of Landau damping instabilities have 

been a concern since 2012, and have required increasing 
chromaticity, octupoles current, damper gain and damper 
bandwidth. A major breakthrough came in 2016 when 
linear coupling was identified as a critical machine pa-
rameter to keep under control along the LHC cycle to 
avoid Headtail instabilities [21] (see an example of such a 
Headtail instability in Fig. 4).  

 

 
Figure 4: superimposed delta signals (top) and sum sig-
nals (bottom) from a vertical BPM (arbitrary units). Cour-
tesy T. Levens. A Headtail instability with 2 nodes is 
visible on the delta signal. 
 

The latter “16L2” instability has significantly affected 
the 2017 LHC run and is described in detail in [22]. It is 
believed that an accidental air inlet into the LHC beam 
vacuum with beam screen at 20 K has caused condensa-
tion and solidification of a significant amount of gas on 
the beam screen surface in and around the beam plug-in-

module [23]. The interaction of the LHC proton beam 
with flakes of these frozen gases is believed to lead to the 
following sequence of events [24, 25]: 

(1) Desorption of frozen nitrogen/oxygen flakes 
could be stimulated by electron multipacting.  

(2) The proton beam interacts with the flakes, gen-
erating a loss spike.  

(3) The flake undergoes phase transition to a gas and 
is ionized, generating a plasma of high density of 
electrons and ions in the beam path, both gener-
ating a very fast instability affecting mainly the 
tail of the LHC bunches (see Fig. 5). 

Such fast instabilities were not observed before in 
LHC, and the complicated mechanism requires simulating 
the proton beam in presence of both electrons and ions. 

 

 
Figure 5: superimposed delta signals (top) and sum sig-
nals (bottom) from a vertical BPM (arbitrary units). Cour-
tesy T. Levens and N. Biancacci. An instability with trav-
elling wave pattern is visible on the delta signal and af-
fects only the tail of the bunch. 
 

LESSONS LEARNT FOR FUTURE  
HADRON MACHINES AND UPGRADES 
Avoiding transverse feedback is not an option for high 

intensity operation and a combination with wideband 
feedback, octupoles, electron lens and/or RFQ should be 
investigated. 

Proper control of chromaticity, amplitude detuning and 
linear coupling is crucial. 
Electron-cloud suppression is critical and technical so-

lutions include surface treatments that can have an impact 
on impedance contributions and therefore beam stability.  

Impedance now drives major aspects of machine de-
sign, when we run at the limit of stability: beam screen 
aperture for the CERN FCC-hh project (Future Circular 
hadron Collider), collimator materials and gaps for HL-
LHC, anti-electron cloud coatings, kicker shielding, bel-
low and pumping port shielding. 
Finally, the experience of CERN PS, SPS and LHC 

shows that safe operation requires significant margins 
(e.g. factor of 2 for LHC) from predicted instability 
thresholds. 
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BEAM TRANSFER FUNCTION MEASUREMENTS AND TRANSVERSE
STABILITY IN PRESENCE OF BEAM-BEAM∗
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Abstract
Instability thresholds are explored at the Large Hadron

Collider (LHC) by means of the computation of the Landau
Stability Diagram (SD). In the presence of diffusive mech-
anisms, caused by resonance excitations or noise, the SD
can be reduced due to the modification of the particle dis-
tribution inside the beam. This effect can lead to a possible
lack of Landau damping of the coherent modes previously
damped by lying within the unperturbed SD area. The lim-
itations derived from coherent instabilities in the LHC are
crucial in view of future projects that aim to increase the per-
formance of the LHC such as the High-Luminosity upgrade
(HL-LHC) or Future Circular Collider (FCC). Simulation
tools for the computation of the SD have been extended in
order to take into account the incoherent effects from long
particle tracking through the detailed model of the accelera-
tor machine. The model includes among others beam-beam
interactions and octupoles and the interplay between both
is addressed. Finally the simulation results are compared
to the Beam Transfer Function (BTF) measurements in the
LHC.

INTRODUCTION
The beam coupling impedance drives the so-called head-

tail instabilities [1] that are characterized by different modes
of oscillations. Each mode is defined by a complex tune
shift. The imaginary part is related with the rise time of
the coherent instability and the real part with the coherent
real tune shift. Coherent beam instabilities can be mitigated
by chromaticity, transverse feedback and/or Landau damp-
ing. As long as the modes can be treated independently,
the Landau damping is quantified by the dispersion integral
for a given detuning ωx,y (Jx, Jy ) and particle distribution
ψ(Jx, Jy ) as a function of the transverse actions Jx and Jy
in each plane [2, 3]:

SD−1 =
−1

∆Qx,y
=

∞∫

0

∞∫

0

Jx,y
Ω − ωx,y (Jx, Jy )

dψ
dJx,y

dJxdJy,

(1)
where ∆Qx,y are the complex tune shifts at the stability limit
for each frequency Ω. The term ωx,y (Jx, Jy ) is the ampli-
tude detuning (tune spread) generated by any non-linearities,
including the beam-beam (BB) interaction during collisions.
The dispersion integral is the inverse of the SD that defines
the stability limit in the complex plane of the coherent tune

∗ Work supported by the Swiss State Secretary for Education, Research
and Innovation SERI

† claudia.tambasco@cern.ch

shifts. In order to be stabilized, the coherent impedance
modes must lie inside the SD. In the LHC, the tune spread
is mainly generated by the so-called Landau octupoles [3]
and beam-beam interactions (long range and head-on) [4, 5]
when in collision.

In case of diffusive mechanisms and/or reduced dynamic
aperture with particle losses or redistributions, the shape of
the SD may be modified by the particle distribution changes.
Hence it is important to characterize the impact of the par-
ticle distribution on Landau damping that may differ from
the one evaluated for a Gaussian particle distribution. Mod-
els have been extended to include the particle distribution
changes during long term tracking by using the SixTrack
code [6], in the presence of a realistic lattice configura-
tion and excited resonances. The detuning with amplitude
ωx,y (Jx, Jy ) in Eq. (1) is given by the tracking module of
MAD-X [7,8] for different machine configurations and op-
tics. In 2015 a Beam Transfer Function (BTF) system was
installed in the LHC in order to measure the Landau damp-
ing of the proton beams. The BTF is proportional to the
dispersion integral (Eq. (1)) and it is sensitive to particle dis-
tribution changes. It is a direct measurement of the SD [9].
The impact of incoherent effects on the SDs are presented
together with BTF measurements for various machine con-
figurations and beam-beam interactions.

IMPACT OF INCOHERENT EFFECTS ON
STABILITY DIAGRAMS

The term dψ/dJx,y in Eq. (1) is related to the particle
distribution changes and may cause modifications of Lan-
dau damping w.r.t. the Gaussian distribution case. In order
to take into account these effects, the models have been
extended to compute the dispersion integral including the
tracked particle distribution under the effects of a real lattice
configuration by using the SixTrack code. At the first turn, a
uniform distribution is generated, usually 106 particles, and
tracked for 106 turns. The initial distribution is uniform
between 0 to 6 σ (in units of the rms beam size) in both
planes, corresponding to 0-18 Jx,y in terms of the (normal-
ized) action variables. Before performing the integration, the
re-distribution of the tracked particle distribution is weighted
with a bi-dimensional exponential function. In the presence
of strong machine non-linearities, particles may be subject to
diffusion mechanisms due to excited resonances. SixTrack
simulations have been performed for different octupole cur-
rents at the LHC injection energy (450 GeV) at collision
tunes (Qx ∼ 64.31, Qy ∼ 59.32) for the normalized trans-
verse beam emittance of ε = 2.0 µm in both planes. Figure 1
shows the tracked particle distribution for an octupole cur-
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(a) Tracked distribution with an octupole current of 35 A.
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(b) Computed SD with an octupole current of 35 A.

Figure 1: Particle distribution from SixTrack tracking (a)
at injection energy for the octupole current of 35 A and
corresponding SDs (b). The color bar in the distribution plot
represents the number of particles per bin.

rent Ioct = 35 A (Fig. 1a) together with the corresponding
SD (Fig. 1b). The solid black line is the computed SD for
the Gaussian distribution case. The blue and the red lines
represent the computed SD from tracked particle distribu-
tion, in the horizontal and the vertical plane, respectively.
The SD increases as a function of the octupole current due
to the larger tune spread in the beams. No important effects
are visible for low octupole strength, while particle distribu-
tion changes are observed for an octupole current of 35 A
(Fig. 1a) due to the excited resonances. In this case, a cut
in the horizontal SD is visible on the side of the negative
coherent tune shifts (the blue line in Fig. 1b).

BEAM TRANSFER FUNCTION
MEASUREMENTS IN THE LHC

The installation of the BTF system in the LHC was jus-
tified by the frequent coherent instabilities observed at flat
top energy in the LHC despite the fact that predictions indi-
cate sufficient Landau damping of the coherent impedance
modes [5, 10, 11]. From dedicated measurements, the ob-
served instabilities seemed to be caused by the loss of trans-
verse Landau damping. Therefore, the transverse BTF sys-
tem was installed in the LHC in 2015 in collaboration with

(a) Horizontal plane.

(b) Vertical plane.

Figure 2: BTF measurements acquired for Beam 1 as a
function of the octupole current.

the Beam Instrumentation team. During a BTF acquisition
the chosen beam is safely excited, i. e. without causing losses
or emittance blow up, at different betatron frequencies for a
given number of turns. If the system is calibrated, the BTF
gives a direct measurements of the SD, however, this is not
the case for the LHC. Hence, in order to reconstruct the SD
from BTF measurements, a fitting function is used [12]. The
fitting function is parameterized as follows (assuming a refer-
ence case with linear detuning from the octupole magnets):


ϕ(Qmeas) = ϕ

[
p0 + p1 · (Qmodel −Q0)

]

A(Qmeas) = p2/p1 · Amodel (Qmodel).
(2)

The parameter p0 gives the tune shifts w.r.t. the frequencies
of the analytical detuning (Qmodel −Q0) with Q0 the model
bare tune. The parameter p1 gives the measured tune spread
w.r.t. the expected one. The tune spread factor is evalu-
ated from the measured phase and it does not depend on
the calibration factor. The model is the dispersion integral
computed by using the PySSD code [4] that includes the
tune spread evaluated from the tracking module of MAD-
X. The factor p2 gives the missing calibration factor of the
amplitude response w.r.t. the reference case (Amodel).

Measurements with single beam
Scans in octupole current have been performed at injec-

tion energy with collisions tunes (Qx ∼ 64.31, Qy ∼ 59.32).
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A linear increase of the detuning with amplitude is expected
as a function of the octupole current. The BTFs were ac-
quired on the single bunch of Beam 1 in both planes for a
current of 0 A, 6.5 A, 13 A and 26 A. The BTFs are shown
in Fig. 2. By increasing the octupole strength, the phase
slope decreases while the amplitude width increases. For
the largest octupole strength (26 A) the larger tune spread is
observed in the horizontal plane (Fig. 2a) w.r.t. the vertical
plane (Fig. 2b). This was not expected since the detuning
with amplitude due to the octupole magnets is symmetric
in the two planes as shown in Fig. 3 for the current of 26 A.
Figure 4 shows the measured tune spread factor as a function
of the octupole current. The tune spread factor is obtained
by applying the fitting function (Eq. (2)) w.r.t. the analytical
case for the octupole current of 6.5 A. The horizontal plane
is represented by the blue line while the vertical plane by
the green line. The black line represents the expectations.
A larger tune spread is measured in both planes w.r.t expec-
tations due to machine non-linearities at injection energy,
consistently with optics measurements in 2015. The red
shadow takes into account an error of ±20% for each case.
As expected, the tune spread linearly increases as a func-
tion of the octupole current. In the vertical plane the linear
behavior deviates for currents above 13 A, with a conse-
quent reduction of the tune spread w.r.t. the horizontal plane.
Particle losses were observed in the vertical plane related
with the octupole current changes, as shown in Fig. 5, where
Beam 1 losses are plotted at the primary collimators as a
function of the octupole current (the dashed red line). In the
presence of the transverse linear coupling, asymmetries in
the tune spread are expected [13]. During the measurements
the linear coupling was not corrected. The tune distribution
in the presence of the linear coupling obtained by SixTrack
tracking is shown in Fig. 6 where a cut in the vertical dis-
tribution is visible. The particle losses in the vertical plane
due to a reduction of the dynamic aperture could explain
the asymmetric behavior in the measured tune spread. The
dynamic aperture of ≈ 3.5 σ was expected for a current of

Figure 3: Two dimensional detuning up to 6 σ particles
obtained by SixTrack simulations for an octupole current of
26 A. The dashed red lines represent 3σ amplitude particles.
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Figure 4: Measured tune spread factor in the horizontal plane
(the blue line) and in the vertical plane (the green line) as a
function of the octupole current. The black line represents
the expectation. The red shadow takes into account an error
of ±20% for each case.

26 A. In the presence of excited resonances and/or particle
losses, increasing the tune spread inside the beams is not
beneficial for Landau damping as demonstrated for the first
time by BTF measurements in the LHC.

Measurements with beam-beam interactions
In order to measure the beam-beam long range contribu-

tion to Landau damping a crossing angle scan was performed
at the end of the betatron squeeze. By reducing the crossing
angle the separation of the beam-beam long range encounters
reduces and their effects become stronger.

Measurements were acquired for positive octupole polar-
ity, for which the tune spread from the long range beam-beam
interactions adds up to the one given by the octupole mag-
nets. Figure 7 shows the measured tune spread factor p1
(Eq. (2)) as a function of the separation at the long range
encounters w.r.t. the reference case of the nominal crossing
angle (370 µrad). The black line represents expectations,
and the blue line represents the measurements in the hori-
zontal plane while the red line represents the measurements

Figure 5: BLM losses at the primary collimators (vertical
losses) as a function of the octupole current (the dashed red
line).
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in the vertical plane. An unexpected behavior was found
w.r.t. models: a larger tune spread was measured in the
horizontal plane while a smaller one in the vertical plane
except for the last measurement at 9 σ separation for which
a strong dependency on the working point was observed.
The red star represents the measured tune spread in the ver-
tical plane with a reduced tune of ∆Qy = −0.001. In this
condition, BTF measurements show an important reduction
of the tune spread as visible in Fig. 8. The blue line is the
vertical BTF amplitude response at the beginning of the tune
scan, the green line corresponds to the tune reduction of
∆Qy = −0.001 and the red line corresponds to the tune in-
crease of ∆Qy = +0.001 to the recovered initial tune. In this
last case, the BTF response is fully recovered, showing that
it is a reproducible effect. The tune spread reduction was
not expected from the models unless the transverse linear
coupling is introduced in the simulations. In the presence
of linear coupling, an overall reduction is expected in both
planes but with a more significant reduction in the verti-
cal plane, for which particles towards the diagonal are lost,

Figure 6: Two dimensional detuning up to 6 σ particles
obtained by SixTrack simulations for the octupole current of
26 A and in the presence of the linear coupling. The dashed
red lines represent 3 σ amplitude particles.
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Figure 7: Measured tune spread factor as a function of the
long range encounter separation at the IPs in units of the rms
beam size. Measurements were acquired at the end of the
betatron squeeze.
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vertical plane. The blue line is the measured response at the
beginning of the scan, the green line corresponds to the tune
reduction of -0.001 and the red line are the measurements
with the recovered initial tune value.
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Figure 9: Two dimensional tune diagram (a) in the presence
of the transverse linear coupling (2012 configuration) and
corresponding tracked particle distribution (b). The color
bar in the distribution plot represents the number of particles
per bin.

with a consequent cut in the tune footprint. An example
of this effect is shown in Fig. 9 where the tune footprints
(Fig. 9a) have been evaluated for the 2012 LHC configu-
ration. During the 2012 run several coherent instabilities
were observed at the end of the betatron squeeze. The long
range beam-beam contribution was important due to the
high beam intensity (Nb = 1.6 × 1011 p/bunch). The case
without linear coupling corresponds to the blue color while
the case with linear coupling corresponds to the red color.
For this last case, as during BTF measurements, a negative
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tune shift was also applied (∆Qy = −0.003). The corre-
sponding particle distribution obtained by SixTrack tracking
is shown in Fig. 9b. The important deformation due to the
linear coupling is visible in the tune footprint in red with
a consequent reduction of the SD in the vertical plane as
shown in Fig. 10 (the green line) where impedance modes
are now at the edge of the stability. In the horizontal plane
the increase of the SD is due to the clustering of the particle
in the same direction that increases the contribution of the
derivative dψ/dJx,y in the dispersion integral.
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Figure 10: Stability diagrams at end of the betatron squeeze
(2012 configuration) for positive octupole polarity and trans-
verse linear coupling. The light blue line and the pink line
represent the SD in the horizontal and vertical plane respec-
tively with nominal tunes. The blue line and the green line
represent the stability diagram in the horizontal and vertical
plane, respectively, for a reduced tune in the vertical plane
(Qy = 0.317). The impedance coherent modes are included
for a chromaticity of 2 units (red dots) and 10 units (blue
dots).

CONCLUSION
The coherent stability not only depends on the tune spread

in a beam but also on the particle distribution, as shown in
Fig. 1 where the SD is deformed due to the particle dis-
tribution modification for a high octupole current of 35 A
at injection energy (with collisions tunes). Beam Transfer
Function measurements were acquired for different octupole
strengths at injection energy. The results of these measure-
ments showed the well reproducible tune spread in the hori-
zontal plane and a much reduced tune spread in the vertical
plane due to particle losses, as observed for the octupole
currents above 13 A. The losses were due to the presence of
the transverse linear coupling, that causes particle redistri-
butions and reduces the dynamic aperture, expected to be
less than 3.5 σ. For the first time it was demonstrated by
BTF measurements in the LHC, that a larger tune spread
is not beneficial for Landau damping if diffusive mecha-
nisms and/or particle distribution changes are present due to

a small dynamic aperture (less than 3.5 σ). Measurements
acquired at the end of the betatron squeeze for different cross-
ing angles showed the unexpected asymmetric behavior in
terms of tune spread and tune shifts between the horizontal
and vertical plane. This can be reproduced by including
the transverse linear coupling in the models that induces
particle losses and redistributions. In this case, both the tune
footprint and the stability diagram are modified. The sharp
cut is visible in SD in the vertical plane (Fig. 10) due to the
deformed tune footprint in the same direction (the red color
in Fig. 9) while in the horizontal plane the clustering of the
particle in this direction contributes increasing the SD due
to the increase of the derivative dψ/dJx,y in the dispersion
integral (Eq. (1)).
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Abstract
At CERN the HL-LHC (High Luminosity Large Hadron

Collider) and the LIU (LHC Injection Upgrade) projects call
for an increase in beam parameters such as energy, intensity
and brightness. To achieve this goal the whole accelerator
complex will be upgraded. Systems, equipment and devices
need to be redesigned and rebuilt accounting for the demand-
ing new beam features. In this framework device impedance
is a key parameter. It is essential to evaluate and to mini-
mize the impedance of the component during its early design
phase. This avoids beam instabilities and minimizes beam
losses and induced heating. In this paper we outline general
guidelines for a low-impedance design and we show how to
implement them in a real case, taking as example the design
of the new Proton Synchrotron Booster Absorber Scraper
(PSBAS). This is a key component aimed to remove the
beam halo at the beginning of the LHC accelerator chain.

INTRODUCTION
During the coming years the CERN accelerator complex

will be upgraded to improve its performance. An increase of
the beam energy, intensity and brightness is foreseen in the
framework of the projects LIU (LHC Injection Upgrade) [1]
and HL-LHC (High Luminosity Large Hadron Collider)
[2]. A large number of systems, equipment and devices
will be redesigned taking into account the challenging new
situation. Particularly, the raised intensity of the HL-LHC
beams may lead to beam instabilities and high RF-heating.
Thus, extra attention need to be given to electromagnetic
and thermo-mechanical interactions between the beam and
its surroundings. In this context, the electromagnetic beam-
device coupling index, the device impedance, is becoming
an increasingly important parameter. Its evaluation and
minimization is essential during the device design phase to
avoid beam instabilities and reduce beam losses and induced
heating.

Geometrical features that lead to high impedance are well
known by the impedance working community along with the
way to cure them [3], [4]. However, little has been written on
how to implement such curing methods on the design of real
components. Such a task is far from being trivial since real
components have to fulfill also other requirements as easy
manufacturing and integration or size and cost constraints.
Thus, in the first part of this paper, we review the main

geometric high impedance features most commonly encoun-
tered in device designs and the way to cure them. Subse-
∗ Work supported by LHC Injection Upgrade (LIU) project
† lorenzo.teofili@uniroma.it

quently, taking as an example the design of the new Proton
Synchrotron Booster Absorber Scraper (PSBAS), a key com-
ponent aimed to remove the beam halo at the beginning of
the LHC accelerator chain, we show how to apply these cur-
ing methods to realize the low impedance design of a real
device.

METHODOLOGY
For the current investigation a careful analysis of the de-

signs of various mechanical devices under development at
CERN was carried out. It focused on the components di-
rectly exposed to the beam which are to be installed inside
the synchrotrons, Proton Synchrotron Booster (PSB), Pro-
ton Synchrotron (PS), and Super Proton Synchrotron (SPS),
or in the collider (LHC). For them impedance play a key
role. Some of these devices, in their preliminary design,
exhibited common geometric high-impedance features, well
documented in literature [3], [4]. This could have poten-
tially led to harmful consequences for the beam and for the
device-itself. The high impedance geometric configurations
were deeply investigated through numerical simulations with
the aim of eliminating them or reducing their effects with
simple and cost-effective modifications to the device de-
sign. They were considered individually and modelled in
the CAD (computer aided design) tool of a Finite Integration
Technique (FIT) software. Their basic geometrical quantity
were considered as parameters in order to characterize the
effects of their variation. In this work only the longitudinal
impedance is discussed since, usually, solving it reduces
also the transverse impedance. A careful analysis of the
transverse impedance is left to future studies. The software
used for simulations was CST Particle Studio® [5]; its time
domain solver, Wakefield [6], is a well known and tested
tool at CERN for device impedance computation [7], [8].
The knowledge acquired during these analysis was subse-
quently applied to enhance the impedance performances of
the device with high impedance.

RESULTS: GENERAL GUIDELINES AND
THE PSBAS CASE

In this section, initially, we present the three most com-
mon geometric high-impedance features found in most pre-
liminary device designs. Their effects are analyzed and
a possible simple and cost-effective design modification to
eliminate them, or at least to reduce their detrimental impact,
is proposed. Subsequently, as an example of real application
of these curing modifications the design evolution of the
PSBAS is presented.
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Abrupt Changes of Section in Components
Abrupt changes of section were often recurring in the

preliminary design of the analyzed devices. However, they
should be avoided because they generate electromagnetic
trapped modes (HOM) visible as well defined peaks in the
impedance curve, (refer to Fig. 2).
In order to investigate abrupt changes of section effects,

the geometry shown in Fig. 1 was simulated. The radius of
the small pipe was considered fixed (ra = 5 mm) while the
radius of the larger pipe, rb was parametrized. Compared
to the case ra = rb, i.e. no section changes, for rb > ra
an increase in the impedance can be observed. In the case
rb = 10 mm no trapped modes are visible at the investigated
frequencies, i.e. no peaks are present in Fig. 2. However,
the same Fig. 2 shows that for rb ≥ 35 mm trapped modes
start to appear. Further, the more rb increases the more
the observed modes shift to lower frequencies raising their
impedance peak value. This finding agrees with well known
results, [3], that shown how for an abrupt change of section
between two pipes the key parameter is the pipes radii ratio
rb/ra. By increasing it, the frequency of the resonant modes
decreases while their impedance peak value increases.

BEAM

rb
ra

L L

Figure 1: Abrupt section change geometry model: ra = 5
mm, L = 100 mm, rb = parametrized.

An easy solution to the problem is tapering. To investigate
its effects, the geometry of Fig. 1 was modified, adding a
conical connection of length Lt between the two pipes as il-
lustrated in Fig. 3. The radius of the small pipe, the length of
the pipes and the length of the conical taper were considered
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Figure 2: Abrupt section change configuration. Longitudinal
impedance modulus computed for different values of rb .

fixed (ra = 5 mm, L = 100 mm, Lt = 50 mm) while the
radius of the larger pipe, rb was parametrized. The results
of the simulations are reported in Fig. 4. In the case rb > ra
there is an impedance increase in comparison to the case
ra = rb, i.e. no section changes. The non tapered configu-
ration has the same qualitative behaviour. For rb = 10 mm
no trapped modes are visible at the investigated frequencies,
in this case virtually no differences can be found between
tapered and not tapered configurations. As for the configu-
ration without taper (Fig. 2) for rb ≥ 35 mm trapped modes
start to appear, although the beneficial effects of the taper
results in lower impedance peak values. This can be clearly
seen comparing the results of the abrupt section change ge-
ometry (Fig. 2) with the ones of the tapered configuration
(Fig. 4). Further, considering the rb value which leads to
the worst case scenario (i.e. the highest rb considered) we
investigated the effects of variation in the taper length. The
result is shown with a dashed line in Fig. 4, revealing the
beneficial effects of a longer taper which further decrease
the peak impedance of the modes.

BEAM

rbra

L Lt L

Figure 3: Tapered section change geometry model: ra = 5
mm, L = 100 mm, Lt = 50 mm, rb = parametrized.

Gaps
Gaps and absence of electrical connections among compo-

nents were another, quite common, high impedance feature
found in the preliminary designs analyzed. Gaps should
be avoided because they create capacitive effects leading to
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Figure 4: Tapered section change configuration. Longitudi-
nal impedance modulus for different values of rb .
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high impedance values at low frequencies, which are very
dangerous for RF heating [9]. In order to study their effects
the geometry shown in Fig. 5 was simulated. The length
and the radius of the pipes were considered fixed (r = 5 mm
and L = 100 mm) while the gap between the pipes, g, was
parametrized.

r

LgL

Figure 5: Open gap model geometry: r = 5 mm, L = 100
mm, g = parametrized.

Impedance simulations results are reported in Fig. 6 for
different values of g. The capacitive effects of the gap results
in high impedance at very low frequencies. The impedance
peaks values increase with the distance between the pipes.
This is consistent with the results obtained in [4]. Other
peaks at higher frequency can be seen from Fig. 6. Accord-
ing to [4], they map trapped modes in the gap.
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Figure 6: Open gapmodel geometry, longitudinal impedance
modulus computed for different values of g.

The easy solution to the detrimental effects of a gap is
the gap elimination by connections. Figure 7 shows the
same geometrical layout of Fig. 5 with the addition of two
symmetrical electrical connections between the two pipes.
For simulations the length and the radius of the pipes were
considered fixed (r = 5 mm and L = 100 mm) while the gap
between the pipe, g, was parametrized. The obtained results,
reported in Fig. 8, demonstrate the effectiveness of applying
connections. Comparing the impedance of the open gap
geometry, Fig. 6, with the impedance of the same geometry
with connections, Fig. 8, one notices that impedance at
very low frequencies is drastically reduced for all gap sizes
when connections are added. However, in the connected
geometry a new trapped mode is present, around 2 GHz.
It was not found in the open gap configuration. No shown
results demonstrate that it strongly depends on the contacts

shape and on the number of connection points. This resonant
mode can be shifted to higher frequencies simply adding
more connections. Impedance behaviour for frequencies
higher than 3 GHz seems not to be affected by the connection.
Comparing the results shown in Fig. 6 and Fig. 8 a similar
trend can be observed in this range.

Connections

r

L

L

g

Figure 7: Gap with connections model geometry: r = 5 mm,
L = 100 mm, g = parametrized.

Parasitic Cavities
The last high impedance feature noticed during the design

analysis was the presency of parasitic cavities. Every empty
volume that is directly seen by the beam potentially behaves
like a parasitic cavity, i.e. it extract energy from the beam in
order to excite its resonant modes. This leads to really high
peaks in the impedance curve of the device and it is very
dangerous due to long range instability effects [10]. It is
well recognized in literature that in the case of a cavity a key
role is played by the wall material, particularly the electrical
conductivityσ strongly influences the peak impedance of the
mode. The cavity geometry shown in Fig. 9 was simulated
considering different wall materials.

The impedance modulus of the mode that resonates at the
lowest frequency is reported in Fig. 10, where only a small
range of frequencies around the mode has been considered.

The most common way to solve this problem is the use of
RF-shieldings. RF-shielding is a metal screen that blocks
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Figure 8: Gap with connection model geometry. Longitudi-
nal impedance modulus for different values of g.
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Figure 9: Unshielded cavity geometry: rp = 60 mm, L =
800 mm, rbl = 100 mm, Lc = 300 mm, rc = 230 mm.
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Figure 10: Unshielded cavity geometry. Longitudinal
impedance computed for different values of the material
electrical conductivity σ. Logarithmic scale.

electromagnetic interactions between the beam and the
empty volume. The RF-shielding can have different shapes
in order to better fit the geometry they have to shield. An
example of shielding is proposed in Fig. 11, where the geom-
etry of the previous parasitic cavity (refer to Fig. 9) has been
modified adding ten metallic tubes on a circle connecting
the inner pipe with the outer one.
The results of the electromagnetic simulations on the

shielded cavity geometry (Fig. 12) show a striking
impedance reduction of about 6 orders of magnitude if com-

Shielding

Figure 11: Shielded cavity geometry model.

pared with the results of the no-shielded configuration in Fig.
12 due to the fact that the resonant mode has disappeared.
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Figure 12: Shielded cavity geometry. Longitudinal
impedance modulus computed for different values of the
material electrical conductivity σ. Logarithmic scale.

The PSBAS case
As discussed previously, the outlined general guidelines

need to be used in order to improve impedance performances
in poor devices. In the following, as an example of their ap-
plication, we summarize the evolution of the PSBAS design
from the preliminary high impedance design to the final low
impedance one.
The PSB scraper (refer to Fig. 13) is a device to be in-

stalled in the PSB at CERN. Its purpose is to clean the beam
halo, at the very early stage of acceleration, absorbing it in
two graphite blocks. Due to particular application needs,
two working configurations were required: movable mask
in and movable mask out, Fig. 13b. This led to the design
of a movable central part.

The electromagnetic properties of the equipment were as-
sessed through simulations with CST Particle Studio®. Ac-
cording to the simulation results, we iterated on the mechan-
ical design applying the previously outlined low impedance
design guidelines in order to obtain the final low impedance
design. The high impedance characteristics of the PSBAS
preliminary design are shown in Fig. 13c on the CST sim-
ulated model. In the preliminary PSBAS design, shown in
Fig. 13a and 13b, impedance mitigation measurements were
already taken: the replacement vacuum chamber was acting
as a shielding against the vacuum tank, a potential parasitic
cavity, preventing it from resonating. However, they were not
sufficient and the impedance behaviour of the device was un-
acceptable. To allow an easy motion of the movable graphite
mask, the latter was not electrically connected to the rest of
the device along the beam path direction. Thus, gaps were
presents in this design, leading to the generation of high or-
der modes, trapped there. Moreover, such a design presents
an unshielded empty volume around the fixed graphite mask.
The discussed features generated trapped modes at frequen-
cies lower than 0.4 GHz. The latter is considered as the
acceptable lower limits for HOMs in the PSB machine [11].
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(a) Preliminary PSBAS design: Isometric view.
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(b) Preliminary PSBAS design: Working configuration and nomenclature
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(c) Preliminary PSBAS design: CST model and
high impedance features.
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(d) Final low impedance PSBAS design: Section view and particular.

(e) PSBAS preliminary design, electric modes field shapes
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(f) PSBAS final design, electric modes field shapes (scale on Fig. 13e)

Figure 13: Different Geometries of the PSBAS: preliminary and final low impedance design

Therefore, the preliminary PSBAS design, with an HOM
at 1.8 GHz, was not impedance compliant. The results of
the electromagnetic simulations, electric modes field shapes
and device impedance, are shown in Fig. 13e and 14.

The preliminary design was subsequently modified as
shown in Fig. 13d:

• Electric sliding connections between movable and fixed
parts were added to eliminate the gap effects.

• The parasitic cavity was shielded by a geometrical mod-
ification.

This led to an impedance compliant design, eliminating
the modes at low frequencies and decreasing the impedance
of the device of three orders of magnitude if compared with
the previous performances. The results of the electromag-
netic simulations, field shapes of the electric modes and
device impedance, are shown in Fig. 13f and 14. Please
note that in both the final and preliminary PSBAS design
there are abrupt changes of section between the graphite
masks and the pipes. No attenuation method was applied to
reduce their effects because, due to operational and space
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constraints, it was impossible to add taper. However, the
contribution of the section changes is negligible.
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Figure 14: PSBAS final vs PSBAS preliminary design, Lon-
gitudinal Impedance Modulus. Logarithmic scale.

CONCLUSION
Prior work has documented the importance of reducing

the impedance of accelerator devices and so of the whole
machine [3], [8]. However, the majority of the previous
studies focus on the impedance induced effects on the beam
dynamics. They show geometric configurations that lead to
a high impedance device and suggest cure methods, however,
most of the time these approaches remain unapplied in a real
case, thus ignoring limitations such as device component mo-
tion, space constraints, costs etc. In this paper, we reviewed
the most common high impedance geometric features usu-
ally present in a preliminary device design and simple and
cost-effective way of modifying geometries to obtain low
impedance designs. Subsequently, we showed how to apply
these methods to improve the impedance performance of a
real, complex, device, the Proton Synchrotron Booster Ab-
sorber Scraper. We obtained a striking impedance reduction
between the preliminary and the final design of almost three
orders of magnitude with small increase in cost and complex-
ity of the device itself. Therefore, this study indicates that,
considering since the beginning not only mechanical and
operational requirements, but also impedance requirements,
it is possible to produce low impedance - cost effective com-
ponents without affecting their main functionalities. This is
a key approach for the conception of components for the LIU
project and will be even more important for future hadron
accelerators which are likely to have even higher intensity
and lower emittance beams.
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THE BIRTH AND CHILDHOOD OF A COUPLE OF TWIN BROTHERS 

V. G. Vaccaro, INFN Sezione di Napoli, Naples, Italy 

Abstract 
The context in which the concepts of Coupling Imped-

ance and Universal Stability Charts were born is de-
scribed in this paper. The conclusion is that the simulta-
neous appearance of these two concepts was unavoidable.   

INTRODUCTION 

At beginning of 40’s, the interest around proton accel-
erators seemed to quickly wear out: they were no longer 
able to respond to the demand of increasing energy and 
intensity for new investigations on particle physics.  

Providentially important breakthrough innovations 
were accomplished in accelerator science, which pro-
duced leaps forward in the performances of particle ac-
celerators.  

The first breakthrough: the Phase Stability 

Based on the principles stated by Vladimir Veksler and 
Edwin McMillan a proton synchrotron was built at 
Brookhaven National Laboratory, named Cosmotron. Its 
construction started in 1948 and it reached its full energy 
in 1953. It was the first particle accelerator to break into 
the GeV wall, accelerating protons up to 3.3 GeV. Since 
Brookhaven's Cosmotron went into operation in the early 
1950's, scientists quickly realised that achieving even 
higher energies was going to be difficult. Calculations 
showed that, using existing technology, building a proton 
accelerator 10 times more powerful than the 3.3 GeV 
Cosmotron would require 100 times as much steel.  

The second Breakthrough: the Alternating Gra-
dient 

While the cosmotron shape was strictly toroidal and the 
magnetic field task was to guide and to focus the beam at 
the same time, a second breakthrough was performed: the 
strong focusing. Its principle, independently discovered 
by Nicholas Christofilos (1949) and Ernest Courant 
(1952), allowed the complete separation of the accelerator 
into the guiding magnets and focusing magnets, shaping 
the path into a round-cornered polygon and drastically 
reducing the transverse dimensions of the beam.  

Without strong focusing, a machine as powerful as the 
Alternating Gradient Synchrotron (AGS) would have 
needed apertures (the gaps between the magnet poles) 
between 0.5 m and 1.5 m instead of apertures of less than 
0.1 m. The construction of AGS was accomplished and 
shortly after the one of PS. 

Looking Far 

Even before the successful achievements of PS and 
AGS, the scientific community was aware that another 
step forward was needed. Indeed, the impact of particles 
against fixed targets is very inefficient from the point of 
view of the energy actually available: for new experi-
ments, much more efficient could be the head on colli-
sions between counter-rotating high-energy particles. 
 

With increasing energy, the energy available in the 
Inertial Frame (IF) with fixed targets is incomparably 
smaller than in the head-on collision (HC). If we want the 
same energy in IF using fixed targets, one should build 
gigantic accelerators. In the fixed target case (FT), ac-
cording to relativistic dynamics, an HC-equivalent beam 
should have the following energy. 
 

𝐸!" = 2𝛾𝐸!"  
 
The challenge was to produce intense and high-collimated 
beams and make them collide. 
 
Two Forerunners: Wideroe and Touschek 
 

Bruno Touschek was born in Vienna where he attend-
ed school. Because of racial reasons, he was not allowed 
to finish high school. However, he tried to continue his 
studies in a precarious way. After Anschluss (1938), he 
moved to Hamburg, where nobody knew of his origins. 
There he met Rolf Wideroe, with whom he started coop-
erating in building a betatron and discussing on Wideroe’s 
visionary thoughts. Wideroe is variously credited with the 
invention the betatron, the linac, the synchrotron and 
storage rings for colliding beams, and, certainly, he built 
the first pair of linac drift tube for accelerators (Sessler 
and Wilson).  Among others, Wideroe exposed his ideas 
about colliding beams. In the meanwhile, Touschek was 
discovered and arrested by the Gestapo in 1945. Wideroe 
was visiting him in prison, bringing cigarettes, food and, 
during these meetings, they continued to talk about the 
betatron and accelerators in general. Incidentally, in that 
context Touschek conceived the idea of radiation damping 
for electrons. When the Allied army reached Hamburg, 
Wideroe, suspected of collaboration, was arrested. The 
situation was reversed: Touschek started to pay visit to 
Wideroe.  Sometime after, he was found not guilty and 
released. After war, Touschek roamed around Europe. 
Finally, in 1952 he decided to stay in Rome permanently, 
receiving the position of researcher at the National labora-
tories of the Istituto Nazionale di Fisica Nucleare in Fras-
cati, near Rome. 
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THE COLLIDER AGE 
 
Collider Contest: Frascati vs Princeton 
 

The idea to build colliders attracted many accelerator 
scientists. A contest between Princeton and Frascati La-
boratories started: both labs were developing collider 
programs. Princeton chose an eight-shaped structure: two 
circular rings in which electrons were circulating with the 
same orientation, meeting in one collision point. Frascati 
team, which took the field later, was even more auda-
cious: they used a single ring with "counter-rotating" 
beams of electrons and positrons. 

 
The enterprise began on March 7, 1960, when Bruno 

Touschek held a seminar at Frascati Laboratories. He was 
proposing to build an electron-positron storage ring. On 
March 14, a preliminary study demonstrated the feasibil-
ity of the proposal. The storage ring was named ADA 
(Anello Di Accumulazione = Storage Ring). Touschek 
pointed out the extreme scientific interest of high-energy 
collisions between particles and antiparticles, and the 
simplicity of realization of such an accelerator. The ma-
chine was conceived as a feasibility experiment to pro-
vide a sound basis for the realization of electron-positron 
colliders of larger centre of mass energy and luminosity. 
The total cost of the project (converted to the present 
purchasing power) was around 800.000 €. 

 

 
Figure 1: Sketch from Touschek notebook of e-e+ col-

lider 
 ADA was brought to operation in February 1961. A 

first stored beam of few electrons was obtained at the end 

of May 1961, using the Frascati Electron Synchrotron as 
an injector. On March 14, a preliminary study demon-
strated the feasibility of the proposal. ADA then moved to 
LAL-Orsay, Paris, with a more powerful injector. Here, 
on February 1964 the first electron-positron collisions 
were detected. The success was encouraging for boost for 
the ISR (Intrsecting Storage Ring at CERN) designers. 

 

 
Figure 2: ADA collider at INFN Laboratori Nazionali 

di Frascati. 

Clouds are appearing 

The vast impact of ADA Collider opened a new chap-
ter of accelerator physics: it was the first particle-
antiparticle collider and the first electron-positron storage 
ring. In addition to this grand accomplishment, the ma-
chine was also able to prove the idea that one could accel-
erate and make beams of particles and antiparticles col-
lide in the same machine. 

Many laboratories started programs to accelerate and 
store particles in order to prove the feasibility of intense 
beams. The most important one was the Intersecting Stor-
age Ring at CERN. Surprisingly enough, a longitudinal 
instability below transition energy was discovered in 
1963 in the MURA 40 MeV electron accelerator. At the 
same time the observation of vertical instabilities took 
place in the MURA 50 MeV [1]. At that time, it was a 
common place that above transition energy, a beam could 
be unstable: since it was postulated that the prevalent 
electromagnetic (EM) interaction with the vacuum pipe 
was capacitive, as we would define it nowadays with the 
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present lexicon. Furthermore, it was not known that there 
could exist some stabilizing mechanism. 

The Analysis of Instabilities. A Step Forward. 

An interpretation of the phenomenon was given by 
two companion papers [2,3] appeared in 1965 on the 
Review of Scientific Instruments, one concerning longi-
tudinal coherent instability and the second one transverse 
coherent instability. 

The novelty was the use of Vlasov equation where it 
is assumed that the beam particles have an energy distri-
bution function.  The problem is solved by means of per-
turbative techniques that lead to a dispersion relation. The 
role of Landau damping of the instability coming from 
the energy spread was emphasized. The pipe is supposed 
circular, smooth, and lossy and with circular or rectangu-
lar cross section. In both papers it examined the case of 
absence of frequency spread and it was found that the 
rise-time depends on the conductivity of the pipe. How-
ever, allowing for a finite spread, the stability criteria 
obtained from the dispersion relation do not involve the 
pipe losses. It is worth of note that the stability criteria 
were derived assuming Gaussian or Lorentzian distribu-
tion functions. The stream of research born in 1965 and 
still lasting gave and gives results that have fundamental 
importance for particle accelerator. 

An Intermezzo for Pedestrians 

The phenomenon of beam instabilities in circular accel-
erator can be understood resorting to pictorial representa-
tion of Fig. 3. This follows the explanation that I gave to 
myself when I first tackled the beam instability problem.  

 

Figure 3: Block diagram of the coupling between EM 
equations and dynamics equation. 

Like many modulational instabilities, the present one is 
triggered by the electric field noise. Let us take a frequen-
cy component   ∆𝐸! 𝜔 = ∆𝐸!𝑒𝑥𝑝 𝑗𝜔𝑡 . This compo-
nent will act as the initial input of the beam dynamics 
equation. The field noise ∆𝐸! 𝜔  acting on the charged 
particles introduces a small modulation on the beam cur-

rent having the same frequency as the noise; at the same 
time, the interaction of the perturbed current with the 
surrounding medium produces an additional electric field. 
This process is continuous, but one may represent it step-
wise, turn-by-turn. Let us introduce integrated values over 
one turn 

∆𝑉! 𝜔 =< 2𝜋𝑅∆𝐸! 𝜔 > 

defined as input voltage. One may define the transfer 
function (input-output) 𝑌! 𝜔  in the frequency domain 
for the beam dynamics branch; this quantity relates the 
perturbed current to the voltage ∆𝑉! 𝜔  . Therefore, the 
perturbed current in the beam will be represented as: 

∆𝐼! 𝜔 = 𝑌! 𝜔 ∆𝑉! 𝜔  

Then, the perturbed current, acting as input to Max-
well’s equations (namely interacting with the surrounding 
medium via electromagnetic fields), will produce after 
one turn a perturbed electric field ∆𝐸! 𝜔 . Similarly, by 
taking ∆𝑉! 𝜔 =< 2𝜋𝑅∆𝐸! 𝜔 >, one may define 
𝑍!" 𝜔  for the electromagnetic branch 

∆𝑉! 𝜔 = 𝑍!" 𝜔 ∆𝐼! 𝜔  

Allowing for the second turn, the total perturbed cur-
rent will be the sum of the new one and the perturbed 
previous current. The latter is affected by a factor 𝛼 𝜔 , 
in modulus smaller than one, which takes into account its 
damping over one turn: 

∆𝐼! 𝜔 = 𝛼 𝜔 ∆𝐼! 𝜔 +𝑌! 𝜔 𝑍!" 𝜔 ∆𝐼! 𝜔
= 𝛼 𝜔 +𝑌! 𝜔 𝑍!" 𝜔 ∆𝐼! 𝜔  

The quantity 𝛼 comes from a realistic picture of the phe-
nomenon. In general, the particles exhibit a spread in their 
velocities. Therefore, any unevenness in the beam tends 
to dissolve over time.  

After n turns: 

∆𝐼! 𝜔 = 𝛼 𝜔 + 𝑌! 𝜔 𝑍!" 𝜔 !∆𝐼! 𝜔       (1) 

It is apparent that the perturbed current has only two 
possibilities: it may diverge (instability) or converge 
(stability) to zero. It will certainly diverge if there is no 
damping 𝛼 = 1 . In all the other cases, the beam is con-
ditionally stable. We may infer some general features of 
the phenomenon: 
• The perturbed current is proportional not only to the 

perturbing field but also to the unperturbed current, 
namely 𝑌! 𝜔 ∝ 𝐼!. 

• The perturbed current is inversely proportional to the 
relativistic mass of the charged particle, namely 
𝑌! 𝜔 ∝ 1 𝛾𝑚!. 
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The above analysis is only qualitative since it cannot 

predict under what conditions the beam will be stable or 
not. However, it indicates that the coupling between the 
EM beam interaction with the surrounding medium and 
the beam dynamics must be formulated in a self-
consistent way. 

As a conclusion, the problem will lead to two concepts: 
Coupling Impedance and Stability Diagrams. 

An Impedance is in the Air. The First Twin is 
brought to Light 

When I was hired by CERN on June 1966, I joined the 
RF group of the Intersecting Storage Ring (ISR) Depart-
ment. ISR was under construction and was destined to be 
the world's first hadron collider. It ran from 1971 to 1984, 
with a maximum centre of mass energy of 62 GeV. At 
that time at CERN, there was big concern about stability 
of the beams because of large number and various kind of 
lumped equipment (300 pairs of clearing electrodes, pick-
ups, cavities etc.), which could be “seen” by the beam. 
Unfortunately, the stability criteria did not apply to the 
situation of ISR. I was committed to work on this prob-
lem. The task was to introduce in the dispersion relation 
the contribution of a lumped element, e.g. cavity of im-
pedance 𝑍!   (eventually clearing electrodes, too) 

𝐼! = 𝑐𝑜𝑛𝑠𝑡 2𝜋𝑅𝐸!
!!! !
!"

!"
!!!!! !

            (2) 

where  𝐼!  is the incipient perturbed current in the beam, 
𝜔 the frequency of the instability, 𝜔! is the revolution 
frequency, 𝜓! 𝑊  is the energy dispersion function.  

The procedure is described in Ref. [4]. The impressed 
voltage at the cavity gaps 𝑉! is calculated assuming that 
the image current that loads the cavity is equal to the 
perturbed beam current 𝐼!. The field distribution in the 
accelerator is expanded in travelling waves inside the 
pipe. Then, only the n-th harmonic is retained which is 
riding with the perturbation. Therefore, the mean integral 
in the above equation may be written as 

2𝜋𝑅𝐸! = −𝑍!𝐼!                          (3) 

The concept of coupling impedance was later extend-
ed to a pipe with uniform properties.  Of course, the 
above procedure consisted in a brute force approach. Its 
validity is restricted to wavelengths much larger than the 
cavity gap and of the pipe radius; however, this limitation 
does not affect the principle. It only needed a self-
consistent formulation of the EM problem for the lower 
branch of Fig. 3. Fifty years have passed since. In the 
meantime, exact approaches were performed resorting to 

numerical codes or to analytical-numerical techniques 
such as the mode matching.  

Few months after my arrival, Andy Sessler (2012 
Fermi award), on leave of absence from LBL, joined the 
ISR-RF group. At that time CERN was a crossroads of 
the most prominent accelerator scientists. I was lucky 
enough to meet Ernest Courant (1986 Fermi award), 
Claudio Pellegrini (2014 Fermi award), with whom I was 
co-author of a paper on wake fields, Fernando Amman 
(director of Laboratori di Frascati and ADA project), John 
Lawson, AN Skrinsky (Director of Institute of Nuclear 
Physics of Novosibirsk), who were all paying visits at 
CERN for discussions on ISR design. I was committed to 
Sessler and I showed him the manuscript of my results. 
He reviewed it, making corrections, suggesting integra-
tions and then he stated that the report had to appear with 
my name only. However, the paper was issued in closed 
distribution restricted to AR and ISR Scientific Staff. 

 

Figure 4: Last page of Ref. [4]. 

At the same time, he proposed a general treatment of 
impedance of arbitrary electrical properties [5]. However, 
none of us gave importance to this concept. We rather 
underlined that the concept of coupling impedance is a 
handy concept. This is very well illustrated by Sessler in 
one of his papers [6]: “It was emphasized — and, it was 
the main point of [5] -- that Z described the impedance of 
the wall elements and as, thus, amenable to computation--
or measurement--by means of all the standard techniques 
employed in electrical engineering. –OMISSIS- This 
engineering technique was applied to a number of prob-
lems--such as helical conducting walls [7] and allowed 
complicated structures to be readily analysed. For exam-
ple, the impedances presented in Section 1.5 of this paper 
may be employed to study the azimuthal stability of 
beams interacting with various elements such as pickup 
electrodes.”  Probably this feature was one of the factors 
that determined the success of the beam coupling imped-
ance concept. 
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The Second Twin.  The Universal Stability 
Charts  

The introduction of the beam coupling impedance 
concept is tightly linked to the analysis of the dispersion 
relation. The first step was done: a simplification in the 
analysis of complicated structures (transfer function of the 
lower branch in Fig. 3). The second step was devoted to 
make an analogous simplification in manipulating the 
transfer function of the upper branch and is already indi-
cated in the same paper of the first step in Ref. [4]. The 
success of the first one influenced the advancement of the 
second one. Except special cases, Eq. 2 cannot be solved 
analytically; namely, given the impedance, the distribu-
tion function, the harmonic number 𝑛 and the function 
𝜔! 𝑊  it is not in general possible to find analytically for 
any distribution function the frequency 𝜔 of the instabil-
ity, if any. 

It is worth of note that in Eq. 18 in Ref. [4] (see 
Fig.  5) it is apparent the drift toward a new formulation 
but the drift is not yet accomplished. There is a reactive 
impedance 𝑋 𝑛  of the lumped element, but it is not so 
for the space charge; the impedance is expressed in cgs 
[cm/sec]; there is the classical proton radius: all aspects 
that nowadays are superseded. Furthermore, the stability 
inequality comes from the solution of the dispersion rela-
tion with a Lorentzian distribution function. As shown in 
Fig. 7, for a Lorentzian distribution function, this is pos-
sible and a parabola delimits the stability region. 

 

Figure 5: Eq. (18) in  Ref. [4]. 

I felt that such a large stability region could be unphysi-
cal. An indicator of this issue is the divergence of its 
second order momentum. Therefore, I was intrigued on 
what could happen with a truncated cosine distribution. 
The solution of the dispersion relation was facilitated 
because I had to perform the integration on the imaginary 
axis. I had tackled the problem of the normalization of the 
spread in order to make a reasonable confrontation with 
the Lorentzian distribution. 

 

Figure 6: Eq. (19) in  Ref. [4] 

The results are reported in Fig. 8. The absence of long 
tails and the finiteness of the second order momentum 
drastically reduce the stability margin. I asked Sessler 
what he thought of this finding. He said: “Go on!”. 

Later on, the complete stability was calculated and I 
remarked that it was including a finite region of the im-
pedance plane. One may notice that the formula of Fig. 6 
is written with the classical radius rp and that the imped-
ance is still measured in cgs system dimensions. Nowa-
days, accelerator scientists would be horrified! 

As a conclusion, I would like to stress that the two 
brothers are real twins. Maybe the second one had a slow-
er growth. They are actually Siamese twins, because the 
existence of one is the reason of existence of the other. 

I did not continue my studies because there was no in-
terest on the subject. Afterwards, I knew that my contract 
would not be renewed. Therefore, I felt free to work on 
the subject that was sleeping since many months. A col-
laboration with Alessandro Ruggiero was set up, which 
tackled the problem by another point of view: find the 
coupling impedance for a given value of the complex 
frequency 𝜔, assuming a linear dependence of  𝜔! on 𝑊. 
The results are represented in Fig. 7 where the curves at 
constant rise-time, i.e. with a constant frequency shift, are 
drawn. The procedure was repeated for various distribu-
tion functions [2].  Therefore, we had to perform analyti-
cally the integral assigning the same distribution used in 
Ref. [8] and some others, that could seem reasonable: 

𝑍 𝜔 = −
1

𝑐𝑜𝑛𝑠𝑡 𝑑𝜓!
𝑑𝑊

𝑑𝑊
𝜔 − 𝑛𝜔! 𝑊

 

This is just a conformal mapping of the complex varia-
ble 𝜔 into the complex variable 𝑍. The interest is to ex-
plore the region where the imaginary part of 𝜔 is nega-
tive, namely where the oscillation is exponentially in-
creasing. A particular interest was devoted to the mapping 
of the lines where the frequency is real with a vanishing 
imaginary part, namely 

𝜔 = 𝜔! + 𝑗! 

This procedure gave quite surprising results: 

• The mapping of the lower, half plane covers almost 
entirely the 𝑍 plane. 
• The mapping of the upper half plane covers the same 
region 𝑍 plane. 
• There is a “neutral region” which is covered by none 
of the two mappings and is defined as the stable region 
• The stable region is finite if the tails of the distribu-
tion function have a finite area. 
• The stable region of a mono-energetic distribution 
(infinitesimal tails) is the positive imaginary axis. 
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Figure 7: Longitudinal stability chart for Lorenzian dis-
tribution function with curves at constant rise-time and 
frequency shift 

 

Figure 8: Stability boundaries for various distributions 
functions 

Fig. 7 reports the result of the mapping for a Lorentzian 
distribution function, the same one adopted in Ref [2,.3]. 
The impedance is normalized in such a way to get a uni-
versal stability diagram. The dashed domain is the stabil-
ity region, the contour of which is a parabola. It is appar-
ent that the stable domain is infinite. The coupling Im-
pedance of smooth pipe has small real part due to the pipe 
resistivity and a large positive imaginary (normalized) 
part, from the diagram of Fig. 2 one could infer that the 
beam should be stable, that was the same conclusion 

inferred by the authors. Other distribution functions were 
taken. The results are reported in Fig. 8 where the stabil-
ity boundaries are drawn: 

1- Lorentzian 
2- Gaussian 
3- 4th order Parabola. 𝜓 = 1 + 𝑥! ! 
4- 3rd order Parabola. 𝜓 = 1 + 𝑥! ! 
5- 2nd order Parabola. 𝜓 = 1 + 𝑥! ! 
6- Truncated cosine region. 
 

According to the available data, the working point of 
MURA accelerator is very close to the imaginary axis 
and has a very large imaginary component. This is repre-
sented in red in Fig. 8. This means that, the detected 
instability is compatible the results obtained from the 
Vlasov equation, provided that one takes a realistic dis-
tribution function. That was an excellent result confirm-
ing that correctness of the Vlasov equation approach. 

 

Figure 9: Transverse stability chart with curves at con-
stant rise-time and frequency shift. 

Then, when the picture of the longitudinal instability 
phenomenon was clear, the problem of transverse insta-
bility was tackled. The successful aftermaths stimulated 
the extension of the research on transverse instabilities. 
An example is reported in Fig. 9, in this case it is taken 
into account not only the frequency spread but also the 
distribution functions of the betatron amplitude oscilla-
tion. 

This year the Coupling impedance and universal stability 
charts turn fifty-two, but they do not show it. 
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Abstract
Particle beams with highest possible beam intensities are

requested nowadays, hence in modern circular accelerators,
the consideration of beam coupling impedance issues is of
increasing relevance. Classical sources of beam coupling
impedance are RF-systems, injection and extraction kickers,
but also beam diagnostic elements such as wire scanners
where the object itself forms an undesired cavity, and beam
pipe transitions, namely tapers or steps. Optimally, for any
machine, impedance mitigation shall take place already dur-
ing the design phase. However, for older existing machines,
often considerable hardware changes would be required to
obtain a significant impedance reduction. In these cases,
the required geometry changes for reducing beam coupling
impedance are costly to be carried out, hence retro-fitted so-
lutions such as impedance shields or damping mechanisms
are required.
For both approaches, different impedance mitigation

strategies are available and their selection also depends on
the needs, i.e., the type of problem that is arising. Single
bunch instabilities, for example, require an optimization of
the object geometry with the goal to reduce R/Q, whereas
multi bunch instabilities or heating will ask for different
measures. In this presentation, we will explain about typ-
ical sources of beam coupling impedances and how they
could be circumvented. Possibilities to reduce beam cou-
pling impedance in existing machine elements are included
and applied solutions, such as impedance shields or HOM
dampers will be presented as well.

INTRODUCTION
The desired operational beam intensity at flat top for the

CERN Super Proton Synchrotron (SPS) as injector for high
luminosity LHC (HL-LHC) runs is 2.4 × 1011 ppb for a
bunch length τ= 1.65 ns and 25 ns spacing [1]. These inten-
sities can be reached only if the interaction of the particle
beams with the surrounding structure is known, at least ap-
proximately, i.e., a good description of machine elements
is required. Known impedance sources are distinguished
between machine elements with potentially large individ-
ual contribution as, e.g. accelerating cavities and kickers,
and other components of which the individual contribution
is considered to be small, but which exist in large quanti-
ties, such as vacuum valves, beam pipe flanges, vacuum
pumping ports, etc. We describe all contributions with a
resonator model of a resonant frequency fres, quality factor
Q, and a resonant bandwidth ∆ f , where Q = fres

∆ f . Consid-
ering the type of instability that is triggered by a certain
impedance contribution, we can distinguish between nar-
∗ Christine.Vollinger@cern.ch

rowband impedances for which ∆ f � 1
τ and broadband

impedances for which ∆ f � 1
τ . If we accept a certain

randomness in this division by ignoring the additional de-
pendence on bunch spacing, this allows to categorise our
mitigation methods. This way, narrow-band impedances
mainly cause coupled bunch instabilities since the result-
ing wakefield of these resonances remains sufficiently long
to affect many bunches. Narrow-band impedances can be
reduced by methods that can be denoted as de-Qing, i.e.
damping of undesired resonant modes by usually passive
means as the introduction of HOM-couplers, or resonance-
broadening methods, such as the insertion of absorber fer-
rites which create losses at a certain frequency. Contrary to
this, broadband beam impedances lead only to single bunch
instabilities for which usually not the quality factor, but the
geometry factor R/Q has to be reduced by changing the over-
all geometry. This can be obtained either by selecting a
suitable geometry for the machine element or by introducing
a shield within an existing structure. The usual approach
is to calculate the contribution of individual components
separately, and once an individual contribution is known,
optimisation of this machine element starts. It is, however,
well known that this approach is insufficient if the individual
elements are coupled to each other. In the following, we will
give examples of geometries that appear to be simple, but
are electromagnetically complex, as well as how oversimpli-
fications of geometries can give misleading results. Finally,
an example is given how in addition to the improvement of
individual impedance contributions also the rearrangement
of consecutive machine elements can lead to a considerable
impedance gain.

MITIGATION ON INDIVIDUAL MACHINE
ELEMENTS

Although electron cloud related impedances should not
be forgotten since they have been observed in virtually all
high energy machines and are typically mitigated by surface
treatments as coating or other measures, we will not consider
this topic here. Equally, the introduction of absorber ferrites
or other lossy material usually comes with the risk of creat-
ing a heat-transfer issue if used in vacuum. We will not show
such examples here either. Instead, we concentrate on geo-
metrical changes since we consider those as the first choice
in impedance mitigation, and demonstrate beam impedance
mitigation by worked examples taken from the SPS, the last
leg in the injector chain for the Large Hadron Collider (LHC).
Geometrical changes are usually implemented such that the
build-up of resonances is suppressed from the very start,
e.g. by reducing the volume of the outer vessel of a machine
element to avoid that low frequency resonances build up. In
many cases, e.g. for heating issues, it is equally sufficient to
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shift a critical mode to higher frequencies, hence out of the
contributing beam spectrum, e.g. by inserting impedance
shields or shorting elements such as as bridges, RF-contacts
or the like. In addition, HOM-couplers are routinely used
to take out resonances in a structure that cannot be avoided
from the machine element’s geometry, and a detailed worked
example is shown in this proceedings in the studies for the
200 MHz travelling wave cavities for the SPS [9]. Finally,
as was mentioned already before, using examples also taken
from the SPS, we will demonstrate how the re-working of
existing machine sections by sorting its individual elements
can lead to a considerable reduction of the overall contribu-
tion to beam impedance.

Vacuum Pipe Flanges of SPS (Example 1)
The vacuum flanges (VF) in the SPS can be divided

in two groups classified by their interconnecting beam
pipes [2]. Impedance-wise, the most concerning are cir-
cular VF-connections with a bellow attached and connected
to flat beam pipe types since those are shaping an unin-
tended pill-box-type cavity with corrugated walls. At the
time, the round flanges were chosen, for example, to allow
the connection of a rectangular beam-pipe of inner width
w=156 mm (as is used in the bending magnets MBA-type of
the SPS) with a beam-pipe of a quadrupole magnet with the
same inner width, but with an elliptical contour. A number
of shielding designs can be found for these VFs, all devel-
oped with the goal to provide a smooth transition for the
different beam pipe shapes. Most of these designs feature
RF-contacts, RF-bridges, or both elements, to provide elec-
trical contact between the different parts as well as to the
outer VF body, this way, suppressing resonances. These RF-
fingers can be completely fixed on both ends, fixed-touching
or spring-driven [2] [3], however, their performance depends
on a flawless installation that guarantees that the RF-fingers
are well-connected. Different from these designs, we were
looking for the development of an impedance shield for these
VF interconnections that can provide electrical continuity
with a maximum mechanical robustness to longitudinal and
lateral movements. This type of shield was originally sug-
gested by Ogiwara [4] who also tested different materials as
well as different braid-woven patterns for shields [5].

Fig. 1 shows the illustrations of a cut-through of an un-
shielded VF with bellows (a), and the same vacuum flange
with a braided shield fixed on support plates (b). The stain-
less steel braided shield is highlighted in red. The vacuum
flange shield designs have to be compatible with variations
in the alignment of the two connecting vacuum chambers,
i.e., have to comply to misalignments in the longitudinal
as well as in the transverse planes. Fig. 2 visualises how
the stainless steel braid (shown in red) can provide smooth
continuity by connecting the different beam pipe contours;
cut-through (a) and view from the outside (b) with fixed
RF-fingers of the support-plate highlighted in yellow. In the
case shown, a change of vacuum pipe contour from elliptical
QF-type (left side) to rectangularMBA-type (right side) is re-
quired. The installation of the stainless steel braid effectively

Figure 1: Illustrations of a cut-through of unshielded vac-
uum flange (VF) with 4-convolution bellows attached (left),
and the VF equipped with a braided shield for impedance
reduction (right).

suppresses the contribution of the bellows to beam coupling
impedance. More details on the braided shield study can be
found in a detailed publication [6]. The simulated longitu-
dinal impedance of the SPS vacuum flanges with/without
the braided shields is shown in Fig. 3. A comparison of the
traces shows that most resonances are effectively suppressed
by the shield installation (compare red trace (unshielded VF)
to the black trace (with braided shield)). An exception is
the resonance at about 1.4 GHz, on which a reduction of
impedance contribution and a slight shift of the resonance
frequency can be observed. This remaining resonance is
building up in the gasket area of the shielded vacuum flanges,
where a very flat circular unintended cavity of 2 mm height
remains due to the gasket thickness. Consequently, this res-
onance can be suppressed by closing the gasket gap, e.g.
through insertion of a modified gasket shape which will then
lead to the blue trace (see [6] for details). Beam dynamics

Figure 2: Illustrations of braided shield continuity between
different beam-pipe shapes (a), and a cut-through view
of braided shield for impedance reduction with fixed RF-
contacts (b).
simulations [8] give a clear indication about the need of
shielding the VFs and reduce the current contribution to the
longitudinal beam impedance. The effect of shielded VFs,
however, is visible in simulations for intensity threshold only
if other measures are applied in addition. Most important in
this respect are the HOMs resulting from the 200MHz TWC,
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Figure 3: Comparison of simulation results for the longi-
tudinal impedance contribution of one SPS vacuum flange
connecting an MBA beam-pipe to a QF beam-pipe. Red:
unshielded VF, black: VF equipped with braided shield,
blue: VF equipped with braided shield and modified gasket
(gasket gap filled). The closing of the flat unintended cavity
at the gasket location suppresses the remaining resonance at
about 1.5 GHz.

where currently a HOM-reduction factor of 2 to 3 is targeted
and appears reacheable [9]. Note that these simulations [7]
were performed for the situation with 72 bunches in the SPS
after an RF-upgrade on the 200 MHz TWC to reach a total
accelerating voltage of 10 MV. As can be seen in Fig. 4, for
a HOM-reduction in the 200 MHz cavity of a factor of three,
an additional 10 % can be gained by shielding the VFs.

Figure 4: Simulation results for intensity threshold on the
SPS 450 Gev/c flat top with 72 bunches spaced by 25 ns for
an RF-voltage of 10 MV at 200 MHz and 1 MV at 800 MHz.
The simulation compares the situation of shielded and un-
shielded vacuum flanges connecting an MBA-type beam-
pipe to an elliptical QF-type beam pipe. Courtesy of J. Re-
pond [8].

UHV Gate Valve of PS (Example 2)
In the framework of the development of an impedance

model for the CERN Proton Synchrotron (PS), priority was
given to the modeling of machine elements of which the

contribution to the overall beam impedance is known to be
significant as, e.g. the accelerating cavities, and the kickers.
However, smaller passive machine parts like the ultra-high
vacuum (UHV) gate valves or beam pipe bellows equally
have to be modelled as these are expected to contribute due
to the large number of elements installed in the PS. For the
PS UHV gate valves, a simplified impedance model existed
for the calculation of transverse impedance. This model
mainly represented the integrated dimensions of the struc-
ture since due to proprietary rights of the manufacturer, no
geometrical model exists of this structure. We have there-
fore taken assumptions on the mechanical part inside the
outer body of the gate valve. It could be shown from simula-
tions, that leaving out these parts will result in an entirely
different impedance contribution, i.e. to a misleading inter-
pretation of the longitudinal impedance. Fig. 5 shows the
previous impedance model (a), and the modified geometry
(b) including the mechanical part.

Figure 5: PS UHV geometrical gate valve models. Simpli-
fied geometry (a), and improved model including the inner
parts that represent the valve mechanism (b).

Due to lack of geometry knowledge, the simulation model
of the PS UHV valves had to be benchmarked by means
of EM-measurements to ensure that the assumed geometry
correctly represents its main features with respect to beam
impedance. For this purpose, we connected RF-pipes on
both sides of the valve such that EM-measurements with a
vector network analyser could be carried out by inserting
capacitively coupling coaxial RF-probes. It should be noted
that a direct connection of measurement probes to the valve
is not possible as this would have a strong effect on the reso-
nances since in the main body of the valve, coupling could
not be sufficiently reduced. The RF-probes are inserted on-
axis into the connected beam pipes to detect resonances
from transmission measurements. In all cases, it has been
assured that only a weak coupling of the probe to the valve’s
resonance of less than approx. 100 mdB took place in order
to avoid a falsification of the measurement trace.
Fig. 6 shows the comparison of simulated transmission

measurements obtained from the model in CST [10] (dashed
lines) and the measured traces for the three most significant
resonances at approx. fres= 1207 MHz, 1346 MHz, and
1504 MHz that could be excited with the centered probe
positions. Eigenvalues have been calculated with the beam
pipes terminated by short planes to allow additional cross-
checks of the resonance frequencies.
As can be seen from the comparison of the traces, the

measured resonances of TE111 (at 1.207 GHz) and TE116
(at 1.346 GHz) could be precisely reproduced from the sim-
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Figure 6: PS UHV gate valve: Comparison between simula-
tions (both Eigenmode and transmission solver results) and
measurements taken with a VNA using coaxial RF-probes.

Figure 7: Simulated longitudinal beam impedances as ob-
tained from an oversimplified valve geometry, and a more
precisely modeled valve containing the inner mechanism.

ulated transmission, as well as the resonance frequency of
TM010 (at 1.504 GHz). Note that the TM010 is at a higher
frequency than the two TE-modes resulting from the change
of the resonator geometry by adding the beam pipes. It
should also be mentioned that the selected measurement
set-up restricts the positioning of the measurement probes
onto the beam axis. Consequently, due to the resulting field
configuration, only a limited number of the modes that are
truly resonating in the valve can be excited. The good re-
production of the three peaks, however, give sufficient con-
fidence in the correct reproduction of the valve’s geometry
for impedance calculation. Fig. 7 shows the calculated lon-
gitudinal impedance obtained from the earlier simplified
geometry (shown in Fig. 5 (a)) compared to the improved
longitudinal model (Fig. 5 (b)) from which a longitudinal
beam impedance contribution of about 36 kΩ could be at-
tributed to one valve. In total, there are 10 valves of this type
used in the PS.

Kicker Magnet (KFA45) of PS (Example 3)
The fast kickers of the PS like the so-called KFA45, con-

sist of a variable number of magnet modules contained in
one common vacuum tank. Each of these magnet modules
is geometrically built of intersecting parts of alternating alu-
minum plates and ferrite sections that are supported within
an aluminum framework. These ferrites must be modeled
accurately, since they behave as attenuators at lower frequen-
cies, whereas at higher frequencies, they become transparent.
A multitude of modes are supported by the ferrites and

the spacing between the plates. Additionally, due to the
close proximity of these sections heavy coupling between
the modes in the modules takes place. Further modes are ob-
served within the vacuum tank itself; these are supported by
the framework of the modules and the plate-ferrite sections.

Figure 8: Models of the geometry of the fast kickers, sim-
plified model (left) and complete model (right), shown to
scale.

Previous work [11] in the transverse impedance domain
resulted in a simplified model of the kicker that does not
include the framework of the kicker, neither its vacuum tank
(as is shown in Fig. 8 (left)). This model was used as a
starting point to build a more complete geometry required
as input for the longitudinal impedance model of the PS (see
Fig. 8 (right)), which incorporates the complete geometry
of the kicker.
Due to the large amount of modes present in the kicker,

eigenmode analysis was impossible and also could even
be misleading, since many modes are broadband with fre-
quencies close to one another, such that they would ’stack’
upon one another. Consequently, they cannot be analyzed
independently. As a result, only wakefield simulations give
reasonable results for these types of objects. As an exam-
ple, the transverse model was simulated for the longitudinal
impedance and is compared with the complete model’s lon-
gitudinal impedance in Fig. 9
Of particular note is the resonance peak at 600 MHz ob-

tained from the simplified model which shifts as low as
60 MHz for the complete model. Further study of the field
distributions showed that this shift is the direct result of this
mode resonating in the free space around the ferrite-plate
sections. The complete kicker model provides for the added
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Figure 9: Comparison of calculated wakefields resulting
from previous, simplified impedance model and new, com-
plete impedance model of the KFA45.

space in these sections thus pushing this resonance to lower
frequency due to its larger overall volume. Note that the
overall longitudinal impedance for both models, except for
the peak, is very broadband.

Reworking of a Machine Section (Example 4)
In the framework of the ongoing impedance reduction

efforts taken for the SPS, each new machine element to be
installed into the accelerator has to undergo an impedance
evaluation that makes part of an installation approval pro-
cess. This evaluation includes the calculation of the direct
surroundings in the machine to determine if additional ele-
ments, like e.g. beam-pipe tapers or other mitigating parts
are required. In many cases, impedance shields for the new
machine element can be suggested and are implemented.
However, in this way, not only individual machine elements
could be identified to which a large contribution to beam
impedance was attributed, but also some groups of different
machine components stood out with a noticeable impedance
contribution which resulted from repeated change of beam
pipe cross-sections. Further study of these machine sections
showed that their overall impedance could not simply be
reproduced by adding up the individual contributions of its
elements. Instead, wakefield calculations for the entire area
had to be carried out as one geometry to obtain a correct
impedance contribution, making these simulations heavy
and time-consuming. It could be observed that the repetition
of a large number of cross-sectional changes from narrow
beam-pipe to larger beam-pipe cross-sections results in a
cavity-like behaviour of some elements, explicitly in the case
of round bellows due to their pill-box shape. This is, how-
ever, only the case if the bellow is installed with a narrow
beam pipe on both sides. Otherwise, the same bellow does
not resonate cavity-like, but contributes with its longitudinal
size to the adjacent machine element as a volume extension.
Fig. 11 (top) shows the original layout of such an area in the
SPS where upstream of a corrector magnet, a large number
of cross-sectional changes of the beam pipe could be found.
The area consists of different machine elements starting with
a beam position monitor (so-called BPCE) with circular aper-
ture that is followed by a small corrector dipole (so-called

MDHA) which is clamped around an elliptical beam pipe
of 156 mm width (QFA-type). Three large aperture bellows
of two different types are required to allow alignment of
the machine elements and to flange the different beam pipe
apertures. It should be noted that work in these areas was
not foreseen within impedance reduction programmes so far,
however, the request of installation of an additional machine
element with a race-track shaped aperture upstream of the
BPCE led to this investigation of the entire area. Fig. 11
(bottom) also shows the top view and the side view of the
original layout as modelled in CST [10]. The location where
the new machine element with a race-track shaped aperture
is to be inserted into the existing accelerator structure is also
indicated. The original layout is with a round beam-pipe at
this location.

Figure 10: Left: VBCA bellow type consisting of two on-
dulated parts that are connected via a large round open-
ing. Right: Simulated longitudinal beam impedance for the
VBCA bellow compared to an elliptical bellow with same
horizontal aperture.

The two bellow types are denoted VBDA for the standard
bellow and VBCA for the bellow with two separated ondula-
tions of which two are used in this area. Fig. 10 (left) shows
theVBCAbellow that consists of two ondulated parts that are
resonating individually and a straight part acting as a large
opening that allows full coupling of the resonances which
are building up in the bellow ondulations. The VBCA bellow
has an inner diameter of 340 mm and ends in DN273 flanges,
and its main contribution to longitudinal beam impedance
could be identified at about 850 MHz, if it is connected on
both sides with elliptical beam pipes. This is the case for
the bellow position just upstream of the QFA, however, not
for the second identical bellow that is located downstream
of the BPCE.
It would therefore be incorrect to just calculate the lon-

gitudinal beam impedance of the VBCA bellow with ellip-
tical beam pipes on both sides and then double its contri-
bution. Fig. 10 (right) shows the contributing longitudinal
impedance of this bellow compared to an elliptical bellow
of the same mechanical functionality. From simulation, a
contribution of about 90 kΩ is obtained for the VBCA con-
nected to elliptical beam pipes on both sides, in addition to a
number of other modes for frequencies above 1 GHz, result-
ing from the fact that this bellow is shaping an unintended
cavity with resonator-behaviour. Note that in this location,
mainly elliptical beam-pipes are used, hence aperture re-
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Figure 11: Top: Picture of the original layout of the SPS area for evaluation for impedance improvement due to sorting.
Bottom: Top view and side view of the original layout as modelled in CST [10] where the race-track shaped aperture shall
be inserted into the existing round beam pipe upstream of the BPCE with its adjacent large aperture standard bellow.

quirements allow for the exchange of VBCA and VBDA
bellows with large round apertures with elliptical bellows of
the same horizontal aperture. Fig. 12 shows the simulated

Figure 12: Simulated longitudinal beam impedance obtained
from the original layout (blue trace) and after the exchange
of the VBCA bellow with an elliptical bellow (red trace).

longitudinal beam impedance obtained from the original
layout (blue trace) and after the exchange of the VBCA bel-
low with an elliptical bellow (red trace). As expected, the
peak at approx. 850 MHz vanishes when the VBCA bel-
low next to the quadrupole is removed. Note that only the
VBCA bellow next to the quadrupole magnet was removed,
whereas the second VBCA bellow, located downstream of
the BPCE is still in the layout. As was mentioned before,
the VBCA bellow is contributing differently, depending on
how it is flanged on at both sides. In this case, the VBCA
bellow downstream of the BPCE is simply acting as a vol-
ume extension for the position monitor, and is not acting as
an unwanted cavity by creating narrowband resonances.

Figure 13: Simulated longitudinal beam impedance obtained
from the original layout (blue trace) and after the insertion
of an ideal taper to provide transition from the race-track
shaped aperture to a round one. In addition, the VBCA
bellow was exchanged for an elliptical bellow (red trace).

As a next step, a taper was inserted in the simulations
to provide a smooth continuity between the new machine
element with its race-track shaped aperture and the existing
structure with a round aperture. Today, the use of individ-
ualised tapers is standard in most accelerators, following
the rule-of-thumb to only keep a minimum number of steps
along the vacuum chamber. The taper in our case was calcu-
lated as ideal transition from the race-track shaped aperture
to round aperture. In additon, one elliptical bellow was
placed upstream of the taper, replacing the VBCA. Fig. 13
shows the resulting simulated longitudinal impedance of this
study (red trace) compared to the original layout (blue trace).
It can be seen that by inserting the taper, resonances at about
1.15 GHz and 1.9 GHz, as well as some higher frequency
resonances were suppressed compared to the original layout.
However, the largest resonance at about 850 MHz does not
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vanish, but is instead reduced by about half and split in two
individual resonances. In addition, a number of new reso-
nances shows up in the frequency range between 1 GHz and
2 GHz which diminish the overall improvement. It was then
decided to evaluate a possible sorting of the existing machine
elements. For this purpose, the VBCA bellow upstream of
the quadrupole magnet was exchanged with an elliptical bel-
low, and the positions of the new machine element and the
BPCE with the two connected bellows were swapped. Note
that this action moves the BPCE further away from the QF,
a change in layout that had first to be agreed by operations
to confirm that the functionality of the BPCE is not com-
promised. Fig. 14 shows the simulated longitudinal beam
impedance obtained after sorting the machine elements for
best impedance performance (red trace), and compared to
the original layout (blue trace). As can be seen from the
plots, sorting of the machine elements led to a considerable
reduction of the longitudinal beam impedance over the entire
frequency range with maximum narrowband contributions
of less than 10 kΩ longitudinal beam impedance at about
800 MHz, 1.9 GHz and above 3 GHz which can be consid-
ered entirely negligible within the overall impedance budget
of the accelerator.

Figure 14: Simulated longitudinal beam impedance obtained
from the original layout (blue trace) and after sorting the in-
dividual machine elements for best impedance performance
(red trace).

CONCLUSION
In this contribution, we investigated the longitudinal

beam impedance contribution of various machine elements
and possible solutions for their mitigation by means of
worked examples. We looked at narrowband and broadband
impedances and gave examples of possible mitigations for
individual machine elements. One major source of contribu-
tion are cross-sectional changes of the beam pipe aperture,
hence impedance shields that provide a smooth transition
between different beam pipe shapes are an effective way to
improve the impedance contribution. It was further shown
that considerable care has to be given to the geometrical
modeling of individual machine elements in order to cor-
rectly reproduce their EM-behaviour. Explicitly elements
that appear to be mechanically simple such as flanges, bel-
lows and valves can be electromagnetically complex. It was
shown with the example of the PS UHV sector valve, that for
machine elements in existing accelerators, where no good
mechanical description is available, RF-measurements of

the element are required to benchmark the simulation model.
With the example of a kicker magnet, it was demonstrated
how over-simplifications of the geometrical model can lead
to misinterpretation of the calculated beam impedance con-
tribution. Further, with the example of the VBCA bellows, it
was also shown that special care is required in counting the
number of machine elements and multiplying the individual
contribution without considering the installation situation.
Finally, we demonstrated that besides the improvement of
individual machine elements, also sorting of their positions
in the lattice should be considered if the layout allows for
this, since sorting can give an impedance improvement of the
overall section without modifying the individual machine
elements.
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ANALYTICAL IMPEDANCE MODELS FOR VERY SHORT BUNCHES
Igor Zagorodnov∗, Deutsches Elektronen-Synchrotron, Hamburg, Germany

Abstract
We discuss several analytical models for impedances of

very short bunches. The approximate analytical models are
compared with direct solution of Maxwell’s equations.

INTRODUCTION
We consider only relativistic case where the longitudinal

w‖ and the transverse ®w⊥ wake functions for a relativistic
point charge q are defined as [1]

w‖(s) = −
1
q

∫ ∞

−∞
Ez(z, t)|t= z+s

c
dz,

∂

∂s
®w⊥ = ∇w‖ . (1)

The coupling impedance is given by the Fourier transform
of the wake function

®Z(k) = 1
c

∫ ∞

0
®w(s)eiksds,

where c is a velocity of light.
For very short bunches the difficulty of numerical calcula-

tion of wakefields can be associated with a small parameter
σz/a, where σz is the rms bunch length and a is the typical
size of the structure. Indeed, for a closed structure of typ-
ical size a the calculation time of the wake potential with
finite-difference code [2] is proportional to (a/σz)4. This
scaling follows from linear dependence of the calculation
time on the number of mesh points, (a/σz)3, multiplied by
the number of time steps, (a/σz).
If the structure is open, f.e. supplied with an outgoing

pipe, then the calculation time increases considerably as we
have to propagate the field in the outgoing pipe along the
formation length a2/σz [3] to reach an accurate estimation
of the improper integral in Eq.(1). For the typical parameters
of the European FEL linac [4], the rms bunch length σz =

25µm and the aperture radius a = 35mm, the formation
length of the wake potential is approx. 25m. Application of
an “indirect integration” method [5] allows to replace the
improper integral in Eq.(1) with a proper one in the outgoing
pipe cross-section. It returns the calculation time back to
(a/σz)4, but the numerical burden remains huge for very
short bunches, σz << a.
On the other hand the small parameter σz/a allows to

develop asymptotic analytical models and to avoid time-
consuming numerical simulations. At this paper we will
review several analytical models for the impedances of very
short relativistic bunches and compare them with direct nu-
merical solution of Maxwell’s equations.

OPTICAL MODEL
In order to estimate the high frequency impedance of

short transitions an optical model was developed in [6, 7].
∗ Igor.Zagorodnov@desy.de

In this approximation we assume that the electromagnetic
fields carried by a short bunch propogate along straight lines
equivalent to rays in the geometric optics. An obstacle inside
the beam pipe can intercept the rays and reflect them away
from their original direction. The energy in the reflected rays
is associated with the energy radiated by the beam, which
can then be related to the impedance.

Figure 1: An example of transition geometry.

Consider a short transition with aperture Sap between two
pipes with apertures SA and SB as shown in Fig. 1. Under
aperture area Sap we mean the minimal cross section in the
structure if we project it along z-axis. Let a is a characteristic
size of the aperture Sap . If the bunch has a short rms length
σz ,σz << a, and the transition length L between the ingoing
pipe aperture SA and the outgoing pipe aperture SB is much
shorter than the formation length, L << a2/σz , then the
high frequency longitudinal impedance is a constant which
can be calculated by relation

Z ‖(®r1, ®r2) = −2ε0
c

∫
∂Sap

φB(®r2, ®r)∂®nφA(®r1, ®r)dl, (2)

where ®n is the outward pointing unit normal to the line el-
ement dl, ε0 is the permittivity of free space, ®r1 and ®r2 are
offsets of the leading and the trailing particles, correspond-
ingly, and φA, φB are the Green’s functions for the Laplacian
in the ingoing and the outgoing pipe cross-sections (see [6]
for details). Let us apply this method to the undulator inter-

Figure 2: The geometry of the vacuum chamber in the un-
dulator intersections.

section at the European XFEL. Here the vacuum chamber
changes from an elliptical pipe to a round one. At the posi-
tion of the elliptical-to-round transition (E2R) an elliptical
absorber of a smaller cross-section is placed as shown in
Fig. 2. At the beginning let us consider a simple case without
the absorber. In this case we have only an elliptical-to-round
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Figure 3: The geometry of transition from round pipe to
elliptical one.

(E2R) pipe transition. The geometry of the transition is
shown in Fig. 3.
The Green’s function for the Laplacian inside the circle

of radius R can be written as

φR(®r1, ®r) = 1
4πε0
<

(
2 ln

z∗z1 − R2

R(z − z1)

)
,

®r = (x, y)T , , z = x + iy.

The Green’s function for the Laplacian inside the ellipse
with half axes w and g can be written as [8]

φE (®r1, ®r) = φ0
E (®r1, ®r) − φ0

E (®r1, ®r0), ®r0 = (0, g)T ,

φ0
E (®r1, ®r) = − 1

πε0

( ∞∑
n=1

e−nu

n
Fn − 1

4
ln | |®r − ®r1 | |2

)
,

Fn =
<Tn( x+iyd )<Tn( x1+iy1

d )
cosh(nu) +

=Tn( x+iyd )=Tn( x1+iy1
d )

sinh(nu) ,

d =
√
w2 − g2, u = coth−1(w/g),

where Tn(z) are the Chebyshev polynomials of the first kind.
For the round-to-eliptical (R2E) pipe transition the

Green’s functions has to be assigned as φA = φR, φB = φE .
The aperture Sap is shown in Fig. 3.

The longitudinal impedance on the axis can be found as
one-dimensional integral

ZR2E
‖ =

4
cπ

∫ ϕ0

0
φE (ϕ, R)dϕ, (3)

ϕ0 = tan−1 ©­«
g

w

√
w2 − R2

R2 − g2
ª®¬
,

where φE (ϕ, r) ≡ φE (®0, (r cos(ϕ), r sin(ϕ))T ).
In order to calculate the longitudinal impedance of the

elliptical-to-round (E2R) pipe transition we can use the di-
rectional symmetry relation from [5]

ZE2R
‖ = ZR2E

‖ − 2
c
[φE (®0, ®0) − φR(®0, ®0)].

We evaluate the one dimensional integral, Eq. 3, numeri-
cally. The right graph in Fig. 4 presents the results for the
fixed size of the elliptical pipe (w = 7.5mm, g = 4.4mm)
and the Gaussian beam with rms length σz = 25µm. The
black dots show the numerical results from CST Particle
Studio [9] obtained for the bunch length σz = 100µm and
scaled to the bunch length σz = 25µm (in the optical model

Figure 4: Dependence of the loss factor from the radius of
the round pipe. The left graph presents the results without
the absorber, the right graph presents the results with the
absorber included. The black dots show the numerical results
from CST Particle Studio.

the loss factor is inversally proportional to the bunch length,
see Eq.(13) in [10]).
Let us now consider the geometry with the absorber in-

cluded. Here we consider the absorber as a long collimator.
The absorber has the half width w1 = 4.5mm and the half
height g1 = 4mm. The transition from the elliptical pipe to
the absorber (E2A) can be considered as in-step transition
and we have ZE2A

‖ = 0. The contribution of the absorber to
round pipe (A2R) transition can be found from Eq. (2) with
w1 and g1. The final result is presented in Fig. 4 in the right
graph. We can conclude that the optimal radius of the round
pipe in the undulator intersection is 45-50 mm.
In the example considered the longitudinal impedance

is written as one-dimensional integral Eq. (3). The trans-
verse impedance dipole and quadrupole terms in the Taylor
expansion can be written in closed analytical form [7].
The application of the optical approximation to estimate

the high frequency impedances of different transitions in
the vacuum chamber of the European XFEL can be found
in [10]. The bunch used for the European XFEL operation
is very short and the analytical results obtained are quite
accurate approximations to the coupling impedances. Most
analytical results presented in [10] are new and supplement
those already published in [7]. The method of the optical
approximation is powerful and allows to study analytically a
truly large class of transitions when the analytical form of
2D Green functions of the pipe cross-sections are known.

Usually the vacuum elements in the accelerators are con-
nected with round, elliptical or rectangular pipes, for which
the analytical Green functions are well known. For a general
case the Green functions can be found through numerical
solution of 2D Poisson’s equations.

DIFFRACTION MODEL
The optical theory ignores diffraction effects. It predicts

zero impedance for the pillbox cavity or periodic array of
irises. Indeed, in this case, all the three cross-sections SA,
Sap and SB are equal and Eq. (2) immediately gives a zero
result.

The diffraction theory takes into account the fact that radi-
ated electromagnetic fields do not propogate along straight
line. A Fresnel type integral from the diffraction theory

I. ZAGORODNOV

134



Figure 5: An axysimmetric deep pillbox cavity.

of light is used to evaluate the electromagnetic energy that
enters into the cavity region. This energy is associated with
the energy lost by the beam and is thus related to the real
part of the impedance.

For the deep pillbox cavity shown in Fig. 5 the diffraction
theory gives the high-frequency longitudinal (on the axis)
impedance as (see, e.g. [1])

Z ‖(k) =
Z0(1 + i)
2π3/2a

√
g

k
, (4)

where a is the pipe radius and g is the length of the cavity.
The reason for the optical approximation not reproducing

the result of the diffraction theory is that Eq. (4) corre-
sponds to the next order approximation in the small parame-
ter σzg/a2 [6].

For axysimmetric geometry the transverse impedance near
the axis can be approximated as

®Z⊥(k) = (Zx, Zy)T = Zd(k)(x0, y0)T ,

where x0, y0 are coordinates of source particle. The diffrac-
tion model at high-frequencies gives [1]

Zd(k) = Z0(1 + i)
2π3/2a3k

√
g

k
, (5)

The corresponding wake functions in the time domain
read [11]

w‖(s) =
Z0c√
2π2a

√
g

s
, wd(s) = Z0c21.5

π2a3
√
gs.

For the Gaussian bunch with rms length σz we can easily to
calculate the loss and the kick factors

k ‖ =
∫

w‖(s)λ(s)ds =
Z0c

4π2.5a
Γ(0.25)

√
g

σz
,

kd =
∫

wd(s)λ(s)ds =
Z0c2
π2.5a3 Γ(0.75)√gσz,

where λ(s) is the Gaussian charge density and Γ is a gamma
function.

The same estimations for the impedances of pillbox cavity
are obtained from parabolic equation method in [12].

The longitudinal impedance of one isolated pillbox cavity,
Eq.(4), has k−0.5 high frequency behavior. For an array

Figure 6: Periodic array of deep cavities.

of cavities with period p (see Fig.6) the high frequency
behaviour is quite different. It scales as k−1.5. The high
frequency impedance of an infinite cavity array was found
in [13, 14] and it reads

Z ‖(k) =
Z0

2πa

[
1

η(k) − ik
a
2

]−1
, (6)

η(k) =
[
1 − i

2
α

(
g

p

)
p

√
kπ
g

]−1

, (7)

α(x) = 1 − 0.465
√

x − 0.070x.

Inverse Fourier transforming, one obtains an analytical
expression for the wake function:

w
(1)
‖ (s) = −

Z0c
πa2 es/s0erfc(

√
s/s0), (8)

with the distance scale factor s0 = a2g/(2πα2p2).

Figure 7: Longitudinal wake of periodic array of thin di-
aphragms (g/p=1).

We have compared this analytical estimation, Eq.(6), with
accurate numerical solution of Maxwell’s equations by code
ECHO [2]. We will refer to the numerical solution as "exact"
one.
We consider a chain of pillbox cavities with period p =

0.5mm. The cavities have radius b = 1.2mm and are joined
with a pipe of radius a = 0.7mm. The bunch is Gausian
with rms length σz = 10µm.

Our first example is a structure with periodic array of thin
diaphragms, g/p = 0.98. Fig. 7 shows the longitudinal wake
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Figure 8: Longitudinal wake of periodic array of short cavi-
ties (g/p=0.1).

potential

W‖(s) =
∫ s

−∞
w‖(s′)λ(s − s′)ds′. (9)

The dashed curve labeled as "ECHO" is the numerical result,
the gray dashed curve labeled as "W1(s)" is the analytical
result, Eq.(6), which disagrees slightly with the "exact" so-
lution. Fig. 8 shows the results for another case where the
cavity gap is much smaller than the period, g/p = 0.1. In
this case the disagreement between the "exact" solution and
the approximation, Eq.(6), is large.

For the case of periodic array of infinitely thin diaphragms,
g/p = 1, an accurate approximation of the impedance was
found earlier by G. Stupakov [15]. In the high frequency
approximation it gives

η(k) =
[
1 − i

2
α(1)

√
pkπ +

1
2

]−1
. (10)

It can be seen that Stupakov’s solution contains the addi-
tional term, which improves the agreement with the "exact"
solution considerably. We would like to have the same order
term in the more general case for arbitrary gap g < p. We
combine Eq.(7) with Eq.(10) and suggest a more general
equation

η(k) =
[
1 − i

2
α

(
g

p

)
p

√
kπ
g
+

1
2

p
g

]−1

. (11)

This equation differs from Eq.(7) by additional term p/(2g)
and it reduces to Stupakov’s result for infinitely thin irises,
g = p.
There is no exact Fourier transform of this impedance.

We introduce here an approximate wake function:

w
(2)
‖ (s) = −

Z0c
πa2 e−

√
s/s1−s/s2,

s1 = s0
π

4
, s2 = s1

(
1
2
− π

4
+

s1p
ag

)−1
.

This wake function has the same Taylor expansion up to the
third order as the exact Fourier transform of Eq.(11). The

corresponding wake potentials labeled as "W2" are shown
by black solid lines in Figs. 7- 8. It can be seen a good
agreement with the "exact" numerical solution.
The high frequency transverse impedance is related to

the longitudinal impedance according to Zd = 2Z ‖/(ka2).
Hence the transverse dipole wake function can be found as

w
(2)
d
(s) = 2

a2

∫ s

−∞
w
(2)
‖ (s′)ds′.

In the next section we will argue that the introduced func-
tion η(k) can be treated as a surface impedance of corrugated
waveguide of arbitrary cross-section.

SURFACE IMPEDANCE
The impedance of a round metallic pipe of radius a with

conductivity κ has long been known [1] and is given by
Eq. (6) with resistive surface impedance

η = ηc =
1
Z0

√
iωµ
κ
, ω = kc.

Let us consider a case when the elements of the vacuum
chamber that generate the beam impedance are small and
uniformly distributed over the surface of the wall. One ex-
ample of such an impedance is that due to surface roughness.
Another example is a corrugated structure [16]. While ex-
act calculation of the impedance in such cases is difficult
the effect on the beam can often be represented by a surface
impedance. In the accelerator context the surface impedance
was previously employed by Balbekov for the treatment of
small obstacles in a vacuum chamber [17]. For a rough
surface it was introduced by Dohlus [18].
It was shown in [18,19] that the effect of the oxide layer

and the roughness can be taken into account through the
inductive part of the surface impedance

η = ηc + iω
L
Z0
,

L = µ0((1 − ε−1
r )doxide + 0.01drough),

where doxide, εr are the thickness of the oxide layer and
it’s relative permittivity, drough is a rms roughness parame-
ter [18].
If the surface impedance is known then we can consider

an arbitrary (smooth enough) cross section of waveguide
with the impedance boundary condition.

Let us consider a structure having rectangular cross sec-
tion, where the material at top and bottom can vary as func-
tion of longitudinal coordinate but the width and side walls
remain fixed and are perfectly electric conducting. The
impedance of such structure of halfwidth w (in x-direction)
can be written as [20]

Z ‖(k) =
1
w

∞∑
m=1

Z(y0, y, km
x , k) sin(km

x x0) sin(km
x x), (12)

Z(y0, y, kx, k) = Zc(kx, k) cosh(kx y0) cosh(kx y)+
Zs(kx, k) sinh(kx y0) sinh(kx y),
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where km
x = (πm)(2w)−1 is a transverse harmonic number.

Using the surface impedace for calculating of high fre-
quency impedance in flat geometry was considered in [21,
22]. It was found that the coefficients in Eq.(12) can be
written in the form

Zc(kx, k) = Z0c
2a

sech2(akx)
[
η−1 − ika

tanh(akx)
akx

]−1
,

Zs(kx, k) = Z0c
2a

csch2(akx)
[
η−1 − ika

coth(akx)
akx

]−1
.

If we use Eq.(7) or Eq.(11) for the surface impedance in
the latter expressions then we obtain the high-frequency
impedance of the rectangular corrugated structure. Follow-
ing this approach analytical approximations for the wake
functions in flat/rectangular corrugated structures are de-
rived in [22–24].

WAKE ASYMPTOTICS AT THE ORIGIN
The limit of high frequencies corresponds to small dis-

tances behind a point charge. For infinitely long cylindrically
symmetric disk-loaded accelerator structure, the steady-state
wakes at the origin are

w‖(0+) = −
Z0c
πa2 ,

∂

∂s
w⊥(0+) = 2Z0c

πa4 .

The same is true for a resistive pipe, a pipe with small peri-
odic corrugations, and a dielectric tube within a pipe. It was
assumed in [3, 25] that it is generally true. For a non-round
structure the constants are different, but again dependent
only on transverse dimensions and independent of material
properties. This statement for an arbitrary slow down layer
was rigorously derived in [26, 27] and it was shown there
that for planar, square, and other cross section geometries,
one can obtain a corresponding form factor coefficient by
using a conformal mapping of these shapes onto the disk.
The asymptotics of the wakes at origin for a short transi-

tion and an isolated cavity are different. We summarize the
asymptotic behavior at the origin of the considered models
in Table 1.

Table 1: Asymptotics of wake functions at the origin

Model w‖(s) w⊥(s)
Optical (short transition) ∼ δ(s) O(1)
Diffraction (cavity) O(1/√s) O(√s)
Diffraction (cavity chain) O(1) O(s)
Slow down layer O(1) O(s)

In Table 1 δ() is a Dirac delta-function and symbol O is
"big O" asymptotic notation.

COMBINING COMPUTATIONS AND
ANALYTICS

The real geometry of accelerator vacuum chamber is quite
complicated and it is a challenge to give a short range wake

Figure 9: Three TESLA cryomodules.

functions for it. However in many situations it is possible
to combine the considered above analytical models with
numerical computations.

The first possibility is to take an analytical model for a sim-
ple geometry and to assume that the real vacuum chamber
can be described by the same model with different coeffi-
cients. These coefficients can be found from fitting of the
model to results of numerical simulations. Such approach
was elaborated in [28,29] in order to estimate the wake func-
tions in TESLA linac of the Eropean XFEL and FLASH at
DESY.

Figure 10: Comparison of analytical and numerical longitu-
dinal wake potentials in the third cryomodule.

Figure 11: Comparison of analytical and numerical trans-
verse wake potentials in the third cryomodule.

The TESLA linac consists of a long chain of cryomodules.
The cryomodule of total length 12m contains 8 cavities and
9 bellows as shown in Fig. 9. The iris radius is 35mm and
beam tubes radius is 39mm. The wakefields for Gaussian
bunches up to σz = 50µm have been studied. In order to
reach the steady state solution the structure of 3 cryomodules
with total length 36m was considered. It was shown that as
for periodic structure the loss factor becomes independent
from the bunch length and the kick factor decreases linearly
with the bunch length (see Table 1).
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After fitting of coefficients in Bane’s model [31] the fol-
lowing wake functions (for one cryomodule) are obtained

w‖(s) = −344e−
√
s/s0

[
V
pC

]
, s0 = 1.74mm, s1 = 0.92mm,

w⊥(s) = 103
(
1 −

(
1 +

√
s
s1

)
e
−
√

s
s1

) [
V

pCm

]
.

Fig. 10 shows numerical (gray solid lines) and analytical
(black dashed lines) wake potentials for bunches with σz =

500, 250, 125, 50µm. The deviation of the curves for the
shortest bunch can be explained by insufficiency of the 3
cryomodules to reach the steady state solution. At the right
side of Fig. 10 the wakes (gray solid lines) together with the
analytical wake function (black dashed line) are shown. The
analytical wake function tends to be the envelope function to
all wakes. Fig. 11 shows likewise the results for transverse
wakes.

It can be seen from Table 1 that the behavior of wake
functions for infinite periodic structure and for isolated cavity
are different. In [32] we have combined two models in
order to obtain wake functions of high harmonic module
and transverse deflecting structure used at FLASH facility
at DESY.
Recently another method was suggested in [33]. The

idea behind the method is to use a combination of computer
simulations with an analytical form of the wake function
for a given geometry in the high-frequency limit (optical
or diffraction model). For example, the longitudinal wake
function of round step-out transition can be well aproximated
as

w‖(s) = wopt (s) + d(s),

wopt (s) = − 1
πε0

ln(ba−1)δ(s),
d(s) = (α + βs).

The crucial element of the method is that the smooth func-
tion d(s) can be obtained from simulations with long bunch
by fitting to the formula. This method that combines a (pro-
cessed) long-bunch wake from an EM solver and a singular
analytical wake model allows one to accurately obtain wake
fields of short bunches, including that of a point-charge.

IMPEDANCE DATABASE MODEL AND
BEAM DYNAMICS SIMULATIONS

The European XFEL contains hundreds of sources of the
coupled impedances. In order to obtain the wake functions
of different elements we have used analytical and numerical
methods. The wake functions of relativistic charge have
usually singularities and can be described only in terms
of distributions (generalized functions). An approach to
tabulate such functions and use them later to obtain wake
potentials for different bunch shapes was introduced in [34–
36].

The longitudinal wake function near the reference trajec-
tory ®ra can be presented through the second order Taylor

expansion

wz(®r, s) = wz( ®ra, s)+ < ∇wz( ®ra, s),∆®r > +
1
2
< ∇2wz( ®ra, s)∆®r,∆®r > +O(∆®r3),

where we have incorporated in one vector the transverse
coordinates of the source and the witness particles, ®r =
(x0, y0, x, y)T , ∆®r = ®r − ®ra, and s is a distance between these
particles.

For arbitrary geometry without any symmetry the Hessian
matrix ∇2wz( ®ra, s) contains 8 different elements:

∇2wz( ®ra, s) =
©­­­«

h11 h12 h13 h14
h12 −h11 h23 h24
h13 h23 h33 h34
h14 h24 h34 −h33

ª®®®¬
,

where we have taken into account the harmonicy of the
wake function in coordinates of the source and the witness
particles [20].
Hence in general case we use 13 one-dimensional func-

tions to represent the longitudinal component of the wake
function for arbitrary offsets of the source and the wittness
particles near to the reference axis. Geometric symmetries of
vacuum chamber reduce the number of the one-dimensional
functions considerably (see, for example, [37]). For each of
these coefficients we use the representation [34]

h(s) = w0(s) + 1
C
+ Rcδ(s) + c

∂

∂s
(Lcδ(s) + w1(s)) , (13)

where w0,w1 are non-singular functions, which can be tab-
ulated easily and constants R, L,C have meaning of resis-
tivity, inductance and capacitance, correspondingly. The
wake potential for arbitrary bunch shape λ(s) can be found
by formula

Wh(s) = w0 ∗ λ(s) + 1
C

∫ s

−∞
λ(s′)ds′ + Rcλ(s)+

c2Lλ′(s) + cw1(s) ∗ λ′(s),
where λ′ is a derivative of λ′.

In order to model the beam dynamics in the presence
of wakefields we use the open source code OCELOT [38].
We have developed and tested the wakefield module. The
implementation follows closely the approach described
in [34], [35]. The wakefield impact on the beam is included
as series of kicks. In [36] we have studied a possibility to
extend the bandwidth of the radiation at the European XFEL
with the help of a special compression scenario together
with the corrugated structure insertion. We have derived an
accurate modal representation of the wake function of corru-
gated structure and have applied this fully three dimensional
wake function in beam dynamics studies with OCELOT in
order to estimate the change of the electron beam properties.

CONCLUSION
We have discussed several analytical models for

impedances excited by short bunches in accelerators. We
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have reviewed some of what has been learned in the last
years concerning analytical approaches to the high frequency
impedance estimation. The results from analytical models
have been compared with direct solution of Maxwell’s equa-
tion. Several techniques for combining of numerical com-
putations and analytics to obtain wake functions of point
charge have been considered. An approach to keeping of
these wake functions in database and using them in beam
dynamics simulations is presented.
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MULTIPHYSICS SIMULATIONS OF IMPEDANCE EFFECTS IN
ACCELERATORS

C. Zannini, ADAM/AVO, Geneva, Switzerland 

Abstract
Multiphysics is a computational discipline that involves 

multiple physical models. Nowadays commercial 3D sim-
ulation codes allow to couple electromagnetic and thermo-
mechanical effects. Considering all the induced effects of 
the electromagnetic fields is fundamental in the develop-
ment of electromagnetic devices. In this paper, the im-
portance of Multiphysics simulations applied to beam cou-
pling impedance is discussed.  

INTRODUCTION
The input power of an electromagnetic device (RF com-

ponents, accelerator elements etc.) will be partially or al-
most completely dissipated in the device walls. A good es-
timation of the power that needs to be dissipated in the de-
vice and of its distribution is fundamental to avoid unex-
pected failures of the component due to thermal and/or 
structural effects induced by the electromagnetic fields 
(EM fields). Figure 1 shows the Multiphysics design loop. 
First, the EM fields and the surface power loss density map 
are obtained as output of the electromagnetic simulation. 
Therefore, the power loss density map is used as input of a 
thermal simulation which will give as main output a ther-
mal map of the device. This map can be used as input of 
structural simulations to estimate the induced mechanical 
stress and the structural deformation of the device. Finally, 
the deformed mesh can be imported in the electromagnetic 
simulations to study the effect on the EM fields. Perform-
ing the design loop illustrated in Fig. 1, EM fields induced 
thermo-mechanical issues (excessive heating, mechanical 
stress close to the ultimate tensile strength of the material, 
unacceptable frequency shift due to wall deformation) 
could be predicted and corrective actions in the design 
could be taken at an early stage.   

Figure 1: Multiphysics design loop for electromagnetic
components

MULTIPHYSICS SIMULATION APPLIED 
TO IMPEDANCE EFFECTS

The beam coupling impedance characterizes the interac-
tion between the particle beam and the accelerator devices. 
During the traversal through the accelerator, the particle 
beam will induce electromagnetic fields which will affect 
the motion of the beam itself. This mechanism is studied to 
understand, predict and prevent the beam instability behav-
iour. However, beam induced EM fields are also responsi-
ble of induced effects on the accelerator device itself (heat-
ing and structural deformation) which could lead to a mod-
ification of the induced EM fields. In order to study also 
these effects, the Multiphysics design loop has to be ap-
plied to beam coupling impedance simulations. Figure 2 
shows the Multiphysics design loop detailed for beam cou-
pling impedance studies. In the following, I will describe 
how to perform the design loop of Fig. 2 by using the com-
mercial simulation package CST Studio Suite [1]. 

Figure 2: Multiphysics design loop for beam coupling im-
pedance simulations

The first step consists in the computation of the beam in-
duced EM fields. These fields could be calculated perform-
ing eigenmode, frequency domain or time domain calcula-
tions. The eigenmode would be more appropriate for the 
simulation of resonating structures (RF cavities and cavity 
like structures), the frequency domain would fit better for 
complex devices where the discretization of the domain of 
calculus requires the use of tetrahedral meshes while time 
domain simulations (scattering matrix and/or wakefields) 
could be accurately performed when hexahedral meshes 
can be used for an accurate representation of the calculus 
domain. Post-processing eigenmode, frequency domain 
and time domain results or as direct output of the wakefield 
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solver is possible to get the wake function and its represen-
tation in the frequency domain: the beam coupling imped-
ance.
In the eigenmode simulations, the longitudinal and trans-
verse impedances are reconstructed by using the broadband 
resonator formulae [2]:
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The linear terms of the transverse impedance (dipolar and 
quadrupolar) can be obtained from the generalized (para-
bolic) longitudinal impedance using the Panofsky-Wenzel 
theorem [3].
In the frequency domain simulation, the beam coupling im-
pedance can also be obtained by integrating the electric 
field at each frequency according to its definition or from 
the scattering parameters derived by simulating the coaxial 
wire method setup [4, 5, 6]. In the time domain, the imped-
ance can be obtained from the scattering matrix as for the 
frequency domain. The time domain wakefield solver gives 
directly as output result the beam coupling impedance, 
which is calculated from the wake potential applying the 
convolution theorem.
A power loss density map can be exported from the EM 
fields distribution and used as input of thermal simulations. 
The simulated total power loss can be normalized to the 
beam induced power loss by using the following normali-
zation factor:

sim

WNfactor
W
D

=
D (3)

where ΔW is the beam induced power loss obtained con-
sidering the actual beam spectrum [7, 8] and ΔWsim is the 
simulated power loss. 
After an accurate definition of the thermal material proper-
ties and boundary conditions thermal simulations can be 
performed. The output of these simulations will give all the 
information about the thermal behaviour of the device 
when exposed to the simulated beam induced EM fields. 
This allows identifying hot spots and driving design modi-
fications and cooling efficiency optimization. The thermal 
map can be used as input for structural simulations. After 
an accurate definition of mechanical material properties 
and boundary conditions structural simulations can be per-
formed. The output of the mechanical simulations will de-
pict the structural behaviour of the device in the presence 
of the simulated beam induced EM fields. This allows iden-
tifying critical points, possible breaking points and modi-
fying design accordingly. Structural simulations also allow 
exporting the deformed mesh which could be then used to 

simulate the deviation of the induced EM fields and there-
fore of the beam coupling impedance caused by the struc-
tural deformation of the accelerator component. The mod-
ified beam induced fields could then be used as input for a 
new loop. Ideally, the Multiphysics design loop should be 
performed iteratively to find the steady state behaviour of 
the device under study. However, usually the deviation of 
the beam induced fields leads to negligible effects on the 
thermo-mechanical behaviour of the accelerator element.

EXAMPLES OF APPLICATION
In this section some examples of application will be pre-

sented to underline the importance of the Multiphysics de-
sign loop for beam coupling impedance studies.

CERN-SPS extraction kicker
The CERN-SPS extraction kicker consists of a C-shaped 
ferrite magnet. After the installation in the machine, it was 
realized that this accelerator component was suffering of 
excessive beam induced heating [9]. Therefore, it was 
needed to introduce a modification to reduce the beam in-
duced heating of this device. Silver paste was used to print 
by serigraphy finger pattern directly on the ferrite to reduce 
the beam coupling impedance and consequently the beam 
induced heating [10] (see Fig. 3). 

Figure 3: Top view of the serigraphed CERN-SPS extrac-
tion kicker ferrite magnet.

Having, the Multiphysics design in place would allow 
identifying similar issues in the design phase and taking the 
corrective actions at the design stage. Moreover, the Mul-
tiphysics design loop gives an extensive picture of the 
beam induced EM fields induced effects and therefore, it 
gives all the elements to the designer to implement the best 
solution. For example, in the specific case of the SPS ex-
traction kicker the solution implemented gives a significant 
improvement with respect to the original design but is not 
optimized in terms of beam induced heating. An additional 
significant improvement could be obtained optimizing the 
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serigraphy length. The serigraphy introduces a λ/4 reso-
nance on the finger length [7] (see Fig. 4). To minimize the 
impact of this resonance on the beam induced heating the 
finger length could be optimized to shift the resonance fre-
quency as far as possible from the beam spectrum lines. A 
resonant frequency of about 50 MHz has been considered 
an appropriate choice in order to have a workable solution 
for both 25 ns and 50 ns bunch spacing particle beam (see 
Fig. 5). This required shortening the serigraphy length by 
20 mm. The solution has been implemented and experi-
mentally validated during SPS scrubbing runs [11].  

Figure 4: Beam coupling impedance of the CERN-SPS ex-
traction kicker with (magenta curve) and without (green
curve) serigraphy. CERN-SPS beam and bunch spectrum
are also shown for the beam with 25 ns bunch spacing.

Figure 5: Power loss for the 25ns and 50ns beam as func-
tion of the frequency of the resonance introduced by the 
serigraphy. The green line corresponds to the resonant fre-
quency of the original serigraphy.

The CERN-SPS extraction kicker is just a possible exam-
ple of application. The Multiphysics design loop should 
ideally be applied to each accelerator component exposed 
to the particle beam. The correct implementation of the 
Multiphysics design loop would allow having more effi-
cient solution and will give us a better understanding of the 
observed thermal and structural behaviour. For instance, it 
would allow understanding if wire breaking in the wire 
scanner could be related to beam induced heating. Finally, 

the author would also like to stress the importance of per-
forming the full Multiphysics design loop including the 
structural simulations. In fact, critical structural defor-
mation which could bring to serious damage and/or rupture 
does not require having an enormous heating. In particular 
situations, 5-6 °C of heating could cause serious damage to 
the accelerator element.

COMPONENT DESIGN FLOW PROCESS
In this last section the author would like to suggest a pos-

sible implementation of the Multiphysics design loop for 
beam coupling impedance in the design of new accelerator 
elements. A flow chart is displayed in Fig. 6. The design 
ownership of new devices should be assigned according to 
the functionality of the accelerator component. Once a 
functional design is ready, the impedance team could per-
form a first check looking at all the impedance induced ef-
fects. This would require the implementation of the Mul-
tiphysics design loop in collaboration with thermal and me-
chanical engineers for the thermal and structural simula-
tions. If modifications are needed, they will be submitted 
to the owner of the design for the implementation in the 
functional design. Once a functional design is approved, 
the design team can work on the detailed design, which will 
be checked again by the beam coupling impedance team, 
which will eventually consider the design impedance com-
pliant or will require additional modifications. Identifying 
possible impedance issues at an early stage in the design 
phase will pave the way to have optimized design in terms 
of beam coupling impedance and its induced effects.

Figure 6: Flow chart for the design of an accelerator com-
ponent: beam coupling impedance perspective.

SUMMARY
The Multiphysics design loop applied to beam coupling 

impedance studies has been presented. The implementation 
of the design loop by using CST Studio Suite has been dis-
cussed. The importance of these simulations has been em-
phasized giving specific examples. Finally, the implemen-
tation of the Multiphysics design loop for beam coupling 
impedance studies in the design of new accelerator ele-
ments has been also discussed. 
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