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Preface

The "Workshop on the Physics of HL-LHC, and Perspectives at HE-LHC" [1], which took place between October 2017 and December 2018 at CERN, represented an LHC-wide effort of experimentalists and theorists with the aim to review and further refine the understanding of the physics potential of the High-Luminosity LHC (HL-LHC), and to prepare the exploitation of the HL-LHC data to the fullest possible extent. The workshop also provided an opportunity to begin a more systematic study of the physics at the High-Energy LHC, a possible new pp collider project in the LHC ring with a centre-of-mass energy of about 27 TeV.

The HL/HE-LHC workshop studies benefitted from the experience gained with the data analysis and physics simulation of the LHC Runs 1 and 2. The results extend and further refine previous studies produced for the Update of the European Strategy of Particle Physics in 2012–2013 [2], the ECFA HL-LHC workshops in 2013, 2014 and 2016 [3], as well as the Snowmass Workshop on the planning for the Future of U.S. Particle Physics in 2013 [4].

The workshop was organized in five working groups, on QCD, electroweak and top quark physics (WG1), Higgs boson and electroweak symmetry breaking (WG2), Beyond the Standard-Model physics (WG3), flavour physics (WG4), and high-density QCD physics (WG5). The reports from the five working groups are available on the arXiv [5]. The most important results were summarized in two ten-page documents, submitted to the European Strategy Group in December 2018 [6].

This book collects the original notes from the ATLAS and CMS Collaborations, used as input to the workshop and to the reports of the working groups [5].
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Expected performance of the ATLAS detector at the High-Luminosity LHC

The ATLAS Collaboration

The High-Luminosity LHC (HL-LHC) will deliver proton-proton collisions at a center-of-mass energy of $\sqrt{s} = 14$ TeV with a baseline instantaneous luminosity of $5 \cdot 10^{34}$ cm$^{-2}$s$^{-1}$ and an ultimate achievable instantaneous luminosity of $7.5 \cdot 10^{34}$ cm$^{-2}$s$^{-1}$. The ATLAS detector is being upgraded for the HL-LHC running conditions to support a broad physics program in the presence of significantly increased pileup and more than a decade of data-taking. A comprehensive campaign to understand the physics reach of the experiment at the HL-LHC and a possible higher energy LHC (HE-LHC) is underway. This note provides a reference for the ATLAS detector performance for the physics projections that are included in the HL/HE-LHC Yellow Report, including documenting the assumptions made regarding the reconstruction and identification of physics objects and systematic uncertainties for the full anticipated dataset.
1 Introduction

The LHC physics program has just completed the Run 2 data-taking period and is heading, after a Phase-I upgrade, towards its Run 3 data-taking, as shown in Figure 1. A Phase-II upgrade is scheduled following Run 3 to further develop the LHC into the High-Luminosity LHC (HL-LHC). [1]

![LHC / HL-LHC Plan](image)

Figure 1: Timeline for the LHC accelerator operation and planned upgrades.

The upgraded HL-LHC will deliver proton-proton collisions at a center-of-mass energy of $\sqrt{s} = 14$ TeV with a baseline instantaneous luminosity of $5 \times 10^{34}$ cm$^{-2}$s$^{-1}$ and an ultimate achievable instantaneous luminosity of $7.5 \times 10^{34}$ cm$^{-2}$s$^{-1}$. This will potentially increase the average pileup $\langle \mu \rangle$, or the number of collisions per bunch crossing, to approximately 200. The HL-LHC will enable the ATLAS experiment to increase the collected integrated luminosity by approximately an order of magnitude throughout its operation, reaching an integrated luminosity of about 3000 fb$^{-1}$ (4000 fb$^{-1}$ in the “ultimate” scenario). This dataset holds tremendous potential for advances to precision measurements of Standard Model (SM) processes, with particular emphasis on probing the Higgs and electroweak sectors, and to searches for physics Beyond the Standard Model (BSM). Realizing this potential requires upgrades to the ATLAS experiment in the form of the Phase-II upgrade [2, 3] to enable sufficient performance in the face of the more challenging experimental conditions expected at the HL-LHC while also increasing radiation hardness and replacing aging detector components.

The planned ATLAS upgrades have been driven by the physics goals of the collaboration to optimize physics output. A comprehensive campaign to understand the physics reach of the experiment in the face of HL-LHC conditions is underway. The work began with the design of the detector upgrades, and a significant amount of performance projections can therefore be found in the various Technical Design Reports that the ATLAS Collaboration has produced to document the design and performance of upgraded components to the detector. Expected performance estimates of both the HL-LHC and, further, the hypothetical High-Energy LHC (HE-LHC) upgrade with an assumed center-of-mass energy of $\sqrt{s} = 27$ TeV and a total integrated luminosity of 15 ab$^{-1}$ [4] comprise the CERN HL/HE-LHC Yellow Report. While the HL-LHC was the focus of the ATLAS studies, a limited set of projections include an estimate for the HE-LHC.

The purpose of this note is to provide a reference for ATLAS physics projections that are included in
this Yellow Report, documenting the performance assumptions made regarding the reconstruction and identification of physics objects and systematic uncertainties.

The organization of this document is as follows:

- Section 2 includes brief descriptions of the upgrades outlined in the ATLAS Technical Design Reports that correspond to the ATLAS detector at the HL-LHC.
- Section 3 includes a description of the various strategies that are used for physics projections and the strategy employed for estimating systematic uncertainties.
- Section 4 describes the expected performance for ATLAS at the HL-LHC for various physics objects and event-level quantities that are used in analysis projections, including the assumed systematic uncertainties.

2 ATLAS detector upgrades

2.1 Inner Tracker

The ATLAS Inner Tracker will be completely replaced for Phase-II operations to provide excellent tracking in the face of the high-pile environment expected at the HL-LHC. The new silicon-only design (ITk) will achieve improved momentum resolution for reconstructed tracks and extend the $|\eta|$ coverage from $|\eta| < 2.5$ to $|\eta| < 4.0$ with a lower material budget than in Run 2. A silicon pixel detector composed of 5 barrel layers will be placed closest to the beamline. A silicon strip detector with 4 barrel layers will extend tracking out to higher radii. A series of rings will extend coverage to the forward region. These upgrades are described in detail in the Pixel Detector Technical Design Report [5] and the Silicon Strip Detector Technical Design Report [6]. The inner tracker layout named "Inclined Duals" was the baseline for the Pixel Technical Design Report and is widely used for performance studies presented in this note. The pixel pitch size was set to $50 \times 50 \ \mu m^2$.

2.2 Calorimeters

The ATLAS Liquid Argon (LAr) Calorimeter will have entirely new frontend and readout electronics optimized to withstand radiation conditions for the duration of Phase-II running. The electronics architecture is designed to output full-granularity digitized signals at 40 MHz. These upgrades will combat Phase-II conditions with active pileup correction techniques using nearby bunch crossings to maintain an excellent energy resolution over a wide dynamic range. These upgrades are described in detail in the Liquid Argon Calorimeter Technical Design Report [7].

The ATLAS Tile Calorimeter will use new frontend and readout electronics, power supplies, and optical link interface boards to withstand increased radiation conditions for the duration of Phase-II running. These upgrades are described in detail in the Tile Calorimeter Technical Design Report [8].
2.3 Muon Spectrometer

A large fraction of the ATLAS Muon Spectrometer frontend and on- and off-detector readout and trigger electronics will be replaced to enable higher trigger rates and longer latencies. Additional muon chambers will be installed to maintain muon identification and reconstruction performance, increase trigger acceptance, and suppress the rate of random coincidences. The possibility to extend the muon acceptance to $|\eta| < 4$ is still under study (high-$\eta$ tagger), although most performance results presented to date for HL-LHC studies do not yet take possible improvements from this extension into account in their projections. These upgrades are described in detail in the Muon Spectrometer Technical Design Report [9].

2.4 Trigger & Data Acquisition

The detector upgrades present new requirements and new opportunities for the Trigger and Data Acquisition (TDAQ) systems. ATLAS will use a two-level TDAQ design as a baseline; a ‘Level-0’ hardware trigger leads to detector readout of 1 MHz for luminosities up to $7.5 \cdot 10^{34} \text{ cm}^{-2} \text{s}^{-1}$ and a processing farm, the ‘Event filter’ (EF), reduces the output data rate to 10 kHz. The design supports an evolved architecture with track-based triggers running at 4 MHz. The HL-LHC TDAQ system is described in detail in the TDAQ Technical Design Report [10].

The hardware trigger system is largely redesigned and allows for higher data granularity and enhanced flexibility beyond what will be afforded during the Run 3 data taking. Increased tracking functionality allows single object trigger thresholds to be kept low and assists pileup mitigation for the very challenging hadronic signatures at the HL-LHC. The baseline TDAQ architecture includes a Hardware Tracker (HTT) sitting in parallel to the processing farm in the EF; the HTT provides the EF with tracks that would not have been reconstructible otherwise due to the required computing resources. The HTT works in two modes: one reconstructs tracks in regions of interest and one performs full-event tracking. Both implementations use the same hardware that is customised according to the needs of each.

2.5 High-Granularity Timing Detector

The ATLAS High-Granularity Timing Detector (HGTD), which will precisely measure the timings of charged particles, will be installed covering $2.4 < |\eta| < 4.0$ in front of the LAr calorimeter to reduce background from pileup jets, as the increased pileup expected in high-luminosity running will require additional mitigation strategies. A timing resolution of 30 ps for minimum-ionizing particles is expected. These upgrades are described in detail in the HGTD Technical Proposal [11]. Most performance results presented to date for HL-LHC studies do not yet take possible improvements from the HGTD into account in their projections.

3 Projection strategies

Different approaches have been used to assess the sensitivity of the ATLAS experiment at the HL-LHC and HE-LHC. For some of the projections, a mix of the approaches described below is used, in order to deliver the most realistic result. The total integrated luminosity for the HL-LHC dataset is assumed to be $3000 \text{ fb}^{-1}$ at a center-of-mass energy of $\sqrt{s} = 14 \text{ TeV}$. For HE-LHC studies the same expected...
detector performance is assumed as the Phase-II ATLAS detector, but in a hypothetical accelerator with an assumed center-of-mass energy of $\sqrt{s} = 27$ TeV and total integrated luminosity of $15 \text{ ab}^{-1}$.

The effect of systematic uncertainties is taken into account based on the studies performed for the Run 2 analyses and using common guidelines for projecting the expected improvements that are foreseen owing to the large dataset and upgraded detectors, as described in Section 3.1.

**Detailed simulations** are used to assess the performance of reconstructed objects in the upgraded detectors and HL-LHC conditions, as described in Section 2. For some of the projections, such simulations are directly interfaced to different event generators, parton showering (PS) and hadronisation generators. Monte Carlo (MC) generated events are used for SM and BSM processes, and are employed in the various projections to estimate the expected contributions of each process.

**Extrapolations** rely on existing results with event statistics scaled to the HL-LHC luminosity to estimate the expected sensitivity. The increased center-of-mass energy and the performance of the upgraded detectors are taken into account for most of the extrapolations using scale factors on the individual processes contributing to the signal regions. Such scale factors are derived from the expected cross sections and from detailed simulation studies. This technique benefits from the full complexity of the existing analysis, which often includes data-driven background methods and has been optimized for performance. However, relying on current signal and control region selections, efficiencies, acceptances, object reconstruction and identification, etc. does not fully account for possible improvements and challenges expected with an upgraded detector and HL-LHC conditions.

**Parametric simulations** are used for some of the projections to allow a full re-optimization of the analysis selections that profit from the larger available datasets without requiring all samples to be simulated in HL-LHC conditions, which is computationally expensive. Particle-level definitions are used for electrons, photons, muons, taus, jets and missing transverse momentum. These are constructed from stable particles of the MC event record with a lifetime larger than $0.3 \cdot 10^{-10}$ s within the observable pseudorapidity range. Jets are reconstructed using the anti-$k_T$ algorithm [12] implemented in the FastJet [13] package, with a radius parameter of $R = 0.4$. All stable final-state particles are used to reconstruct jets except for the neutrinos, leptons and photons associated to $W$ or $Z$ boson or $\tau$ lepton decays. The effects of an upgraded ATLAS detector are taken into account by applying energy smearing, efficiencies and fake rates to generator-level quantities, following parameterisations based on detector performance studies with the detailed simulations. The effect of high pileup at the HL-LHC is incorporated by overlaying minimum-bias events with $\langle \mu \rangle = 200$ onto the hard-scatter events. Jets from pileup are then randomly selected as jets to be considered for analysis.

### 3.1 Systematic uncertainties

It is a significant challenge to predict the expected systematic uncertainties of physics results at the end of HL-LHC running. In almost all cases it would be pessimistic to assume a similar performance as seen in Run 2 given the very large increase in integrated luminosity, resulting in vastly larger data samples of the control processes used to measure the energy scales, resolutions and efficiencies of the different physics objects. In addition, it is reasonable to anticipate improvements to techniques of determining systematic uncertainties over an additional decade of data-taking. To estimate the expected performance, experts in the various physics objects and detector systems have studied current limitations to systematic uncertainties in detail to determine which contributions are limited by statistics and where there are more fundamental limitations. Predictions were made taking into account the increased integrated luminosity...
and expected potential gains in technique. These recommendations, often referred to in projections as the "baseline", were then harmonized with CMS to take advantage of a wider array of expert opinions and to allow the experiments to make sensitivity predictions on equal footing. In some cases there were additional sets of assumptions explored, referred to as "optimistic" scenarios, to reflect particular potential improvements that could be foreseen. The expected systematic uncertainties are reported along with object performance in the following sections.

Several general principles were defined for assessing the expected statistical, theoretical, and experimental uncertainties:

- Uncertainties due to statistics of available Monte Carlo simulation are set to zero for projections. As with other sources of uncertainty, the level of available Monte Carlo statistics in 2035 is difficult to predict. A clearer understanding of the fundamental potential of ATLAS in the HL-LHC can be found by de-coupling this potential source of uncertainty. In some cases, where experience from current running has shown the level of Monte Carlo simulation statistics to be a significant concern, a comparison is done between the “baseline” scenario with zero uncertainty, and a scenario assuming an effective Monte Carlo luminosity (number of events) equal to 1.5 times what will be available for the data.

- The intrinsic statistical uncertainty in measurements for extrapolated analyses scales with $1/\sqrt{L}$, where $L$ is the projection’s integrated luminosity divided by that of the reference Run 2 analysis.

- If predictions from theory do not change from current precision, systematic uncertainties from modeling would dominate for many of the HL-LHC projections. In some cases theorists have provided a detailed description of expected performance, such as for parton distribution functions. In other cases, analyses are performed making simple assumptions, with a default decision to divide the theory uncertainties, both inclusive cross-sections as well as modeling uncertainties, by a factor of two. Results are shown with theory and experimental systematic uncertainties defined so that the impact of the decisions can be clearly seen.

- Systematics driven by intrinsic detector limitations are left unchanged, or revised according to detailed simulation studies of the upgraded detector.

- Uncertainties on methods, as for instance non-statistical uncertainties on data-driven techniques, are kept at the same value as in the latest public results available, assuming that the harsher HL-LHC conditions will be compensated for by improved techniques for evaluating systematic uncertainties.

- In the case where a parametric simulation is done, only the leading sources of systematic uncertainties are often considered. For the extrapolations based on Run 2 analyses, a more complete set of nuisance parameters is available, though, again, a focus is placed on the largest sources of uncertainty.

### 3.1.1 Parton distribution functions

For analyses where an accurate knowledge of the proton Parton Distribution Functions (PDFs) makes a significant difference in sensitivity, scale factors are used to estimate the expected HL-LHC PDF uncertainties achievable by the end of the HL-LHC physics program. The projected PDFs have been estimated from assumptions on the measurement uncertainties achievable after HL-LHC on key SM processes and re-evaluating the resulting PDFs. A set of PDFs with reduced uncertainties as well as a set...
of scale factors to apply as a ratio of the current uncertainties (PDF4LHC15) versus expected uncertainties are provided in Ref. [14]. There are two scenarios given: the conservative scenario assumes that there will be no reduction in the experimental systematic errors and the optimistic scenario assumes a reduction by a factor of 2.5 in the experimental systematic errors. The obtained scale factors are reported in Table 1.

Table 1: Expected scale factors for PDF uncertainties are given for two scenarios. The conservative scenario assumes that no improvements will be achieved in experimental systematic errors, and the optimistic scenario (in parentheses) assumes a reduction in experimental systematic errors by a factor of 2.5. [14]

<table>
<thead>
<tr>
<th>PDFs: HL-LHC/Current</th>
<th>10 GeV &lt; M_X &lt; 40 GeV</th>
<th>40 GeV &lt; M_X &lt; 1 TeV</th>
<th>1 TeV &lt; M_X &lt; 6 TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>gluon-gluon luminosity</td>
<td>0.58 (0.49)</td>
<td>0.41 (0.29)</td>
<td>0.38 (0.24)</td>
</tr>
<tr>
<td>quark-gluon luminosity</td>
<td>0.71 (0.65)</td>
<td>0.49 (0.42)</td>
<td>0.39 (0.29)</td>
</tr>
<tr>
<td>quark-quark luminosity</td>
<td>0.78 (0.73)</td>
<td>0.46 (0.37)</td>
<td>0.60 (0.45)</td>
</tr>
<tr>
<td>quark-antiquark luminosity</td>
<td>0.73 (0.70)</td>
<td>0.40 (0.30)</td>
<td>0.61 (0.50)</td>
</tr>
<tr>
<td>up-strange luminosity</td>
<td>0.73 (0.67)</td>
<td>0.38 (0.27)</td>
<td>0.42 (0.38)</td>
</tr>
</tbody>
</table>

4 Expected performance

4.1 Luminosity

The peak instantaneous luminosity for the HL-LHC dataset is expected to be \( \approx 5 \times 10^{34} \text{ cm}^{-2}\text{s}^{-1} \), with a corresponding average of approximately 140 interactions per bunch crossing [1]. The HL-LHC is expected to produce a total integrated luminosity of 250 fb\(^{-1}\) per year and 3000 fb\(^{-1}\) in its 12-year lifetime [1]. An ultimate instantaneous luminosity of \( \approx 7.5 \times 10^{34} \text{ cm}^{-2}\text{s}^{-1} \), corresponding to approximately 200 interactions per bunch-crossing, is foreseen as ultimately achievable, which makes this higher level of pileup the appropriate target for the ATLAS upgrades.

Physics analyses would benefit from an uncertainty on the full dataset integrated luminosity as low as 1–1.5%. An ambitious goal of 1% has been assumed in the physics studies for the Yellow Report, compared with about 2% typically achieved at Run 1 or Run 2. This target uncertainty is extremely challenging, taking into account the more difficult experimental conditions (particularly the average pileup \( \langle \mu \rangle \) of 200) expected at HL-LHC. It will be pursued profiting from the experience from previous runs, hardware upgrades to the Beam Conditions Monitor (BCM) and Luminosity Cherenkov Integrating Detector (LUCID), and the new HGTD. The new BCM will be mounted on a ring within the pixel detector of the ITk and will have smaller sensor pads to accommodate higher occupancy levels at \( \langle \mu \rangle \approx 200 \). The LUCID-3 detector is foreseen to use quartz fibre bundles in place of quartz counters. The HGTD will have a bunch-by-bunch luminosity capability, and should have excellent linearity owing to the relatively low occupancy. In addition to these detectors, the LAr and Tile calorimeters, and measurements based on track-counting and reconstructed Z-boson counting, will be used to monitor the long-term stability of the various luminosity measurements, and the linearity between the low-luminosity VdM scans used to establish the absolute calibration and the physics data-taking regime.
Table 2: Representative trigger menu for ATLAS operations at the HL-LHC. The offline $p_T$ thresholds indicate the momentum above which a typical analysis would use the data. Where multiple object triggers are described only one threshold is given if both objects are required to be at the same $p_T$; otherwise, each threshold is given with the two values separated by a comma. In the case of the $e - \mu$ trigger in Run 2, two sets of thresholds were used depending on running period, and both are listed. This table is a subset of Table 6.4 from the TDAQ TDR [10].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>isolated single $e$</td>
<td>25</td>
<td>27</td>
<td>22</td>
</tr>
<tr>
<td>isolated single $\mu$</td>
<td>25</td>
<td>27</td>
<td>20</td>
</tr>
<tr>
<td>single $\gamma$</td>
<td>120</td>
<td>145</td>
<td>120</td>
</tr>
<tr>
<td>forward $e$</td>
<td></td>
<td></td>
<td>35</td>
</tr>
<tr>
<td>di-$\gamma$</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>di-$e$</td>
<td>15</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>di-$\mu$</td>
<td>15</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>$e - \mu$</td>
<td>17.6</td>
<td>8.25 / 18.15</td>
<td>10</td>
</tr>
<tr>
<td>single $\tau$</td>
<td>100</td>
<td>170</td>
<td>150</td>
</tr>
<tr>
<td>di-$\tau$</td>
<td>40,30</td>
<td>40,30</td>
<td>40,30</td>
</tr>
<tr>
<td>single b-jet</td>
<td>200</td>
<td>235</td>
<td>180</td>
</tr>
<tr>
<td>single jet</td>
<td>370</td>
<td>460</td>
<td>400</td>
</tr>
<tr>
<td>large-$R$ jet</td>
<td>470</td>
<td>500</td>
<td>300</td>
</tr>
<tr>
<td>four-jet (w/ b-tags)</td>
<td>45(1-tag)</td>
<td>65(2-tags)</td>
<td></td>
</tr>
<tr>
<td>four-jet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_T$</td>
<td>85</td>
<td>125</td>
<td>100</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}}$</td>
<td>700</td>
<td>700</td>
<td>375</td>
</tr>
<tr>
<td>VBF inclusive (di-jets)</td>
<td>150</td>
<td>200</td>
<td>210</td>
</tr>
</tbody>
</table>

4.2 Trigger

An initial baseline trigger menu (see Table 2) has been developed to enable a diverse physics program at the HL-LHC that supports precision measurements at the electroweak scale and a wide array of BSM searches. The menu includes reasonably low-momentum electrons and muons, coupled with a comprehensive set of hadronically-decaying tau lepton triggers, missing-transverse-momentum ($E_{T}^{\text{miss}}$) triggers, and jet triggers, including massive large radius (large-$R$) jet triggers, all built into a flexible menu with contingencies to allow for new ideas. Generally, trigger selections are planned to have thresholds similar to, or below, what we have in the current data taking with a notable exception being the multi-jet and $E_{T}^{\text{miss}}$ triggers, which become particularly challenging in high-pileup environments. In addition to the items listed in the menu, several dedicated selections have been explored. For example, most B-physics trigger signatures are based on 6 GeV dimuon triggers, as in Run 2, with additional mass and vertex selections.

There are a number of examples where significant improvements can be found in trigger performance due to the HL-LHC TDAQ upgrades. There are significant improvements in muon trigger efficiencies due to
increased resistive plate chamber coverage, with single muon trigger efficiencies going from \( \approx 70\% \) (Run 2) to \( \approx 90\% \) (HL-LHC) for \( |\eta| < 1.05 \). The coverage maps are shown in Figure 2(a) and Figure 2(b) for Phase-I and the HL-LHC respectively. This change brings a particularly large benefit to analyses that rely on multi-muon triggers. Additional examples of improvements include multijet triggers and single electrons, which benefit from the architecture changes that include the introduction of a new global trigger in the first trigger level and/or the presence of the HTT.

4.3 Track reconstruction

The tracking performance benefits from the entirely new all-silicon detector that will be installed for HL-LHC running. This detector extends the tracking range in \( \eta \) from \( |\eta| < 2.5 \) in Run 2 to \( |\eta| < 4.0 \). The new tracker has a relatively low material budget and provides excellent tracking efficiency and resolution. The tracking efficiency for 10 GeV muons, pions and electrons is shown in Figure 3. Transverse momentum \( (q/p_T) \) resolution and impact parameter \( (d_0) \) resolution for muons of representative transverse momentum \( (p_T) \) values are shown in Figures 4(a) and 4(b) respectively.

Recent studies have shown that the material budget of the ITk detector was underestimated at the time of the TDR writing, so these results may be optimistic. A careful re-tuning and re-optimization is underway. Some analyses, such as lifetime measurements, analyses with a strong reliance on b-tagging, and other B-physics projections, are particularly sensitive to tracking and vertexing performance. In many of these cases the results have been evaluated with both the TDR-predicted performance and Run 2 performance in order to quantify the sensitivity to tracking and vertexing.

4.4 Electrons

Electron reconstruction and identification benefit from the expected excellent track reconstruction performance of the new inner tracker and its lower material budget as well as its extension to higher \( |\eta| \). The identification requirements have been re-tuned for the new inner tracker and expected HL-LHC conditions and were studied in Ref. [7] and [5]. The \( p_T \)-dependent electron reconstruction and identification efficiencies measured with the ITk for the three identification working points of loose, medium and tight

Figure 3: Track reconstruction efficiency for single muons, pions and electrons with a constant transverse momentum of $p_T = 10$ GeV. Figure 3.3(a) from the Pixel Detector TDR [5].

Figure 4: (a) Track parameter resolution in $q/p_T$ as a function of $\eta$ for a single muon sample. Overlaid are the results for the current Run 2 detector. Figure 3.6(e) from the Pixel Detector TDR [5]. (b) $d_0$ resolution as a function of $\eta$ for a single muon sample. Overlaid are the results for the current Run 2 detector. Figure 3.6(a) from the Pixel Detector TDR [5].

are shown in Figure 5(a) for the central ($0 < |\eta| < 2.5$) region. The charge mis-identification probability for central electrons as a function of $\eta$ is shown in Figure 5(b), where the effect of a tight identification requirement and the Run 2 performance are also shown for comparison. Furthermore, the performance of an artificial neural network for forward electron identification is shown in Figures 6(a) ($Z \rightarrow ee$ efficiency) and 6(b) (truth jet fake rates for loose, medium, and tight working points).

The baseline systematic uncertainty assumption for electrons is that they will remain stable despite the harsher conditions of the HL-LHC, yielding to similar uncertainties as in Run 2. Uncertainties on isolation are expected to slightly decrease due to better understanding of the methods and detectors and yielding a
Figure 5: (a) Electron efficiency for the various working points for a $Z \rightarrow ee$ simulated sample with $\langle \mu \rangle = 200$ in the region $|\eta| < 2.5$. Figure 3.26(b) from the Pixel Detector TDR [5]. (b) Electron charge mis-identification probability as a function of $|\eta|$.

Figure 6: Forward ($2.5 < |\eta| < 4.0$) electron identification neural network performance as a function of truth $p_T$: (a) efficiency of electrons from simulated $Z \rightarrow ee$ events and (b) fake rate of simulated jets.
lower uncertainty on the combination of the reconstruction, identification and isolation efficiency, from present values based on studies performed by CMS. Representative values of uncertainties are shown in Table 3.

Table 3: Representative values for systematic uncertainties for electrons at the HL-LHC. These uncertainties are consistent with the Run 2 uncertainties with the exception of the combination of the reconstruction, identification and isolation efficiency at high $p_T$ (above 200 GeV), where dedicated studies at CMS were used as an ATLAS approximation. [15]

<table>
<thead>
<tr>
<th>Electron Parameter</th>
<th>Range</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy scale</td>
<td>$p_T \approx 45$ GeV</td>
<td>0.1%</td>
</tr>
<tr>
<td></td>
<td>high $p_T$, up to 200 GeV</td>
<td>0.3%</td>
</tr>
<tr>
<td>Reconstruction + Identification Efficiency (ID)</td>
<td>$p_T \approx 45$ GeV</td>
<td>0.5%</td>
</tr>
<tr>
<td>Reconstruction + ID + Isolation Efficiency</td>
<td>$p_T &gt; 200$ GeV</td>
<td>2%</td>
</tr>
</tbody>
</table>

4.5 Muons

Improvements to the inner tracker and increased coverage of the muon detectors result in a higher acceptance for combined muons and improved resolution for low-to-medium $p_T$ muons. The muon momentum resolution is shown in Figure 7(a) and the improvement to the invariant mass resolution for Higgs decays to two and four muons is shown in Figure 7(b). In parametric simulations, the impact of isolation was established by imposing isolation on the particles in the Monte Carlo "truth" record. Expected track-based isolation efficiencies for prompt and secondary muons are shown in 8(a) and 8(b) as a function of $|\eta|$ and $p_T$ of the muon, though the isolation used was not fully tuned for high-pileup so further improvements can be expected. The reconstruction efficiency is taken from single muon Monte Carlo simulated with Run 2 reconstruction algorithms [16] running on a geometry that includes the Phase-II ITk with the Run 2 muon spectrometer. The ITk’s extended $\eta$ range allows the “combined muon” category, which matches a muon track or stub in the muon spectrometer to a track in the inner detector, to extend from the Run 2 value of $|\eta| < 2.5$ to $|\eta| < 2.7$.

Uncertainties in muon reconstruction, identification, isolation efficiency, momentum scale, and momentum resolution are very well under control already. It is expected that the same accuracy can be maintained for the large HL-LHC dataset. Systematic uncertainties on muon-related performance from Run 2, which are used for HL-LHC projections, are summarized in Table 4 within the $|\eta| < 2.5$ range.

Figure 7: (a) Combined muon momentum resolution and the individual contributions from the ITk and the upgraded Muon Spectrometer, with the Run 2 comparison included. Figure 3.26(a) from the Pixel Detector TDR [5]. (b) Di-muon (green) and four-muon (blue) mass resolution for Higgs decays to muons. Figure 3.31 from the Pixel Detector TDR [5].

Figure 8: Efficiency for a track-based isolation requirement that is $p_T$-dependent for prompt muons and secondary backgrounds within $|\eta| < 2.7$ versus (a) $|\eta|$ and (b) $p_T$. Figure 3.28 in the Pixel Detector TDR [5].

Table 4: Run 2 systematic uncertainties for muons, which are also assumed for ATLAS running at the HL-LHC. [15]
4.6 Taus

The reconstruction and identification of tau leptons that decay semi-hadronically (τ_{had-vis}) benefits from the ITk detector, with its excellent tracking performance and extension to higher η ranges. The identification algorithms have been re-optimized for the upgrade detector and studied in Ref. [5]. Since then, a more accurate assessment of the expected performance has been carried out, which has been used for the studies in the Yellow Report. The identification efficiency for 1-prong (one charged track) and 3-prong (multiple charged tracks) τ_{had-vis} candidates using simulated Z → ττ events are shown in Figures 9(a) and 9(b) respectively for the loose, medium, and tight working points. The jet rejection is shown for both 1-prong and 3-prong τ_{had-vis} candidates at the various working points in Figures 10(a) and 10(b) respectively, as a function of efficiency for candidates above a p_T of 20 GeV. Current optimizations show the rejection in the HL-LHC optimization out-performing Run 2 in all eta regions except the far-forward region where there is no Run 2 comparison point available.

The systematic uncertainties for τ_{had-vis} candidates have been estimated from Run 2 systematics by scaling down the sources of uncertainty that are driven by statistics, which will improve at the HL-LHC, and making educated assumptions about how the theory and modeling uncertainties are likely to change.

For analyses that are using truth-based projections, the uncertainty on the τ_{had-vis} identification efficiency is taken as 5%, where an optimistic scenario of 2.5% has also been defined. The energy scale uncertainty is conservatively assumed to be at the level of 2-3%.

For projections coming from current analyses, the following scale factors for adjusting the systematic uncertainties have been provided:

- The scale factor to apply to Run 2 systematic uncertainties on tau identification efficiency for 1-prong taus is 0.9 (0.45) in the baseline (optimistic) scenario.

![Figure 9](attachment:image.png)
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Figure 9: Tau identification efficiency for the three working points (Loose, Medium, and Tight) as a function of η for reconstructed τ_{had-vis} candidates, shown for (a) one-prong and (b) three-prong tau leptons.
Figure 10: Jet rejection as a function of $\tau_{\text{had-vis}}$ efficiency for the algorithm optimized for HL-LHC detector and conditions ("HL-LHC tuning") for $\tau_{\text{had-vis}}$ candidates with a $p_T$ above 20 GeV and within $|\eta| < 4.0$ (solid blue), $|\eta| < 2.5$ (dark dashed blue), and $2.5 < |\eta| < 4.0$ (dashed light blue), compared to the Run 2 performance optimized for the Run 2 detector and conditions ("Run 2 performance") for $\tau_{\text{had-vis}}$ candidates within $|\eta| < 2.5$ (solid black), shown for (a) one-prong and (b) three-prong tau leptons.

- The scale factor on the in situ uncertainty on the tau energy scale is 0.6, which is found by taking the current measurements and setting the sources of statistical uncertainty equal to zero.

Other tau lepton-related systematic uncertainties are expected to remain similar to what they are in Run 2.

4.7 Photons

Figure 11 illustrates the expected energy resolution of photons under $\langle \mu \rangle = 0$ and $\langle \mu \rangle = 200$ pileup conditions, assuming the same reconstruction techniques as those currently employed in Run 2. The resolution is shown only for unconverted photons in the barrel region of the detector ($|\eta| < 0.8$). The level of electronics noise simulated is that of the existing LAr readout. The photon resolution curves obtained at $\langle \mu \rangle = 0$ and $\langle \mu \rangle = 200$ are subtracted in quadrature in order to illustrate the size of the pileup-only contribution to the photon resolution.

The expected energy resolution is further quantified for the benchmark physics process $H \to \gamma\gamma$ in Figure 12, showing the expected di-photon mass resolution. Figure 12(a) shows the effect of pileup on the expected resolution, as well as the comparison with Run 2. Two scenarios for energy resolution, an optimistic one and a pessimistic one, are considered. The optimistic scenario assumes that the statistics available with the HL-LHC will allow for the global constant term to be at 0.7%, which is its design value, while the pessimistic scenario uses the constant term found with 2015 data at 1% in the barrel and 1.4% in the endcap. The scenarios also differ in their treatment of pileup noise with the pessimistic approach using a value consistent with untuned current reconstruction algorithms with full simulation of $\langle \mu \rangle = 200$
and the optimistic approach assuming that future offline corrections can reduce this to the equivalent of the performance of full simulation with $\langle \mu \rangle = 75$. It is worth noting that the lower material budget of the upgraded inner detector results in more unconverted photons, which have a better energy resolution than the converted ones. Figure 12(b) compares different hard-scatter vertex selection strategies to show the robustness against the performance of such identification algorithms; the pointing capability of the LAr calorimeter allows for a good mass resolution to be preserved in spite of the high level of pileup.

Figure 11: Photon energy resolution expected under different pileup conditions, and contributions of pileup-only noise to the energy resolution. (Chapter 4, Figure 9 from the LAr TDR) [7].

The baseline systematic uncertainty assumption for photons is that they will remain unchanged from Run 2 values at the HL-LHC, with the exception of the combination of the reconstruction, identification and isolation efficiency, which is reduced from the Run 2 value with a scale factor of 0.8. The reduction comes from expected improvements in the understanding of the current methodology and, to a smaller degree, the increased dataset available. Representative values of uncertainties are shown in Table 5. In analyses where uncertainties due to photons dominate, the impact of halving the uncertainties on the photon resolution and scales was explored.

Table 5: Some representative values for systematic uncertainties for photons at the HL-LHC. These uncertainties are consistent with the Run 2 uncertainties with the exception of the combination of the reconstruction, identification and isolation, where a scale factor of 0.8 has been applied. [15]

<table>
<thead>
<tr>
<th>Photon Parameter</th>
<th>Range</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy scale</td>
<td>$p_T \approx 60$ GeV</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td>high $p_T$, up to 200 GeV</td>
<td>0.5%</td>
</tr>
<tr>
<td>Resolution</td>
<td>$p_T \approx 60$ GeV</td>
<td>10%</td>
</tr>
<tr>
<td>Reconstruction + ID + Isolation</td>
<td>$p_T &lt; 200$ GeV</td>
<td>2%</td>
</tr>
</tbody>
</table>
Figure 12: Diphoton invariant mass for $H \rightarrow \gamma\gamma$ events (a) obtained using data in Run 2, $\langle \mu \rangle = 0$ simulation and $\langle \mu \rangle = 200$ simulation at HL-LHC using the optimistic and pessimistic photon resolution scenarios, (b) for different algorithms used to choose the hard-scatter interaction primary vertex (Chapter 4, Figures 16 and 15b from the LAr TDR) [7].

4.8 Jets

Jet reconstruction, as well as the separation between pileup and hard-scatter jets, benefits from the excellent tracking capabilities and extended $\eta$ range of the ITk detector. At $\langle \mu \rangle = 200$, each event is expected to have on the order of 5 jets with $p_T > 30$ GeV produced in pileup interactions. Several techniques to suppress such pileup jets based on tracking information have been developed in Run 1 and 2. The results presented in this section are based on the $R_{pT}$ discriminant, which is defined as the sum of the transverse momentum of tracks associated to the jet that originates from the hard-scatter vertex over the jet $p_T$ (as measured by the calorimeter). Pileup jets will tend to have $R_{pT}$ close to zero, while jets originating from the hard-scatter tend to have higher $R_{pT}$ values. A pileup jet mitigation $R_{pT}$ selection is applied for jets with $p_T < 100$ GeV and $|\eta| < 3$ that has a 2% selection efficiency for pileup jets. The expected number of pileup jets before and after this selection has been applied is shown as a function of $\eta$ in Figure 13(a). The efficiency for jets originating from the hard-scatter interaction is shown versus pileup jet efficiency in Figure 13(b). More advanced taggers are expected to be developed in the HL-LHC timescale, likely enhancing significantly the pileup jets rejection capabilities.

The estimated relative jet $p_T$ resolution, which is to a very good approximation the same as the relative jet energy resolution, is presented in Figure 14(a) and the fractional jet mass resolution for trimmed, large radius jets (anti-$k_T$, $R = 1.0$) is presented in Figure 14(b). Projections use the expected performance for calorimeter jets; however Figure 14(a) shows that particle-flow jets, currently under study, have the potential to have better resolution in the low $p_T$ regime.

Each of the main components of the overall jet energy scale (JES) uncertainty are expected to remain constant or decrease in the transition from Run 2 to the HL-LHC. Two estimates are presented, a default labelled “baseline” and an “optimistic” estimate that assumes an improved understanding of the MC modelling of jet fragmentation and improved understanding of the effects of pileup on the JES. Figures 15(a) and 15(b) and Table 6 summarize the “baseline” and “optimistic” scenarios for the fractional uncertainties of the various components of the JES uncertainty.

Figure 13: (a) Expected number of pileup jets per unit of pseudorapidity before and after pileup jet suppression. (b) Efficiency for jets originating from the hard scatter using the $R_{pt}$ tagger. In both Figures, a selection based on the $R_{pt}$ tagger is applied that achieves a 98% rejection of pileup jets ($\epsilon_{PU} = 2\%$) in the region of tracking coverage: $|\eta| < 3.8$.

Figure 14: (a) Relative jet $p_T$ resolution. (b) Fractional jet mass resolution for trimmed, large radius jets.

Figure 15: (a) Baseline and (b) optimistic scenarios for HL-LHC jet energy scale uncertainties with a dijet-like flavour composition.
Table 6: Expected jet energy scale (JES) uncertainties at the HL-LHC in the “baseline” and “optimistic” scenarios.

<table>
<thead>
<tr>
<th>Uncertainty component</th>
<th>Percentage Uncertainty (Baseline Estimate)</th>
<th>Percentage Uncertainty (Optimistic Estimate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute JES scale</td>
<td>1% - 2%</td>
<td>1% - 2%</td>
</tr>
<tr>
<td>Pileup</td>
<td>0 - 4%</td>
<td>0 - 2%</td>
</tr>
<tr>
<td>JET flavour composition</td>
<td>0 - 1%</td>
<td>0 - 0.5%</td>
</tr>
<tr>
<td>JET flavour response</td>
<td>0 - 1.5%</td>
<td>0 - 0.8%</td>
</tr>
</tbody>
</table>

4.9 Flavour tagging

Flavour tagging benefits from the excellent tracking and $\eta$ coverage of the ITk detector. A multivariate algorithm [17] has been re-tuned for the expected ATLAS Phase-II detector and its performance assessed. The light-jet rejection versus $b$-jet efficiency is shown in various slices of $\eta$ in Figures 16(a) and 16(b) along with a comparison with Run 2 performance.

The performance in $t\bar{t}$ with $\langle \mu \rangle = 200$ is shown for light-jet rejection and c-jet, b-jet and pileup-jet efficiency in Figure 17 for the working point with an average b-jet efficiency of 70%. In the benchmark channel with $HH \rightarrow \gamma\gamma bb$, the purity of b-jets when both jets are tagged is at the level of 97%.

The expected flavour tagging uncertainties have been derived extrapolating current performance and taking into account new methods that may be used in the future, especially at high-$p_T$ and large $\eta$. The expected
uncertainties on identification efficiency for $b$-jets, $c$-jets and light-jets are summarized in Table 7.

Table 7: Representative values for systematic uncertainties for flavour tagging at the HL-LHC. [15]

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Expected value at HL-LHC</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$-jet efficiency</td>
<td>1%</td>
<td>$30 &lt; p_T &lt; 300$ GeV</td>
</tr>
<tr>
<td>$b$-jet efficiency</td>
<td>2-6%</td>
<td>$p_T &gt; 300$ GeV</td>
</tr>
<tr>
<td>$c$-jet efficiency</td>
<td>2%</td>
<td>all working points</td>
</tr>
<tr>
<td>light-jet mistag</td>
<td>5 - 15%</td>
<td>working-point dependent</td>
</tr>
</tbody>
</table>

4.10 Missing Transverse Energy ($E_T^{miss}$)

The event $E_T^{miss}$ is computed as the negative value of the vectorial sum of calibrated high-$p_T$ particles and jets, together with a soft-term. The soft-term is computed from reconstructed charged particles that are not associated to high-$p_T$ objects and are compatible with originating from the hard-scatter interaction.
Pileup jets are suppressed using the same tagger described in Section 4.8. The event $E_T^{\text{miss}}$ resolution depends strongly on the final state of the event in question. Detailed studies in $t\bar{t}$ events with HL-LHC conditions were performed and the expected resolution of $E_T^{\text{miss}}$ in such events is shown in Figure 18, illustrating that forward tracking capabilities used in forward pileup jets rejection are crucial for $E_T^{\text{miss}}$ resolution.

![Figure 18: The resolutions of $E_T^{\text{miss}}$ in Monte Carlo $t\bar{t}$ events with an average of 200 pileup events. The resolutions are shown as a function of the scalar sum of the event transverse energy. Three variations of the $E_T^{\text{miss}}$ calculation are shown: first, only tracks within $|\eta| < 2.5$ are used for both the pile-up jet rejection and the track soft term (blue line); second, tracks are used for the full $\eta$ coverage to reject pileup jets (red line); and third, forward tracks are used for both the pileup jet rejection and the track soft term (black line).](image)

The systematic uncertainties on all the hard objects used to form the $E_T^{\text{miss}}$ are propagated through the $E_T^{\text{miss}}$ calculation. These form the dominant systematic uncertainties on this quantity and are highly process- and analysis-dependent.

4.11 Heavy ions

The Heavy Ion physics program is expected to continue at least throughout Run 4, and possibly beyond. The upgraded ATLAS detector is well equipped to take full advantage of such a dataset using dedicated tuning and reconstruction algorithms. The replacement of the ATLAS tracking detector, which extends the $\eta$ coverage significantly ($|\eta| < 2.5$ becomes $|\eta| < 4.0$ for charged tracks), results in significant improvements for these measurements. Figures 19 and 20 show the expected charged particle reconstruction efficiency and track parameter resolution in minimum-bias (0–100% centrality) Pb+Pb collisions.

Additional improvements will be provided by the HGTD and Zero Degree Calorimeter (ZDC), but these improvements have not yet been taken into account in the HL-LHC studies.
Figure 19: Track reconstruction efficiency as a function of (a) $\eta$ and (b) $p_T$ in minimum bias (0–100% centrality) Pb+Pb collisions with the ITk upgrade. Figure 2 from Ref. [18].

Figure 20: Resolution of (a) track parameters $d_0$ and (b) $z_0$ as a function of $\eta$ for a minimum track $p_T$ threshold of 0.4 GeV in minimum bias (0–100% centrality) Pb+Pb collisions with the ITk upgrade. Figure 3 from Ref. [18].

5 Conclusion

The HL-LHC will provide an unprecedented amount of integrated luminosity to the ATLAS experiment, which enables a wide range of physics to be explored. The ATLAS detector is well positioned to take full advantage of this dataset thanks to a series of upgrades to its sub-detectors.

In this note we summarize and reference the baseline expected performance of the upgraded ATLAS detector. Such performance assumptions are used in recent physics projection studies and will be a baseline reference for future ones. These studies heavily rely on the recent Phase-II Technical Design Reports (TDRs) but include some more recent developments that were not available at the time of the TDRs.

Additionally, many physics projections will be significantly limited by systematic uncertainties. Advancements in detector and theoretical understanding, together with the usage of such a large dataset in in situ techniques, are expected to improve our knowledge and consequently reduce some of these uncertainties.
General guidelines, harmonized with the CMS Collaboration, as well as specific recommendations in terms of expected systematic uncertainties, have been presented.
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Expected performance of the physics objects with the upgraded CMS detector at the HL-LHC
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Abstract

In this note, the performance of the physics objects (electrons, photons, taus, jets, and missing energy), as expected after the CMS Phase-2 detector upgrade, is presented. The performance studies use the full simulation of the CMS Phase-2 detector with a mean number of proton-proton interactions per bunch crossing of 200. In addition, an evaluation of the systematic uncertainties for HL-LHC studies are presented.
1 Introduction

The upgraded CERN High-Luminosity LHC (HL-LHC) will deliver peak instantaneous luminosities of \(5 \times 10^{34} \text{ cm}^{-2} \text{s}^{-1}\), or even \(7.5 \times 10^{34} \text{ cm}^{-2} \text{s}^{-1}\) in the ultimate performance scenario \([1]\). This performance can be contrasted with the current LHC, which provided instantaneous luminosities up to \(1.5 \times 10^{34} \text{ cm}^{-2} \text{s}^{-1}\) in 2016. With this increase in instantaneous luminosity, the total pileup (PU), or number of proton-proton interactions per bunch crossing, is expected to increase from a mean PU of 27 with the LHC in 2016 to 140 or even 200 PU at the HL-LHC. Similarly, the levels of radiation are expected to significantly increase in all regions of the detector, in particular in its forward regions.

The CMS detector \([2]\) will be substantially upgraded in order to exploit the physics potential provided by the increase in luminosity at the HL-LHC, and to cope with the demanding operational conditions at the HL-LHC \([3]\). This upgrade is referred to as the CMS Phase-2 Upgrade. The increase in radiation levels requires improved radiation hardness, while the larger PU and associated increase in particle density require higher detector granularity to reduce the average channel occupancy, increased bandwidth to accommodate higher data rates, and improved trigger capability to keep the trigger rate at an acceptable level without compromising physics potential.

The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 \(\mu\text{s}\), respectively. The upgraded L1 will also feature inputs from the silicon tracker, allowing for real-time track fitting and particle-flow (PF) reconstruction \([4]\) of objects at the trigger level. The upgrade of the high-level software trigger (HLT) will allow the HLT rate to be increased to 7.5 kHz.

The entire silicon tracking system, which consists of pixel and strip detectors, will be replaced. The new tracker will feature extended geometrical coverage and provide efficient tracking up to pseudorapidities of about \(|\eta| = 4\), improved radiation hardness, higher granularity, and compatibility with higher data rates and a longer trigger latency. In addition, the tracker will provide information on tracks above a configurable transverse momentum threshold to the L1 trigger, information presently only available at the HLT. It will also allow for including tracks with low momentum (\(\approx 3 \text{ GeV}\)). This will allow the trigger rates to be kept at a sustainable level without sacrificing physics potential. The Phase-2 tracker will include an Inner Tracker based on silicon pixel modules and an Outer Tracker made from silicon modules with strip and macro-pixel sensors.

In the barrel, the electromagnetic calorimeter (ECAL) uses lead-tungstate crystals read out with avalanche photodiodes (APDs). The crystals will be cooled to lower temperatures than currently used to mitigate noise in the APDs due to radiation damage, and the front-end electronics will be improved in order to cope with the trigger latency and bandwidth requirements. The upgraded readout will also provide precision timing information. New front-end electronics will allow the exploitation of the information from single crystals in the L1 trigger, while the present system integrates the same information only in groups of \(5 \times 5\) crystals. The hadronic calorimeter (HCAL) consists in the barrel region of brass absorber plates and plastic scintillator layers, read out by hybrid photodiodes (HPDs), which will be replaced with silicon photomultipliers (SiPMs). The scintillator tiles close to the beam line will be replaced. The object performance in the central region assumes a barrel calorimeter aging corresponding to an integrated luminosity of 1000 fb\(^{-1}\).

The electromagnetic and hadronic endcap calorimeters will be replaced with a new combined electromagnetic and hadronic sampling calorimeter (HGCal) based primarily on silicon pad
sensors. Plastic scintillator tiles, read out by SiPMs, will be used at large distances from the beam line in the hadronic section. With silicon pad cell sizes of 0.5–1 cm$^2$ and 28 (12) sampling layers in the electromagnetic (hadronic) sections, this detector will provide high transverse and longitudinal granularity, as well as high-precision timing information of the high energy showers, leading to improved PU rejection and identification of electrons, photons, tau leptons, and jets.

While the muon chambers are expected to cope with the increased particle rates, the front-end electronics for the drift tube chambers (DTs) and cathode strip chambers (CSCs) will be replaced with improved versions to increase radiation tolerance, readout speed, and performance. In the forward region, the muon system will be enhanced, both with improved resistive plate chambers (RPCs) and new chambers based on the gas electron multiplier (GEM) technique. The new chambers add redundancy, improve the triggering and reconstruction performance, and increase the acceptance in the forward detector region up to about $|\eta| = 2.8$.

In addition, a minimum ionizing particle (MIP) timing detector (MTD) [5] will be added between the tracker and the ECAL, providing timing measurements up to $|\eta| = 3.0$ for the charged particle tracks that cross it. Timing at this nominal resolution allows for 4-dimensional reconstruction of vertices and significantly offsets the performance degradation due to high PU. Unless otherwise specified, the studies shown in this note assume a MTD timing resolution of 30 ps.

As a result of these upgrades, the lepton acceptance will extend to pseudorapidities of $|\eta| < 3.0$ and the jet acceptance, including $b$ jets, will extend to $|\eta| < 4.0$. A detailed overview of the CMS detector upgrade program is presented in Refs. [3, 6–9].

PU mitigation in CMS relies upon PF event reconstruction [4], which removes charged particle tracks that are inconsistent with the vertex of interest, and upon statistical inference techniques like pileup-per-particle-identification (PUPPI) [10]. The PF algorithm aims to reconstruct and identify each individual particle in an event, with an optimized combination of information from the various elements of the CMS detector. PUPPI mitigation is an algorithm designed to remove PU using both global event information and local information to identify PU at the particle level.

This note describes the physics object performance expected, given the Phase-2 upgrades described above, in Section 2. The expected performance in Phase-2 is often shown below as compared to the performance in Run 2, which refers to studies done with the 2016 dataset unless otherwise specified. In addition to showing the CMS object performance as a function of familiar quantities such as the object transverse momentum $p_T$, we also show the performance as a function of PU density. PU density is the number of PU interactions per millimeter. We consider the longitudinal profile of the beam spot as a Gaussian shape with a width of 4.4 cm. We study the dependence of physics objects on the PU density, instead of only the total PU, in order to gain insight into the best way of delivering luminosity from the HL-LHC. In Section 3, we describe the projected systematic uncertainties for HL-LHC studies.

The studies presented in this note are mostly documented in Refs. [3, 6–9] and collated here to give a coherent overview of the performance evaluation for all objects. A series of workshops on the physics of the HL-LHC and perspectives at the High Energy LHC (HE-LHC) have been held, and the results of these workshops are being documented in a Yellow Report, which will be submitted for the next review of the European strategy for particle physics. The analyses in the Yellow Report are based on the object performance and systematic uncertainties presented below.
2 Object performance

2.1 Tracking and vertexing performance

We will first describe the expected tracking and vertexing performance with the upgraded CMS detector [6]. Figure 1 shows the tracking efficiency for single muons with different PU scenarios, where the efficiency is stable and close to 100% for the entire \( \eta \) range, in both PU scenarios. Figure 2 shows the tracking efficiency and fake rate for charged tracks in \( \text{t\bar{t}} \) events with different PU scenarios. The efficiency is around 90% in the central region, dropping off at \( |\eta| > 3.8 \), while the fake rate is lower than 2% in the entire range of \( \eta \) for PU 140.

Figure 3 shows the tracking efficiency in the cores of jets as a function of the distance between tracks and their nearest neighbors, \( \Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} \), for the current tracker and the Phase-2 tracker. In the current Phase-1 reconstruction, a special algorithm to split clusters has been implemented, as well as a special iteration to perform robust tracking in jet cores. Although this has not yet been ported to the Phase-2 reconstruction, a significant improvement can already be seen for small values of \( \Delta R \) thanks to the higher granularity of the new detector. Further improvement is expected for large values of \( \Delta R \) as well, after applying a similar tuning.

In addition, Fig. 4 shows the \( p_T \) and the transverse impact parameter (\( d_T \)) resolutions for the current tracker and the Phase-2 tracker. The \( p_T \) resolution deteriorates for large \( \eta \) because of the shorter lever arm in the projection to the bending plane. Still, the better hit resolution of the Phase-2 tracker and the reduction of the material budget results in a significantly improved \( p_T \) resolution, as shown in the figure. The transverse impact parameter resolution is also improved with respect to the Phase-1 detector, ranging from below 10 \( \mu m \) in the central region to about 20 \( \mu m \) at the edge of the acceptance.

![Figure 1: The tracking efficiency as a function of \( \eta \) for single muons with \( p_T \) equal to 10 GeV, with 140 (full circles) and 200 (open circles) PU. The efficiency is shown for tracks produced within a radius of 3.5 cm from the center of the luminous region. Taken from Ref. [6].](image)
Figure 2: The tracking efficiency (left) and fake rate (right) as a function of $\eta$ for $t\bar{t}$ events with 140 (full circles) and 200 (open circles) PU. The tracks are required to have $p_T > 0.9$ GeV. The efficiency is shown for tracks produced within a radius of 3.5 cm from the center of the luminous region. Taken from Ref. [6].

Figure 3: The tracking efficiency in the cores of jets with $3 < p_T < 3.5$ TeV as a function of the distance between a simulated track and its nearest neighbor, $\Delta R$, for the current tracker (black) and the Phase-2 tracker (red), without PU. Taken from Ref. [6].
2.1 Tracking and vertexing performance

Figure 4: The relative resolution of the $p_T$ (left) and the $d_0$ resolution as a function of $\eta$ for the current tracker (black dots) and the upgraded tracker (red triangles), using single isolated muons with a $p_T$ of 10 GeV. Taken from Ref. [6].

The vertexing performance of the Phase-2 CMS detector is shown in Figs. 5 and 6. Figure 5 shows the vertex position resolution as a function of the number of tracks associated to the vertex, for different PU scenarios. The vertex position resolution is almost independent of the amount of PU in the event and the longitudinal resolution is only 50% worse than the transverse one, as expected given the pixel dimensions of the Inner Tracker modules. Furthermore, Fig. 6 shows the efficiency to reconstruct and identify the primary vertex (PV) as a function of the highest $p_T$ jet in simulated multijet events. As expected, the efficiency increases with the jet momentum due to the presence of higher momentum tracks, and it is smaller at high PU, especially in the forward region due to tracks from overlapping PU jets.

Figure 5: The vertex position resolution in $x$ and $y$ (left) and $z$ (right) as a function of the number of associated tracks to the vertex, for $t\bar{t}$ events with 140 (full circles) and 200 (open circles) PU. Taken from Ref. [6].
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Figure 6: The efficiency to reconstruct the hard interaction vertex and to identify it correctly as the PV, as a function of the leading jet $p_T$ in simulated multijet events with $\geq 2$ jets. The leading jet, i.e. the jet with the highest $p_T$, is contained in the $|\eta|$ range 0–1.5 (left), 1.5–2.5 (middle), or 2.5–3.5 (right). The identification efficiency for PV signal jets increases with the leading jet $p_T$. Compared to events without PU (black triangles), it is slightly lower at 200 PU (green squares). Taken from Ref. [8].

2.2 Electron performance

We next describe the electron reconstruction performance [7, 8]. Figures 7 and 8 show distributions of a few key electron shower variables, for signal and background, with and without PU. These figures show the signal to background discrimination power of these variables and their stability with respect to PU.

Figure 7: For signal and background electron candidates in the presence of PU as well as electrons without PU, two example variables sensitive to the shower longitudinal development are shown: the layer number for which the accumulated energy reach 10% of the ECAL endcap energy ($L_{10\%}$) (left), and the shower depth compatibility (right). Taken from Ref. [8].

In Fig. 9, we show the background rejection as a function of the electron reconstruction efficiency for different sets of input variables in the Boosted Decision Tree (BDT) multivariate estimator, trained on $Z \to ee$ events with PU. For a 95% signal efficiency, the background efficiency is 1% for $p_T > 20$ GeV, and 10% for $10 < p_T < 20$ GeV. In the same plots, equivalent BDT trainings are presented with reduced sets of input variables: beginning with track-based variables, a sizeable gain in performance is achieved through the energy momentum comparison; and the addition of principal component analysis (PCA)-based variables leads to further improvement in performance. Finally, the addition of extra information related to the longitudinal develop-
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2.2 Electron performance

Figure 8: For signal and background electron candidates, respectively from $Z \to ee$ and multijet events, with and without PU, the shower spread along the radial direction ($\sigma_{VV}$) (left) and the distance in $\eta$ between the electron cluster and the track extrapolation ($\Delta\eta_{ele}$) (right) are shown. Taken from Ref. [8].

The electron reconstruction efficiency as a function of $p_T$ and $|\eta|$ is shown in Fig. 10. An increase in efficiency can be observed from 92% at $|\eta| = 1.5$ to 98% at $|\eta| = 3$. The background efficiency also tends to increase at high $|\eta|$. The electron reconstruction efficiency as a function of PU is shown in Fig. 11 for the full acceptance of the Phase-2 tracker and in Fig. 12 for the HGCal acceptance, using a BDT. Almost no dependence is observed on the number of vertices, which shows the robustness against PU conditions. No dependence against PU density is confirmed.

Finally, Fig. 13 shows the electron reconstruction efficiency for several ECAL barrel aging conditions. The performance is maintained with age, despite the preliminary tuning of the clustering parameters, to which the electron efficiency at low $p_T$ is quite sensitive.
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Figure 10: The evolution of the signal (blue) and background (red) efficiency, as a function of $p_T$ (left) and as a function of the cluster $|\eta|$ (right), for a high-efficiency selection of electrons with $p_T > 20 \text{ GeV}$. Taken from Ref. [8].

Figure 11: The electron (blue) and QCD multijet misidentification efficiency (red) reconstruction efficiency for $p_T > 20 \text{ GeV}$ is shown as a function of the number of PU interactions (left) and as a function of the PU density (right). Taken from Ref. [8].

Figure 12: The electron (blue) and QCD multijet misidentification efficiency (red) reconstruction efficiency for $p_T > 20 \text{ GeV}$ in the HGCal region is shown as a function of the number of PU interactions (left) and as a function of the PU density (right). Taken from Ref. [8].
2.3 Photon performance

In this section, the photon performance is discussed [7, 8]. Figure 14 shows the photon efficiency as a function of the photon misidentification probability. Based on this figure, several working points are defined. Figure 15 shows the photon reconstruction efficiency, identification efficiency, and photon misidentification probability as a function of the generated photon $|\eta|$ and $p_T$, for the working points defined by Fig. 14. Figure 16 shows the photon reconstruction efficiency for several ECAL barrel aging conditions. The impact of PU and aging can be further mitigated with the optimization of the clustering algorithm.

2.4 Muon performance

Here we describe the muon performance in the CMS Phase-2 detector [5, 9]. Figures 17 and 18 show the muon reconstruction and identification efficiency and the muon background multiplicity, respectively, as a function of $|\eta|$. One can see the efficiency of the upgraded muon system is expected to be remarkably resilient to the HL-LHC adverse conditions. Muon reconstruction in the extended pseudorapidity range, $2.4 < |\eta| < 2.8$, is also highly efficient and robust. The rate of background muons in the full pseudorapidity range, including $2.4 < |\eta| < 2.8$, remains fairly independent of the PU conditions.

Figures 19 and 20 show the efficiency to identify prompt muons from Drell-Yan events and non-prompt muons from $t\bar{t}$ events using charged isolation. The effect with and without precision timing is shown. Tracks entering the isolation sum are associated to the signal vertex within a window of $|D_z| < 1$ mm, and $|D_t| < 3\sigma_t$ in the case of precision timing, where the nominal timing resolution is 30 ps. A clear benefit can be seen in terms of a reduced nonprompt efficiency in the with-timing case when the prompt efficiency is greater than 80%. Furthermore, the impact of precision timing is evident at high event densities, with an acceptance gain of about 6% at the average event density of 1.4 mm with PU 200. The isolation efficiency at 200 PU with timing is equivalent to the isolation efficiency of current-era LHC PU densities without timing.
Figure 14: The photon efficiency as a function of the photon-misidentification probability in simulated $\gamma+jets$ events for the BDT training described in the text. Signal photons are matched within $\Delta R < 0.1$ to isolated photons generated within the kinematic phase space $p_T > 25 \text{GeV}$ and $1.6 < |\eta| < 2.8$. Misidentified photons are defined as reconstructed photons found in the same kinematic phase space but not matched to an isolated generated photon. The performance of a Run 2 selection criteria-based identification is also presented, evaluated on a similar sample of $\gamma+jets$ events produced using the Run 2 conditions (25 PU at $\sqrt{s} = 13 \text{ TeV}$). Taken from Ref. [8].

Figure 15: The photon reconstruction efficiency, identification efficiency, and misidentification probability, for two identification working points, as a function of the generated photon $|\eta|$ (left) and $p_T$ (right). The photon reconstruction efficiency is defined as the efficiency for which a reconstructed photon is found within $\Delta R < 0.1$ of a generated prompt photon. Identification efficiencies for signal photons are relative to the generated prompt photon. Misidentified photons are defined as reconstructed photons not matched to an isolated generated photon. Taken from Ref. [8].
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Figure 16: The photon reconstruction efficiency for several ECAL barrel aging conditions. The efficiency is defined as the number of reconstructed photons matched within $\Delta R < 0.1$ of a generated prompt photon from decays of a Higgs boson to two photons, divided by the number of generated photons within the acceptance region $|\eta| < 1.4$. Taken from Ref. [7].

Figure 17: The muon reconstruction and identification efficiency with statistical uncertainty in Drell-Yan events, as a function of a simulated muon’s $|\eta|$, for tight muon selection criteria. Results for different detector configurations are shown. The solid points assume 200 PU, HL-LHC neutron background, and a model of the muon system aging. The open squares show the results for the un-aged muon system and without the neutron-induced background. Taken from Ref. [9].
Figure 18: The average background-muon multiplicity in $t\bar{t}$ events as a function of muon $|\eta|$ for the Phase-2 detector in three PU scenarios, compared to the performance of the Phase-1 detector. Taken from Ref. [9].

at constant background.

2.5 Tau lepton performance

Here we describe the tau lepton performance in the CMS Phase-2 detector [5, 8]. Figures 21 and 22 show the efficiency and misidentification probability for $\tau$ leptons that decay into hadrons ($\tau_{\text{had}}$) as a function of $\eta$ and $p_T$, respectively. The reconstruction efficiency is stable, and does not depend on running conditions or the physical process that produces for $\tau$ leptons. The misidentification probability of QCD multijets as $\tau_{\text{had}}$ leptons increases with $p_T$ because high $p_T$ jets are more collimated. The performance of the $\tau_{\text{had}}$ reconstruction is similar to that achieved in the recent Run 2 CMS data taking.

Figures 23 and 24 show the performance of isolated $\tau_{\text{had}}$ leptons. In terms of the charged isolation efficiency for real tau leptons, there is an improvement of performance at 200 PU with timing that exceeds that of the current-era LHC PU densities without timing. In addition, one can see the overall benefits in terms of recovered prompt candidate efficiency tracks with time resolution. The efficiency gain is still sizeable at 50 ps resolution.

2.6 Jet performance

The jet performance [5, 8] is shown in this section. Jets are reconstructed offline from the energy deposits in the calorimeter towers and clustered using the anti-$k_T$ algorithm [11, 12] with a distance parameter of 0.4.

Figures 25 and 26 show the corrected jet response resolution as a function of the generated jet $p_T$ ($p_T^{\text{Gen}}$) and as a function of the PU density, respectively. Only modest degradation of the jet resolution are observed relative to the central part of the detector for jets with $1.7 < |\eta| < 2.8$,
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Figure 19: The efficiency for identifying prompt muons from Drell-Yan events and nonprompt muons from $t\bar{t}$ events using charged isolation is shown, with and without precision timing from the MTD for charged particles. Tracks entering the isolation sum are associated to the signal vertex within a window of $|D_z| < 1$ mm, and $|D_t| < 3\sigma_t$ in the case of precision timing, where the nominal timing resolution is 30 ps. The bottom panel shows the ratio of the nonprompt efficiency with the MTD precision timing divided by without, at constant prompt muon efficiency. The right panel shows the ratio of the prompt muon efficiency with the MTD precision timing divided by without, at constant nonprompt muon efficiency. Taken from Ref. [5].

Figure 20: Left: The efficiency for identifying prompt muons from Drell-Yan events and nonprompt muons from $t\bar{t}$ events using charged isolation is shown as a function of PU density, with and without precision timing for charged particles. Tracks entering the isolation sum are associated to the signal vertex within a window of $|D_z| < 1$ mm, and $|D_t| < 3\sigma_t$ in the case of precision timing, where the nominal timing resolution is 30 ps. Right: The efficiency for identifying prompt muons with different assumptions for the MTD precision timing resolution is shown, where the track-vertex association criteria with timing is always $|D_t| < 3\sigma_t$. Taken from Ref. [5].
Figure 21: The $\tau_{\text{had}}$ efficiency (left) and QCD multijet misidentification probability (right) as a function of $\eta$. Taken from Ref. [8].

Figure 22: The $\tau_{\text{had}}$ efficiency (left) and QCD multijet misidentification probability (right) as a function of $p_T$. Taken from Ref. [8].
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Figure 23: The performance of $\tau_{had}$ charged isolation in simulated $Z/\gamma^* \rightarrow \tau\tau$ and QCD multijet events, expressed as misidentification probability for generator-matched jets as a function of the $\tau_{had}$ identification efficiency for events with 200 PU with (red) and without (blue) the MIP timing window requirement. The timing detector is assumed to have a resolution of 30 ps. The bottom panel shows the ratio of the QCD multijet efficiency with divided by without the MTD precision timing, at constant $\tau_{had}$ efficiency. The right panel shows the ratio of the $\tau_{had}$ efficiency with divided by without the MTD precision timing, at constant QCD multijet efficiency. Taken from Ref. [5].

Figure 24: The efficiency of identifying isolated $\tau_{had}$ lepton decays as a function of the PU density for $p_T > 20$ GeV and $|\eta| < 2.4$ is shown. The efficiency (left) is shown with and without the MTD precision timing, where the nominal timing resolution is 30 ps. The efficiency (right) is shown without precision timing and with several different values for the nominal timing resolution. The efficiency is computed using $Z/\gamma^* \rightarrow \tau\tau$ events for the Phase-2 detector configuration with a fixed cut at charged-isolation <2.5 GeV. Taken from Ref. [5].
and only a small degradation in the jet energy resolution is observed as a function of the PU density.

Figure 25: The corrected jet response resolution for $|\eta|<1.3$ (left), $1.3<|\eta|<1.7$ (middle), and $1.7<|\eta|<2.8$ (right) as a function of $p_T^{\text{Gen}}$ for PF+PUPPI jets with 200 PU. Taken from Ref. [8].

Figure 26: The corrected jet response resolution for $|\eta|<1.3$ (left), $1.3<|\eta|<1.7$ (middle), and $1.7<|\eta|<2.8$ (right) as a function of the PU density for different jet algorithms with 200 PU. The jet algorithms shown are PF jets, PF jets with charged hadron subtraction, and PUPPI jets. All jets have been matched to a particle-level jet with $90 \text{ GeV} < p_T^{\text{Gen}} < 120 \text{ GeV}$. Taken from Ref. [8].

Particles originating from PU interactions may accidentally be clustered into overlapping low-$p_T$ jets that combine to form a single high-$p_T$ jet, referred to as a PU jet. The rate of these PU jets is quantified by the ratio of the average number of jets in a given $p_T$ bin to the average number of reconstructed jets matched to a particle-level jet. Figure 27 shows the fraction of the number of jets out of the number of jets matched to a generator level jet with $p_T > 10 \text{ GeV}$ as a function of PU. Figure 28 shows the rate of signal and PU jets, both of which are reconstructed with the PUPPI algorithm, with and without the MTD precision timing. The PU jet rate for jets with $1.3<|\eta|<3.0$ is only moderately degraded relative to the central barrel part of the detector.

2.7 $b$ tagging performance

The $b$ tagging efficiency as a function of the jet $p_T$ is shown in Fig. 29 [8]. Compared to events without PU, the $b$ jet tagging efficiency remains large at high PU in all $p_T$ and $|\eta|$ regions of interest.

The secondary vertex tagging misidentification probability as a function of the $b$ tagging efficiency is shown in Fig. 30 [5]. In very high PU conditions, secondary vertex $b$ tagging is
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Figure 27: (N jets)/(N jets matched to a generator level jet with $p_T > 10$ GeV) as a function of the number of PU interactions (left) and as a function of the PU density (right) for PUPPI jets. The PU rate in the endcap is only slightly degraded, compared to that in the barrel. Taken from Ref. [8].

Figure 28: The rate of signal jets (left) and PU jets (right) reconstructed with the PUPPI algorithm and with $p_T > 30$ GeV, with and without the MTD precision timing. Taken from Ref. [5].

Figure 29: The tagging efficiencies for prompt b jets (filled symbols) and prompt b jets (open symbols) as a function of the jet $p_T$ in simulated multijet events. The tagging efficiencies are evaluated for an average misidentification probability of 0.01 for light parton jets (udsg), and shown for 0 PU (black triangles) and 200 PU (green squares). The tagging efficiencies are shown for three $|\eta|$ ranges: 0–1.5 (left), 1.5–2.5 (middle), and 2.5–3.5 (right). Taken from Ref. [8].
degraded by the formation of spurious secondary vertices caused by PU tracks, reducing the ability to distinguish signal from background. In order to mitigate this problem, the secondary vertexing algorithms were updated to be aware of timing information from the MTD. By requiring tracks to be within $3.5 \sigma_t$ of the primary vertex, the number of spurious reconstructed secondary vertices was reduced by 30%. This causes the ROC curves in Fig. 30 to improve significantly, especially for tighter working points where near-zero PU performance is achieved and the dependence of b tagging efficiency on the PU density is removed.

![Figure 30: The secondary vertex tagging misidentification probability as a function of the b tagging efficiency, for light and charm jets for $|\eta| < 1.5$ (left) and for $1.5 < |\eta| < 3.0$ (right). Results with and without the MTD precision timing are compared to the 0 PU case. Taken from Ref. [5].](image)

The b tagging performance as a function of the PU density is shown in Fig. 31. A moderate decrease of the b jet tagging efficiency without the MTD precision timing can be observed. With the MTD precision timing, the b jet tagging efficiency is improved and the dependence on PU density is removed.

### 2.8 Jet substructure performance

In this section, the jet substructure performance is shown [8]. Figure 32 shows some jet substructure observables with the current detector and with the Phase-2 detector. The number of jet constituents from quark and gluon jets in simulated QCD multijet events in Fig. 32 left demonstrates the ability to reconstruct identification observables for quark and gluon jet. In the barrel region, the number of constituents decreases slightly in Phase-2 compared to Phase-0. However, an increase is observed in constituents in the HGCal region, which may be attributed to the higher granularity of the endcap calorimeter and the higher number of PU interactions. The $\tau_3/\tau_2$ distributions for top quark jets in high mass resonant $t\bar{t}$ production and quark or gluon jets in multijet simulation in Fig. 32 right demonstrate excellent performance of the HGCal in identifying subjets for highly boosted W, Z, and Higgs bosons, and top quarks, at a level of quality similar to that of the barrel calorimeter.
Figure 31: The efficiency of b jet tagging (left) and the light jet misidentification probability (right) are shown as a function of PU density, with and without the MTD precision timing, assuming a timing resolution of 30 ps. The efficiency is computed on t\bar{t} events for a fixed misidentification probability on QCD multijet events of light parton jets (udsg) of 0.01. The misidentification probability is shown for a fixed b jet identification efficiency of 0.70. Linear fits are superimposed for the barrel and endcap pseudorapidity regions. Taken from Ref. [5].

In Fig. 33, the background efficiency as a function of the signal efficiency is shown for jet substructure observables. The discrimination power achievable by the endcap of the Phase-2 detector for boosted W, Z, and Higgs bosons, and top jets against quark/gluon jets is found to be similar or better than in the barrel region.

2.9 Missing transverse momentum performance

The missing transverse momentum vector is defined as the projection onto the plane perpendicular to the beam axis of the negative vector sum of the momenta of all reconstructed PF objects in an event. Its magnitude is referred to as missing transverse momentum ($p_T^{\text{miss}}$). The $p_T^{\text{miss}}$ performance is shown in Figs. 34 and 35 [8]. A resolution of about 25 GeV is achieved in the perpendicular component using PUPPI, with the upgraded detector in events containing a mean PU of 200. For comparison, the corresponding resolution in Run 2 is indicated by a dotted magenta line. There is a modest degradation of the resolution with increasing PU density.

2.10 MIP timing performance

Here we describe the additional performance of the MTD [5]. Figures 36 and 37 show the number of PU tracks incorrectly associated with the primary vertex as a function of PU density, with and without the MTD precision timing. These results suggest a generic reduction in the effective amount of PU by a factor of approximately four to five for physics quantities constructed from charged particles.

3 Systematic uncertainties

The large HL-LHC dataset will enable accurate measurements and unprecedented sensitivity to very rare phenomena. As a result, the current understanding of systematic uncertainties will become a limiting factor for more and more analyses. We attempt to define a set of common
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Figure 32: A comparison of jet substructure observables for barrel (|\eta| < 0.7) and endcap (1.9 < |\eta| < 2.4) calorimeters in Phase-0 (25 PU) and Phase-2 (200 PU). The number of jet constituents from quark or gluon jets in QCD multijet simulation is shown (left), along with the \( \tau_3/\tau_2 \) for top quark jets in high mass resonant tt production and quark or gluon jets in QCD multijet simulation (right). Taken from Ref. [8].

Figure 33: The background efficiency (\( \epsilon_{QCD} \)) as a function of the signal identification efficiency (\( \epsilon_{signal} \)) for common jet substructure observables in Phase-2 (200 PU) for barrel (|\eta| < 0.7) and endcap (1.9 < |\eta| < 2.4) calorimeters. The softdrop jet mass (left), \( \tau_3/\tau_2 \) (middle), and subjet b tagging (right) are shown. Taken from Ref. [8].
Figure 34: The PUPPI $p_T^{\text{miss}}$ distribution for the Phase-2 detector (with PU 200) in $Z \rightarrow \mu\mu$ events. The PUPPI $p_T^{\text{miss}}$ distribution in Run 2 is shown in red. Taken from Ref. [8].

Figure 35: Parallel (left) and perpendicular (right) $p_T^{\text{miss}}$ resolution is shown as a function of PU density in $Z \rightarrow \mu\mu$ events using the PUPPI mitigation. The blue points indicate the Phase-2 performance with a mean 200 PU, the red points indicate the Phase-2 performance with a mean 140 PU, and the pink dashed line indicates the Run 2 performance with a mean 27 PU. A mild degradation in performance is observed for Phase-2. Taken from Ref. [8].
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Figure 36: The number of PU tracks incorrectly associated with the primary vertex in $t\bar{t}$ (left) and $Z \rightarrow \mu\mu$ (right) events as a function of the PU density, shown with (4D vertex) and without (3D vertex) the MTD precision timing. Taken from Ref. [5].

Figure 37: The number of PU tracks in $Z \rightarrow \mu\mu$ events incorrectly associated with the primary vertex as a function of PU density, shown without and with the MTD precision timing for several different acceptance scenarios, considering tracks within the full Tracker acceptance (left) and just in the central part (right) of the detector. Taken from Ref. [5].
systematic uncertainties for all analyses, aiming for a realistic projection while starting from the experience in Run 2. The aim is to achieve coherence among different analyses. However, there are practical limits to the goal of coherence, and there are many nonuniversal and analysis-specific aspects that are hard or impossible to generalize, so these uncertainties should be considered as guidelines only.

Extrapolating to the HL-LHC era from Run 2 conditions is not straightforward. We rely here on the same methods. At the HL-LHC, we shall benefit from the increase in integrated luminosity ($>3000 \text{ fb}^{-1}$ to be compared to $\sim40 \text{ fb}^{-1}$ in Run 2 measurements from 2016). Some of the components of the systematic uncertainties, which are currently limited by the relatively small available data sample, will benefit from the increase of the number of collected events and may be reduced to much smaller levels. Furthermore, the estimates of the systematic uncertainties will benefit from at least 10 years of further measurements, with some expected improvements in the tuning of the Monte Carlo generators and in the description of the detectors in the simulation (not speaking of refined analysis techniques). The main sources of the considered systematic uncertainties and their projected values are described below.

### 3.1 Electron and photon uncertainties

For the Run 2 analyses (2016–2017 dataset), an uncertainty of 0.2–2% (depending on $\eta$) is assigned to electron and photon reconstruction, identification, and isolation efficiency [13, 14]. The sources of uncertainty are signal and background modeling in simulation, the use of different generators, the event selection, and the tag electron selection in the tag-and-probe technique used for the efficiency measurement. For the HL-LHC, with the increased dataset and upgraded detectors, the effects due to background modeling, initial-state radiation, and signal resolution may decrease. However, the effects due to PU, especially for isolation, may lead to increased systematic uncertainties. As a result, the current studies indicate a projected systematic uncertainty of 0.5% for electrons, including isolation. Thus, from current studies, a 0.5% systematic uncertainty is projected for photon reconstruction and identification efficiency. For photon isolation efficiencies, due to the challenging PU environment, a 2% systematic uncertainty is assumed; however, this does not take into account the PU mitigation due to the timing detectors and hence could be reduced considerably. Thus, the overall projected uncertainty is kept at the level of Run 2.

The electron energy scale systematic uncertainty ranges between 0.1% to 0.3%, depending on the pseudorapidity difference between the nominal and measured value of the $Z$ boson mass peak in the data, as shown in Fig. 38 left. It is difficult to reduce this uncertainty much further. We keep the same systematic uncertainty for the HL-LHC because the larger dataset will help in monitoring detector stability, and we expect to be able to mitigate the effects from PU.

The energy resolution for photons has been studied in the upgraded CMS upgraded detector. The performance of the barrel calorimeter is studied as a function of PU and aging effects with different integrated luminosities, as shown in Fig 39. The variation in performance will lead to systematic uncertainties in analyses where the diphoton mass resolutions plays a major role, e.g., Higgs boson decays to diphotons.

### 3.2 Muon uncertainties

The uncertainty in muon reconstruction and identification efficiency in Run 2 analyses is estimated to be 0.1–0.5% [13], depending on the pseudorapidity of the muon. The uncertainty in the muon isolation variable is around $\sim0.5\%$. For the HL-LHC, we have examined the muon reconstruction and identification efficiency as a function of PU collisions and find that it is fairly
Figure 38: The difference between the $Z \rightarrow \ell\ell$ mass peak positions in data and simulation, normalized by the nominal $Z$ boson mass, obtained as a function of the $p_T$ and $|\eta|$ of one of the leptons, regardless of the second, for electrons (left) and muons (right). Taken from Ref [15].

Figure 39: The single photon energy resolution as a function of $p_T$ and aging scenario, for simulated photon gun samples with 200 PU. The photon energy is estimated using the sum of the energy of the 15 most energetic crystals in the photon supercluster. Taken from Ref [7].
stable and robust against PU. With a larger data sample and the upgraded detector, the uncertainty due to the background modeling may decrease, while the dependence of isolation on PU may lead to increased systematic uncertainties. However, as for the other objects, the expected improvements from the timing detectors are not included. Thus, the projected systematic uncertainties in the muon reconstruction, identification, and isolation will remain the same as the Run 2 uncertainties.

Figure 40 shows how the dimuon mass resolution improves with the upgraded tracker detector. The uncertainty in the resolution is expected to be around 5% for muons with $p_T$ below 200 GeV, and around 10–20% for TeV muons.

While the energy scale will continue to be determined with high precision, we currently assume a value of 0.05%, similar to that in Run 2 (see Fig. 38 right).

3.3 Hadronic tau uncertainties

The uncertainty in hadronic tau $\tau_h$ reconstruction, identification and isolation efficiency for Run 2 analyses is determined to be 4–7% [13]. The main sources for this uncertainty are $\tau_h$ simulation modeling, multiplicity of charged hadrons in hadronization of quark/gluon jets, and tracking efficiencies, especially for low $p_T$ tracks. For the HL-LHC, the dominant uncertainty due to low $p_T$ tracks is expected to improve significantly with the upgraded tracker. The effect of PU on the isolation of the $\tau_h$ will be challenging, and may possibly dominate the uncertainty. Thus, we keep the same uncertainty as in Run 2 of $\sim$5% per $\tau_h$. As improvements may be expected from further developments such as advanced machine learning for identification and PU mitigation, for the analyses which have a high impact from this uncertainty, the result with half the uncertainty, i.e., 2.5%, was also quoted.

The $\tau_h$ energy scale systematic uncertainty for Run 2 is around 1.5–3%, depending on $\eta$. This uncertainty is dominated by theory modeling and detector effects. It is expected that advances in methods may further reduce the uncertainty from in situ calibration of the $\tau_h$ energy scale.
3.4 Flavor tagging uncertainties

The expected flavor tagging uncertainties have been derived by extrapolating the Run 2 performance [16], taking into account new methods that may be used in the future, especially at high \( p_T \) and large \( \eta \). The projected uncertainty is shown in Fig. 41 and the details are discussed below.

**b jet tagging efficiency:**
Measurements from the data in Run 2 rely on \( t \bar{t} \) events and on multijet events with a muon from semileptonic \( b \) hadron decay (muon-jet). Several methods are used for each event sample, and their combination provides a reduction in the overall uncertainty. The \( t \bar{t} \) methods are used for measurements with a typical jet \( p_T \) range from 30 to 300 GeV. The muon-jet methods provide coverage of a broad \( p_T \) range from 20 to about 1000 GeV in Run 2.

- Some systematic uncertainties are common, or partially common, in both sets of methods: \( b \) quark fragmentation, branching fractions of \( b \) and \( c \) hadrons, jet energy scale and resolution, and PU modeling.
- Some systematic uncertainties are specific to the \( t \bar{t} \) methods: factorization and renormalization scales, modeling of the \( t \bar{t} \) generator and simulation, physics background yield, tagging of non-\( b \) jets, \( p_T^{\text{miss}} \) modeling, and identification and isolation of lepton from W boson decay.
- Some other systematic uncertainties are more specific to the muon-jet methods: fraction of gluon splitting into \( b \) quark pairs, muon selection, calibration and contribution from non-\( b \) jets, \( b \) jet template, and request of another tagged \( b \) jet in the events for some methods.

In the jet \( p_T \) range of \( t \bar{t} \) events, \( t \bar{t} \) and muon-jet methods provide compatible \( b \) jet tagging efficiencies, within a precision of 1%. The systematic uncertainty in Run 2 is 4-6% for a jet \( p_T \) of 1000 GeV. At the HL-LHC, although challenging, we assume that all systematic uncertainties in the \( b \) jet tagging efficiency will be reduced by a factor of two, with the increased data sample. A parametrization of the overall uncertainty is derived as a function of the \( b \) jet \( p_T \), with a minimum set at 1% around 100 GeV.

**c jet tagging efficiency:** Measurements from the data in Run 2 [16] rely on single lepton \( t \bar{t} \) events and on \( W + c \) events.

- As for \( b \) jet tagging, some systematic uncertainties are common or partially common in both methods: parton distribution function, factorization and renormalization scales, \( b \) quark fragmentation, identification and isolation of leptons from W boson decay, jet energy scale and resolution, and PU modeling.
- Some systematic uncertainties are specific to the \( t \bar{t} \) method: cross section of the simulated processes, integrated luminosity, and tagging of light flavor and \( b \) jets.
- Some other systematic uncertainties are specific to the \( W + c \) method: \( D \to \mu \) branching fraction, soft muon requirement, number of tracks in the jet, background estimate, and \( p_T^{\text{miss}} \) modeling.

The overall systematic uncertainty in the \( c \) tagging efficiency is typically a factor two to three larger for \( c \) jets than for \( b \) jets. As for \( b \) jets, we assume that the systematic uncertainties in the \( b \) jet tagging efficiency will be reduced by a factor of two at the HL-LHC.

**Misidentification probability of light flavor jets (mistag rate):** The main systematic uncertainties in the negative tag method are: the sign flip probability, which is significant for the loose
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3.5 Jet and missing transverse energy uncertainties

Figure 41: The projected systematic uncertainty in flavor tagging efficiencies for the HL-LHC. The uncertainty in b (c) tagging is shown on the left (right). The expected reduction in the uncertainties compared to Run 2 is shown in the bottom row.

operation point and with jet $p_T < 100$ GeV for the medium and tight operating points, and the fraction of b and c jets in multijet events, which is significant for the medium and tight operating points with $p_T > 100$ GeV. Other systematic uncertainties are due to the fraction of gluon jets in the multijet sample, the contribution from $K_0^0$ and $\lambda$ decays, the secondary interactions in the detector material, the fraction of mismeasured tracks, the event sample dependence, and the PU modeling. The most significant systematic uncertainties can be directly estimated from data measurements. We therefore assume that they will be reduced by a factor two at the HL-LHC, leading to 5, 10, and 15% uncertainty for the operating points with 10, 1, and 0.1% mistag rates, respectively.

3.5 Jet and missing transverse energy uncertainties

To extrapolate the uncertainties for the jet energy corrections (JEC), we examine the current uncertainties from each of the individual sources of JEC for Run 2 [17], as shown in Fig. 42. The absolute jet energy scale uncertainty scales with the statistical precision of the $Z \rightarrow \mu\mu$+jet samples and will benefit from updated methods to mitigate inefficiencies at low $p_T$ and at high PU. Thus, we expect the absolute scale uncertainty to be reduced from its current value of
Figure 42: The systematic uncertainty in the jet energy scale, as measured for Run 2. The individual sources of the systematic uncertainty are shown together with the total uncertainty. The total uncertainty is obtained by adding all uncertainties in quadrature. Taken from Ref. [17].

0.5% to 0.1–0.2%. The relative jet energy scale uncertainty and its $p_T$ dependence is expected to improve due to better modeling of the ECAL response. In addition, the larger samples of Z+jet and $\gamma$+jet will also help to constrain the low $p_T$ jet response, leading to a reduction of the uncertainties from 3 to 0.5% at high $\eta$. The jet flavor dependence of the uncertainty is expected to be reduced by a factor of two by modifying the current method to use a mixture of PYTHIA and HERWIG [18] as the reference Monte Carlo generator. Further improvements are possible by developing methods based on using data control samples. The component of the uncertainty from PU is kept the same, as with updated techniques, we expect the effect of additional PU could be mitigated. The two other components, “method and sample” and “time stability,” are likely to be addressed through time-dependent simulation, and are not currently considered for the HL-LHC projections. Furthermore, the total JEC uncertainty expected for the HL-LHC is half of its value in Run 2 and approximately 1% or less for jets with $p_T > 30$ GeV. For boosted jets with a distance parameter of 0.8, the JEC systematic uncertainties scale similarly.

The systematic uncertainties in the W, Z, and Higgs boson jet tagging variables stay the same as in Run 2.

The uncertainties in the jet energy scale resolution (JER) are currently dominated by the methods used to derive them and have the potential for large improvements. We expect to achieve Run 1 performance at the HL-LHC, despite the harsher conditions, and hence we expect the uncertainty to be half of the Run 2 values for HL-LHC analyses.

The $p_T^{miss}$ systematic uncertainties are driven by the object scale and resolution uncertainties. These systematic uncertainties are correlated with the high $p_T$ objects in the event and are expected to scale accordingly. A large fraction of this uncertainty comes from the jets. The JEC and JER uncertainties for each jet is propagated to the $p_T^{miss}$ uncertainty. The component of the uncertainty from unclustered energy in the event is expected to be subdominant, and we propose it to be 10% of the unclustered energy, using the same method as in Run 1.

### 3.6 Optimally achievable “floor” experimental uncertainties

Table 1 shows the achievable “floor” experimental systematic uncertainties. For some objects, different values are given for different working points (WPs). The object identification (ID)
3.7 Extrapolation scenarios

Table 1: The “floor” systematic uncertainties for the HL-LHC.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Working point/ component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron ID</td>
<td>All WPs, ( p_T &gt; 20 \text{ GeV} )</td>
<td>0.5%</td>
</tr>
<tr>
<td></td>
<td>All WPs, ( 10 &lt; p_T &lt; 20 \text{ GeV} )</td>
<td>2.5%</td>
</tr>
<tr>
<td>Photon ID</td>
<td></td>
<td>2%</td>
</tr>
<tr>
<td>Muon ID</td>
<td>All WPs</td>
<td>0.5%</td>
</tr>
<tr>
<td>Tau ID</td>
<td>All WPs</td>
<td>2.5%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>Total</td>
<td>1–2.5%</td>
</tr>
<tr>
<td></td>
<td>Absolute scale</td>
<td>0.1–0.2%</td>
</tr>
<tr>
<td></td>
<td>Relative scale</td>
<td>0.1–0.5%</td>
</tr>
<tr>
<td></td>
<td>PU</td>
<td>0–2%</td>
</tr>
<tr>
<td></td>
<td>Jet flavor</td>
<td>0.75%</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td></td>
<td>3–5% as a function of ( \eta )</td>
</tr>
<tr>
<td>b-tagging</td>
<td>b jets (all WPs)</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>c jets (all WPs)</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>Light jets, loose WP</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>Light jets, medium WP</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>Light jets, tight WP</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>Subjet b tagging</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Double c tagging</td>
<td></td>
</tr>
<tr>
<td>( \vec{p}_T )miss</td>
<td>Propagate jet energy corrections uncertainties (must)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Propagate jet energy resolution uncertainties (recommended)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vary unclustered energy by 10% (recommended)</td>
<td></td>
</tr>
</tbody>
</table>

Integrated luminosity 1%

includes isolation. The details of the choices in this table are explained below.

3.7 Extrapolation scenarios

In analyses using the full CMS Phase-2 detector simulation or the fast-simulation package DELPHES [19] and an integrated luminosity at the HL-LHC of 3000 fb\(^{-1}\), the experimental systematic uncertainties are the “floor” values as described above and summarized in Table 1. No uncertainty is included for possible statistical limitations of Monte Carlo simulations.

For extrapolations from Run 2, the strategy of applying experimental uncertainties to HL-LHC analyses closely follows the strategy used and documented in Ref. [20]. Three scenarios are considered: “Run 2 uncertainty”, “YR18 uncertainty” and “Stat-Only”.

The “Run 2 uncertainty” scenario, which is referred to as “S1” in Ref. [20], is useful for direct comparison with Run 2 analyses. As such, it is a sanity check. In this scenario, we assume that detector performance stays approximately constant because the detector simulation advances and operational experience may compensate for limitations such as increased PU and detector aging. The experimental, theoretical, and integrated luminosity systematic uncertainties are kept constant with integrated luminosity, while the statistical uncertainty of the data is scaled with \(1/\sqrt{L}\), where \(L\) is the integrated luminosity.

Another scenario is the “YR18 uncertainty” scenario, referred to as “S2” in Ref. [20]. This sce-
nario reflects uncertainties that we consider achievable at the HL-LHC, from the current perspective. In this scenario, the statistical uncertainty and intrinsic detector limitations are treated as in the Run 2 uncertainty scenario. Theory uncertainties, from both cross section normalization and modeling, are scaled by a factor of 1/2. In extrapolations from Run 2, experimental systematic uncertainties are scaled down from the Run 2 values by the square root of the integrated luminosity until the “floor” values as described above and summarized in Table 1 are reached.

The final scenario considered is the “Stat-Only” scenario. This statistical uncertainty-only scenario indicates the ultimate precision limit, assuming no systematic uncertainties.

In all of the above scenarios, no uncertainty is included for possible statistical limitations of Monte Carlo simulations.

4 Summary

The performance of the physics objects with Phase-2 upgrade of the CMS detector at the High-Luminosity LHC with an average of 200 PU interactions has been collated in this note. Furthermore, the expected systematic uncertainties for the physics objects to be used by the physics sensitivity studies and projections at the High-Luminosity LHC have been described.
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High-\(p_T\) jet measurements at the HL-LHC

The CMS Collaboration

Abstract

Processes containing jets with high transverse momenta are studied for the upgraded CMS Phase-2 detector design at the High-Luminosity LHC assuming a center-of-mass energy of 14 TeV and an integrated luminosity of 3 ab\(^{-1}\). The high luminosity allows to fully exploit high transverse momentum jets (boosted jets) and to differentiate between various jet types. Inclusive jet production, the production of jets originating from \(b\) or \(t\) quarks, as well as from \(W\) bosons are studied, with emphasis on the transverse momentum spectrum of the jets and angular correlations between the two jets with highest transverse momenta.
1. Introduction

The theory of quantum chromodynamics (QCD) is the underlying theory to describe interactions among quarks and gluons, i.e., partons. Inclusive jet production is a QCD process that allows to probe perturbative QCD calculations and the proton structure at the highest accessible scales. With the expected integrated luminosity of \( 3 \text{ ab}^{-1} \) at the High Luminosity LHC (HL-LHC) \([1]\) the accessible range in transverse momentum \( p_T \) can reach a few TeV, the highest \( p_T \) ever reached in a collider. A wide collection of inclusive jet measurements was carried out at the LHC by the ATLAS and CMS collaborations at center-of-mass energies \( \sqrt{s} = 2.76 \) \([2, 3]\), 7 TeV \([4-8]\), 8 TeV \([9, 10]\) and 13 TeV \([11, 12]\), and at lower \( \sqrt{s} \) by experiments at other hadron colliders \([13-17]\). Measurements of inclusive jet cross sections are generally in agreement with theoretical calculations at next-to-leading order (NLO), or at next-to-next-to-leading order (NNLO) or NLO including resummation of next-to-leading logarithmic soft gluon terms. The jet cross sections play a crucial role in the determination of parton density functions and the strong coupling \( \alpha_S \), especially at the highest scales.

The improved tracking and b tagging performance at the HL-LHC \([18, 19]\) and jet substructure analysis techniques will allow to discriminate jets of different origin. In this document, we study kinematic distributions of jets in inclusive jet production, as well as in final states containing bottom quark (b), top quark (t) jets, and W boson jets. In addition to the cross section as a function of the transverse momentum \( p_T \), angular correlations between the jets with highest \( p_T \) are investigated. Higher order QCD radiation affects the distribution of the angular correlation, and especially the region where the jets are back-to-back in the transverse plane is sensitive to multiple “soft” gluon contributions, treated by all-order resummation and parton showers. This region is of particular interest since soft-gluon interference effects between the initial and final state can be significant \([20, 21]\). The azimuthal correlations in t\(\bar{t}\) production is of particular interest because of color interference effects \([22, 23]\).

In inclusive jet production at 13 TeV \([11]\) jet transverse momenta of up to about 2 TeV were reached. The main uncertainties in the high-\(p_T\) \( (p_T > 800 \text{ GeV}) \) region come from the jet energy calibration and statistical accuracy. Measurements of jets originating from b quarks are important to investigate the heavy-flavor contribution to the total jet cross section and to study the agreement of the measurement with available theoretical predictions. In particular, inclusive b production is very sensitive to higher-order corrections and to parton showers. By exploiting the long lifetime of the B hadrons produced by b quarks, one can identify b jets. Since the b tagging algorithm strongly relies on the tracking information, only jets within the tracker acceptance can be considered. Measurements of inclusive b jet cross sections were already performed at the Tevatron \([24, 25]\) and at HERA \([26, 27]\). They exhibited a large disagreement between data and theory and helped to improve our understanding of the b quark production and fragmentation. Measurements performed at \( \sqrt{s} = 7 \text{ TeV} \) by the ATLAS \([28, 29]\) and CMS \([30, 31]\) collaborations show a reasonable agreement with theoretical calculations.

In top quark production processes, t\(\bar{t}\) jets can be defined when the top quark decays hadronically and all decay products can be clustered into a single jet. The production of W bosons is studied in the high-\(p_T\) region, where the W boson decays hadronically and are reconstructed as jets. We apply jet substructure techniques \([32]\) to discriminate the jets originating from top quarks and W bosons from the QCD background. Measurements of t\(\bar{t}\) jet cross sections were performed at \( \sqrt{s} = 8 \text{ TeV} \) in Ref. \([33]\) and at \( \sqrt{s} = 13 \text{ TeV} \) in Refs. \([34, 35]\) where jets with \( p_T \) up to 1 TeV were observed.

Angular correlations between the two leading \( p_T \) jets and their dependency on the production process are also investigated. The analysis technique is inspired by previous analyses on
Azimuthal correlations in high-$p_T$ dijet production \cite{36, 37}.

With the luminosity expected at HL-LHC, measurements of cross sections of jet production can reach transverse momenta of a few TeV with reasonable precision. The program of jet physics will substantially profit from the HL-LHC data since higher scales can be reached and the region of very low partonic momentum fractions $x$ can be accessed, where the parton density becomes large.

## 2 Analysis strategy

All results discussed in this note are based on \textsc{pythia} 8 \cite{38} with tune CUETP8M1 \cite{39} supplemented with the Delphes simulation \cite{40} of the CMS Phase-2 detector, except the study of boosted $W$ bosons, where particle level distributions are presented. In inclusive jet and $b$ jet production, the size of the higher order corrections are estimated using the \textsc{powheg} generator \cite{41} and were found to be of the order of 20%. For $t\bar{t}$ jet production the size of the higher order corrections can be even larger. For example, a 20% difference in the cross section will lead to a difference of up to 10% in the predicted statistical uncertainty.

The higher luminosity at the HL-LHC will allow to extract jet energy corrections and $b$ tagging scale factors at high $p_T$ with much higher precision, leading to smaller systematic uncertainties. The extended tracker coverage up to a pseudorapidity of $|\eta| = 4$, better tracking performance and expected progress in machine learning (ML) techniques will especially improve the jet flavor tagging based on jet substructure. With the extended tracker coverage, $b$ jets can be measured in the forward region, which is currently inaccessible.

However, even the jet energy calibration can benefit from these methods, for example in the extraction of the flavor-dependent jet energy corrections. The analysis of inclusive jet production can also benefit from the extended tracker coverage since jets reconstructed from particle-flow \cite{42–44} objects incorporating tracks are typically much more precise than jets reconstructed from only calorimeter objects. In Run 2 this was visible in both the size of jet energy resolution in the central and forward direction and in the uncertainties of the jet energy scale and jet energy resolution corrections. Since the jet energy corrections are extracted from in-situ measurements, such as dijet or $\gamma$-jet final states, their precision is expected to improve with increasing luminosity.

## 3 Systematic uncertainties

### 3.1 The $b$ tagging at Phase-2 and related systematic uncertainties

Most of the presented studies rely on $b$ tagging. The cross section of $b$ jet production is about 3–4% of inclusive jet production cross section. In order to achieve sufficiently high purity of the measured $b$-tagged jets, the light-flavor (udsg) tagging efficiency (referred to as mistagging efficiency) must be as low as possible. For analyses presented in this note, the DeepCSV $b$ tagging algorithm \cite{45} trained for the HL-LHC is used.

The $b$ tagging efficiencies predicted by the simulation are slightly different compared to that measured in data. To correct for this difference, so-called scale factors (SF) are introduced, which are defined as the ratio between the $b$ tagging efficiency in data and simulation. These scale factors are obtained from measurements of $b$ jet enhanced processes \cite{45}. The efficiencies of $b$ tagging, $c$ tagging and light-flavor tagging are corrected by the corresponding scale factors. In this note, we assume that the $b$ tagging scale factors are equal to one, but with uncertainties.
3. Systematic uncertainties

according to the ones obtained in Ref. [46].

In our studies we use a tight working point, defined by a light-flavor (udsg) mistag rate of 0.1% (for a medium working point, the mistag rate is 1%, leading to a much higher background contribution). The expected uncertainty of the $b$ tagging scale factor is 15% [46] as shown in Fig. 1. The $b$ tagging uncertainty grows towards higher $p_T$, since it is more difficult to reconstruct a secondary vertex as the tracks become nearly collinear. An overview of the systematic uncertainties in $b$ tagging is given in Table 1, more details are given in Ref. [46].

![Figure 1: Expected $b$-tagging scale factor uncertainties as a function of jet $p_T$ for the tight working point [46].](image)

Table 1: The $b$ tagging scale factor (SF) uncertainties for several $p_T$ values [46]. The scale factor uncertainties for jets with $R = 0.4$ and $R = 0.8$ are assumed to be identical.

<table>
<thead>
<tr>
<th>$p_T$ [GeV]</th>
<th>100</th>
<th>500</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$ tagging SF unc.</td>
<td>1%</td>
<td>2%</td>
<td>6%</td>
</tr>
<tr>
<td>$c$ tagging SF unc.</td>
<td>3%</td>
<td>7%</td>
<td>20%</td>
</tr>
<tr>
<td>light-flavor tagging SF unc.</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
</tr>
</tbody>
</table>

The tagging efficiencies, as obtained from the Delphes simulation, and the related flavor composition of the $b$-tagged sample of inclusive jets are shown in Fig. 2.

Figure 2 (left) shows the tagging efficiencies as a function of the jet $p_T$. The $b$ tagging efficiency decreases from $\sim 70\%$ at $p_T = 100$ GeV to about $20\%$ at $p_T = 1$ TeV, which leads to a larger light-flavor contamination of the $b$-tagged sample as shown in Fig. 2 (right). Jets containing charm hadrons have similar properties as jets with a B hadron, e.g., the presence of a displaced vertex, and there is a non-negligible probability to misidentify a $c$ jet as a $b$ jet. This probability is rather constant as a function of $p_T$, as shown in Fig. 2 (right).

To evaluate the expected systematic uncertainties from $b$ tagging, we assume, for simplicity,
that only the b-tagged events are used to obtain the cross section:

$$\sigma_{b}^{\text{data}} = \frac{c_{b}^{\text{data}}}{c_{b}^{\text{MC}}} \sigma_{b}^{\text{MC}},$$  \hspace{1cm} (1)$$

where $\sigma_{b}^{\text{data,MC}}$ is the b jet cross section in the data and Monte Carlo simulation (MC), respectively. The cross section of b-tagged jet production in the MC simulation $\sigma_{b}^{\text{MC}}$ can be calculated as:

$$c_{b}^{\text{MC}} = c_{b}^{\text{MC}} + c_{c}^{\text{MC}} + c_{l}^{\text{MC}},$$  \hspace{1cm} (2)$$

where $c_{b,c,l}$ are the probabilities that b jet, c jet or light-flavor jet is b tagged and $\sigma_{b,c,l}^{\text{MC}}$ are the b, c jets and light-flavor jet cross sections in the Monte Carlo simulation.

In Eq. (1), the background from wrongly tagged b jets is implicitly subtracted. This background fraction increases the resulting statistical uncertainty of the true level cross section:

$$\frac{\delta \sigma}{\sigma} = \sqrt{\frac{N_b}{N_b} + \frac{N_{bg}}{N_b}}$$  \hspace{1cm} (3)$$

where $N_b$ is the number of events with tagged b jets, i.e., the signal, and $N_{bg}$ is the number of events in which other flavors were mistagged, i.e., the background.

In the calculation of the resulting systematic uncertainty of the predicted cross section, the b tagging and c tagging SF uncertainties are assumed to be correlated (as treated in Run 2), whereas light flavor tagging is taken as uncorrelated with the other two.

The expected uncertainty of the inclusive b jet cross section as a function of $p_T$ shown in Fig. 3. The uncertainty coming from the uncertainty of the light-flavor and heavy-flavor SF varies between 2% at low $p_T$ and 10% at large $p_T$. The b tagging systematic uncertainty is dominated by the b+c SF uncertainty in the high-$p_T$ region.

The b tagging performance is also crucial for top quark tagging, since a b-tagged subjet is required (Section 4.4). The b tagging performance of jets with larger cone size is comparable to one of the jets with $R = 0.4$. It is important to mention that (in case of dijet production)
3. Systematic uncertainties

requiring one jet to be b tagged increases the probability that the other jet is also tagged and
the background contamination is lower compared to inclusive jet production.

The model uncertainty of the b tagging is related to differences in jet flavor composition in MC
and data. This can affect the predicted amount of background from c and light flavors and,
consequently, the measured particle-level cross section. To evaluate this model dependence,
the flavor composition in PYTHIA 8 and in HERWIG ++ was compared in Ref. [45]. The flavor
fractions b/c were found to differ maximally by 20% and this value is considered as a model
uncertainty (as indicated in Fig. 3). The amount of light-flavor jets is well constrained by the
inclusive jet cross section and, therefore, no model dependence is considered.

3.2 Other sources of systematic uncertainties

In addition to the uncertainties from b tagging, the uncertainties related to the jet energy cali-
bration can significantly contribute. Based on previous experience [47], they can be about 1–2%
within the tracker acceptance, where the 2% value is expected at lower $p_T$ mainly due to the
uncertainty introduced by the subtraction of effects from additional proton-proton collisions
(pileup). In the high-$p_T$ region the dominant component in the jet energy scale uncertainty
(JES) is due to the jet flavor dependence of the detector response, which is slightly different for
quark- and gluon-induced jets. A 1% shift in the energy calibration leads to about 5% change
of the cross section $d\sigma/dp_T$ if the cross section falls as $\propto p_T^{-5}$.

The uncertainty in the measured integrated luminosity is assumed to be 1%.
4 Results

4.1 Inclusive jet production

The inclusive jet cross section at particle level, without any flavor requirement, is shown as a function of $p_T$ for a rapidity range of $|y| < 0.5$ in Fig. 4 (left). The statistical uncertainty, visible in the ratio, corresponds to an integrated luminosity of $3 \text{ ab}^{-1}$. The systematic uncertainty (shown as the grey band) is dominated by the jet energy scale uncertainty (JEC). Also shown is the expected inclusive jet cross section at $\sqrt{s} = 13 \text{ TeV}$ with uncertainties corresponding to an integrated luminosity of $150 \text{ fb}^{-1}$.

Figure 4: Comparison of the 13 TeV and 14 TeV cross sections for inclusive jet (left) and inclusive b jet (right) production at particle level as a function of $p_T$ in $|y| < 0.5$. The lower panel shows the ratio to the jet cross section at 14 TeV. The uncertainties in the ratio represent the expected statistical uncertainty assuming 150 fb$^{-1}$ and 3 ab$^{-1}$, respectively. The systematic uncertainty is shown for 14 TeV and is dominated by the jet energy scale uncertainty for inclusive jet production, and by the jet energy scale uncertainty and by the uncertainties from b tagging for the inclusive b jets.

Compared to Run 2 measurements at $\sqrt{s} = 13 \text{ TeV}$ the increase of the center-of-mass energy leads to about twice larger cross section at highest $p_T$. Taking into account the much higher luminosity and the higher cross section, the statistical uncertainty is expected to be around six times smaller, compared to the analysis of the Run 2 data. A measurement of the inclusive jet cross section up to $p_T \sim 4 \text{ TeV}$ can be performed with about 10 events above this threshold.

4.2 Inclusive b jet production

In Fig. 4 (right), the inclusive b jet cross section at particle level as a function of $p_T$ for $|y| < 0.5$ is shown. The statistical uncertainty corresponds to an integrated luminosity of $3 \text{ ab}^{-1}$, where the b tagging efficiency, as described in Section 3.1, is included. The systematic uncertainty of
around 5% in the low-\(p_T\) region rising to around 10% at high-\(p_T\) includes uncertainties from jet energy scale calibration as well as uncertainties from b tagging. For comparison, also the expected cross section at 13 TeV with uncertainties corresponding to an integrated luminosity of 150 fb\(^{-1}\) is shown. Compared to Run 2 measurements at \(\sqrt{s} = 13\) TeV, the increase of the center-of-mass energy leads to about twice larger cross section at largest \(p_T\). A measurement of the inclusive b jet cross section can reach transverse momenta of \(p_T \sim 3\) TeV with about 30 events above this threshold, where the details depend crucially on the b tagging performance at highest \(p_T\) (the b tagging SF uncertainties were derived only up to 2 TeV [46] and the uncertainty is expected to increase with \(p_T\)).

In the high-\(p_T\) region, the mass of the b quark becomes negligible with respect to the jet momentum. This leads to a high probability that the b quark is not only produced in the hard subprocess, but also during further QCD radiation, simulated with a parton shower. In such cases, a pair of B hadrons inside the b jet can be observed, where one consists of a b quark, and the second of a \(\bar{B}\) quark. The fraction of such jets as a function of \(p_T\), as predicted by PYTHIA 8, is shown in Fig. 5.

![Fraction of b jets containing both a B and a B hadron as a function of the jet p_T.](image)

**Figure 5:** Fraction of b jets containing both a B and a \(\bar{B}\) hadron as a function of the jet \(p_T\).

4.3 High-\(p_T\) b\(\bar{B}\) jets

The angular correlations \(\Delta \phi = |\phi_2 - \phi_1|\) and \(|\Delta y| = |y_2 - y_1|\) between the two leading \(p_T\) jets are studied. The flavor dependence of the angular correlations are investigated by selecting dijet events with at least one or two b-jets. The leading jet \(p_T\) must satisfy \(400 < p_T < 800\) GeV or \(p_T > 1600\) GeV while the subleading jet is required to be above 200 GeV. The event selection follows closely the Run 1 and Run 2 measurements [36, 48, 49].

The angular resolution is found to be 0.07 rad for \(|\Delta \phi|\), obtained from the Delphes simulation (and consistent with the resolution found in Run 2 [36]). The resolution in \(|y|\) has a similar size. The systematic uncertainties are treated as in the previous section and are dominated by the jet energy scale and b tagging scale factors uncertainties.

In Fig. 6, the particle-level cross section as a function of \(\Delta \phi\) is shown. The statistical uncertainty corresponds to an integrated luminosity of 3 ab\(^{-1}\) including b tagging as described in Section 3.1. The systematic uncertainty includes uncertainties from jet energy scale calibration as well as uncertainties from b tagging. It is around 5% in the low-\(p_T\) region and rises to 10% at high \(p_T\).
2.1. High-pT jet measurements (CMS-FTR-18-032)

The suppression of the b quark density in the proton with respect to the light flavors at high $x$ is shown, with statistical uncertainties corresponding to an integrated luminosity of 3 ab$^{-1}$ including b tagging as described in Section 3.1. Larger differences between the cross sections of different flavors can be seen, where the b jets are preferably produced in the central region. The main reason for this observation is the shape of the $\Delta \phi$ distribution of inclusive dijet production differs from the one of b$\bar{b}$ jet production. When both leading jets are required to be b jets, the dominant production channel is $gg \rightarrow b\bar{b}$. Since the gluons in the initial state radiate more than quarks, the $p_T$ of the b$\bar{b}$ system is expected to be higher and, consequently, the jets are more decorrelated in $\Delta \phi$. At larger $p_T$ ($p_T > 1600$ GeV) this effect becomes less visible, also because of the restricted range in $\Delta \phi$ due to statistics. There is no apparent difference between single b jet production and the inclusive cross section. The figures in this section include the ratio with respect to the jet+jet differential cross section (the relative uncertainties shown in the lower panel correspond the statistical and systematic uncertainties of the production cross sections) to visualize the size of the uncertainties and the difference in shape.

In Fig. 7 the particle-level cross section as a function of $|\Delta y|$ is shown, with statistical uncertainties corresponding to an integrated luminosity of 3 ab$^{-1}$ including b tagging as described in Section 3.1. Larger differences between the cross sections of different flavors can be seen, where the b jets are preferably produced in the central region. The main reason for this observation is the suppression of the b quark density in the proton with respect to the light flavors at high $x$. In Run 2 similar distributions were studied for inclusive dijet production [37].

In conclusion, different regions in rapidity and $\Delta \phi$ are sensitive to the different parton-level processes and thus can provide constraints on the parton densities, especially when the jet flavor is measured.
4. Results

Figure 7: Distribution of the rapidity difference $|\Delta y|$ between two leading jets at the particle level for leading jet $p_T$ between 400 GeV and 800 GeV (left) and above 1600 GeV (right). The uncertainties represent the expected statistical uncertainty assuming 3 ab$^{-1}$. The systematic uncertainty includes the jet energy scale uncertainty (JEC) and uncertainties from b tagging.

4.4 High-$p_T$ $t\bar{t}$-jets

Jets originating from $t$ quarks provide further information on the flavor dependence of QCD cross sections. The $t$ jets are defined in the fully hadronic decay mode, where the $t$ quark decays into a $W$ boson and a $b$ quark with the $W$ boson decaying hadronically. The measurement can be efficiently performed in the boosted region, with jet $p_T$ into a $W$ boson and a $b$ quark with the $W$ boson decaying hadronically. The measurement can be around the top quark mass and the $N$-subjettiness variables $\tau_3/\tau_2 < 0.68$ together with a $b$ tag (with tight working conditions).

Of particular interest are the azimuthal correlations between $t\bar{t}$ jets in the back-to-back region in the transverse plane, as they might be subject to significant corrections due to color correlations between initial- and final-state soft gluons [22, 23].

Top quark jets can be distinguished from the dominant background of QCD multijets through substructure techniques at the detector level: the soft-drop algorithm (with $z_{\text{cut}} = 0.1$ and $\beta = 0$) is applied to remove the contribution from soft partons [50]. The soft-drop mass is required to be around the top quark mass and the $N$-subjettiness variables $\tau_3/\tau_2 < 0.68$ together with a $b$ tag (with tight working conditions).
point) are kept as $t\bar{t}$ jets candidates at the detector level. These selection criteria are based on the experience from Run 2 analyses [33], giving confidence on good signal selection and significant background rejection.

In Fig. 8 (left), the particle level cross section for $t\bar{t}$ jets is shown as a function of the leading jet transverse momentum. The statistical uncertainties correspond to an integrated luminosity of $3 \text{ ab}^{-1}$ including efficiencies for selecting $t\bar{t}$ jets at the detector level. The efficiency for selecting $t\bar{t}$ jets ranges from 25 % at $p_T \sim 500 \text{ GeV}$ to about 5 % at $p_T > 1.5 \text{ TeV}$, as obtained from the Delphes simulation. Systematic uncertainties originate from $b$ tagging, jet energy scale, and the uncertainty related to the jet substructure, i.e., to the jet mass scale and the jet mass resolution. Both of them affect the shape of the $m_{SD}$ distribution. Based on the analyses from Run 2, the jet mass scale uncertainty in the barrel region is around 1% and the jet mass resolution uncertainty is around 10%.

Figure 8: The cross section at particle level as a function of the leading-jet $p_T$ in $t\bar{t}$ events (left), and as a function of $\Delta \phi$ between the two leading $t\bar{t}$ jets (right). The statistical uncertainties correspond to an integrated luminosity of $3 \text{ ab}^{-1}$, including efficiencies from the selection of $t\bar{t}$ jets at detector level. The systematic uncertainties are described in the main text.

In Fig. 8 (right), the azimuthal correlation for $t\bar{t}$ jets is shown for various ranges of the leading jet $p_T$. The uncertainties are obtained in the same way as for Fig. 8 (left). The efficiency for selecting $t\bar{t}$ jets ranges from 10% at small $\Delta \phi$ to about 20% at $\Delta \phi \sim \pi$, as obtained from the Delphes simulation.

4.5 W boson production at large $p_T$

Jets originating from hadronic decays of $W$ and $Z$ bosons form also a contribution to inclusive jet cross sections. For simplicity, we consider here only $W$ boson production which has a hadronic branching fraction of $\sim 70\%$. As in the case of the $t$ jet, jets with a radius of $R = 0.8$ have to be considered to ensure that all decay products of the $W$ boson are included in the jet. Of particular interest are again the azimuthal correlations between a highly boosted, high-$p_T$ $W$ boson decaying hadronically and the recoiling jet. The kinematic situation is very similar as in the case of $t\bar{t}$ jets, with the difference that the jet from the hadronically decaying vector boson has no color connection to the initial-state partons, and thus the azimuthal correlation does not suffer from color correlations between initial and final-state partons.
The W boson jets are identified by anti-\(k_T\) jets with \(R = 0.8\), where the hadronic decay products of the W boson are fully contained inside the jet. The major background is coming from the QCD multijets. To suppress this background, the soft-drop mass of the jet is required to be close to the W mass, namely \(65 < m_{SD} < 105\) GeV. The particle-level cross section as a function of the \(p_T\) of the W boson candidates of \(W+\)jet events where the W boson jet is required to have a \(p_T > 400\) GeV and \(|\eta| < 2.5\) is shown in Fig. 9 (left). In Fig. 9 (right) the azimuthal correlation between the jet originating from the W boson and the recoil jet is shown for several intervals of the W boson transverse momentum. The statistical uncertainties do not include any correction from efficiencies, since the background from QCD processes is large and would need further studies.

One of the interesting features of this process is the absence of color connection between the W boson jet and the initial and/or final state, in contrast to dijets or \(t\bar{t}\) jets.

Figure 9: The cross section as a function of \(p_T\) for hadronically decaying W bosons (left), and as a function of \(\Delta\phi\) between the jet originating from the W boson and the recoil jet (right). The statistical uncertainties do not include selection efficiencies.

### 4.6 Overview of the jet measurements

In Fig. 10 we show a comparison of the jet cross sections as a function of \(p_T\) and as a function of \(\Delta\phi\) for the different processes discussed above. For comparison, here all use \(R = 0.8\). In Fig. 10 (left) the inclusive \(b\) jet cross section is shown (for comparison with the inclusive jet cross section), while in Fig. 10 (right) the two-\(b\)-jet cross section is shown. Except for the cross section for W production, the statistical uncertainties shown correspond to an integrated luminosity of 3 ab\(^{-1}\) including efficiencies due to \(b\) tagging and selection at the detector level, estimated from the Delphes simulation.

It can be seen that the shapes of the \(p_T\) spectra are comparable but in the normalization the \(t\bar{t}\) cross section is about ten thousand times smaller than the inclusive jet cross section. The ratio to the inclusive dijet cross section as a function of \(\Delta\phi\) illustrates the differences in shape of the \(\Delta\phi\) distribution of the different processes (all processes are normalized at \(\Delta\phi = \pi\)), which depend on the partonic configuration of the initial state.
5 Conclusion

We have determined the expected reach in $p_T$ for inclusive jets and b jets at the HL-LHC. The HL-LHC data will allow to probe the proton structure and perturbative QCD in general at the highest ever achieved scales. The inclusive b jet production is a process, which can be identified with high accuracy. We show that at high $p_T$, the b jets are more and more affected by gluon splitting.

The angular correlation between the two leading $p_T$ jets is evaluated as a function of the $\Delta \phi$ and $|\Delta y|$ variables. It is demonstrated that these variables together with the possible b-jet requirement enhance the sensitivity to the different partonic content of the proton. The studies are complemented with a particle-level study of boosted W+jet events. The angular correlation variables are sensitive to perturbative soft-gluon radiation and are important for calculations involving soft gluon resummation.

The boosted $t\bar{t}$ cross section in the high $p_T$ region is studied, where even the top quark mass becomes negligible. Consequently, the top quark pair is produced at a rate comparable to that of light quarks. However, the prominent process at high $p_T$ is the quark-quark scattering which makes the top quark pair production still suppressed, as the probability to produce top quarks within the QCD evolution (in the shower) is low. This is in contrast to the case of b quarks, which at high $p_T$ typically are produced within the QCD evolution, i.e., in the initial-state shower.

With an integrated luminosity of $3 \text{ ab}^{-1}$, inclusive jet cross section measurements can reach a $p_T \sim 4$ TeV, inclusive b jet measurements can reach a $p_T \sim 3$ TeV, jets originating from hadronic top quarks can reach a $p_T \sim 2$ TeV, and boosted hadronically decaying W bosons can access the region of $p_T \sim 2.5$ TeV.
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1 Introduction

Precise measurements of jet and photon production cross sections are crucial in understanding physics at hadron colliders. Inclusive jet production ($p + p \rightarrow jet + X$) cross sections, dijet production ($p + p \rightarrow jet + jet + X$) cross sections as well as inclusive photon production ($p + p \rightarrow \gamma + X$) cross sections and cross sections for associated photon and jet production ($p + p \rightarrow \gamma + jet + X$) provide valuable information about the strong coupling constant ($\alpha_s$) and the parton density functions (PDFs) of the proton. Furthermore, events with jets and photons in the final-state represent a background to many other processes at the Large Hadron Collider (LHC) [1]. A good understanding of the photon and jet production processes is therefore relevant in many searches for new physics.

The LHC provided pp collisions at centre-of-mass energies $\sqrt{s} = 7, 8$ and $13$ TeV and delivered more than 385 fb$^{-1}$ to the ALICE, ATLAS, CMS and LHCb experiments during the Run-1 and Run-2 data-taking periods. The high-luminosity phase of the Large Hadron Collider (HL-LHC) is expected to start in 2026 with pp collisions at $\sqrt{s} = 14$ TeV and will deliver a total integrated luminosity of about 6000 fb$^{-1}$ to all experiments. The High-Energy LHC (HE-LHC) is expected to use the existing LHC tunnel and provide pp collisions at $\sqrt{s} = 27$ TeV to collect more than 15000 fb$^{-1}$ of data over 20 years of operation.

Production of jets and photons in pp collisions are among the processes directly testing the smallest experimentally accessible space-time distances. Next-to-leading-order (NLO) perturbative QCD calculations [2, 3] give quantitative predictions of the jet production cross sections. Progress in next-to-next-to-leading-order (NNLO) QCD calculations has been made recently [4–6]. As fixed-order QCD calculations only make predictions for the quarks and gluons associated with the short-distance scattering process, corrections for the fragmentation of these partons to particles need to be evaluated.

The production of prompt photons inclusively and in association with at least one jet in pp collisions provides a testing ground for perturbative QCD with a hard colourless probe. All photons produced in pp collisions that are not from hadron decays are considered as “prompt”. Two processes contribute to prompt-photon production: the direct process, in which the photon originates directly from the hard interaction, and the fragmentation process, in which the photon is emitted in the fragmentation of a high transverse momentum parton [7, 8].

Measurements of the cross sections for inclusive isolated-photon production and associated photon and jet production at the highest photon transverse energies ($E_T^\gamma$) and jet transverse momenta ($p_T^{jet}$) as well as jet production at highest jet transverse momentum and dijet invariant mass allow for tests of the Standard Model predictions in a regime beyond what has been explored so far. They represent a wealth of data to test the fixed order calculations as well as investigate novel approaches to the description of parton radiation and evaluate the importance of electroweak corrections in pure QCD production processes calculations. In addition, since the dominant photon production mechanism in pp collisions at the LHC proceeds via the $gg \rightarrow q\gamma$ channel and the jet production goes via $gg$ and $qg$ scatterings (with $qg$ channel providing a large contribution in the high-$p_T$ range), those measurements are sensitive to the gluon density in the proton [9–12]. Furthermore, those measurements validate the modelling used for background studies in searches for physics beyond the Standard Model that involve photons and jets, such as the search for new phenomena in final states with a photon and a jet [13, 14].

The dynamics of the underlying photon+jet production processes in $2 \rightarrow 2$ hard collinear scattering can be investigated using the variable $\theta^*$, where $\cos \theta^* = \tan(\Delta y/2)$ and $\Delta y$ is the difference between the rapidities of the two final-state particles. The variable $\theta^*$ coincides with the scattering polar angle in the centre-of-mass frame for collinear scattering of massless particles, and its distribution is sensitive to the
spin of the exchanged particle. The distribution of the invariant mass of the leading photon and the leading jet (m_{γ−jet}) is also used to study the event dynamics since it is predicted in QCD to be monotonically decreasing for increasing values of m_{γ−jet} in the absence of resonances that decay into a photon and a jet.

Prospects are presented for prompt photon and jet production in pp collisions at √s = 14 TeV and √s = 27 TeV in terms of cross sections for inclusive isolated photons and for photon+jet events as well as inclusive jet and dijet production cross sections. For inclusive isolated photons, expectations for the cross section differentially in E_Tγ in different ranges of photon pseudorapidity (ηγ) are presented. For photon+jet events, estimations for the cross section differentially in E_Tγ, p_Tjet, cos θ* and m_{γ−jet} are presented. The jet production study is presented in terms of double differential cross sections for inclusive jet transverse momentum and the dijet system mass binned in jet rapidity and half absolute rapidity difference between the two leading jets, respectively. The upper-end reach of the energetic observables, such as E_Tγ, p_Tjet, m_{γ−jet} and mjj, is determined and the extension with respect to the latest measurements by the ATLAS Collaboration is emphasized [15–17].

In addition, this note presents a study of the uncertainties in the inclusive jet cross sections related to the uncertainties in the measurement of the jet energies in proton-proton collisions at √s = 14 TeV for jets with p_T > 100 GeV and within |y| < 3.

2 The ATLAS detector and the High-Luminosity and High-Energy LHC

The ATLAS experiment [18] at the LHC is a multi-purpose particle detector with a forward-backward symmetric cylindrical geometry and a near 4π coverage in solid angle. It consists of an inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity range |η| < 2.5. It consists of silicon pixel, silicon micro-strip, and transition radiation tracking detectors. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements with high granularity. A hadron (steel/scintillator-tile) calorimeter covers the central pseudorapidity range (|η| < 1.7). The end-cap and forward regions are instrumented with LAr calorimeters for both EM and hadronic energy measurements up to |η| = 4.9. The muon spectrometer surrounds the calorimeters and is based on three large air-core toroidal superconducting magnets with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. The muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering. A two-level trigger system, custom hardware followed by a software-based level, is used for online event selection and to reduce the event rate to about 1 kHz for offline reconstruction and storage.

The HL-LHC will operate at an instantaneous luminosity up to 7.5 × 10^{34} cm^{-2}s^{-1} that corresponds to an average number of inelastic proton-proton collisions per bunch-crossing ⟨μ⟩ of 200. The HL-LHC conditions will demand a performance from the ATLAS detector that is well beyond the original design. An upgrade of all major ATLAS sub-detectors is needed before the start of this new phase to cope with the high-radiation environment and the large increase in pileup. The new Inner Tracker (ITk) [19, 20] will

---

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle θ as η = −ln[tan(θ/2)]. Angular distance is measured in units of ∆R = \sqrt{(Δη)^2 + (Δφ)^2}.

---
extend the ATLAS tracking capabilities to pseudorapidity $|\eta| < 4.0$. The upgraded Muon Spectrometer [21] with a forward muon tagger included will also provide lepton identification capabilities to $|\eta| < 4.0$. The new high granularity timing detector (HGT D) [22] designed to mitigate the pileup effects is foreseen in the forward region of $2.4 < |\eta| < 4.0$. The electronics of both LAr [23] and Tile [24] calorimeters will be upgraded to cope with longer latencies needed by the trigger system at such harsh pileup conditions. An upgraded TDAQ system [25] based on a hardware trigger with a maximum rate of 1 MHz and 10 ms latency and software-based reconstruction will send event data into storage at up to 10 kHz rate. A study of the expected performance of the upgraded ATLAS detector at the HL-LHC is reported in Ref. [26].

The HE-LHC target luminosity is $2.5 \times 10^{35}$ cm$^{-1}$s$^{-1}$. The HE-LHC will employ the dipole magnets with a field of 16 T developed in the framework of the Future Circular Collider project [27]. The HE-LHC could accommodate two high-luminosity interaction-points at the locations of the ATLAS and CMS experiments [28]. It will allow to study new physics scenarios beyond the reach of the 14 TeV collider.

3.1 Photon Analysis

In the inclusive photon analysis, the goal is the measurement of the differential cross section as a function of $E_T$ in four regions of the photon pseudorapidity: $|\eta^\gamma| < 0.6$, $0.6 < |\eta^\gamma| < 1.37$, $1.56 < |\eta^\gamma| < 1.81$ and $1.81 < |\eta^\gamma| < 2.37$. Photon isolation is enforced by requiring $E_{T,\text{iso}}^\gamma < 4.2 \cdot 10^{-3} \cdot E_T^\gamma + 4.8$ GeV.

In the photon+jet analysis, jets are reconstructed using the anti-$k_t$ algorithm [29] with a radius parameter $R = 0.4$. Jets overlapping with the photon are not considered if the jet axis lies within a cone of size $\Delta R = 0.8$ from the photon. The leading jet is required to have transverse momentum above 300 GeV and rapidity in the range $|y^\text{jet}| < 2.37$. No additional condition is used for the differential cross sections as functions of $E_T^\gamma$ and $p_T^\text{jet}$. For the differential cross sections as functions of the invariant mass of the photon+jet system and $|\cos \theta^\gamma|$, additional constraints are imposed: $m_{\gamma^\text{jet}} > 1.45$ TeV, $|\cos \theta^\gamma| < 0.83$ and $|\eta^\gamma + y^\text{jet}| < 2.37$. These additional constraints are imposed to remove the bias due to the rapidity and transverse-momentum requirements on the photon and the leading jet [30, 31]. Photon isolation is enforced by requiring $E_{T,\text{iso}}^\gamma < 4.2 \cdot 10^{-3} \cdot E_T^\gamma + 10$ GeV.

The yields of inclusive isolated photons and of photon+jet events are estimated using the program Jet程序 v.1.3.1_2 [32, 33]. This program includes a full next-to-leading-order QCD calculation of both the direct-photon and fragmentation contributions to the cross sections for the $pp \rightarrow \gamma + X$ and $pp \rightarrow \gamma + \text{jet} + X$ reactions. The number of massless quark flavours is set to five. The renormalisation ($\mu_R$) factorisation ($\mu_F$) and fragmentation ($\mu_I$) scales are chosen to be $\mu_R = \mu_F = \mu_I = E_T^\gamma$. The calculations are performed using the MMHT2014 [34] parameterisations of the proton parton distribution functions (PDFs) and the BFG set II of parton-to-photon fragmentation functions at NLO [35]. Predictions are also obtained with...
other PDF sets, namely CT14 [36], HERAPDF2.0 [37], NNPDF3.0 [38] and PDF4LHC HL-LHC [39]. The strong coupling constant $\alpha_s(m_Z)$ is set to the value assumed in the fit to determine the PDFs.

The reliability of the estimated yields using the program Jetphox is supported by the high purity of the signal photons and the fact that the NLO QCD predictions describe adequately the measurements of these processes using $pp$ collisions at $\sqrt{s} = 13$ TeV [15, 16].

### 3.2 Jet Analysis

#### 3.2.1 Experimental analysis

Jets are reconstructed using the anti-$k_t$ algorithm with distance parameter $R = 0.4$ as implemented in the FastJet software package [40]. Jets are calibrated following the procedure described in [41]. The four momenta of the jets are recalculated to originate from the hard-scatter vertex rather than from the centre of the detector. The jet energy is corrected for the effect of pile-up using jet area-based correction together with residual number of primary vertices ($N_{PV}$) - and $\langle \mu \rangle$-dependent correction as described in [42]. In addition, a jet energy- and $\eta$-dependent correction is applied. It is derived from Monte Carlo (MC) simulation and is designed to lead to agreement in energy and direction between reconstructed jets and particle jets on average. Further jet calibration steps applied in Run-2 measurements, namely the Global Sequential Calibration (GSC) [43] and the in situ calibration [41] are not derived and used in the current study. The GSC reduces effects from fluctuations in the composition of particles forming a jet and fluctuations in the hadronic shower caused by interactions of the hadrons with dead material in the calorimeter. An in situ correction is applied on data to remove residual differences in energy response between data and MC simulation evaluated using techniques where the $p_T$ of the jet is balanced against well-measured objects, for example in photon+jet and $Z$-boson+jet events.

The total jet energy scale (JES) uncertainty in Run-2 measurements is compiled from 88 sources that all need to be propagated through the analysis in order to correctly account for uncertainty correlations in the jet calibration.

A reduced set of uncertainty components (nuisance parameters) is derived from eigenvectors and eigenvalues of the diagonalised total JES covariance matrix on the jet-level. The globally reduced configuration with 19 nuisance parameters (NPs) is used in this study. Eight NPs coming from the in situ techniques are related to the detector description, physics modelling and measurements of the $Z/\gamma$ energies in ATLAS calorimeters. Three describe the physics modelling and the statistics of the dijet MC sample and the non-closure of the method, used to derive the $\eta$-intercalibration [41]. The single-hadron response studies [44] are used to describe the JES uncertainty in the high-$p_T$ jet regions, where the in situ studies have limited statistics. Four NPs are due to the pile-up corrections of the jet kinematics, that take into account mis-modelling of $N_{PV}$ and $\langle \mu \rangle$ distributions, dependence of the average energy density, $\rho$, on the pileup activity in a given event, $\rho$-topology, and the residual $p_T$ dependence. Finally, two uncertainty components take into account the difference in the calorimeter response to the quark- and gluon-initiated jets (flavour response) and the jet flavour composition, and one uncertainty in the correction for the energy leakage beyond the calorimeter, the "punch-through" effect.

In order to estimate the precision in the jet cross section measurements at the HL-LHC three scenarios of possible uncertainties in the jet energy scale calibration are defined.
In all three scenarios, the high-\(p_T\), uncertainty, the punch-through uncertainty and the flavour composition uncertainty are considered to be negligible. The JES uncertainty in the high-\(p_T\) range will be accessed using the multi-jet balance (MJB) method, rather than single hadron response measurements, since the high statistics at the HL-LHC will allow precision JES measurements in the high-\(p_T\) region. Flavour composition and flavour response uncertainties are driven by the MC generator differences. With advances in the MC models and tuning of their parameters these uncertainties could be significantly reduced. The flavour composition uncertainty is therefore ignored to study the maximal impact of the expected improvements on the modelling of parton showers and hadronisation on precision jet energy measurements. The flavour response uncertainties are kept at the same value as in Run-2 or reduced by a factor of two in conservative and optimistic scenarios, respectively.

The pile-up uncertainties, except the \(\rho\)-topology uncertainty, are considered to be negligible. Current small uncertainties in the JES due to mis-modelling of \(N_{PV}\), and \(\langle \mu \rangle\) distributions and the residual \(p_T\) dependence lead to very small uncertainties at the HL-LHC conditions. With the advances of new pile-up rejection techniques the \(\rho\)-topology uncertainty could be maintained at a level comparable to the one in Run-2 or reduced by a factor of two. This is addressed in conservative and optimistic scenarios.

Since the Run-2 jet energy resolution (JER) uncertainty estimation is conservative, the final Run-2 JER uncertainty is expected (based on Run-1 experience) to be about twice as small as the current one. Therefore, the JER uncertainty is estimated to be half of that in Run-2.

The rest of uncertainty sources are fixed in different scenarios as follows:

- **Conservative scenario:**
  - All in situ components are kept at the same value as in Run-2, except the uncertainties related to the photon energy measurement in the high-\(E_T\) range and the MJB method uncertainties. These uncertainties are reduced by a factor of two, since they are expected to be improved at the HL-LHC.
  - MC modelling uncertainty in the \(\eta\)-intercalibration is reduced by a factor of two while the other two are neglected. Currently, MC modelling uncertainty is derived by comparison of leading-order (LO) \(pQCD\) generators. In future, with advances in MC generators development, this uncertainty is expected to be reduced.
  - Flavour response uncertainty is set to the Run-2 value;
  - \(\rho\)-topology uncertainty is unchanged compared to Run-2 results;

- **Optimistic scenario:**
  - All in situ components are treated identically to the conservative scenario;
  - All three uncertainty sources in the \(\eta\)-intercalibration method are ignored;
  - Flavour response uncertainty is reduced by a factor of two compared to Run-2 results;
  - \(\rho\)-topology uncertainty is two times smaller as in Run-2;

- **Pessimistic scenario:**
  - same as optimistic scenario, but all uncertainty sources of in situ methods are retained from Run-2.
Figure 1: Relative systematic uncertainty for (a,c) conservative and (b,d) optimistic scenarios in the inclusive jet cross sections as a function of jet $p_T$ in the $|y| < 3$ rapidity region. The individual uncertainty components are shown in different colours. The total systematic uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a black line.

All components of the JES uncertainty are propagated from the jet-level to the cross section level as follows. The jet $p_T$ is scaled up and down by one standard deviation of each source of uncertainty. The difference between the nominal reco-level spectrum and the systematically shifted one is taken as a systematic uncertainty. All JES uncertainties are treated as bin-to-bin correlated and independent from each other in this procedure. The unfolding of the detector-level distributions to the particle-level spectrum is not performed in this study. A possible modification of the shapes of uncertainty components during the unfolding procedure is expected to be small and neglected in this study.

The inclusive jet cross sections in this section are studied as a function of the jet transverse momentum for jets with $p_T > 100$ GeV and within $|y| < 3$.

The estimation of the JES uncertainty in the measurements of inclusive jet cross section at the HL-LHC for three JES uncertainty scenarios are presented in Figure 1.
3.2.2 Fixed-order predictions and PDF sensitivity

Theoretical predictions at NLO QCD are calculated using MCFM [45] interfaced to APPLgrid [46] for fast convolution with PDFs. The renormalisation and factorisation scales are set to $\mu_R = \mu_F = p_T^{\text{jet}}$ for the inclusive jet cross section and $\mu_R = \mu_F = m_{jj}$ for the dijet mass distribution. The predictions are calculated using CT14nnlo [36] PDF set provided by the LHAPDF6 [47].

The main uncertainties in the NLO predictions come from uncertainties associated with the PDFs, the choice of renormalisation and factorisation scales, and the uncertainty in the value of the strong coupling. PDF uncertainties are defined at the 68% CL and propagated through the calculations following the prescription given by the PDF set authors. The nominal scales are independently varied up or down by a factor of two in both directions excluding opposite variations of $\mu_R$ and $\mu_F$. The envelope of resulting variations of the predicted cross section is taken as the total scale uncertainty. The uncertainty from $\alpha_s$ is evaluated by calculating the cross sections using two PDF sets that differ only on the value of the strong coupling at $M_Z$ and then scaling the cross section difference corresponding to an uncertainty $\Delta\alpha_s = 0.0015$ [48].

The inclusive jet cross sections are studied double-differentially as a function of the jet transverse momentum and absolute jet rapidity while the dijet production cross sections are presented as a function of the invariant mass of the dijet system and as a function of half the absolute rapidity separation between the two highest-$p_T$ jets satisfying $|y| < 3$, denoted $y^*$. In both analyses the leading jet is required to be within $|y| < 3$ and to have $p_T > 100$ GeV. The other jets are required to be in the same rapidity range with $p_T > 75$ GeV.

Figures 2 and 3 shows the theoretical uncertainties, calculated using CT14 [36] PDF set, in the inclusive jet and dijet cross sections for representative phase-space regions at $\sqrt{s} = 14$ and 27 TeV, respectively. The total uncertainty is about 5% in the low- and intermediate $p_T$ and $m_{jj}$ regions, growing to 20–40% in the high-$p_T$ and dijet mass ranges.

Measurements of weak boson [49], top quark [50], photon, jet productions [51] (and many others) at the LHC have been already used as inputs to global PDF fits [34, 36, 52, 53] in determination of the proton structure. High precision LHC data have allowed to further constrain the knowledge of the proton content by extending the coverage of PDF-related phase space in measurements and to significantly reduce PDF uncertainties.

A study to estimate the impact of future PDF-sensitive measurements at the HL-LHC on the precision of PDFs determination was performed in Ref. [39]. Three possible scenarios for the experimental systematic uncertainties were considered. This study concluded that HL-LHC measurements will further reduce the PDF uncertainties and published the dedicated PDF sets, PDF4LHC HL-LHC, where the HL-LHC pseudo-data were included in the fits.

Figure 4 and 5 present the comparison of inclusive jet and dijet production cross sections calculated using different PDF sets at $\sqrt{s} = 14$ and 27 TeV, respectively. It shows 5–10% difference between central values in the low- and intermediate-$p_T$ and $m_{jj}$ regions, however these predictions are still compatible with the quoted PDF uncertainty. The differences between various PDF sets predictions in the high-$p_T$ and $m_{jj}$ range highlights the expected constraining power of future measurements at the HL-LHC and HE-LHC.

Figure 6 and 7 depict the comparison of PDF uncertainties in the inclusive jet and dijet production cross sections for CT14 and PDF4LHC HL-LHC (optimistic scenario) in the $pp$ collisions at $\sqrt{s} = 14$ and
Figure 2: Relative NLO QCD uncertainties in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using the CT14 PDF set at $\sqrt{s} = 14$ TeV. Panels (a,c) and (b,d) correspond to the first and last $|y|$ and $y^*$ bins in measurements, respectively. The uncertainties due to the renormalisation and factorisation scale, $\alpha_s$, PDF and the total uncertainty are shown. The total uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a black line.

27 TeV. A significant improvement in PDF extraction is expected with the inclusion of PDF-sensitive measurements at the HL-LHC in PDF fits.
Figure 3: Relative NLO QCD uncertainties in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using the CT14 PDF set at $\sqrt{s} = 27$ TeV. Panels (a,c) and (b,d) correspond to the first and last $|y|$ and $y^*$ bins in measurements, respectively. The uncertainties due to the renormalisation and factorisation scale, $\alpha_s$, PDF and the total uncertainty are shown. The total uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a black line.
Figure 4: Ratio of cross sections calculated using NNPDF 3.1 [52], MMHT 2014 [34], ABMP 16 [53], PDF4LHC HL-LHC [39], to one using CT14 [36] PDFs in the (a,b) inclusive jet and (c,d) dijet cross sections at $\sqrt{s} = 14$ TeV. Panels (a,c) and (b,d) correspond to the first and last $|y|$ and $y^*$ bins in measurements, respectively. The gray band depicts the total NLO pQCD uncertainty in cross section calculated using CT14 [36] PDF set.
Figure 5: Ratio of cross sections calculated using NNPDF 3.1 [52], MMHT 2014 [34], ABMP 16 [53], PDF4LHC HL-LHC [39], to one using CT14 [36] PDFs in the (a,b) inclusive jet and (c,d) dijet cross sections at $\sqrt{s} = 27$ TeV. Panels (a,c) and (b,d) correspond to the first and last $|y|$ and $y^*$ bins in measurements, respectively. The gray band depicts the total NLO pQCD uncertainty in cross section calculated using CT14 PDF set.
2.2. Prospects for jet and photon physics (ATL-PHYS-PUB-2018-051)

Figure 6: Comparison of the PDF uncertainty in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using the CT14 PDF and PDF4LHC HL-LHC [39] sets at \( \sqrt{s} = 14 \) TeV. Panels (a,c) and (b,d) correspond to the first and last \( |y| \) and \( y^* \) bins in measurements, respectively.
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Figure 7: Comparison of the PDF uncertainty in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using the CT14 PDF and PDF4LHC HL-LHC [39] sets at $\sqrt{s} = 27$ TeV. Panels (a,c) and (b,d) correspond to the first and last $|y|$ and $y^*$ bins in measurements, respectively.
3.2.3 Non-perturbative effects

The fixed-order predictions are obtained at the parton-level. The non-perturbative corrections (NPCs) are applied to bring the theoretical predictions from parton-level to particle-level in order to allow a comparison with the measured cross sections in data. The NPC are evaluated using Pythia v8.210 MC [54] generator with A14 [55] underlying event tune and the tune variations are used to evaluate the uncertainty in the NPC due to the differences in hadronisation and underlying event modelling.

Figures 8 to 11 show separate corrections for the hadronisation, underlying event as well as the total non-perturbative correction to the inclusive jet and dijet production cross section in $pp$ collisions at $\sqrt{s} = 14$ and 27 TeV.

Figure 8: Non-perturbative corrections for the inclusive jet production cross section at $\sqrt{s} = 14$ TeV in the $|y| < 0.5$ rapidity range. Separate (a) corrections for the hadronisation, (b) underlying event and (c) the total non-perturbative correction are shown.
Figure 9: Non-perturbative corrections for the inclusive jet production cross section at $\sqrt{s} = 27$ TeV in the $|y| < 0.5$ rapidity range. Separate (a) corrections for the hadronisation, (b) underlying event and (c) the total non-perturbative correction are shown.
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Figure 10: Non-perturbative corrections for the dijet production cross section at $\sqrt{s} = 14$ TeV in the $y^* < 0.5$ rapidity range. Separate (a) corrections for the hadronisation, (b) underlying event and (c) the total non-perturbative correction are shown.
Figure 11: Non-perturbative corrections for the dijet production cross section at $\sqrt{s} = 27$ TeV in the $y^* < 0.5$ rapidity range. Separate (a) correction for the hadronisation, (b) underlying event and (c) the total non-perturbative correction are shown.
2.2. Prospects for jet and photon physics (ATL-PHYS-PUB-2018-051)

The weak radiative corrections in the dijet production at $\sqrt{s} = 14$ TeV are calculated in Ref. [56]. This corrections can be of the order of several per-cents in the tails of kinematic distributions due to the Sudakov-type logarithms. The impact of these effects on the inclusive jet and dijet cross section predictions is not considered in this note.

4 Results

4.1 Photon Results

The predicted number of inclusive isolated photon events as a function of $E_T^\gamma$ in the different ranges of $|\eta^\gamma|$ assuming an integrated luminosity of 3 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV is shown in Fig. 12. The predicted number of events above an $E_T^\gamma$ threshold is shown in Fig. 13. The reach in $E_T^\gamma$ is (a) 3–3.5 TeV for $|\eta^\gamma| < 0.6$, (b) 2.5–3 TeV for $0.6 < |\eta^\gamma| < 1.37$, (c) 1.5–2 TeV for $1.56 < |\eta^\gamma| < 1.81$ and (d) 1–1.5 TeV for $1.81 < |\eta^\gamma| < 2.37$. This represents a significant extension of the region measured so far with $pp$ collisions at $\sqrt{s} = 13$ TeV [15]; as an example, the $E_T^\gamma$ reach is extended from 1.5 TeV to 3–3.5 TeV for $|\eta^\gamma| < 0.6$. The projected cross sections as a function of $E_T^\gamma$ together with Run-2 results at $\sqrt{s} = 13$ TeV [15] are shown in Fig. 14.

The sensitivity to the proton PDFs is studied in the ratio between the predicted cross sections with CT14, NNPDF3.0 and HERAPDF2.0 and those using MMHT2014. The ratios are shown in Fig. 15 and differences of up to 30% are seen. The predicted relative statistical uncertainty on the number of inclusive isolated photon events as a function of $E_T^\gamma$ assuming an integrated luminosity of 3 ab$^{-1}$ of collision data at $\sqrt{s} = 14$ TeV in different ranges of photon pseudorapidity is shown in Fig. 16. A relative statistical uncertainty below 10% is achieved for photon transverse energies up to 2.5 TeV (1.5 TeV) for $|\eta^\gamma| < 0.6$ and $0.6 < |\eta^\gamma| < 1.37$ (1.56 < $|\eta^\gamma| < 1.81$ and 1.81 < $|\eta^\gamma| < 2.37$).

The photon energy scale and resolution represent the dominant source of systematic uncertainty for the measurement of the inclusive isolated-photon cross section $d\sigma/dE_T^\gamma$ in $pp$ collisions at $\sqrt{s} = 13$ TeV [15]. The size of this systematic uncertainty as estimated in Run-2 using 3.2 fb$^{-1}$ of $pp$ collision data is shown in Table 1 for selected regions. The aforementioned estimations of the systematic uncertainties due to the photon energy scale and resolution will possibly be improved by using Run-2 and Run-3 data. Furthermore, improvements in the systematic uncertainties are also expected from the HL-LHC data thanks to the increased statistics for the photon energy calibration and in situ determination of the photon identification and isolation efficiencies.

Table 1: Systematic uncertainty due to the photon energy scale ($\gamma$-ES) and resolution ($\gamma$-ER) for the measurement of the inclusive isolated-photon cross section $d\sigma/dE_T^\gamma$ in $pp$ collisions at $\sqrt{s} = 13$ TeV in different regions of $|\eta^\gamma|$ [15].

| $E_T^\gamma$ [GeV] | $|\eta^\gamma| < 0.6$ | $0.6 < |\eta^\gamma| < 1.37$ | $1.56 < |\eta^\gamma| < 1.81$ | $1.81 < |\eta^\gamma| < 2.37$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>400–470</td>
<td>+2.2, −2.2</td>
<td>+3.0, −2.9</td>
<td>+11, −9.3</td>
<td>+4.5, −4.4</td>
</tr>
<tr>
<td>750–900</td>
<td>+3.0, −2.8</td>
<td>+3.8, −3.8</td>
<td>+16, −15</td>
<td>+6.9, −6.5</td>
</tr>
<tr>
<td>900–1100</td>
<td>+3.3, −2.9</td>
<td>+4.1, −4.1</td>
<td>+18, −18</td>
<td></td>
</tr>
<tr>
<td>1100–1500</td>
<td>+4.0, −3.1</td>
<td>+4.6, −4.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The predicted number of photon+jet events as a function of $E_T^\gamma$, $p_{T}^{\text{jet}}$, $m_{\gamma-\text{jet}}$ and $|\cos \theta^*|$, assuming an integrated luminosity of 3 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV, is shown in Fig. 17. The predictions show that the reach in $E_T^\gamma$ and $p_{T}^{\text{jet}}$ is 3.5 TeV and that the reach in $m_{\gamma-\text{jet}}$ is 7 TeV. The predicted relative statistical uncertainty on the number of photon+jet events as a function of the different observables, assuming an integrated luminosity of 3 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV, is shown in Fig. 18. The relative statistical uncertainty is below 10% for (a) $E_T^\gamma$ up to 2.5 TeV, (b) $p_{T}^{\text{jet}}$ up to 3 TeV and (c) $m_{\gamma-\text{jet}}$ up to 6 TeV; for $|\cos \theta^*|$ the relative statistical uncertainty is below 1% for the entire range considered. In comparison to the latest ATLAS measurements at $\sqrt{s} = 13$ TeV with 3.2 fb$^{-1}$ of integrated luminosity [16], the projections presented here extend significantly the reach in several observables: for $E_T^\gamma$ and $p_{T}^{\text{jet}}$ from 1.5 TeV to 3.5 TeV and for $m_{\gamma-\text{jet}}$ from 3.3 TeV to 7 TeV.
Figure 12: Predicted number of inclusive isolated photon events as a function of $E_T^\gamma$ assuming an integrated luminosity of 3 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV in different ranges of photon pseudorapidity: $|\eta^\gamma| < 0.6$ (solid histogram), $0.6 < |\eta^\gamma| < 1.37$ (dashed histogram), $1.56 < |\eta^\gamma| < 1.81$ (dotted histogram) and $1.81 < |\eta^\gamma| < 2.37$ (dot-dashed histogram).
Figure 13: Predicted number of inclusive isolated photon events above an $E_T^\gamma$ threshold assuming an integrated luminosity of 3 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV in different ranges of photon pseudorapidity: $|\eta^\gamma| < 0.6$ (solid histogram), $0.6 < |\eta^\gamma| < 1.37$ (dashed histogram), $1.56 < |\eta^\gamma| < 1.81$ (dotted histogram) and $1.81 < |\eta^\gamma| < 2.37$ (dot-dashed histogram).
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Figure 14: (a) Measured cross sections in $pp$ collisions at $\sqrt{s} = 13$ TeV for isolated-photon production as functions of $E_T^\gamma$ in $|\eta^\gamma| < 0.6$ (black dots), $0.6 < |\eta^\gamma| < 1.37$ (open circles), $1.56 < |\eta^\gamma| < 1.81$ (black squares) and $1.81 < |\eta^\gamma| < 2.37$ (open squares). The NLO QCD predictions from Jetphox based on the MMHT2014 PDFs (solid lines) are also shown. The measurements and the predictions are normalised by the factors shown in parentheses to aid visibility. The error bars represent the statistical and systematic uncertainties added in quadrature. The shaded bands display the theoretical uncertainty. (b) Predicted cross section in $pp$ collisions at $\sqrt{s} = 14$ TeV in $|\eta^\gamma| < 0.6$ (solid histogram), $0.6 < |\eta^\gamma| < 1.37$ (dashed histogram), $1.56 < |\eta^\gamma| < 1.81$ (dotted histogram) and $1.81 < |\eta^\gamma| < 2.37$ (dot-dashed histogram).
Figure 15: Ratios of the predicted cross sections of inclusive isolated photon events using different PDFs as functions of $E_T^{\gamma}$ in $pp$ collisions at $\sqrt{s} = 14$ TeV in different ranges of photon pseudorapidity: (a) $|\eta^{\gamma}| < 0.6$, (b) $0.6 < |\eta^{\gamma}| < 1.37$, (c) $1.56 < |\eta^{\gamma}| < 1.81$ and (d) $1.81 < |\eta^{\gamma}| < 2.37$. The ratios of the predictions using CT14 (dashed lines), NNPDF3.0 (dotted lines) and HERAPDF2.0 (dot-dashed lines) over those using MMHT2014 are shown. The shaded band represents the relative systematic uncertainty due to the photon energy scale ($\gamma$ES) and resolution ($\gamma$ER) estimated with $3.2$ fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV [15].
Figure 16: Predicted relative statistical uncertainty on the number of inclusive isolated photon events as a function of $E_T^\gamma$ assuming an integrated luminosity of 3 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV in different ranges of photon pseudorapidity: (a) $|\eta|^ < 0.6$, (b) $0.6 < |\eta|^ < 1.37$, (c) $1.56 < |\eta|^ < 1.81$ and (d) $1.81 < |\eta|^ < 2.37$. The shaded band represents the relative systematic uncertainty due to the photon energy scale ($\gamma_{ES}$) and resolution ($\gamma_{ER}$) estimated with 3.2 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV [15].
Figure 17: Predicted number of photon+jet events assuming an integrated luminosity of 3 ab$^{-1}$ of collision data at $\sqrt{s} = 14$ TeV as a function of different observables: (a) $E_T^\gamma$, (b) $p_T^{\text{jet}}$, (c) $m^{\gamma+\text{jet}}$ and (d) $|\cos \theta^*|$. 
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Figure 18: Predicted relative statistical uncertainty on the number of photon+jet events assuming an integrated luminosity of 3 ab⁻¹ of pp collision data at √s = 14 TeV as a function of different observables: (a) E_T^γ, (b) p_T^{jet}, (c) m_T^{γ-jet} and (d) |cos θ∗|. 
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4.1.1 Impact of inclusive photon measurements at HL-LHC on the proton PDFs

The impact of the proposed measurements of inclusive isolated photon production in $pp$ collisions at $\sqrt{s} = 14$ TeV in different ranges of $|\eta^\gamma|$ on the proton PDFs is illustrated as follows. The uncertainty in the theoretical predictions due to the uncertainties in the proton PDFs has been evaluated using the studies listed below:

- The MMHT2014 analysis. The uncertainty in the predictions due to the current knowledge of the proton PDFs is estimated by repeating the calculations using the 50 sets from the MMHT2014 error analysis and applying the Hessian method for the evaluation of the PDF uncertainties.

- The Ultimate PDF analysis [39]. This analysis includes the expectations of several measurements at the HL-LHC to quantify their impact on the proton PDFs. It considers measurements of inclusive isolated photon measurements as well as measurements of the production of jets, electroweak gauge bosons and top quark pair production at the HL-LHC. Three scenarios are analysed depending on the assumptions on possible improvements on the experimental systematic uncertainties at HL-LHC. Scenario 1 is conservative, scenario 3 is optimistic and scenario 2 represents an intermediate stage. The resulting profiled PDF sets can be used for phenomenology studies by employing the uncertainty prescription of symmetric Hessian sets, as is done here.

The relative uncertainty in the predictions due to the uncertainties in the PDFs is shown in Fig. 19 for the MMHT2014 analysis as well as for the three scenarios of the Ultimate PDF analysis. In comparison to the current estimate of the uncertainty using MMHT2014, the measurements at the HL-LHC lead to a significant reduction, which in certain regions such as $E_T^\gamma \sim 1–2$ TeV and $|\eta^\gamma| < 0.6$ is as large as a factor 4.
Figure 19: Relative uncertainty in the predicted number of inclusive isolated photon events due to the uncertainties in the PDFs as a function of $E_T^\gamma$ in $pp$ collisions at $\sqrt{s} = 14$ TeV in different ranges of photon pseudorapidity: (a) $|\eta^\gamma| < 0.6$, (b) $0.6 < |\eta^\gamma| < 1.37$, (c) $1.56 < |\eta^\gamma| < 1.81$ and (d) $1.81 < |\eta^\gamma| < 2.37$. The relative uncertainty due to the PDFs is shown for different PDF sets: the MMHT2014 PDF set (dashed lines) as well as the Ultimate PDF set in scenario 1 (dotted lines), 2 (dot-dashed lines) and 3 (solid lines).
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4.1.2 Photon Results at HE-LHC

Prospects are also obtained for inclusive isolated photon and photon+jet production in \( pp \) collisions at \( \sqrt{s} = 27 \) TeV assuming an integrated luminosity of 15 ab\(^{-1}\). The predicted number of inclusive isolated photon events as a function of \( E_T^\gamma \) in the different ranges of \(|\eta|\) is shown in Fig. 20. The reach in \( E_T^\gamma \) is (a) 5 TeV for \( |\eta^\gamma| < 0.6 \) and \( 0.6 < |\eta^\gamma| < 1.37 \), (b) 3–3.5 TeV for \( 1.56 < |\eta^\gamma| < 1.81 \) and (c) 2.5–3 TeV for \( 1.81 < |\eta^\gamma| < 2.37 \). The predicted cross sections are shown in Fig. 21. The ratios of the predictions based on CT14, NNPDF3.0 and HERAPDF2.0 over those using MMHT2014 are shown in Fig. 22 and differences of up to 40% are seen. The predicted relative statistical uncertainty on the number of inclusive isolated photon events as a function of \( E_T^\gamma \) in different ranges of photon pseudorapidity is shown in Fig. 23. A relative statistical uncertainty below 10% is achieved for photon transverse energies up to (a) 4.5 TeV for \( |\eta^\gamma| < 0.6 \), (b) 4 TeV for \( 0.6 < |\eta^\gamma| < 1.37 \), (c) 3 TeV for \( 1.56 < |\eta^\gamma| < 1.81 \) and (d) 2.5 TeV for \( 1.81 < |\eta^\gamma| < 2.37 \).

The predicted number of photon+jet events as a function of \( E_T^\gamma \), \( p_T^{\text{jet}} \), \( m^{\gamma-jet} \) and \( |\cos \theta^*| \) is shown in Fig. 24. The predictions show that the reach in \( E_T^\gamma \) and \( p_T^{\text{jet}} \) is 5 TeV and the reach in \( m^{\gamma-jet} \) is 12 TeV. The predicted relative statistical uncertainty on the number of photon+jet events as a function of the different observables is shown in Fig. 25. The relative statistical uncertainty is below 10% for (a) \( E_T^\gamma \) up to 4.5 TeV, (b) \( p_T^{\text{jet}} \) up to 5 TeV and (c) \( m^{\gamma-jet} \) up to 10 TeV; for \( |\cos \theta^*| \) the relative statistical uncertainty is below 0.1% for the entire range considered.

4.2 Jet Results

The predicted inclusive jet and dijet cross sections are shown in Figures 26 and 27 in the proton-proton collisions at \( \sqrt{s} = 14 \) and 27 TeV, respectively. The cross section values are calculated at NLO pQCD accuracy. The inclusive jet cross sections are calculated as a function of the jet \( p_T \) in six equal-size bins of absolute jet rapidity for jets in the \(|y| < 3\) range with \( p_T > 100 \) GeV. The dijet cross sections are calculated as a function of the invariant mass of the dijet system (\( m_{jj} \)) in six equal-size bins of half absolute rapidity separation between two leading in \( p_T \) jets.

The predicted number of inclusive jet events as a function of \( p_T \) in the different ranges of the jet rapidity and dijet events as a function of \( m_{jj} \) in the \( pp \) collisions at \( \sqrt{s} = 14 \) and 27 TeV are shown in Fig. 28 and 29. The reach in \( p_T \) for the inclusive jet cross section measurements is 5.5 TeV in the \(|y| < 0.5 \) region and 1 TeV in the \( 2.5 < |y| < 3.0 \) region at HL-LHC. For the dijet production the \( m_{jj} \) reach is 9 TeV in the \( y^+ < 0.5 \) region and 11.5 TeV in the \( 2.5 < y^+ < 3.0 \) region at HL-LHC. In the case of HE-LHC the inclusive jet cross sections can be measured up to 10 (2.2) TeV in the \(|y| < 0.5 \) (2.5 < \( |y| < 3.0 \)) region and the dijet production can reach dijet invariant masses of 17 (22) TeV in the \( y < 0.5 \) (2.5 < \( y^+ < 3.0 \)) region.

The predicted relative statistical uncertainty in the number of inclusive jet and dijet events as a function of the jet \( p_T \) in the \(|y| < 0.5 \) range and \( m_{jj} \) in the \( y^+ < 0.5 \) bin assuming an integrated luminosity of 3 (15) ab\(^{-1}\) of \( pp \) collision data at \( \sqrt{s} = 14 \) (27) TeV for HL(HE)-LHC is shown in Fig. 30. The relative statistical uncertainty is well below 1% everywhere, except for the highest \( p_T \) and \( m_{jj} \) bins of the measurements.
Figure 20: Predicted number of inclusive isolated photon events as a function of $E_T^\gamma$ assuming an integrated luminosity of 15 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 27$ TeV in different ranges of photon pseudorapidity: $|\eta^\gamma| < 0.6$ (solid histogram), $0.6 < |\eta^\gamma| < 1.37$ (dashed histogram), $1.56 < |\eta^\gamma| < 1.81$ (dotted histogram) and $1.81 < |\eta^\gamma| < 2.37$ (dot-dashed histogram).
2.2. Prospects for jet and photon physics (ATL-PHYS-PUB-2018-051)

Figure 21: Predicted cross sections in $pp$ collisions at $\sqrt{s} = 27$ TeV in $|\eta^{\gamma}| < 0.6$ (solid histogram), $0.6 < |\eta^{\gamma}| < 1.37$ (dashed histogram), $1.56 < |\eta^{\gamma}| < 1.81$ (dotted histogram) and $1.81 < |\eta^{\gamma}| < 2.37$ (dot-dashed histogram).
Figure 22: Ratios of the predicted number of inclusive isolated photon events using different PDFs as functions of $E_T^\gamma$ in $pp$ collisions at $\sqrt{s} = 27$ TeV in different ranges of photon pseudorapidity: (a) $|\eta|^c < 0.6$, (b) $0.6 < |\eta|^c < 1.37$, (c) $1.56 < |\eta|^c < 1.81$ and (d) $1.81 < |\eta|^c < 2.37$. The ratios of the predictions using CT14 (dashed lines), NNPDF3.0 (dotted lines) and HERAPDF2.0 (dot-dashed lines) over those using MMHT2014 are shown. The shaded band represents the relative systematic uncertainty due to the photon energy scale ($\gamma$ES) and resolution ($\gamma$ER) estimated with $3.2$ fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV [15].
Figure 23: Predicted relative statistical uncertainty on the number of inclusive isolated photon events as a function of $E_T^\gamma$ assuming an integrated luminosity of 15 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 27$ TeV in different ranges of photon pseudorapidity: (a) $|\eta^\gamma| < 0.6$, (b) $0.6 < |\eta^\gamma| < 1.37$. (c) $1.56 < |\eta^\gamma| < 1.81$ and (d) $1.81 < |\eta^\gamma| < 2.37$. The shaded band represents the relative systematic uncertainty due to the photon energy scale ($\gamma$ES) and resolution ($\gamma$ER) estimated with 3.2 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV [15].
Figure 24: Predicted number of photon+jet events assuming an integrated luminosity of 15 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 27$ TeV as a function of different observables: (a) $E_T^\gamma$, (b) $p_T^{\text{jet}}$, (c) $m^{\gamma-jet}$ and (d) $|\cos \theta^*|$.
Figure 25: Predicted relative statistical uncertainty on the number of photon+jet events assuming an integrated luminosity of 15 ab\(^{-1}\) of pp collision data at \(\sqrt{s} = 27\) TeV as a function of different observables: (a) \(E_T^\gamma\), (b) \(p_T^{\text{jet}}\), (c) \(m^{\gamma-\text{jet}}\) and (d) \(|\cos \theta^*|\).
Figure 26: NLO pQCD theory predictions for (a) inclusive jet and (b) dijet cross sections at $\sqrt{s} = 14$ TeV.

(a) Inclusive jet cross sections
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Figure 27: NLO pQCD theory predictions for (a) inclusive jet and (b) dijet cross sections at $\sqrt{s} = 27$ TeV

(a) Inclusive jet cross sections

(b) Dijet cross sections

Figure 27: NLO pQCD theory predictions for (a) inclusive jet and (b) dijet cross sections at $\sqrt{s} = 27$ TeV
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(a) Inclusive jet event yield

![Dijet Event Yield](image2)

(b) Dijet event yield

Figure 28: Predicted number of inclusive jet and dijet events as a function of jet $p_T$ and $m_{jj}$ assuming an integrated luminosity of 3 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV in different ranges of $|y|$ and $y^*$.
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(a) Inclusive jet event yield
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(b) Dijet event yield

Figure 29: Predicted number of inclusive jet and dijet events as a function of jet $p_T$ and $m_{jj}$ assuming an integrated luminosity of 15 ab$^{-1}$ of $pp$ collision data at $\sqrt{s} = 27$ TeV in different ranges of $|y|$ and $y^*$.
Figure 30: Predicted relative statistical uncertainty in the number of inclusive jet and dijet events as a function of jet \( p_T \) and \( m_{jj} \) assuming an integrated luminosity of 3 (15) ab\(^{-1}\) of \( pp \) collision data at \( \sqrt{s} = 14 \) (27) TeV in \(|y| < 0.5\) and \( y^* < 0.5\) ranges.
The total predicted JES uncertainty in the inclusive jet cross section measurement for the three HL-LHC scenarios is illustrated in Figure 31 and compared to the total JES uncertainty estimate for the Run-2 jet cross section measurements. Total JES uncertainty in the low $p_T$ range is same as in Run-2 and is about 2\% lower in the high-$p_T$ region. In conservative and pessimistic scenarios JES uncertainties in the cross section are very similar in the intermediate and high-$p_T$ range, while JES uncertainty is about 1\% lower in the low-$p_T$ range for the optimistic scenario.

Figure 31: Relative uncertainties in the inclusive jet cross section measurements at the HL-LHC due to the JES uncertainties. Three HL-LHC scenarios are compared to the Run-2 performance. Black line corresponds to the Run-2 performance. Green, red and blue lines represent pessimistic, conservative and optimistic scenarios, respectively.
5 Conclusion

Prospects for isolated-photon production inclusively and in association with at least one jet as well as for the inclusive jet and dijet production measurements at the HL-LHC and HE-LHC are presented.

The production of inclusive isolated photons is studied for photon transverse energies above 400 GeV in four ranges of photon pseudorapidity, namely $|\eta^\gamma| < 0.6$, $0.6 < |\eta^\gamma| < 1.37$, $1.56 < |\eta^\gamma| < 1.81$ and $1.81 < |\eta^\gamma| < 2.37$. The reach in $E_T^\gamma$ is extended significantly with respect to recent measurements by the ATLAS Collaboration: for the most central region, $|\eta^\gamma| < 0.6$, the $E_T^\gamma$ reach is extended from 1.5 TeV to 3–3.5 TeV (5 TeV) assuming an integrated luminosity of 3 ab$^{-1}$ (15 ab$^{-1}$) of collision data at $\sqrt{s} = 14$ TeV (27 TeV). For photon+jet events, expectations are shown for the distributions in $E_T^\gamma$, $p_T^{\text{jet}}$, $m_{\gamma-jet}$ and $|\cos\theta^*|$. Jets are required to have $p_T^{\text{jet}} > 300$ GeV and $|y^{\text{jet}}| < 2.37$. An integrated luminosity of 3 ab$^{-1}$ (15 ab$^{-1}$) of collision data at $\sqrt{s} = 14$ TeV (27 TeV) leads to significant extensions of phase space in comparison with recent measurements at $\sqrt{s} = 13$ TeV: for $E_T^\gamma$ and $p_T^{\text{jet}}$ from 1.5 TeV to 3.5 TeV (5 TeV) and for $m_{\gamma-jet}$ from 3.3 TeV to 7 TeV (12 TeV).

The inclusive jet production cross sections at NLO pQCD accuracy for jets with $p_T > 100$ GeV within $|y| < 3$ in six bins of the absolute jet rapidity are calculated. The non-perturbative effects are taken into account as multiplicative factors. The reach in jet transverse momentum in the central rapidity range in comparison to the recent ATLAS measurements [17] is extended from 3.5 TeV to 5.5 (10) TeV for the inclusive jet $p_T$ and from 9 TeV to 11.5 (22) TeV for the dijet invariant mass at the HL-LHC (HE-LHC).

The expected experimental uncertainties in the inclusive jet measurements are studied using three possible scenarios for the precision in the jet energy measurements. In all considered scenarios the inclusive jet cross section measurements will improve compared to Run-2 results precision. In the optimistic scenario, the expected precision will be almost two times better than one in the corresponding Run-2 measurements.

The impact of non-perturbative effects in the high transverse momentum range is small, around 1–2%, allowing to directly test the perturbative QCD predictions at the energy frontiers set by HL/HE-LHC.

A study of PDF sensitivity of the photon and jet production cross sections based on current PDF sets such as MMHT2014, CT14, NNPDF3.0 and HERAPDF2.0 show differences between predictions of up to 30%. That will allow to further constrain the PDFs by performing the photon and jet production measurements at the HL-LHC and HE-LHC. The expected impact on the determination of the proton PDFs of these measurements together with those of other processes such as the production of electroweak gauge bosons and top quark pairs at HL-LHC is illustrated with the estimations of the PDF induced uncertainties based on the PDF4LHC HL-LHC PDF set.
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Abstract

A study of the resolved reconstruction of top quark pairs in the $e/\mu$+jets channels and a projection of differential $t\bar{t}$ cross section measurements at the HL-LHC with an integrated luminosity of 3 ab$^{-1}$ at 14 TeV are presented. The analysis techniques are based on previous measurements of differential $t\bar{t}$ cross sections at 13 TeV. It is shown that such a measurement is feasible at the HL-LHC despite the expected large number of pileup interactions. The precision of the differential cross section will profit from the enormous amount of data and the extended $\eta$-range of the Phase-2 CMS detector. The results are used to estimate the improvement of constraints on parton distribution functions.
1 Introduction

Precision measurements of top quark properties present an important test of the standard model (SM). As the heaviest particle in the SM, the top quark plays an important role for the electroweak symmetry breaking and becomes a sensitive probe for physics beyond the SM. Therefore, $t \bar{t}$ or top quark reconstruction is also important for many searches.

Based on analysis techniques used in previous measurements of differential $t \bar{t}$ cross sections [1, 2] at 13 TeV, we present a study of the feasibility and performance of such a measurement at the CERN HL-LHC, which is planned to be operated from 2026. It is expected to collect an integrated luminosity of about 3 ab$^{-1}$ at a center-of-mass energy of 14 TeV. The high instantaneous luminosity will result in up to 200 pp interactions per bunch crossing (pileup). Therefore, effective pileup mitigation techniques like PUPPI [3] are essential for a good performance of the $t \bar{t}$ reconstruction.

A detailed description of the CMS detector, including a definition of the coordinate system and kinematic variables, can be found in Ref. [4]. Most subsystems of the CMS detector will be improved or replaced in order to cope with the high pileup condition (Phase-2 upgrade) [5–8].

We provide projections of the measurements of differential $t \bar{t}$ cross sections at parton level. This includes an estimate of the expected signal yield and its uncertainty based on simulations of the Phase-2 CMS detector. We study the distributions of the transverse momentum $p_T$ and rapidity $y$ of the hadronically (labeled $t_h$) and leptonically (labeled $t_\ell$) decaying top quarks and the mass $M$, $p_T$, and $y$ of the $t \bar{t}$ system. In addition, the normalized double-differential cross section as function of $M(t \bar{t})$ vs. $|y(t \bar{t})|$ is used to study its constraints on the parton distribution functions (PDF).

2 Simulation

The Monte Carlo generator POWHEG [9–12] (v2,hvq) is used to simulate the production of $t \bar{t}$ events with next-to-leading-order (NLO) accuracy in QCD. The renormalization $\mu_r$ and factorization $\mu_f$ scales are set to the transverse mass $m_T = \sqrt{m_t^2 + p_T^2}$ of the top quark, where $p_T$ is the transverse momentum of the top quark and a top quark mass $m_t = 172.5$ GeV is used. The result is combined with the parton shower simulations of PYTHIA8 [13, 14] (v8.219) using the underlying event tune CUETP8M2T4 [15, 16]. The simulation is normalized to an inclusive $t \bar{t}$ production cross section of 985 pb [17]. This value is calculated with next-to-NLO accuracy, including the resummation of next-to-next-to-leading-logarithmic soft-gluon terms.

A sample of 200 million generated events are interfaced to a fast simulation of the Phase-2 CMS detector based on the DELPHES [18] detector simulation framework. The sample includes a simulation of an average pileup of 200 pp interactions per bunch crossing.

We do not use simulations of non-$t \bar{t}$ backgrounds. According to the 13 TeV analysis of 2016 data [2], the total background contribution is about 4.5%. A contribution of 2.7% from single top quark production is subtracted according to the SM expectation. The remaining background, 1.8%, consists of multijet, Drell–Yan, and W boson events. A common shape of the distribution of these backgrounds is extracted from a $b$ jet reduced control region. Its normalization is based on the simulated ratio of events in the signal and in the control regions. Since this method, involving a control region in data, is not applicable in studies based on simulation only, we use the related systematic uncertainties obtained in the 2016 analysis.
3 Physics objects and event selection

The signal signature in the e/µ+jets channels consists of a single isolated electron or muon, a neutrino, and a b-jet from the decay of \( t \bar{t} \). In addition, 3 jets, one of which is a b-jet, are expected from the decay of \( t \). Hence, events with exactly one isolated electron or muon with \( p_T > 30 \text{ GeV} \) and \( |\eta| < 2.8 \) are selected. Events with additional isolated electrons or muons with \( p_T > 15 \text{ GeV} \) and \( |\eta| < 2.8 \) are rejected. At least 4 jets with \( p_T > 30 \text{ GeV} \) and \( |\eta| < 4.0 \) are required. Due to the extended \( \eta \) coverage of the Phase-2 tracker, the requirement of \( |\eta| < 2.4 \) for all objects in [1, 2] can be relaxed. At least 2 of the jets have to be identified as b jets, i.e., fulfilling a requirement of the DeepCSV b-tagger [19] with a b-jet selection efficiency of about 70% and rejection of about 95% for other jets in \( t \bar{t} \) events. For an effective b tagging \( |\eta| < 3.5 \) is required for the two b jets. Charged hadron subtracted jets, being the standard in most analyses, cannot be used under HL-LHC conditions, since a large number of jets from pileup is expected. In contrast to previous analyses the PUPPI algorithm [3] is used for pileup mitigation. It assigns a weight to each reconstructed particle flow (PF) object [20] according to the probability that it originates from the leading primary vertex, which, among the reconstructed primary vertices, is the one with the largest value of summed physics-object \( p_T^2 \). When the jets are clustered and the \( \vec{p}_T^{\text{miss}} \) is calculated, the momenta of the particles are scaled by these weights. Jets are clustered from the weighted PF objects using the anti-\( k_T \) jet algorithm with a distance parameter of 0.4 implemented in the FASTJET package [21]. Jets within \( \Delta R = 0.4 \) of the isolated electrons or muons are rejected, where \( \Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2} \) with \( \Delta \phi \) and \( \Delta \eta \) are the differences in azimuthal angle (in radians) and pseudorapidity between the directions of two objects. The missing transverse momentum \( \vec{p}_T^{\text{miss}} \) is calculated as the negative of the vectorial sum of transverse momenta of all weighted PF candidates in the event. Jet energy corrections are propagated to improve the measurement of \( \vec{p}_T^{\text{miss}} \).

4 Reconstruction of the \( t \bar{t} \) system

A detailed description of the \( t \bar{t} \) reconstruction is presented in Refs. [1, 2]. For the reconstruction all possible permutations of assigning detector-level jets to the corresponding \( t \bar{t} \) decay products are tested and a likelihood \( \lambda \) that a certain permutation is correct is evaluated. Permutations are considered only if the two jets with the highest b identification probabilities are the two b jet candidates. In each event, the permutation with the highest value of \( \lambda \) is selected. The likelihood \( \lambda \) is constructed from the two dimensional probability density \( m_t - m_W \) of correctly assigned jets for the hadronically decaying top quark and the probability density of \( D_{\nu, \text{min}} \) obtained for a correct b jet from a leptonically decaying top quark. The variable \( D_{\nu, \text{min}} \) is obtained in the calculation of the neutrino momentum [22]. The probability densities used in the reconstruction are extracted from the Phase-2 \( t \bar{t} \) simulation.

In Fig. 1 the distributions of \( \lambda \) and the reconstructed \( m_t \) of the hadronically decaying top quarks are shown for the Phase-2 simulation. The \( t \bar{t} \) simulation is divided into the categories of events with correctly reconstructed top quarks (right reco), at least one wrong jet assignment (wrong reco), at least one missing decay product (nonreconstructable), and events that are not signal events in the \( \ell \text{jets} \) channels (nonsignal). Comparisons of these distributions with those in the 2016 analysis [2] show that a similar fraction of correct reconstructed top quark pairs is expected and the resolution of the \( m_t \) peak is comparable despite the harsh pileup conditions.

In Figs. 2 and 3 the expected signal yields are shown for the distributions of \( p_T(t_b) \) and \( |y(t_b)| \). Corresponding distributions for \( p_T(t_{\ell}) \) and \( |y(t_{\ell})| \) and of the \( t \bar{t} \) system \( M(t \bar{t}) \), \( p_T(t \bar{t}) \), and \( |y(t \bar{t})| \) are shown in Appendix A. In addition, properties of the migration matrices, representing the
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Figure 1: Distributions of $\lambda$ and the reconstructed $m_t$ of the hadronically decaying top quarks are shown for the Phase-2 simulation.

Figure 2: Expected signal yields (left) and properties of the migration matrix (right) for the measurement of $p_T(t_h)$. For comparison the properties are also shown for the 2016 analysis [2].

relations between parton level and detector level are shown. These properties are the purity defined as the fraction of parton-level top quarks in the same bin at the detector level, the stability defined as the fraction of detector-level top quarks in the same bin at the parton level, and the bin efficiency defined as the ratio of the number of events found in a certain bin at detector level and the number of events found at parton-level in the same bin. In an ideal case, for diagonal migration matrices, purity and stability are equal to one and the bin efficiency corresponds to the acceptance for each bin. While purity and stability remain almost unchanged with respect to the 2016 analysis, the bin efficiency is increased especially in the high rapidity regions due to the extended $\eta$-range of the Phase-2 CMS detector. In Fig. 4 the migration matrix and its properties for the double-differential measurements as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ are shown. The D’Agostini method [23] is used for the unfolding of the detector-level distributions. A detailed discussion about the selected number of iterations, that control the level of regularization, is presented in the 2016 analysis [2].
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Figure 3: Expected signal yields (left) and properties of the migration matrix (right) for the measurement of $|y(t_h)|$. For comparison the properties are also shown for the 2016 analysis [2].
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Figure 4: Migration matrix (upper) and its properties (middle, lower) for the double-differential measurements as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$. There are four $|y(t\bar{t})|$ distributions for different regions of $M(t\bar{t})$. The large off-diagonal structures in the migration matrix correspond to migrations among $M(t\bar{t})$ regions. For comparison the properties are also shown for the 2016 analysis [2].
5 Uncertainties

The following experimental uncertainties are estimated based on the expected performance of the Phase-2 CMS detector. For comparison the typical uncertainties in the 2016 analysis are given in parentheses:

- luminosity measurement: 1% (2.5% [24])
- muon reconstruction and identification: 0.5% (1–2% [25])
- electron reconstruction and identification: 1% (1–2% [26])
- b-tagging efficiency: $p_T$ dependent 1–5% (1–3% [19])
- b-tagging mistagging efficiency: $p_T$ dependent about 10% (8%) for u, d, s, and gluon jets and 2–14% (2–6%) for c jets.
- jet energy calibration: for jets in the typical $p_T$-range of $30 < p_T < 300$ GeV, the uncertainty of the jet energy decreases from 1.7% (2.7% [27]) to 0.45% (0.5%). The reduced uncertainties are cause by improvements of the Phase-2 detector and a reduction of uncertainties in the calibration methods due to the high amount of data.
- jet energy resolution: $\eta$ dependent 3% (5%) in the central region and 5% (12%) in the forward region.
- the $\vec{p}_T^{\text{miss}}$: the variations in the jet energy scale are propagated to the $\vec{p}_T^{\text{miss}}$.

To propagate these uncertainties to the cross section results the Phase-2 simulation is either reweighted or the momenta of certain objects are rescaled in order to follow the desired variation. Afterwards, the nominal distributions are unfolded with the migration matrices and correction factors obtained from the varied simulations. The resulting differences in the unfolded yields are taken as uncertainties.

Previous analyses showed that theoretical and modeling uncertainties make a significant contribution to the overall uncertainty. The uncertainty sources considered are the initial-/final-state parton shower scales, parton shower matching scale $h_{\text{damp}}$, PDF variations, parton shower tuning, $m_t$, leptonic b-decay branching ratio, b-fragmentation, renormalization/factorization scales, color reconnection model, and the background subtraction, which is mostly based on SM predictions. These uncertainty sources have been studied in the 2016 analysis [2] and are taken from there. For the extended rapidity range, the uncertainties in the highest available rapidity bins of the 2016 analysis are used. These theoretical uncertainties are reduced by a factor of two, since several improvements of the theoretical predictions are expected and further measurements can reduce modeling uncertainties. In addition, the measurable portion of the phase space is increased, resulting in a reduction of the theory based uncertainties in the extrapolation to the full phase space.

6 Cross section results

In Figs. 5–7 the projection of the differential cross sections with the expected uncertainties are shown. For comparison we also show the uncertainties in the 2016 analysis. The normalized differential cross sections can be found in Appendix B.

The normalized double-differential cross section as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ is presented in Figs 8 and 9. This is further used for PDF constraints in Section 7.

In the bulk of the distributions, where the uncertainties of the 2016 analysis have a negligible statistical component, a gain of precision can only be reached by a reduction of systematic
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Figure 5: Differential cross sections (left) as a function of $p_T(t_h)$ (upper) and $|y(t_h)|$ (lower). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
Figure 6: Differential cross sections (left) as a function of $p_T(t\bar{t})$ (upper) and $|y(t\bar{t})|$ (lower). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
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Figure 7: Differential cross sections (left) as a function of $M(t\bar{t})$ (upper), $p_T(t\bar{t})$ (middle), and $|y(t\bar{t})|$ (lower). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
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Figure 8: Projections of the normalized double-differential cross section as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ (left). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].

uncertainties. On the experimental side, the current uncertainties of about 5–8% are expected to be further reduced by a few percent mainly because of the improved jet energy calibration and $b$-jet identification. In low populated regions of the phase space, e.g., at high rapidity and $M(t\bar{t})$, a significant reduction of the overall uncertainty can be achieved due to the decreasing statistical uncertainties with the large amount of data. This reduction of the statistical uncertainty also allows for more precise measurements in an increased number of bins as demonstrated in the projection of the double-differential cross section. The extended $\eta$-coverage of the phase-2 detector enables measurements at high rapidity that are not possible with the current detector.
6. Cross section results

Figure 9: Projections of the normalized double-differential cross section as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ (left). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
PDF constraints from double-differential cross sections

The impact of differential $t\bar{t}$ cross section measurements at the HL-LHC on the proton PDFs is quantitatively estimated using a profiling technique [28]. This technique is based on minimizing $\chi^2$ between data and theoretical predictions taking into account both experimental and theoretical uncertainties arising from PDF variations. Three NLO PDF sets were chosen for this study: ABMP16 [29], CT14 [30] and NNPDF3.1 [31] available via the LHAPDF interface (version 6.1.5) [32]. All PDF sets are provided with uncertainties in the form of eigenvectors. No $t\bar{t}$ data were used to determine the ABMP16 PDFs, and both total and differential (from Run-I LHC) $t\bar{t}$ cross sections were used in the NNPDF3.1 extraction. The PDF uncertainties of CT14, evaluated at 90% CL, are rescaled to 68% CL.

For this study, the normalized double-differential $t\bar{t}$ production cross sections as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ are used, which are expected to impose stringent constraints on the gluon distribution [33]. The typical $x$ values probed can be estimated using the LO kinematic relation $x = \left(\frac{M(t\bar{t})}{\sqrt{s}}\right) \exp \left(\pm \gamma(t\bar{t})\right)$. Hence the $t\bar{t}$ measurements are expected to be sensitive to $x$ values in the region $0.002 \lesssim x \lesssim 0.5$, as estimated using the highest or lowest $|y(t\bar{t})|$ or $M(t\bar{t})$ bins and taking the low or high bin edge where the cross section is largest.

The study is performed using the xFITTER program (version 2.0.0) [34], an open-source QCD fit framework for PDF determination. The theoretical predictions for the $t\bar{t}$ cross sections are calculated at NLO QCD using the MG5_aMC@NLO (version 2.6.0) [35] framework, interfaced with the AMCFAST (version 1.3.0) [36] and APPLGRID (version 1.4.70) [37] programs. The number of active flavors is set to $n_f = 5$, the top quark pole mass $m_t = 172.5$ GeV is used and the strong coupling strength is set to $\alpha_s(M_Z) = 0.118$. The renormalization and factorization scales are chosen to be $\mu_R = \mu_F = \frac{H'}{2}, H' = \sum_i m_{T,i}$, where the sum runs over all final-state partons ($t, \bar{t}$ and up to one light parton) and $m_T$ is transverse mass $m_T = \sqrt{m^2 + p_T^2}$.

The $\chi^2$ value is calculated using the full covariance matrix representing the statistical and systematic uncertainties of the data. The PDF uncertainties are treated through nuisance parameters. For each nuisance parameter a penalty term is added to the $\chi^2$ value, representing the prior knowledge of the parameter. The values of these nuisance parameters at the minimum are interpreted as optimized, or profiled, PDFs, while their uncertainties determined using the tolerance criterion of $\Delta \chi^2 = 1$ correspond to the new PDF uncertainties. The profiling approach assumes that the new data are compatible with theoretical predictions using the existing PDFs, such that no modification of the PDF fitting procedure is needed. Under this assumption, the central values of the measured cross sections are set to the central values of the theoretical predictions.

The original and profiled ABMP16, CT14, and NNPDF3.1 PDF uncertainties are shown in Fig. 10–12, respectively. The uncertainties of the gluon, valence quark, and sea quark distributions are presented at the scale $\mu_R^2 = 30000$ GeV$^2 \approx m_T^2$ relevant for $t\bar{t}$ production. A consistent impact of the $t\bar{t}$ data on the PDFs is observed for all PDF sets. In particular, the uncertainties of the gluon distribution are drastically reduced once the $t\bar{t}$ data are included in the fit. The improvement is about one order of magnitude at $x \approx 0.5$ which is the edge of kinematic reach of the $t\bar{t}$ data. In this region the gluon distribution lacks direct constraints in the present PDF fits. A small improvement is also observed for the sea and valence quark distributions.
7. PDF constraints from double-differential cross sections

Figure 10: The relative gluon (upper left), u valence quark (upper right), sea quark (lower left), and d valence quark (lower right) uncertainties of the original and profiled ABMP16 PDF set.

2.3. Differential $t\bar{t}$ production cross section measurements (CMS-FTR-18-015)
Figure 11: The relative gluon (upper left), u valence quark (upper right), sea quark (lower left), and d valence quark (lower right) uncertainties of the original and profiled CT14 PDF set.
Figure 12: The relative gluon (upper left), u valence quark (upper right), sea quark (lower left), and d valence quark (lower right) uncertainties of the original and profiled NNPDF3.1 PDF set.
8 Summary

A projection of differential $t\bar{t}$ cross section measurements at the HL-LHC has been shown. Using pileup mitigation techniques like PUPPI these measurements become feasible in an environment of 200 pileup events. The high amount of data and the extended $\eta$-range of the Phase-2 detector allow for fine-binned measurements in phase-space regions — especially at high rapidity — that are not accessible in current measurements. The most significant reduction of uncertainty is expected because of an improved jet energy calibration and a reduced uncertainty in the $b$ jet identification. It is demonstrated that the projected differential $t\bar{t}$ cross sections have a strong impact on the gluon distribution in the proton. Overall, this measurement will profit from both, the improved Phase-2 CMS detector and the high amount of data expected at the HL-LHC.
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A Reconstruction properties of various kinematic quantities

In Figs 13–17 the expected signal yields in the different categories, the migration matrices, and their properties are shown for various the kinematic quantities of the $t\ell$ and the $tt$ system.

Figure 13: Expected event yields (left) and properties of the migration matrix (right) for the measurement of $p_T(t\ell)$. For comparison the properties are also shown for the 2016 analysis [2].

Figure 14: Expected event yields (left) and properties of the migration matrix (right) for the measurement of $|y(t\ell)|$. For comparison the properties are also shown for the 2016 analysis [2].
2.3. Differential $t\bar{t}$ production cross section measurements (CMS-FTR-18-015)

A. Reconstruction properties of various kinematic quantities

Figure 15: Expected event yields (left) and properties of the migration matrix (right) for the measurement of $M(t\bar{t})$. For comparison the properties are also shown for the 2016 analysis [2].

Figure 16: Expected event yields (left) and properties of the migration matrix (right) for the measurement of $p_T(t\bar{t})$. For comparison the properties are also shown for the 2016 analysis [2].

Figure 17: Expected event yields (left) and properties of the migration matrix (right) for the measurement of $|y(t\bar{t})|$. For comparison the properties are also shown for the 2016 analysis [2].
B Additional differential cross sections

In Figs. 18–20 the differential cross sections are shown normalized to unity within the measured range of each distribution. The absolute double differential cross section as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ is shown in Figs. 21 and 22.

Figure 18: Normalized differential cross sections (left) as a function of $p_T(t_h)$ (upper) and $|y(t_h)|$ (lower). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
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Figure 19: Normalized differential cross section as a function of $p_T(t\ell)$ (upper) and $|y(t\ell)|$ (lower). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
Figure 20: Normalized differential cross section as a function of $M(t\bar{t})$ (upper), $p_T(t\bar{t})$ (middle), and $|y(t\bar{t})|$ (lower). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
B. Additional differential cross sections

2.3. Differential $tt$ production cross section measurements (CMS-FTR-18-015)

Figure 21: Projections of the double-differential cross section as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ (left). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
Figure 22: Projections of the double-differential cross section as a function of $M(t\bar{t})$ vs. $|y(t\bar{t})|$ (left). The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the uncertainties in the 2016 measurements [2].
Prospects for the measurement of $t\bar{t}\gamma$ with the upgraded ATLAS detector at the High-Luminosity LHC

The ATLAS Collaboration

Measurements of $t\bar{t}\gamma$ production are studied in leptonic final states at the HL-LHC, where a data set with an integrated luminosity of 3 ab$^{-1}$ at a center-of-mass energy of 14 TeV is expected to be collected by the upgraded ATLAS detector. The expected precisions for the measurements of both fiducial and differential cross-sections are presented. The fiducial cross-section measurement can reach an uncertainty as low as 6% (3%) in the channel with one (two) lepton(s) and requiring a photon candidate with transverse momentum larger than 20 GeV. This uncertainty increases to 8% (12%) for photons with transverse momentum above 500 GeV. The uncertainty of differential cross-section measurements, normalised to unity, for several typical observables is in general below 5%.
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1 Introduction

Measurements of top-quark properties play an important role in testing the Standard Model (SM) and its possible extensions. Studies of the production and kinematic properties of a top-quark pair (tt) in association with a photon (tγ) probe the tγ electroweak coupling. For instance, deviations in the transverse momentum (p_T) spectrum of the photon from the SM prediction could point to new physics through anomalous dipole moments of the top quark [1–3]. A precision measurement of the ttγ production cross-section could effectively constrain some of the Wilson coefficients in top-quark effective field theories [4]. Furthermore, differential distributions of photon production in tt events can provide insight on the tt production mechanism, in particular about the tt spin correlation and the production charge asymmetry [5].

Evidence for the production of tt in association with an energetic, isolated photon was found in proton-antiproton (p¯p) collisions at the Tevatron collider at a centre-of-mass energy of $\sqrt{s} = 1.96$ TeV by the CDF Collaboration [6]. Observation of the ttγ process was reported by the ATLAS Collaboration in proton-proton (pp) collisions at $\sqrt{s} = 7$ TeV [7]. Both the ATLAS and CMS Collaborations measured the ttγ cross-section at $\sqrt{s} = 8$ TeV [8, 9]. In the ATLAS measurement, the differential cross-sections with respect to the transverse momentum p_T and absolute pseudorapidity $|\eta|$ of the photon were reported. In the CMS measurement, the ratio of the ttγ fiducial cross-section to the tt total cross-section was measured. The ATLAS Collaboration also measured the ttγ cross-section at $\sqrt{s} = 13$ TeV [10].

The study in this note is performed using the same framework and strategy as in the 13 TeV ATLAS measurement. This note investigates the precision of the ttγ measurement that can be achieved at the High-Luminosity LHC (HL-LHC) [11], using simulated data corresponding to an integrated luminosity of 3 ab$^{-1}$ at a centre-of-mass energy of 14 TeV, which is expected to be collected by the upgraded ATLAS detector during the full run of the HL-LHC. To cope with the harsh environment at the HL-LHC, the current ATLAS detector will be upgraded significantly [12, 13]: e.g. the inner tracker is being completely rebuilt and the TRT is removed in favor of an all-new all-silicon tracker.

The study is performed in final states with one or two leptons (electron or muon). The photon can originate not only from a top quark, but also from its charged decay products, including a charged fermion (quark or lepton) from the decay of the W-boson. In addition, it can be radiated from a charged incoming parton. In the study, no attempt is made to separate these different sources of photons, but an event selection is applied to suppress those radiated from top-quark decay products. The expected uncertainties are studied for the measurements of the fiducial cross-section and differential cross-sections, normalised to unity, for several typical observables.

2 Simulated event samples

Particle-level samples are generated at a centre-of-mass energy of 14 TeV without detector simulation. Leptons, photons, jets and missing transverse energy in the samples are smeared [14] to simulate the effect of object reconstruction and identification efficiencies as well as their momentum or energy resolutions in the upgraded ATLAS detector at the HL-LHC. Comparing with the current ATLAS detector, improvements are expected for the upgraded ATLAS detector: e.g. stronger fake electron suppression can be achieved for the same electron identification efficiency and the muon momentum resolution will be significantly
improved. In the smearing, a pile-up condition corresponding to an average interaction per bunch-crossing of 200 is used.

The $t\bar{t}\gamma$ signal sample is simulated as a $2 \to 7$ process for the semileptonic and dileptonic decay channels of the $t\bar{t}$ system at leading order (LO) by MadGraph v5 [15] (denoted as MG5_AMC in the following) interfaced with Pythia v8.212 [16], using the A14 tune [17] and the NNPDF2.3LO PDF set [18]. The photon can be radiated from an initial charged parton, an intermediate top quark, or any of the charged final state particles. The top-quark mass, top-quark decay width, $W$-boson decay width, and fine structure constant are set to 172.5 GeV, 1.320 GeV, 2.085 GeV, and $1/137$, respectively. The five-flavour scheme is used where all the quark masses are set to zero, except for the top quark. Renormalisation and factorisation scales are set dynamically, corresponding to half the sum of transverse energies over all the particles generated from the matrix element, where the transverse energy of a particle of mass $m$ is defined as $E_T = \sqrt{m^2 + p_T^2}$. The photon is requested to have $p_T > 15$ GeV and $|\eta| < 5$. At least one lepton with $p_T > 15$ GeV is required, with all the leptons satisfying $|\eta| < 5$. The $\Delta R$ between the photon and any of the charged particles among the seven final-state particles must be greater than 0.2. The resulting total cross-section of the process defined in this way is calculated to be 5.43 pb. Next-to-leading order (NLO) $k$-factors used in the 13 TeV $t\bar{t}\gamma$ measurement are applied to correct the fiducial cross-sections and acceptances to NLO.

The $t\bar{t}$ sample [19], where at least one of the top quarks decays leptonically, is generated with Powheg-Box v2 [20] using the NNPDF3.0NLO PDF set [21], and interfaced with Pythia v8.210 using the A14 tune and the NNPDF2.3LO PDF set. The $h_{\text{lamp}}$ parameter, which controls the $p_T$ of the first additional emission beyond Born level in Powheg-Box, is set to 1.5 times the top-quark mass. The $t\bar{t}$ sample is normalised to the next-to-next-to-leading-order cross-section plus next-to-next-to-leading-logarithm corrections (NNLO+NNLL) [22], where the NNLL corrections correspond to resummation of soft gluon contributions. The $tW$ sample [19] is produced with Powheg-Box v1 using the CT10NLO PDF set [23], interfaced with Pythia v6.428 using the Perugia 2012 tune [24] and the CTEQ6L1 PDF set [18]. The $t\bar{t}$-channel single top sample is produced with Powheg-Box using the NNPDF2.3NLO PDF set, interfaced with Pythia v8.210 using the A14 tune and the NNPDF2.3LO PDF set. The production of $W$+jets is simulated with MG5_AMC v2.3.2 using the NNPDF3.0NLO PDF set, interfaced with Pythia v8.210 using the A14 tune and the NNPDF2.3LO PDF set. The production of $Z$+jets is simulated with Powheg-Box, interfaced with Pythia v8.210 using the AZNLO tune [25] and the CTEQ6L1 PDF set. The diboson ($WW$, $WZ$ and $ZZ$) samples [26, 27] are generated using Sherpa v2.2, using the NNPDF3.0NNLO PDF set. Different parton multiplicities are used for different production mechanisms of the diboson samples and with different precisions. For all these samples, the photon radiation is handled by the corresponding parton shower. The EvtGen program [28] is used to simulate the decay of bottom and charm hadrons, except for the Sherpa samples. A summary of all the simulation samples generated for this study is given in Table 1. In the table, the cross-sections of each simulation sample are given, for some of which higher order $k$-factors are applied on top of the cross-sections predicted by the generators.

The $t\bar{t}$ sample also contains $t\bar{t}\gamma$ events as the parton shower will add photon radiation to the $t\bar{t}$ events. To avoid the overlap between the $t\bar{t}$ and the $t\bar{t}\gamma$ samples, events in the $t\bar{t}$ sample are removed if they have a photon passing the prompt photon selection as defined in Section 3.

---

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln\tan(\theta/2)$. The $\Delta R$ between two objects is defined as $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2}$.
Table 1: Summary of the simulation samples generated for this study. The $t\bar{t}\gamma$ sample has different $k$-factors applied to the single-lepton (1.30) and dilepton (1.44) fiducial regions.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Cross-section</th>
<th>Generator</th>
<th>Parton shower</th>
<th>$k$-factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}\gamma$</td>
<td>5.43 pb (LO)</td>
<td>MG5_aMC</td>
<td>Pythia8</td>
<td>NLO, 1.30 (1.44)</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>470 pb (NLO)</td>
<td>POWHEG</td>
<td>Pythia8</td>
<td>NNLO+NNLL, 1.14</td>
</tr>
<tr>
<td>$tW$</td>
<td>80.5 pb (NLO)</td>
<td>POWHEG</td>
<td>Pythia6</td>
<td>-</td>
</tr>
<tr>
<td>$t$-channel sing.</td>
<td>67.5 pb (NLO)</td>
<td>POWHEG</td>
<td>Pythia8</td>
<td>-</td>
</tr>
<tr>
<td>$W+\text{jets}$</td>
<td>65200 pb (LO)</td>
<td>MC5_aMC</td>
<td>Pythia8</td>
<td>-</td>
</tr>
<tr>
<td>$Z+\text{jets}$</td>
<td>4120 pb (NLO)</td>
<td>POWHEG</td>
<td>Pythia8</td>
<td>-</td>
</tr>
<tr>
<td>$WW/WZ/ZZ$</td>
<td>363 pb</td>
<td>Sherpa</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The fake lepton background contribution is estimated from the data-driven background estimate in the 13 TeV analysis, scaled up by a factor of 83, the ratio of integrated luminosities between the 13 TeV (36 fb$^{-1}$) and the HL-LHC data samples. The extrapolation does not take into account the increase of the cross-section of the underlying physical processes which contribute to the fake-lepton background, due to the increase in centre-of-mass energy from 13 TeV to 14 TeV. However, the conservative systematics assigned to this background in Section 8 cover the possible difference. Moreover, this background is only a small background to the single-lepton channel.

The size of the simulated $Z\gamma$ sample (which is taken from the $Z+\text{jets}$ sample by requiring the presence of a prompt photon) is insufficient to determine the background in the dilepton channel after the full event selection. As this background is expected to be dominant in the $ee$ and $\mu\mu$ channels, the estimate from the 13 TeV analysis is extrapolated to HL-LHC by scaling it up by a factor of 83, multiplied by a further factor of 1.08 to account for the increase in $Z\gamma$ cross section from 13 to 14 TeV. The 13 TeV estimate is based on a $Z\gamma$ MC sample, which is simulated with SHERPA v2.2.2. The possible change in shape of the distributions of the observables to be unfolded, when increasing the centre-of-mass energy from 13 TeV to 14 TeV, is checked using the $t\bar{t}\gamma$ samples and found to be negligible.

Due to the increased pile-up activity at the HL-LHC, more stringent isolation criteria are necessary to suppress jets being misidentified as photons and consequently the combined photon reconstruction and identification efficiency is expected to be smaller than in the 13 TeV analysis by around 30% for low-$p_T$ photons, while they are similar for high-$p_T$ photons [14]. This difference is taken into account in the extrapolation.

3 Object selection

Object and event selection closely follow Ref. [10].

Electron candidates are required to have a smeared $p_T > 25$ GeV and an absolute pseudorapidity $|\eta| < 2.47$, excluding the transition region between the barrel and endcap ($|\eta| \notin [1.37, 1.52]$). The parametrised “Medium” identification criteria is applied. Muon candidates are required to have a smeared $p_T > 25$ GeV and $|\eta| < 2.5$. The parametrised “Tight” identification criteria is applied. In order to apply the parameterisations, the leptons are required not to come from hadron decay. The potential increase in event yield by taking advantage of the improved $|\eta|$ acceptance of the upgraded ATLAS detector was studied, by accepting identified electrons and muons out to $|\eta| < 4$. This leads to a percent level gain in the signal yield, which is however accompanied by a similar increase in background.
Photon candidates must have a smeared $p_T > 20$ GeV and $|\eta_{\text{cluster}}| < 2.37$, excluding the transition region between the barrel and endcap. The “Tight” identification criteria is applied. The photon is required not to be from hadron decay. Both electrons and jets can be misidentified as photons, leading to electron-fake photons and hadronic-fake photons, respectively. The functions used to parametrise the fake rates are summarised in Table 2. Moreover, a set of $p_T$-dependent weights is applied to hadronic-fake photons to scale their contribution down to a similar level as in the 13 TeV analysis.

Jets are reconstructed using the anti-$k_t$ algorithm [29] with a distance parameter of $R = 0.4$ from stable final state particles after the parton shower. They are required to have a smeared $p_T > 25$ GeV and $|\eta| < 2.5$. Jets from pile-up are added randomly to the event with a certain probability. Jets containing $b$-hadrons ($b$-jets) are identified with a ghost-matching procedure [30] and are assigned $p_T$- and $\eta$-dependent weights to reproduce a 70% $b$-tagging efficiency. A simple overlap removal procedure is applied: jets which are within a $\Delta R < 0.4$ cone of a lepton or photon are removed.

The missing transverse momentum $E_T^{\text{miss}}$ is computed from all neutrinos.

Table 2 summarises the above object selection.

<table>
<thead>
<tr>
<th>Object</th>
<th>Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt photon</td>
<td>not from hadron decay $p_T &gt; 20$ GeV, $</td>
</tr>
<tr>
<td>Fake photon</td>
<td>hadronic fake ($j \rightarrow \gamma$) rate parametrised with Crystal-Ball or sigmoid (pile-up jet) electron fake ($e \rightarrow \gamma$) rate 2% (5%) in barrel (endcap) same $p_T/\eta$ as prompt photon</td>
</tr>
<tr>
<td>Prompt Electron</td>
<td>not from hadron decay $p_T &gt; 25$ GeV, $</td>
</tr>
<tr>
<td>Prompt Muon</td>
<td>not from hadron decay $p_T &gt; 25$ GeV, $</td>
</tr>
<tr>
<td>Jet</td>
<td>$p_T &gt; 25$ GeV, $</td>
</tr>
<tr>
<td>$b$-jet</td>
<td>70% efficiency</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>non-interacting particles</td>
</tr>
</tbody>
</table>

4 Event selection

Events are categorised into the $e+$jets or $\mu+$jets channel if their final state contains exactly one electron or one muon selected as above, and the two channels are referred to together as the single-lepton channel. Events containing exactly two electrons or two muons, or one electron and one muon, all of which must pass the above selection and be of opposite charge, are categorised into the $ee$ or $\mu\mu$ or $e\mu$ channel, and the three channels are referred to as the dilepton channel. The lepton $p_T$ thresholds of 25 GeV are high enough that the events can be efficiently triggered using single-lepton triggers.

The selected events must have at least four (two) jets in the single-lepton (dilepton) channel, at least one of which is $b$-tagged, and exactly one photon. A $Z$-boson veto is applied in the single electron channel by excluding events with invariant mass of the system of the electron and the photon around the $Z$-boson mass,
i.e. by requiring $|m(e, \gamma) - m(Z)| > 5$ GeV, where $m(Z) = 91.188$ GeV. In the $ee$ and $\mu\mu$ same-flavour
dilepton channels, events are excluded if the dilepton invariant mass or the invariant mass of the system of
the two leptons and the photon is between 85 and 95 GeV, and $E_T^{\text{miss}}$ is required to be larger than 30 GeV.
The dilepton invariant mass is required to be higher than 15 GeV to suppress low-mass Drell-Yan events. It is
experimentally difficult to separate $t\bar{t}\gamma$ events where the photon is radiated from a top quark (i.e. those
sensitive to the top-photon coupling) from other sources of photons in a $t\bar{t}\gamma$ event. But it is possible to
suppress photons radiated from the lepton(s) of top quark leptonic decay(s), the $\Delta R$ between the selected photon and lepton(s) must be greater
than 1.0. This cut could be tightened in the HL-LHC analysis to increase its suppression power while still
retaining a reasonable number of signal events. The event selection is summarised in Table 3.

Table 3: Summary of event selection. “OS” means the charges of the two leptons must have opposite signs.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$e+$jets</th>
<th>$\mu+$jets</th>
<th>$ee$</th>
<th>$\mu\mu$</th>
<th>$e\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n(\ell)$</td>
<td>1 $e$</td>
<td>1 $\mu$</td>
<td>2 $e$, OS</td>
<td>2 $\mu$, OS</td>
<td>1 $e$ + 1 $\mu$, OS</td>
</tr>
<tr>
<td>$n(\gamma)$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$n(\text{jet})$</td>
<td>$\geq 4$ jets</td>
<td>$\geq 2$ jets</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$n(b$-jet)</td>
<td>$\geq 1$ b-jet</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$m(e, \gamma)$ veto</td>
<td>$</td>
<td>m(e, \gamma) - m(Z)</td>
<td>&gt; 5$ GeV</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$m(\ell, \ell)$ veto</td>
<td>-</td>
<td>$m(\ell, \ell) \notin [85, 95]$ GeV</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$m(\ell, \ell, \gamma)$ veto</td>
<td>-</td>
<td>$m(\ell, \ell, \gamma) \notin [85, 95]$ GeV</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>-</td>
<td>$E_T^{\text{miss}} &gt; 30$ GeV</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta R(\gamma, \ell)$</td>
<td>-</td>
<td>$\Delta R(\gamma, \ell) &gt; 1.0$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

After the event selection, there are four types of backgrounds to the selected $t\bar{t}\gamma$ candidates, three of which
are events with a misidentified object. Events with the selected photon being a misidentified jet or a
non-prompt photon from hadron decays are referred to as hadronic-fake background and events with the
selected photon being a misidentified electron are referred to as electron-fake background. Events with the
selected lepton being a misidentified jet or non-prompt lepton from heavy-flavour decays are referred to as
fake-lepton background. Finally, events with a prompt photon (excluding the $t\bar{t}\gamma$ signal) are referred to as
prompt-photon background. Contributions from electron-fake and fake-lepton backgrounds to the dilepton
channel were found to be very small in the 13 TeV analysis and are neglected here.

5 Event yields and distributions

The expected event yields of signal and backgrounds after event selection in each channel are summarised
in Table 4. Statistical uncertainties due to the size of the simulation samples are shown. The differences
between the $e+$jets and $\mu+$jets channels and between the $ee$ and $\mu\mu$ channels are due to the different
reconstruction and identification efficiencies for electrons and muons.

The photon $p_T$ distributions after event selection are shown in Figure 1 for all the channels. The error band
represents the total statistical uncertainty due to the limited size of the samples.
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Figure 1: Distributions of the photon $p_T$ in the five channels. The error band represents the total statistical uncertainty due to the limited size of the samples.
Table 4: Event yields of signal and background processes after the event selection. Statistical uncertainties due to the size of the samples are shown.

<table>
<thead>
<tr>
<th>Process</th>
<th>Signal</th>
<th>Hadronic fake</th>
<th>Electron fake</th>
<th>Prompt photon</th>
<th>Fake lepton</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+\text{jets}$</td>
<td>$281100 \pm 690$</td>
<td>$66500 \pm 2000$</td>
<td>$50500 \pm 2000$</td>
<td>$66300 \pm 4200$</td>
<td>$17200 \pm 2400$</td>
</tr>
<tr>
<td>$\mu^+\text{jets}$</td>
<td>$376530 \pm 800$</td>
<td>$91300 \pm 4200$</td>
<td>$65000 \pm 2300$</td>
<td>$104000 \pm 11000$</td>
<td>$3300 \pm 1400$</td>
</tr>
<tr>
<td>$ee$</td>
<td>$13950 \pm 160$</td>
<td>$1070 \pm 160$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$e\mu$</td>
<td>$39960 \pm 270$</td>
<td>$3010 \pm 240$</td>
<td>-</td>
<td>$530 \pm 340$</td>
<td>-</td>
</tr>
<tr>
<td>$\mu\mu$</td>
<td>$21240 \pm 200$</td>
<td>$1550 \pm 160$</td>
<td>-</td>
<td>$4700 \pm 1100$</td>
<td>-</td>
</tr>
</tbody>
</table>

6 Fiducial region

The fiducial region of the analysis is defined at particle level in a way that mimics the event selection in Section 4. Leptons (electron or muon, including those from $\tau$ decay) must have $p_T > 25$ GeV and $|\eta| < 2.5$, and must not originate from hadron decays. Photons not from hadron decays and in a cone of radius $R=0.1$ around a lepton are added to the lepton before the lepton selection. Photons are required to have $p_T > 20$ GeV and $|\eta| < 2.37$, and must not originate from hadron decays or be within $\Delta R=0.1$ of a lepton. The photon isolation computed from the ratio of the scalar sum of all charged stable particles’ $p_T$ around the photon over its transverse momentum must be smaller than 0.1. Jets are clustered using the anti-$k_t$ algorithm with $R = 0.4$, using all final state particles excluding non-interacting particles and muons that are not from hadron decay. Jets must have $p_T > 25$ GeV and $|\eta| < 2.5$. A ghost matching method is used to determine the flavour of the jets, with those matched to $b$-hadrons tagged as $b$-jets. A simple overlap removal is performed: jets within $\Delta R < 0.4$ of a selected lepton or photon are removed. For events in the single-lepton (dilepton) channel, exactly one photon and exactly one lepton (two leptons) are required. At least four (two) jets are required with at least one of them being $b$-tagged. Events are rejected if there is any lepton and photon pair satisfying $\Delta R(\gamma, \ell) < 1.0$.

7 Normalised differential cross-section

In addition to the measurement of the absolute cross-section in the fiducial region defined above, normalised differential cross-section measurements are studied in this note. These measurements focus on the shape of the observables, while the overall rate is given by the absolute fiducial cross-section measurement.

The differential cross-section is given by

$$\frac{d\sigma}{dX_k} = \frac{1}{L_{\text{int}} \cdot \Delta X_k} \cdot \frac{1}{\epsilon_k} \sum_j M^{-1}_{jk} \cdot (N_{j}^{\text{obs}} - N_{j}^{b}) \cdot (1 - f_{\text{out},j}).$$

The indices $j$ and $k$ indicate the bin of the observable at detector and particle levels, respectively. The $X_k$ and $\Delta X_k$ are the observable and bin width of bin $k$. The $L_{\text{int}}$ is the integrated luminosity. The $N_{j}^{\text{obs}}$ and $N_{j}^{b}$ are the number of observed events and the number of estimated background events in bin $j$ at detector level, respectively. The efficiency $\epsilon_k$ is the fraction of signal events generated at particle level in bin $k$ of the fiducial region that are reconstructed and selected at detector level and have the objects, that are used to define the observable to be unfolded, matched between reconstruction and particle-levels with $\Delta R < 0.1$. 

The migration matrix $M_{kj}$ expresses the probability for an event in bin $k$ at particle level to end up in bin $j$ at detector level, calculated from events passing both the fiducial region selection and the event selection, as well as the above matching procedure. The outside-migration fraction $f_{out,j}$ is the fraction of signal events generated outside the fiducial region, but reconstructed and selected in bin $j$ at detector level or events failing the above matching. The normalised differential cross-section is calculated as

$$d\sigma_{\text{norm}}/dX_k = \frac{1}{\sum_k d\sigma/dX_k} d\sigma/dX_k,$$

where the sum is over all the bins of the observable.

The chosen observables to unfold are the photon $p_T$ and $|\eta|$, and the $\Delta R$ between the photon and the closest lepton for both single-lepton and dilepton channels, and the $\Delta\phi$ and $|\Delta\eta|$ between the two leptons for the dilepton channel. The kinematic properties of the photon are sensitive to the $t\gamma$ coupling, while the dilepton $\Delta\phi$ is sensitive to the $t\bar{t}$ spin correlation.

The signal sample is used to determine $\epsilon_k$, $f_{out,j}$, and $M_{kj}$, which are shown in Figure 2 for the photon $p_T$ in the single-lepton channel. These efficiencies and migration matrices are quite similar to those in the 13 TeV analysis [31].

The inversion of the migration matrix $M_{kj}$ is performed using the iterative Bayesian method [32] implemented in the RooUnfold package [33]. The method relies on the Bayesian probability formula to invert the migration matrix, starting from a given prior of the particle-level distribution, and iteratively updating it with the posterior distribution. The binning choices for the unfolded distributions and the choice of three iterations for the unfolding are the same as in the 13 TeV analysis, except for the photon $p_T$, which has two additional bins of [300,500] GeV and [500,1000] GeV.

Figure 2: The (a) efficiency and outside fraction and (b) migration matrix for the photon $p_T$ in the single-lepton channel.

\[\text{(a)}\]

\[\text{(b)}\]
The systematic uncertainties are extrapolated from the 13 TeV analysis [10]. For simplicity, only the most important sources of systematic uncertainty are considered, that contribute 90% of the total systematic uncertainty in the 13 TeV analysis. Uncertainties related to theoretical predictions, including event generators, are reduced by a factor of two compared to those used in the 13 TeV analysis to account for anticipated advancements in theoretical predictions and tools. The relative experimental uncertainties are in general kept at the same level as in the 13 TeV analysis.

For the systematic uncertainty of the modelling of the signal efficiency, the uncertainty of parton shower derived from a comparison between Pythia 8 and Herwig 7 [34] is considered and reduced by a factor of two, giving 1% for both the single-lepton and dilepton channels. For the $t\bar{t}$ modelling systematics, which affects the estimation of hadronic-fake background and the shape of electron-fake background, the uncertainties of initial-/final-state radiation (ISR/FSR) and the choice of event generator are considered. The former is derived from a comparison between the nominal $t\bar{t}$ sample and alternative ones with enhanced or suppressed ISR/FSR. The latter is derived from a comparison between Powheg-Box + Pythia and Sherpa. Both uncertainties are reduced by factors of two, giving 13% (14%) and 4% (5%) for the single-lepton (dilepton) channel, respectively.

The uncertainty of the hadronic-fake background estimation in the 13 TeV analysis is composed of the $t\bar{t}$ modelling uncertainty and the statistical uncertainties of the relevant control regions which will become negligible at the HL-LHC. For the electron-fake background systematics, the statistical uncertainty of the data-driven method used to estimate the background is ignored and the remaining uncertainty is 9%, which is from the choice of the templates used to do side-band fit in the method. For the fake-lepton background systematics, the uncertainty is taken to be the same as the 13 TeV analysis, giving 50%. In the 13 TeV analysis, the normalisation of the $W\gamma$ background was constrained with a relative precision of 13% using a template fit method, and this uncertainty is applied to the $W\gamma$ normalisation for the HL-LHC analysis. For the uncertainty of $Z\gamma$ background in the dilepton channel, 30% was assigned for QCD scale variation by varying the renormalisation and factorisation scale factors up and down by a factor or two independently and simultaneously in the 13 TeV analysis, which is reduced by half to 15% at the HL-LHC. For each of the prompt-photon backgrounds, except for the $W\gamma$ in the single-lepton channel, an additional 50% normalisation uncertainty was assigned in the 13 TeV analysis, which is reduced by half to 25% at the HL-LHC.

Experimental sources of uncertainty include the largest and second largest components of the jet energy scale (JES) uncertainty, which are called “JES NP 1” (NP means nuisance parameter) and “JES Rho Topology”, and amount to 2% and 1% (1% and 1%), respectively in the single-lepton (dilepton) channel. The “JES Rho Topology” represents the uncertainty of a parameter “Rho”, which is to quantify the transverse pile-up energy density of the event and used to subtract pile-up energy from the $p_T$ of the jet. The uncertainties of the event selection efficiency or normalisation for all the simulated processes due to the uncertainties of the integrated luminosity, photon efficiency and pile-up are 1%, 1% and 2%, respectively. Among these uncertainties, the JES Rho Topology uncertainty is reduced by half based on the latest studies with respect to the 13 TeV analysis, while the others stay the same. The pile-up uncertainty has been increased by a factor of two with respect to the 13 TeV analysis to account for the significantly increased pile-up effect at the HL-LHC.

Simulation statistical uncertainties on the generated signal and background samples are expected to be negligible, assuming sufficiently large samples can be generated.
Table 5 summarises these uncertainties. For simplicity, the single-lepton channel systematics are applied to both the $e+\text{jets}$ and $\mu+\text{jets}$ channels and the dilepton channel systematics to the $ee$, $e\mu$ and $\mu\mu$ channels.

Table 5: Summary of systematic uncertainties. The last column indicates whether the shape effect of the corresponding uncertainties is considered in the differential cross-section measurement.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Efficiency or normalisation</th>
<th>Impact on</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parton shower of $t\bar{t}\gamma$</td>
<td>1%</td>
<td>Signal</td>
<td>Yes</td>
</tr>
<tr>
<td>ISR/FSR of $t\bar{t}$</td>
<td>13%</td>
<td>$W\gamma$ in single-lepton</td>
<td>No</td>
</tr>
<tr>
<td>Generator of $t\bar{t}$</td>
<td>4%</td>
<td>$W\gamma$ in single-lepton</td>
<td>Yes</td>
</tr>
<tr>
<td>Estimation of electron fake</td>
<td>9%</td>
<td>Electron fake</td>
<td>Yes</td>
</tr>
<tr>
<td>Estimation of fake lepton</td>
<td>50%</td>
<td>Fake lepton</td>
<td>Yes</td>
</tr>
<tr>
<td>Normalisation of $W\gamma$ in single-lepton</td>
<td>13%</td>
<td>$W\gamma$ in single-lepton</td>
<td>No</td>
</tr>
<tr>
<td>QCD scale of $W\gamma$ in single-lepton</td>
<td>-</td>
<td>$W\gamma$ in single-lepton</td>
<td>Yes</td>
</tr>
<tr>
<td>Generator of $Z\gamma$ in dilepton</td>
<td>-</td>
<td>$Z\gamma$ in dilepton</td>
<td>No</td>
</tr>
<tr>
<td>QCD scale of $Z\gamma$ in dilepton</td>
<td>-</td>
<td>$Z\gamma$ in dilepton</td>
<td>Yes</td>
</tr>
<tr>
<td>Normalisation of prompt photon</td>
<td>25%</td>
<td>Prompt photon (except for $W\gamma$ in single-lepton)</td>
<td>No</td>
</tr>
<tr>
<td>Luminosity</td>
<td>1%</td>
<td>All except fake lepton</td>
<td>Yes</td>
</tr>
<tr>
<td>JES NPI</td>
<td>2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JES rho topology</td>
<td>1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pile-up</td>
<td>2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photon efficiency</td>
<td>1%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the differential cross-section measurement, in addition to the normalisation uncertainties considered above, shape effects are considered for the uncertainties of the $t\bar{t}\gamma$ and $t\bar{t}$ modelling and of the QCD scale choice of the $W\gamma$ ($Z\gamma$) modelling in the single-lepton (dilepton) channel. These uncertainties are reduced by factors of two in the same way as for the fiducial measurement. The shape effect of the experimental uncertainties are also considered, except for the uncertainty of integrated luminosity which only affects the normalisation. The background and experimental uncertainties are evaluated by varying the input distributions, unfolding them with corrections based on the nominal signal sample, and comparing the resulting unfolded distributions to the nominal one. The systematic uncertainty due to signal modelling is evaluated by varying the signal corrections, with which the nominal input distributions are unfolded, and comparing the resulting unfolded distributions to the nominal one.

9 Results

The expected precision of the fiducial cross-section measurement is studied by fitting an Asimov dataset to a likelihood function built in the fiducial region, which is the product of a single Poisson describing the total number of observed events and a group of Gaussians constraining the nuisance parameters used to parametrise each systematic uncertainty. The resulting total relative uncertainty of the signal strength, which is defined as the fitted number of signal over the predicted one, together with its decomposition into statistical and systematic uncertainties, are shown for each channel in Table 6 and compared with the
corresponding results in the 13 TeV analysis, which are derived from fitting the output of a neural network using data. These numbers are also illustrated in Figure 3. The statistical uncertainties at the HL-LHC are in general below 1% and are much smaller than in the 13 TeV analysis, especially for the dilepton channels. The systematic uncertainties at the HL-LHC are also reduced, as a result of the reduction of the theoretical uncertainties by a factor of two. The fiducial measurement in the $e\mu$ channel has the smallest uncertainty of 3%. The $\mu\mu$ channel is less precise than the $ee$ channel due to the larger background contamination from $Z\gamma$ events.

Table 6: The relative uncertainty of the fiducial cross-section measurement expected at the HL-LHC in each channel. The results from the 13 TeV analysis are shown for comparison.

<table>
<thead>
<tr>
<th>Channel</th>
<th>e+jets</th>
<th>$\mu$+jets</th>
<th>ee</th>
<th>$e\mu$</th>
<th>$\mu\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stat.</td>
<td>HL-LHC</td>
<td>0.2%</td>
<td>0.9%</td>
<td>0.5%</td>
<td>0.8%</td>
</tr>
<tr>
<td></td>
<td>Run-2 (36 fb$^{-1}$)</td>
<td>2.8%</td>
<td>3.0%</td>
<td>8.1%</td>
<td>4.6%</td>
</tr>
<tr>
<td>Sys.</td>
<td>HL-LHC</td>
<td>6.8%</td>
<td>6.3%</td>
<td>5.0%</td>
<td>3.3%</td>
</tr>
<tr>
<td></td>
<td>Run-2 (36 fb$^{-1}$)</td>
<td>7.9%</td>
<td>8.4%</td>
<td>8.9%</td>
<td>5.7%</td>
</tr>
<tr>
<td>Total</td>
<td>HL-LHC</td>
<td>6.8%</td>
<td>6.3%</td>
<td>5.0%</td>
<td>3.4%</td>
</tr>
<tr>
<td></td>
<td>Run-2 (36 fb$^{-1}$)</td>
<td>8.4%</td>
<td>8.9%</td>
<td>12.0%</td>
<td>7.3%</td>
</tr>
</tbody>
</table>

Figure 3: The relative statistical/systematic/total uncertainties of the measured fiducial cross-section in each channel for the HL-LHC and the 13 TeV analysis.

The contributions of different systematic uncertainties to the total uncertainty on the signal strength are summarised in Table 7. In the single-lepton channels, the uncertainties of $t\bar{t}$ ISR/FSR modelling, pile-up, JES and $W\gamma$ background estimation are the leading sources. If the lepton is an electron, the uncertainty of fake-lepton background estimation is also important. In the $ee$ and $\mu\mu$ channels, the uncertainties of $Z\gamma$ background estimation and pile-up are the dominant systematics. In the $e\mu$ channel, the pile-up uncertainty is the most important uncertainty.
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Table 7: Decomposition of expected systematic uncertainties on the fiducial $t\bar{t}\gamma$ cross-section measurement. The “Total systematics” is the quadratic sum of all the individual uncertainties, ignoring their correlations.

<table>
<thead>
<tr>
<th>Source</th>
<th>$e+\text{jets}$</th>
<th>$\mu+\text{jets}$</th>
<th>$ee$</th>
<th>$e\mu$</th>
<th>$\mu\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}\gamma$ PY8 vs H7</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
</tr>
<tr>
<td>$t\bar{t}$ ISR/FSR</td>
<td>3.1%</td>
<td>3.4%</td>
<td>1.1%</td>
<td>1.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>$t\bar{t}$ MG5 vs Sherpa</td>
<td>1.0%</td>
<td>1.0%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
</tr>
<tr>
<td>$W\gamma$ norm.</td>
<td>1.6%</td>
<td>2.7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z\gamma$ norm.</td>
<td>1.7%</td>
<td>0.7%</td>
<td>2.8%</td>
<td>&lt;0.1%</td>
<td>4.7%</td>
</tr>
<tr>
<td>$Z\gamma$ QCD scale</td>
<td>1.1%</td>
<td>1.3%</td>
<td>0.9%</td>
<td>0.3%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Single top norm.</td>
<td>1.0%</td>
<td>1.0%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Diboson norm.</td>
<td>&lt;0.1%</td>
<td>&lt;0.1%</td>
<td>0.1%</td>
<td></td>
<td>0.1%</td>
</tr>
<tr>
<td>Fake-lep norm.</td>
<td>3.0%</td>
<td>0.5%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e-fake norm. 1</td>
<td>1.5%</td>
<td>1.5%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e-fake norm. 2</td>
<td>0.7%</td>
<td>0.8%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JES NP 1</td>
<td>2.2%</td>
<td>2.2%</td>
<td>1.2%</td>
<td>1.0%</td>
<td>1.2%</td>
</tr>
<tr>
<td>JES Rho top.</td>
<td>1.1%</td>
<td>1.1%</td>
<td>1.2%</td>
<td>1.0%</td>
<td>1.2%</td>
</tr>
<tr>
<td>Photon eff.</td>
<td>1.1%</td>
<td>1.1%</td>
<td>1.2%</td>
<td>1.0%</td>
<td>1.2%</td>
</tr>
<tr>
<td>Pile-up</td>
<td>2.2%</td>
<td>2.2%</td>
<td>2.3%</td>
<td>2.0%</td>
<td>2.4%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>1.1%</td>
<td>1.1%</td>
<td>1.2%</td>
<td>1.0%</td>
<td>1.2%</td>
</tr>
<tr>
<td><strong>Total systematics</strong></td>
<td><strong>6.6%</strong></td>
<td><strong>6.2%</strong></td>
<td><strong>4.9%</strong></td>
<td><strong>3.3%</strong></td>
<td><strong>6.7%</strong></td>
</tr>
</tbody>
</table>

In the region of photon $p_T > 500$ GeV, the statistical/systematic uncertainties are 3.7%/7.4% and 11.5%/3.4% for the single-lepton and $e\mu$ channels, respectively. The statistical uncertainty of the $e\mu$ channel is large and one might consider combining it with the $ee$ and $e\mu$ channels. But it is found that combining these dilepton channels doesn’t help to reduce the total uncertainty, due to the large $Z\gamma$ background and its large associated uncertainty in the $ee$ and $\mu\mu$ channels. Table 8 gives more details about these uncertainties.

Table 8: The relative statistical/systematic/total uncertainties for a fiducial cross-section measurement using photons with $p_T$ larger than 500 GeV at the HL-LHC, in the single-lepton, $e\mu$ and combined dilepton channels.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>single-lepton $e\mu$</td>
<td>3.7%</td>
<td>7.4%</td>
<td>8.2%</td>
</tr>
<tr>
<td>$e\mu$</td>
<td>11.5%</td>
<td>3.4%</td>
<td>12.0%</td>
</tr>
<tr>
<td>dilepton</td>
<td>10.0%</td>
<td>17.9%</td>
<td>20.5%</td>
</tr>
</tbody>
</table>

The differential cross-sections are unfolded using an Asimov dataset. The $e+\text{jets}$ and $\mu+\text{jets}$ channels are combined into the single-lepton channel. The $e\mu$ channel is unfolded by itself without combining with the $ee$ or $\mu\mu$ channel, since the latter two channels bring significantly more background contamination, making the results of the combined dilepton channels worse in most cases. The resulting uncertainties are shown in Figure 4 and 5 for the single-lepton and $e\mu$ channels, respectively. Statistical uncertainties are in general below 1% (2%) for the single-lepton ($e\mu$) channel, except for the high-$p_T$ bins: e.g. for photons above 500 GeV, the statistical uncertainty reaches 4% (12%). Systematic uncertainties are in general below 5% for both channels, with the background modelling uncertainties being the leading systematic uncertainty. The measurement in the single-lepton channel is mainly limited by systematic uncertainties, while that of the $e\mu$ channel by both statistical and systematical uncertainties. Overall, a 5% precision can be achieved for the differential measurement, except for the dilepton channel with a photon of $p_T$ larger than 500 GeV.
The uncertainties of differential measurements for the HL-LHC and the 13 TeV analysis are compared in Figure 6 for the photon $p_T$ in the single-lepton and $e\mu$ channels, as well as for the $\Delta\phi(\ell, \ell)$ in the $e\mu$ channel. Both the statistical and systematic uncertainties are reduced significantly at the HL-LHC. The HL-LHC allows measurement of the photon $p_T$ spectrum up to 1000 GeV rather than the 300 GeV limit at Run 2.
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Figure 5: The systematic uncertainties for the normalised differential cross-sections as a function of the (a) photon $p_T$, (b) photon $|\eta|$, (c) minimum $\Delta R(\gamma, \ell)$, (d) $|\Delta \eta(\ell, \ell)|$ and (e) $\Delta \phi(\ell, \ell)$ in the $e\mu$ channel.
Figure 6: Comparison of statistical/systematic/total uncertainties for the normalised differential cross-sections as a function of the photon $p_T$ in the (a) single-lepton channel and the (b) $e\mu$ channel, and the (c) $\Delta\phi(\ell,\ell)$ in the $e\mu$ channel, between the HL-LHC and the 13 TeV analysis.

10 Conclusion

The expected precision of fiducial and differential cross-section measurements of top-quark pair production in association with a photon are studied in the leptonic $t\bar{t}$ final states, using a simulated dataset corresponding to 3 $ab^{-1}$ of 14 TeV $pp$ collision data that is expected to be collected by the upgraded ATLAS detector at the HL-LHC. The differential cross-sections, normalised to unity, are measured as a function of the photon $p_T$ and $|\eta|$, and the $\Delta R$ between the photon and the closest lepton for both channels, and the $|\Delta\eta|$ and $\Delta\phi$ between the two leptons for the dilepton channel. The best precision is achieved in the $e\mu$ channel with a 3% uncertainty for the measurement of fiducial cross-section with a photon $p_T$ threshold at 20 GeV. The single-lepton channel provides the most precise measurement with an 8% uncertainty for photons with $p_T$ above 500 GeV. The expected uncertainties of differential cross-section measurements are in general below 5%.
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Abstract

The electroweak couplings of the top quark provide a crucial window to physics beyond the standard model and can be put to stringent tests with the CERN High-Luminosity LHC (HL-LHC). The expected sensitivity of the CMS detector for anomalous electroweak top quark interactions based on differential cross section measurements of the \( ttZ \) process in the three lepton final state is provided for a HL-LHC scenario with 3000 fb\(^{-1}\) of proton-proton collision data at a centre-of-mass energy of 14 TeV.
1. Introduction

Owing to the special role of the standard model (SM) top quark, many beyond standard model (BSM) predictions include anomalous couplings of the top quark to the electroweak gauge bosons [1–7]. Direct measurements of processes sensitive to the neutral-current interaction of the top quark have so far been limited by the amount of collision data available at the LHC [8]. With the data sample expected for the HL-LHC, it will be possible to measure the electroweak dipole moments of the top quark, as well as the (axial-)vector couplings of the top quark to the Z boson [9]. In this study we simulate differential cross section measurements of the pp → t ¯tZ process in the CMS Phase-2 detector using 3000 fb⁻¹ of data, in events with three leptons (electrons or muons), where two are consistent with the Z boson mass hypothesis. A representative Feynman diagram is shown in Fig. 1. We use a DELPHES [10] detector simulation and consider an HL-LHC scenario with a centre-of-mass energy of 14 TeV.

We interpret the result in terms of the SM effective field theory (SM-EFT) [11]. In SM-EFT at mass dimension-6, there are 59 independent Wilson Coefficients [12] that form the so called Warsaw basis. Among them, 15 are relevant for top quark interactions [13]. In the Warsaw basis, several operators contribute both to the anomalous charged current interaction (the Wtb vertex) and the neutral current interactions (the ttZ and ttγ vertex), albeit in different linear combinations. The parametrization used here allows a modification of the neutral top quark interactions while leaving the Wtb vertex unchanged [11].

2. CMS Phase-2 detector

The CMS detector [14] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [15], and to cope with the demanding operational conditions at the HL-LHC [16–20]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 µs, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about |η| = 4. The performance of the muon system will be improved by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC).
and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling that allows high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high rate of simultaneous interactions per bunch crossing (pileup, PU).

The generated signal and background events are processed with the fast-simulation package DELPHES in order to simulate the expected response of the upgraded CMS detector. The object reconstruction and identification efficiencies, as well as the detector response and resolution, are parametrized in DELPHES using the detailed simulation of the upgraded CMS detector based on GEANT4 package [21, 22].

3 Event simulation

3.1 Generating weighted signal samples

While many BSM scenarios modify the $t\bar{t}Z$ cross section, most have a large impact on other processes as well. Anomalous interactions between the top quark and the gluon (chromomagnetic and chromoelectric dipole moment interactions) are tightly constrained by the $t\bar{t}+jets$ final state [23]. Similarly, the modification of the $Wtb$ vertex is best constrained by measurements of the $W$ helicity fractions in top quark pair production [24] and in t-channel single top quark production [25]. The operators inducing anomalous interactions of the top quark with the remaining neutral gauge bosons, the $Z$ boson and the photon, have Wilson coefficients $C_{tZ}$, $C_{\text{[Im]}tZ}$, $C_{\phi t}$ and $C_{\phi Q}$ [11]. The former two induce electroweak dipole moments while the latter two induce anomalous neutral current interactions. These Wilson coefficients are the main focus of this work. They amount to the linear combinations

$$C_{tZ} = \text{Re} \left( -\sin \theta_W C^{(33)}_{uB} + \cos \theta_W C^{(33)}_{uW} \right)$$

$$C_{\text{[Im]}tZ} = \text{Im} \left( -\sin \theta_W C^{(33)}_{uB} + \cos \theta_W C^{(33)}_{uW} \right)$$

$$C_{\phi t} = C_{\phi t} = C_{\phi u}^{(33)}$$

$$C_{\phi Q} = C_{\phi Q}^{(13)} - C_{\phi Q}^{(33)}$$

where $\theta_W$ is the weak mixing angle and the Wilson coefficients in the Warsaw basis are denoted by $C^{(33)}_{uB}$, $C^{(33)}_{uW}$, $C^{(33)}_{\phi u}$, $C^{(13)}_{\phi q}$, and $C^{(33)}_{\phi q}$ as defined in Ref. [11]. As we only consider $C_{tZ}$, $C_{\text{[Im]}tZ}$, $C_{\phi t}$ and $C_{\phi Q}$ in this analysis, we set other Wilson coefficients to zero. The constraints $C_{\phi q}^{(33)} = 0$ and $C^{(33)}_{uW} = 0$ ensure a $Wtb$ vertex according to the SM.
4. Event selection

When scanning the BSM parameter space during event simulation, even a moderate number of four independent Wilson coefficients is prohibitive or severely restricts the achievable granularity. We eschew this limitation by a strategy taken from Ref. [26]. First, a sample of events is processed with MadGraph [27] at a reference parameter point. Then, for each event the compiled matrix element is reevaluated using MadWeight [28] at base points in the parameter space spanned by the Wilson coefficients $C_i$. By this procedure, event weights can be calculated at the parameter base points. Because the generic structure of a matrix element with operator insertions is polynomial in the Wilson coefficients, we can evaluate the matrix element at a sufficient number of parameter points and obtain a polynomial parametrization of the event weight in the full parameter space [29].

3.2 Simulated event samples

The $t\bar{t}Z$ process is generated at the parton level using MadGraph5_aMC@NLO v2.3.3 [27] at leading order (LO), and decayed using MadSpin [30, 31] in order to preserve the spin correlation in the decays of the top quarks. It contains a small non-resonant $t\bar{t}\ell\ell$ contribution. Parton showering and hadronization are generated using PYTHIA 8.2 [32, 33]. Fast detector simulation was performed using DELPHES, with the CMS reconstruction efficiency parametrization for the Phase-2 upgrade. The mean number of PU interactions per bunch crossing is varied from 0 to 200. Jets are reconstructed with the FastJet package [34], using the anti-$k_T$ algorithm [35], with a cone size $R = 0.4$.

The production of a $Z$ boson in association with a top quark pair provides an ideal testbed for the $t\bar{t}Z$ interaction. However, not all contributing Feynman diagrams contain a $t\bar{t}Z$ vertex. Because of interference, the events with a boson originating from a top quark can not be perfectly separated. Therefore we single out the contribution from events where the $Z$ boson originates at generator level from a $W$ boson, a lepton (including $\tau$ leptons), (b-)jets, or an initial state quark. These ‘non-informative’ contributions do contain the $t\bar{t}Z$ vertex and are therefore not affected by the Wilson coefficients considered here.

Important backgrounds to the $t\bar{t}Z$ process in final states including leptons from the top quark decays include $WZ$ production and single top quarks produced in association with a $Z$ boson ($tZq$). In addition, we simulate background contributions for single top events in association with two bosons ($tWZ$) and for the $t\bar{t}\gamma$ process. The $WZ$, $tZq$, $tWZ$, $t\bar{t}\gamma$ and $t\bar{t}Z$ processes are normalized to cross sections calculated up to next-to-leading order (NLO) in perturbative QCD with MadGraph5_aMC@NLO. The generated samples are summarized in Table 1.

As $C_{IZ}$ modifies the coupling of the $Z$ to the top quark, the SM gauge symmetry requires a similar modification of the $t\bar{t}\gamma$ coupling. However in this work, we only consider affected BSM couplings in the $t\bar{t}Z$ process. The effect of the considered Wilson coefficients $C_{IZ}, C_{[\text{Im}]}, C_{\phi t}$ and $C_{\phi Q}$ on the total yield due to modified couplings in the processes $tZq$, $tWZ$ and $t\bar{t}\gamma$ is found to be negligible. Because the neglected variations generally affect the predicted yields with the same sign as the $t\bar{t}Z$ process, this is a conservative choice.

4 Event selection

From the SM branching ratios of $W$ and $Z$ bosons as well as the 7, 8 and 13 TeV results on the inclusive $t\bar{t}Z$ cross section from the ATLAS collaboration [36, 37] and the CMS collaboration [8, 38–40] it follows that the three lepton channel is the most sensitive search channel. Here, the $Z$ boson decays to an opposite-sign same-flavor pair of electrons or muons, and one of the $W$ bosons originating from a top quark decays to a lepton and neutrino. The other $W$ boson can
Table 1: Simulated processes with a Monte-Carlo sample size of one million events, the cross section for $\sqrt{s} = 13$ TeV and the scale factor for $\sqrt{s} = 14$ TeV. Here, $\ell = e, \mu, \tau$ and $\nu_\ell = \nu_e, \nu_\mu, \nu_\tau$.

<table>
<thead>
<tr>
<th>Process $\ell\ell$</th>
<th>$\sigma_{13\text{TeV}}$ (pb)</th>
<th>$\sigma_{14\text{TeV}} / \sigma_{13\text{TeV}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ttZ$ $pp \to t\bar{t}\ell\ell$</td>
<td>0.0915</td>
<td>1.16</td>
</tr>
<tr>
<td>$WZ$ $pp \to \ell\nu_\ell\ell + pp \to \ell\nu_\ell\ell$</td>
<td>4.666</td>
<td>1.16</td>
</tr>
<tr>
<td>$tZq$ $pp \to t\ell q + pp \to t\ell q$</td>
<td>0.0758</td>
<td>1.12</td>
</tr>
<tr>
<td>$tWZ$ $pp \to tW\ell\ell + pp \to tW\ell\ell$</td>
<td>0.01123</td>
<td>1.12</td>
</tr>
<tr>
<td>$tt\gamma$ $pp \to t\bar{t}\gamma$</td>
<td>3.697</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 2: Event selection and object level thresholds for the $t\bar{t}Z$ selection.

<table>
<thead>
<tr>
<th>Observable</th>
<th>Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{lep}}$</td>
<td>3</td>
</tr>
<tr>
<td>$N_{\text{jets}}$</td>
<td>$\geq 3$</td>
</tr>
<tr>
<td>$N_{\text{b-tag}}$</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>$p_T(\ell)$ (GeV)</td>
<td>$&gt; 10/20/40$</td>
</tr>
<tr>
<td>$</td>
<td>\eta(\ell)</td>
</tr>
<tr>
<td>$p_T(j)$ (GeV)</td>
<td>$&gt; 30$</td>
</tr>
<tr>
<td>$</td>
<td>\eta(j)</td>
</tr>
<tr>
<td>$</td>
<td>m(\ell\ell) - m_Z</td>
</tr>
</tbody>
</table>

decay either leptonically or hadronically. We thus require exactly three reconstructed leptons ($e$ or $\mu$) with $p_T(\ell)$ thresholds of 10, 20, and 40 GeV, and $|\eta(\ell)| < 3.0$. We furthermore require that there is among them a pair of opposite-sign same-flavor leptons consistent with the $Z$ boson by requiring $|m(\ell\ell) - m_Z| < 10$ GeV. Here, and throughout the event selection, we remove reconstructed leptons within a cone of $\Delta R < 0.3$ to any reconstructed jet satisfying $p_T > 30$ GeV. Furthermore, at least 3 jets with $p_T(j) > 30$ GeV and $|\eta(j)| < 4.0$, where one of the jets has been identified as a b-tag jet according to the DELPHES specification (medium working point), are required. Because $t\bar{t}Z$ is a process with very high invariant mass, the final state objects are typically produced centrally in the detector. A further increase of geometric acceptance of jets or leptons does therefore not increase the analysis sensitivity. The event selection is summarized in Table 2.

5 Signal regions

Because the dimension-6 operators introduce new momentum dependent tensor structures in the Lagrangian, the most sensitive observable is the $Z$ boson transverse momentum $p_T(Z)$ [41]. We consider its distributions in equally sized bins of 100 GeV. The second important observable is $\cos \theta_Z$, the relative angle of the negatively charged lepton to the $Z$ boson direction of flight in the rest frame of the $Z$ boson. The differential cross sections for $t\bar{t}Z$ with respect to $p_T(Z)$ and $\cos \theta_Z$ in SM and BSM scenarios are shown in Fig. 2. The distribution of $p_T(Z)$ is more sensitive to BSM effects than $\cos \theta_Z$, and the latter contributes approximately 10% to the sensitivity. We show the differential distributions for $C_{IZ} = 2 (\Lambda / \text{TeV})^2$ and $C_{[\text{Im}]I_Z} = 2 (\Lambda / \text{TeV})^2$, corresponding to a signal hypothesis within the currently most stringent 95%
6. Systematic uncertainties

Experimental uncertainties are estimated based on the expected performance of the Phase-2 CMS detector. This scenario assumes that there will be further advances in both experimental methods and theoretical descriptions of relevant physics effects. Theoretical uncertainties are assumed to be reduced by a factor two with respect to the ones in the reference Run 2 analysis [43]. For experimental systematic uncertainties, it is assumed that those will be reduced by the square root of the integrated luminosity until they reach a defined lower limit based on estimates of the achievable accuracy with the upgraded detector [44].
Typical values for uncertainties are listed in Table 4. To propagate these uncertainties, events are either reweighted or the momenta of the respective objects are rescaled in order to follow the desired variation. The modified yields are subsequently compared to nominal ones and the resulting differences are taken as systematic uncertainties.

Table 4: The sources of systematic uncertainty grouped in experimental systematic uncertainties (exp.) and theoretical uncertainties (theo.) as well as their impacts on reconstructed objects and event yields.

<table>
<thead>
<tr>
<th>Source</th>
<th>Affected processes</th>
<th>Unc. on pred. yield</th>
<th>Unc. obj. level</th>
</tr>
</thead>
<tbody>
<tr>
<td>b-Tagging b-jets</td>
<td>all MC</td>
<td>0.1 - 5.2 %</td>
<td>1.0 - 4.6 %</td>
</tr>
<tr>
<td>b-Tagging mis-tag</td>
<td>all MC</td>
<td>0.1 - 4.5 %</td>
<td>10 %</td>
</tr>
<tr>
<td>Muon ID</td>
<td>all MC</td>
<td>0.4 - 1.5 %</td>
<td>0.5 %</td>
</tr>
<tr>
<td>Electron ID</td>
<td>all MC</td>
<td>0.4 - 1.5 %</td>
<td>0.5 %</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>all MC</td>
<td>0.1 - 2.0 %</td>
<td></td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>all MC</td>
<td>1.0 %</td>
<td></td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>all MC</td>
<td>1.0 %</td>
<td></td>
</tr>
<tr>
<td>Non-prompt estimate</td>
<td>non-prompt background</td>
<td>15.0 %</td>
<td></td>
</tr>
<tr>
<td>Scale uncertainty</td>
<td>all MC</td>
<td>0.2 - 1.7 %</td>
<td></td>
</tr>
<tr>
<td>PDF choice</td>
<td>all MC</td>
<td>0.5 - 2.6 %</td>
<td></td>
</tr>
<tr>
<td>Parton shower</td>
<td>ttZ</td>
<td>0.5 - 2.0 %</td>
<td></td>
</tr>
<tr>
<td>WZ cross section</td>
<td>WZ</td>
<td>5.0 %</td>
<td></td>
</tr>
<tr>
<td>ttX cross section</td>
<td>tZq, tWZ, ttγ</td>
<td>5.5 %</td>
<td></td>
</tr>
</tbody>
</table>

7 Results

The predicted yields are estimated for the 3 ab$^{-1}$ HL-LHC scenario at $\sqrt{s} = 13$ TeV, scaled to 14 TeV, and are shown in Fig. 3. With the uncertainties described in Sec. 6, a binned likelihood function $L(\theta)$ is constructed where $\theta$ labels the set of nuisance parameters. We perform a profiled maximum likelihood fit of $L(\theta)$ and consider $q(r) = -2 \log (L(\hat{\theta}) / L(\hat{\theta}_{SM}))$, where $\hat{\theta}$ and $\hat{\theta}_{SM}$ are the set of nuisance parameters maximizing the likelihood function at the BSM and SM point, respectively. The largest contributions among the experimental uncertainties originate from the imperfect knowledge on the luminosity and trigger efficiencies. Uncertainties on the PDF and the cross section of the WZ process contribute significantly to the theoretical uncertainties.

In Fig. 4, the likelihood scan for the t\bar{t}Z process is shown, where we consider one non-zero Wilson coefficient at a time, and all others are set to zero. The corresponding 68% and 95% CL intervals are summarized in Table 5.

In Fig. 5, likelihood ratios for two pairs of Wilson coefficients corresponding to modified neutral current interactions ($C_{\phi t}$ and $C_{\phi Q}$) and dipole moment interactions ($C_{tZ}$ and $C_{tZ}^{[\text{Im}]}$) are considered. The Wilson coefficient not shown on the x axis is included in the profiling of nuisance parameters. The corresponding 68% and 95% CL intervals are summarized in Table 6.

In Fig. 6 (left), the likelihood scan for the t\bar{t}Z process is shown under the SM hypothesis in the $C_{\phi Q}/C_{\phi t}$ parameter plane of the Warsaw basis. The likelihood scan of the dipole moment parameters $C_{tZ}/C_{tZ}^{[\text{Im}]}$ is shown in Fig. 6 (right). The green (red) lines show the 68% (95%) CL
Figure 3: Signal region yields from simulation for SM processes (colored histograms). The yields are estimated for an integrated luminosity of 3/ab, the cross section is scaled to 14 TeV. The total SM yield is shown with the black line, the dashed red line reflects the total expected yield assuming modified couplings, with the chosen value $C_{tZ} = 2 \left( \Lambda / \text{TeV} \right)^2$. The hatched area represents the non-informative contribution to $t\bar{t}Z$ as described in Sec. 4.
contour line and the SM parameter point corresponds to $C_{\phi t} = C_{\phi Q} = 0$ and $C_{tZ} = C_{tZ}^{[\text{Im}]} = 0$. For the neutral current interactions, the two-dimensional scan reveals that the sensitivity to $C_{\phi t}$ and $C_{\phi Q}$ is significantly correlated.

Table 5: Expected 68 % and 95 % CL intervals, where one Wilson coefficient at a time is considered non-zero.

<table>
<thead>
<tr>
<th>Wilson coefficient</th>
<th>68 % CL ($\Lambda$/ TeV)$^2$</th>
<th>95 % CL ($\Lambda$/ TeV)$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\phi t}$</td>
<td>[-0.47, 0.47]</td>
<td>[-0.89, 0.89]</td>
</tr>
<tr>
<td>$C_{\phi Q}$</td>
<td>[-0.38, 0.38]</td>
<td>[-0.75, 0.73]</td>
</tr>
<tr>
<td>$C_{tZ}$</td>
<td>[-0.37, 0.36]</td>
<td>[-0.52, 0.51]</td>
</tr>
<tr>
<td>$C_{tZ}^{[\text{Im}]}$</td>
<td>[-0.38, 0.36]</td>
<td>[-0.54, 0.51]</td>
</tr>
</tbody>
</table>

Table 6: Expected 68 % and 95 % CL intervals for the selected Wilson coefficients in a profiled scan over the 2D parameter planes $C_{\phi Q}/C_{\phi t}$ and $C_{tZ}/C_{tZ}^{[\text{Im}]}$. The respective second parameter of the scan is left free.

<table>
<thead>
<tr>
<th>Wilson coefficient</th>
<th>68 % CL ($\Lambda$/ TeV)$^2$</th>
<th>95 % CL ($\Lambda$/ TeV)$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\phi t}$</td>
<td>[-1.65, 3.37]</td>
<td>[-2.89, 6.76]</td>
</tr>
<tr>
<td>$C_{\phi Q}$</td>
<td>[-1.35, 2.92]</td>
<td>[-2.33, 6.69]</td>
</tr>
<tr>
<td>$C_{tZ}$</td>
<td>[-0.37, 0.36]</td>
<td>[-0.52, 0.51]</td>
</tr>
<tr>
<td>$C_{tZ}^{[\text{Im}]}$</td>
<td>[-0.38, 0.36]</td>
<td>[-0.54, 0.51]</td>
</tr>
</tbody>
</table>

8 Summary

The CMS sensitivity to anomalous interactions using $t\bar{t}Z$ measurements in the HL-LHC era corresponding to a simulated data set of $3 \text{ ab}^{-1}$ of integrated luminosity has been estimated in the context of SM-EFT. The considered scenario assumed advances in both experimental methods and theoretical descriptions of the relevant physics effects. With the reduced theoretical and experimental uncertainties, tight constraints are expected in two planes spanned by a total of four Wilson coefficients and in one dimensional log-likelihood scans.
8. Summary

Figure 4: Individual likelihood ratio for the Wilson coefficients $c_{pt}$ and $c_{pQM}$ (top) and $c_{tZ}$ and $c_{tZI}$ (bottom) for the $t\bar{t}Z$ process. Here, only one Wilson coefficient at a time is considered non-zero. The 68% (95%) CL intervals are given in green (red).
2.5. Anomalous couplings in the $\bar{t}t + Z$ final state (CMS-FTR-18-036)

Figure 5: Individual profiled likelihood ratio for the Wilson coefficients $C_{\phi t}$ and $C_{\phi Q}$ (top) and $C_{tZ}$ and $C_{tZ}^{[\text{Im}]}$ (bottom) for the $\bar{t}tZ$ process under the SM hypothesis. The 68% (95%) CL intervals are given in green (red).
2.5. Anomalous couplings in the $t\bar{t} + Z$ final state (CMS-FTR-18-036)

8. Summary

Figure 6: Scan of the negative likelihood in the $C_{Q\phi} / C_{\phi t}$ (left) and $C_{tZ} / C_{tZ}^{[\text{Im}]}$ parameter planes (right) for the $t\bar{t}Z$ process under the SM hypothesis. The 68% (95%) CL contour lines are given in green (red).
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Expected sensitivities for $t\bar{t}tt\bar{t}$ production at HL-LHC and HE-LHC

The CMS Collaboration

Abstract

The CMS searches for the production of four top quarks ($t\bar{t}tt\bar{t}$) are used to provide projections for the High-Luminosity LHC and High-Energy LHC. Final states with same sign leptons or three or more leptons as well as multiple b-tagged jets are used in these projections. Several different scenarios for the systematic uncertainties are considered. For proton-proton collisions at $\sqrt{s} = 14$ TeV, the existing analysis strategies are expected to become dominated by systematic uncertainties. Evidence for $t\bar{t}tt\bar{t}$ in a single analysis will become possible with around 300 fb$^{-1}$ of High-Luminosity LHC data at 14 TeV center-of-mass energy. With these datasets the uncertainty on the measured cross section will be of the order of 33 to 43%, depending on the systematic uncertainty. With 3 ab$^{-1}$ of High-Luminosity LHC data, the cross section can be constrained to 9% statistical uncertainty and 18 to 28% total uncertainty. At High-Energy LHC it would be possible to constrain the $t\bar{t}tt\bar{t}$ cross section to within 1 to 2% statistical uncertainty.
The production of four top quarks (\(t\bar{t}t\bar{t}\)) is one of the rare processes in top quark physics that has large sensitivity to variety of New Physics effects that could be studied through direct searches, effective filed theory approaches or top quark-Higgs boson anomalous couplings, while at the same time it is interesting in the standard model context as a complex QCD process. The cross section is about one order of magnitude smaller than \(t\bar{t}H\) production, with several precision calculations predicting values of \(\sigma_{t\bar{t}t\bar{t}} = 9.2^{+2.9}_{-2.4}\) fb (NLO) and \(\sigma_{t\bar{t}t\bar{t}} = 11.97^{+2.15}_{-2.51}\) fb (NLO+EWK)\([1–3]\) for proton collisions at \(\sqrt{s} = 13\) TeV. The former value is used as a starting point in this study, as this was the value used in the experimental literature up to now.

CMS has published three analyses setting limits on \(t\bar{t}t\bar{t}\) production \([4–6]\) in the context of a search specifically designed for the standard-model signature, and both ATLAS and CMS have published multiple papers where limits on \(t\bar{t}t\bar{t}\) production were derived as a side product of searches, typically coming from searches for vector-like quarks (pp → \(T\bar{T}/B\bar{B}\) → \(t\bar{t}W^+W^-\)) or MSSM (pp → \(g\tilde{g}\) → \(t\bar{t}t\bar{t}\) → \(t\bar{t}t\bar{t} + p_T^{\text{miss}}\)) signatures \([7–12]\). The \(t\bar{t}t\bar{t}\) process has not yet been observed, and the most sensitive CMS collaboration result sets 95% confidence level (CL) upper limits on the production cross section value of \(20.8^{+11.2}_{-6.9}\) fb, which is equivalent to an excess with an expected significance of 1.0 standard deviations above the background-only hypothesis.

The production of \(t\bar{t}t\bar{t}\) is one of the rare standard Model (SM) processes that is expected to be discovered and studied by future LHC runs, including the High-Luminosity LHC (HL-LHC) and the High-Energy LHC (HE-LHC). The increase in collision energy is important for \(t\bar{t}t\bar{t}\) production because the cross section is still heavily dependent on the gluon parton density function (PDF) at pp collisions at \(\sqrt{s} = 13\) TeV, leading to a substantial improvement in the signal-to-background ratio when the collision energy of the LHC is increased. Investigations of the expected increase in cross section using the MadGraph5_aMC@NLO generator \([1]\), indicated that the \(t\bar{t}t\bar{t}\) cross section increases by a factor of approximately 1.3 when increasing the collision energy from 13 to 14 TeV, and by a factor of approximately 12.8 when increasing the collision energy from 13 to 27 TeV.

![Figure 1: Summary of the branching fractions of \(t\bar{t}t\bar{t}\) production.](image)

At the LHC, \(t\bar{t}t\bar{t}\) provides a particularly rich set of experimental signatures. In the standard model the four \(W\) bosons from the top quark decays can create striking leptonic signatures with four \(b\) quark jets and in association with many jets. Figure 1 summarises the branching fractions of the \(t\bar{t}t\bar{t}\) process, where the largest fraction of events creates single charged lepton or dilepton signatures. The main backgrounds for \(t\bar{t}t\bar{t}\) searches depend on the final state, but for the majority of the decay modes are originating from \(t\bar{t}\) plus additional radiation that can include on-shell objects, such as \(t\bar{t}+\text{vector bosons}, Higgs bosons, and jets}. Backgrounds with misidentified charged leptons are another important source of backgrounds in decay channels with signatures containing many charged leptons, these originate from the production of one or more vector bosons and \(t\bar{t}+\text{two vector bosons}\). Many additional jets are required be-
yond the $t\bar{t} + b\bar{b}$ final state, which is the reason why many of these backgrounds can be further suppressed. The majority of the backgrounds are well understood processes which can be estimated from MC simulation with additional corrections from control regions or misidentification studies.

In this note, a simple rescaling of the results of Ref. [4] is presented. This paper considers the dataset collected at $\sqrt{s} = 13$ TeV using an integrated luminosity equivalent to $36$ fb$^{-1}$. The final states sensitive to $t\bar{t}t\bar{t}$ production that are considered are those with two same-charge leptons or more than two charged leptons. The following sections will shortly summarize the analysis with a focus on the approach to statistical and systematic uncertainties as well signal isolation and background determination. The analysis is used unchanged, and quantitative information (e.g. selection efficiencies) on the objects used in the analysis can be found in [4].

**Search for $t\bar{t}t\bar{t}$ in same-sign dilepton and multilepton final states**

The same-sign dilepton and multilepton search for $t\bar{t}t\bar{t}$ production [4] relies on a consolidated strategy in low-background searches that has been established by the CMS collaboration. Control Regions (CR) populated by events from specific background process are defined, and these CR are included in the maximum likelihood fit to determine the $t\bar{t}t\bar{t}$ signal strength. The dominant backgrounds determined using CR are $t\bar{t}W^{\pm}$ and $t\bar{t}Z/\gamma^{\ast}$ production, while backgrounds from other rare processes, dominated by $t\bar{t}H$, are based on SM simulation predictions and are assigned large ($\pm 50\%$) normalisation uncertainties.

The experimental backgrounds from charge misidentification of leptons and non-prompt charged leptons are determined using data-driven methods in side bands. The invariant mass region around the Z boson resonance is rejected. Eight signal regions are defined, based on the number of charged leptons ($e, \mu$), number of jets, and number of b-tagged jets. Charged leptons are selected to pass well-established purity and efficiency criteria [13, 14] and $p_T > 20$ GeV, while b-tagged jets have a $p_T > 25$ GeV requirements. Untagged jets are subject to a more tight $p_T > 40$ GeV requirement. Jets are tagged as originating from b-quarks with the CMS DeepCSV algorithm [15]. A summary of the various signal regions that also gives an impression of the contribution of various backgrounds, including the expected yields, is listed in Tab. 1.

Using $35.9$ fb$^{-1}$ of 13 TeV proton-proton collision data, this analysis is still dominated by statistical uncertainties. The systematic uncertainties are listed in Tab. 2.

Table 1: Definitions and expected yields with total uncertainties of the eight signal regions and the two control regions for $t\bar{t}W$ (CRW) and $t\bar{t}Z$ (CRZ), for a dataset of $35.9$ fb$^{-1}$ at 13 TeV centre-of-mass. Adapted from Ref. [4].

<table>
<thead>
<tr>
<th>$N_{\text{leptons}}$</th>
<th>$N_{\text{bjets}}$</th>
<th>$N_{\text{jets}}$</th>
<th>Region</th>
<th>SM background</th>
<th>$t\bar{t}t\bar{t}$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td></td>
<td>≤5</td>
<td>83.7 ± 8.8</td>
<td>1.9 ± 1.2</td>
<td>85.6 ± 8.6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td>SR1</td>
<td>7.7 ± 1.2</td>
<td>0.9 ± 0.6</td>
<td>8.6 ± 1.2</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td></td>
<td>SR2</td>
<td>2.6 ± 0.5</td>
<td>0.6 ± 0.4</td>
<td>3.2 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>≥8</td>
<td></td>
<td>SR3</td>
<td>0.5 ± 0.3</td>
<td>0.4 ± 0.2</td>
<td>0.8 ± 0.4</td>
</tr>
<tr>
<td>3</td>
<td>5, 6</td>
<td></td>
<td>≥5</td>
<td>4.0 ± 0.7</td>
<td>1.4 ± 0.9</td>
<td>5.4 ± 0.9</td>
</tr>
<tr>
<td></td>
<td>≥7</td>
<td></td>
<td>≥7</td>
<td>0.7 ± 0.2</td>
<td>0.9 ± 0.6</td>
<td>1.6 ± 0.6</td>
</tr>
<tr>
<td>≥4</td>
<td>≥5</td>
<td></td>
<td>SR6</td>
<td>0.7 ± 0.2</td>
<td>1.0 ± 0.6</td>
<td>1.7 ± 0.6</td>
</tr>
<tr>
<td>≥3</td>
<td>≥5</td>
<td></td>
<td>SR7</td>
<td>2.3 ± 0.5</td>
<td>0.6 ± 0.4</td>
<td>2.9 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>≥3</td>
<td></td>
<td>SR8</td>
<td>1.2 ± 0.3</td>
<td>0.9 ± 0.6</td>
<td>2.1 ± 0.6</td>
</tr>
<tr>
<td>Inverted Z veto</td>
<td></td>
<td></td>
<td>CRZ</td>
<td>31.7 ± 4.6</td>
<td>0.4 ± 0.3</td>
<td>32.1 ± 4.6</td>
</tr>
</tbody>
</table>
Table 2: Summary of the sources of uncertainty in the Run 2 (dataset collected in 2016) analysis, and their effect on signal and background yields. The first group lists experimental and theoretical uncertainties in simulated signal and background processes. The second group lists normalisation uncertainties of the estimated backgrounds. As reported in Tab. 3 from [4].

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>2.5</td>
</tr>
<tr>
<td>Pileup</td>
<td>0–6</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2</td>
</tr>
<tr>
<td>Lepton selection</td>
<td>4–10</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>1–15</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>1–5</td>
</tr>
<tr>
<td>b tagging</td>
<td>1–15</td>
</tr>
<tr>
<td>Size of simulated sample</td>
<td>1–10</td>
</tr>
<tr>
<td>Scale and PDF variations</td>
<td>10–15</td>
</tr>
<tr>
<td>ISR/FSR (signal)</td>
<td>5–15</td>
</tr>
<tr>
<td>ttH (normalization)</td>
<td>50</td>
</tr>
<tr>
<td>Rare, Xγ, ttVV (norm.)</td>
<td>50</td>
</tr>
<tr>
<td>ttZ/γ∗, ttW (normalization)</td>
<td>40</td>
</tr>
<tr>
<td>Charge misidentification</td>
<td>20</td>
</tr>
<tr>
<td>Nonprompt leptons</td>
<td>30–60</td>
</tr>
</tbody>
</table>
Treatment of systematic uncertainties and background cross sections

Scenarios for the evolution of systematic uncertainties are listed in Tab. 3, which are equivalent to the so-called Run 2, YR18 and YR18+ scenarios used in other CMS upgrade studies. A scenario with purely statistical uncertainties is also included for comparison. These scenarios are defined as follows:

- The Stat. only scenario only considers statistical uncertainties on the data. Uncertainties due to statistical fluctuations of data in control regions are substantially smaller than the statistical uncertainty on the yield in the signal regions, so are negligible in large datasets when derived from a data-driven method.

- The Run 2 scenario considers the case where the systematic uncertainties remain unchanged. This means that all systematic uncertainties for the analysis are assumed to be unchanged with respect to the published analysis. Statistical uncertainties scale as expected by the increase in integrated luminosity, meaning as $1/\sqrt{L/L_{ref}}$, where $L_{ref}$ is the integrated luminosity with which the original analysis was performed.

- The YR18 scenario considers the case where the theory and experimental systematic uncertainties improve over time. In this scenario the experimental systematic uncertainties that are sensitive to the size of the dataset are also reduced as $1/\sqrt{L/L_{ref}}$. As these systematic uncertainties will never completely be negligible, a limit to this reduction is set to 50% of the currently achieved uncertainty. Theoretical uncertainties on the background are of course also expected to improve due to developments in the calculations, techniques and orders considered. So systematic uncertainties on the simulation originating from theoretical sources are scaled by 50%.

- The YR18+ scenario is identical to the YR18 scenario except that, for the experimental systematic uncertainties, no floor values are assumed.

The fractional changes to the yields of the dominant background predictions, $t\bar{t}$ plus jets, $W$, $Z$ or H bosons, were determined at next-to-leading order (NLO) for LHC collisions at 13, 14 and 27 TeV using the MadGraph5 aMC@NLO generator [1]. The extremely rare backgrounds (i.e., $t\bar{t}$WW, $t\bar{t}$tW production and similar) with negligible contributions were assumed to be sensitive to the same parton luminosity increase as $t\bar{t}$H production. Data-driven background estimates were increased by the ratio of the $t\bar{t}$ cross section increase as a function of integrated luminosity, since this is a process of similar $q^2$ and Bjorken-$x$ values as these backgrounds after preselection of multiple jets and charged leptons.

Table 3: Considered systematic uncertainty scenarios, described in detail in the text. The table reports the scale factor multiplied to the uncertainties taken from the published CMS analysis as reported in Tab. 2.
Results

Table 4: The expected significance of $t\bar{t}t\bar{t}$ signal over a background-only hypothesis in standard deviations (s.d.), is given for various CMS upgrade scenarios for $\sqrt{s}=14$ TeV.

<table>
<thead>
<tr>
<th>Int. Luminosity</th>
<th>Stat. only</th>
<th>Run 2</th>
<th>YR18</th>
<th>YR18+</th>
</tr>
</thead>
<tbody>
<tr>
<td>$300 \text{ fb}^{-1}$</td>
<td>4.09</td>
<td>2.71</td>
<td>2.85</td>
<td>2.93</td>
</tr>
<tr>
<td>$3 \text{ ab}^{-1}$</td>
<td>12.9</td>
<td>3.22</td>
<td>4.26</td>
<td>4.49</td>
</tr>
</tbody>
</table>

For the high luminosity LHC, the stat-only, $S1+$, $S2+$ and $S2NF+$ scenarios are considered at a collision energy of 14 TeV. The assumed integrated luminosity is $3 \text{ ab}^{-1}$. For reference, a $300 \text{ fb}^{-1}$ scenario is also considered. The results are listed in Tab. 4 and Fig. 2, and show that for the statistics-only case and for the optimistic scenarios ($S2+$ and $S2NF+$), the evidence for the $t\bar{t}t\bar{t}$ signal may be reached already with $300 \text{ fb}^{-1}$, while even with $3 \text{ ab}^{-1}$ of integrated luminosity will be a challenge to perform an observation with a single analysis. Alternatively, combining the analysis with complementary final states should be sufficient for observation. The reinterpreted analysis relies on small backgrounds which can be estimated with relatively large uncertainties. This means that the result becomes dominated by systematic uncertainties in large datasets, suggesting that a modified analysis strategy focusing on reduction of these uncertainties will greatly improve the sensitivity.

Considering the sensitivity of $t\bar{t}t\bar{t}$ production to new physics scenarios in the top quark and scalar sector, it is useful to consider how accurately the cross section can be measured with the analyses, once sufficient integrated luminosity has been collected. Of course in the future analysis techniques are also expected to improve, and dedicated analyses will surely improve this sensitivity, but this is beyond the scope of this study. It is, however, important to keep in mind that such a sensitivity study is less sensitive to systematic uncertainties on the background determination, while being more sensitive to the signal modelling uncertainties and overall branching fraction and acceptance of the selection. The expected sensitivity on the $t\bar{t}t\bar{t}$ cross section is listed in Tab. 5, and shows that measurements with 30% accuracy are possible at the start of HL-LHC which can be reduced to the order 20% at the end of the HL-LHC data taking, with a statistical uncertainty of 10% or less.

It is also possible to look further into the future, to the High-Energy LHC. At this point it is a valid question to ask if any of the systematic uncertainty scenarios are reasonable, but the statistical uncertainty should definitely still be possible to be assessed. At these time scales changes in analysis strategy might allow analysis improvements that focus on the optimization of the interplay between the statistical or systematic uncertainty. The process should at this point already be observed, so Tab. 5 only lists the expected sensitivity to measure the $t\bar{t}t\bar{t}$ cross section using $3-15 \text{ ab}^{-1}$ of pp collision data at $\sqrt{s} = 27$ TeV.

EFT interpretation

The expected sensitivity on the $t\bar{t}t\bar{t}$ cross section as listed in Tab. 5 can be interpreted in an effective field theory approach [16, 17]. The order-6 Effective-Field-Theory (EFT) Lagrangian reads

$$\mathcal{L}_{\text{EFT}} = \mathcal{L}_{\text{SM}}^{(4)} + \frac{1}{\Lambda} \sum_k C_k^{(5)} \mathcal{O}_k^{(5)} + \frac{1}{\Lambda^2} \sum_k C_k^{(6)} \mathcal{O}_k^{(6)} + \mathcal{o} \left( \frac{1}{\Lambda^4} \right),$$

(1)

where $\mathcal{L}_{\text{SM}}^{(4)}$ is the renormalizable standard model Lagrangian, $\mathcal{O}_k^{(n)}$ denotes dim-$n$ composite operators, while $C_k^{(n)}$ are corresponding coupling parameters, which are called Wilson coefficients. Each term in the sum is suppressed by $\Lambda^{d-4}$ constant, where $d$ is the scaling dimension.
Table 5: Expected sensitivity for the production cross section of \( t\bar{t}t\bar{t} \) production, in percent, at 68% confidence level. The fractional uncertainty on the cross section signal strength is given for various LHC upgrade scenarios. Cross sections are corrected for the changes expected by \( \sqrt{s} \).

For the 15 ab\(^{-1}\) 27 TeV scenario, the systematic uncertainty extrapolation is no longer valid, so only the statistical uncertainty is provided.

<table>
<thead>
<tr>
<th>Int. Luminosity</th>
<th>( \sqrt{s} )</th>
<th>Stat. only (%)</th>
<th>Run 2 (%)</th>
<th>YR18 (%)</th>
<th>YR18+ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 fb(^{-1})</td>
<td>14 TeV</td>
<td>+30</td>
<td>-28</td>
<td>+43</td>
<td>-34</td>
</tr>
<tr>
<td>3 ab(^{-1})</td>
<td>14 TeV</td>
<td>±9</td>
<td>-24</td>
<td>+28</td>
<td>-19</td>
</tr>
<tr>
<td>3 ab(^{-1})</td>
<td>27 TeV</td>
<td>±2</td>
<td>-12</td>
<td>+9</td>
<td>-8</td>
</tr>
<tr>
<td>15 ab(^{-1})</td>
<td>27 TeV</td>
<td>±1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Expected significance of a search for \( t\bar{t}t\bar{t} \) production with CMS at HL-LHC. The expected significance of \( t\bar{t}t\bar{t} \) signal over a background-only hypothesis in standard deviations (s.d.) is given for various HL-LHC systematic uncertainty scenarios.

Since the data is sensitive only to the ratios \( c_k \equiv C_k^{(6)}/\Lambda^2 \), leading-order predictions for \( pp \rightarrow t\bar{t}t\bar{t} \) cross section can be parametrised using new variables as

\[
\sigma_{t\bar{t}t\bar{t}} = \sigma_{t\bar{t}t\bar{t}}^{SM} + \sum_k c_k e_k^{(1)} + \sum_{j \leq k} c_j c_k a_{j,k}^{(2)},
\]

where \( c_k = C_k^{(6)}/\Lambda^2 \) and \( e_k^{(1)} \) are the new variables associated with the relevant operators and \( \Lambda \) is an effective energy cut-off of the model.
where linear terms, $c_k \sigma^{(1)}_k$, represent interference of the SM production with dim-6 EFT contribution, while $c_j c_k \sigma^{(2)}_{jk}$ terms correspond to insertion of two EFT operators. Arranging $c_k$ in a column-vector, $\vec{c}$, the Eq. 6 can be expressed in the matrix form

$$
\sigma_{\text{fit}}(\vec{c}) = \sigma_{\text{fit}}^{\text{SM}} + \vec{c}^T \cdot \vec{\sigma}^{(1)} + \vec{c}^T \Sigma^{(2)} \vec{c},
$$

(7)

In order to find $\vec{\sigma}^{(1)}$ and $\Sigma^{(2)}$, a system of linear equations has to be solved, which is obtained by substituting linearly-independent vectors $\vec{c}$ into Eq. 7. In the cross section calculation, the EFT interactions are implemented in the \textsc{FeynRules} [20] model and interfaced to \textsc{MG5_aMC@NLO} [1]. Coefficients of the Eq. 6 for $\sqrt{s} = 13, 14, 27$ TeV were determined independently. The NNPDF3.0LO [21] PDF set with $\alpha_S(M_Z) = 0.130$ were used and the high energy cut-off assumed the value $\Lambda = 1$ TeV.

The obtained combined experimental limit on $t\bar{t}t\bar{t}$ production can be utilized to provide constraints on effective field theory operators. The one standard-deviation uncertainties from from Tab. 5 can be used to constrain deviations from the standard model EFT when the $\sigma^{\text{EFT}} / \sigma^{\text{SM}}$ is larger than the uncertainty on the measurement of $\sigma^{\text{SM}}$. Independent limits were obtained for the statistical uncertainties only, under the assumption that only two operator contribute to $t\bar{t}t\bar{t}$ cross section, while Wilson coefficients of the other operators were set to 0. The limits in two-dimensional space are shown in Figs. 3 and 4, where it is important to be aware that the reason why the HE-LHC ellipses behave differently is due to the drastically different PDF contribution of gluons vs quarks at increased collision energy. The resulting one-dimensional intervals are summarized in Table 6.

**Conclusion**

The production of four top quarks has large sensitivity to new new physics effects and is interesting as a standard model QCD process. This note describes the reinterpretation of an analysis using 2016 data focusing on four top quark production using the same-sign dilepton and multilepton final states [4]. Multiple evaluation scenarios for the systematic uncertainties are considered. Evidence for $t\bar{t}t\bar{t}$ production will become possible with around 300 fb$^{-1}$ of HL-LHC data at $\sqrt{s} = 14$ TeV, at which point the statistical uncertainty on the measured cross section will be of the order of 30% and the measurement will have a total uncertainty of around 33-43%, depending on the systematic uncertainty scenario considered. For larger datasets at HL-LHC, all scenarios considered become dominated by systematic uncertainties. With 3 ab$^{-1}$ the cross section can be constrained to 9% statistical uncertainty, and the total uncertainty of a measurement ranges between 18% and 28% depending on the considered systematic uncertainties. At HE-LHC the $t\bar{t}t\bar{t}$ cross section is expected to be constrained to within a 1-2% statistical uncertainty.
Table 6: One-dimensional one-standard-deviation intervals for 14 and 27 TeV scenarios, for different fractional uncertainties on the measurement of $\sigma_{\text{fib}}$. Only total uncertainties are considered, allowing comparison to the uncertainties in Tab. 5.

<table>
<thead>
<tr>
<th>Wilson Coefficient</th>
<th>$\sqrt{s}$</th>
<th>frac.unc. on $\sigma_{\text{fib}}$ (%)</th>
<th>Operator values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{O_k}$</td>
<td>14 TeV</td>
<td>30</td>
<td>0.63 -0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>0.32 -0.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.08 -0.2</td>
</tr>
<tr>
<td></td>
<td>27 TeV</td>
<td>30</td>
<td>0.50 -0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>0.27 -0.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.08 -0.12</td>
</tr>
<tr>
<td>$C_{O_{l1}}$</td>
<td>14 TeV</td>
<td>30</td>
<td>0.63 -0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>0.32 -0.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.08 -0.2</td>
</tr>
<tr>
<td></td>
<td>27 TeV</td>
<td>30</td>
<td>0.50 -0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>0.26 -0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.07 -0.13</td>
</tr>
<tr>
<td>$C_{B_1}$</td>
<td>14 TeV</td>
<td>30</td>
<td>1.21 -1.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>0.66 -0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.22 -0.23</td>
</tr>
<tr>
<td></td>
<td>27 TeV</td>
<td>30</td>
<td>0.91 -0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>0.49 -0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.16 -0.17</td>
</tr>
<tr>
<td>$C_{B_8}$</td>
<td>14 TeV</td>
<td>30</td>
<td>2.04 -2.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>1.00 -1.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.22 -0.82</td>
</tr>
<tr>
<td></td>
<td>27 TeV</td>
<td>30</td>
<td>1.75 -2.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>0.89 -1.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.22 -0.57</td>
</tr>
</tbody>
</table>
2.6. Four-top production at HL-LHC and HE-LHC (CMS-FTR-18-031)

Figure 3: EFT interpretation plots in two dimensions. The shown ellipses are equivalent to the $t\bar{t}t\bar{t}$ cross section changing by one standard deviation of its statistical uncertainty from the projection. For reference, a curve with 100% expected uncertainty determined at $\sqrt{s} = 13$ TeV is shown. Only (expected) statistical uncertainties are considered unless explicitly mentioned.
Figure 4: EFT interpretation plots in two dimensions. The shown ellipses are equivalent to the \( t\bar{t}t\bar{t} \) cross section changing by one standard deviation of its statistical uncertainty from the projection. For reference, a curve with 100% expected uncertainty determined for \( \sqrt{s} = 13 \text{ TeV} \) is shown. Only (expected) statistical uncertainties are considered unless explicitly mentioned.
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This note presents projections for the measurement of the Standard Model four-top-quark
production cross-section in the context of the High-Luminosity LHC with 3000 fb$^{-1}$ in
proton-proton collisions at $\sqrt{s} = 14$ TeV with the ATLAS experiment. The final states
considered contain two same-charge leptons or at least three leptons. A precision of 11% on
the four-top-quark production cross-section is expected to be achieved.
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1 Introduction

In the Standard Model (SM) the production of four top quarks \( (t\bar{t}t\bar{t}) \) is a very rare process with an expected cross-section of \( \sigma(pp \to t\bar{t}t\bar{t}) = 15.83^{+18\%}_{-21\%} \) fb at 14 TeV [1]. This process has not been observed. Many theories beyond the SM predict an enhancement of the \( t\bar{t}t\bar{t} \) cross-section; examples include gluino pair production in supersymmetric models [2], pair production of scalar gluons [3, 4], and production of a heavy pseudoscalar or scalar boson in association with a \( t\bar{t} \) pair in Type II two-Higgs-doublet models (2HDM) [5, 6]. In the context of Effective Field Theories, the \( t\bar{t}t\bar{t} \) cross-section uniquely constrains the four-top-quark effective operators [7].

Four top quark production has been searched for at \( \sqrt{s} = 13 \) TeV by the ATLAS and CMS experiments in the final states where one top quark decays leptonically (meaning to an electron or muon) [8, 9] and where at least two top quarks decay leptonically [10, 11]. The latter final state has a lower branching fraction but has lower background contamination when the two leptons have the same charge.

After the end of Run 3, the LHC will be upgraded to the High-Luminosity LHC (HL-LHC), significantly increasing its instantaneous luminosity. Upgrades of the ATLAS detector will be necessary to maintain its performance in the higher luminosity environment and to mitigate the impact of radiation damage and detector aging [12]. A new inner tracking system, extending the tracking region from pseudorapidity\(^1\) \( |\eta| < 2.7 \) up to \( |\eta| < 4 \), will provide the ability to reconstruct forward charged particle tracks, which can be matched to calorimeter clusters for forward electron reconstruction, or associated to forward jets. The inner tracker extension also enables muon identification at high pseudorapidities if additional detectors are installed in the region \( 2.7 < |\eta| < 4 \).

This note presents the prospect for measuring the SM \( t\bar{t}t\bar{t} \) cross-section in the context of the HL-LHC with 3000 fb\(^{-1} \) of proton-proton collisions at \( \sqrt{s} = 14 \) TeV with the ATLAS experiment. Events with two same-charge leptons, and at least three leptons with at least five jets among which at least two are identified as originating from the hadronization of a \( b \)-quark (\( b \)-jet) are analyzed.

2 Simulated Samples

Samples that can give rise to two leptons with a same charge or at least three leptons are used. Monte Carlo (MC) samples for \( t\bar{t}t\bar{t} \), \( t\bar{t} \), single-top quarks (both \( Wt \) and \( t \)-channels), a vector boson (\( W \) or \( Z \)) or a Higgs boson in association with \( t\bar{t} \), and multiboson production are processed. They are generated at \( \sqrt{s} = 14 \) TeV and normalised to their theoretical cross-sections and to a luminosity of 3000 fb\(^{-1} \). Only for the \( t\bar{t}H \) process, the sample generated at \( \sqrt{s} = 13 \) TeV is used while it is still normalised to the SM 14 TeV cross-section.

The \( t\bar{t}t\bar{t} \) sample was generated at leading order in QCD with \textsc{MG5\_aMC@NLO} v2.2.3 [13] and \textsc{Pythia 8} (v8.186) [14] using the NNPDF2.3LO PDF set [15]. A sample of \( t\bar{t} \) events was generated using \textsc{Powheg-Box} [16] and \textsc{Pythia 8} using the NNPDF3.0NLO PDF set. Single-top quarks events were generated using \textsc{Powheg-Box} and \textsc{Pythia 6} (v6.428). The \( t\bar{t}Z/W \) samples were generated using \textsc{MG5\_aMC@NLO} and \textsc{Pythia 8} while multiboson events were generated using \textsc{Sherpa} [17]. The \( t\bar{t} \) and single-top quarks

---

\(^1\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates \( (r, \phi) \) are used in the transverse plane, \( \phi \) being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle \( \theta \) as \( \eta = -\ln \tan(\theta/2) \), and the rapidity \( y \) is defined as \( y = \frac{1}{2} \ln \frac{E+p_x}{E-p_x} \).
MC samples are used to model the background with fake, non-prompt or charge mis-identified leptons. This background is difficult to simulate, and it is usually evaluated with data-driven methods. For the purposes of this study, the normalisation of these samples is scaled based on the observed fake/non-prompt background fraction in the published Run 2 analysis of Ref. [10], as will be described in Section 4.

3 Object reconstruction and event selection

After the event generation step, a fast simulation of the trigger and detector effects is added with the dedicated ATLAS software framework [18]. The trigger, reconstruction and identification efficiencies, as well as the momentum/energy resolution of leptons and jets, are computed as function of their $\eta$ and $p_T$ using simulation assuming an upgraded ATLAS detector [12], and are tabulated with functions which provide parameterised estimates of the ATLAS performance at the HL-LHC. These functions are then applied to the particle-level quantities. The functions assume the HL-LHC conditions of an instantaneous luminosity of $L = 10^{34}$ cm$^{-2}$ s$^{-1}$ which implies an average number of additional collisions per bunch-crossing 200. More details on the object smearing and the corresponding performance can be found in Ref. [19].

Electrons and muons are reconstructed in the fiducial region of transverse momentum $p_T > 25$ GeV and $|\eta| < 2.5$. Because of the $t\bar{t}t\bar{t}$ signal topology, no significant gain is obtained by extending the $\eta$ range for the leptons. Jets are selected with $p_T > 25$ GeV, in the range $|\eta| < 4$. Leptons are required to be isolated, using the sum of the transverse energies of the charged and neutral truth particles within $\Delta R = \sqrt{(\Delta\eta)^2 + (\Delta\phi)^2} < 0.2$ around the lepton, denoted by $etcone20$. This amount of energy divided by the lepton $p_T$ is required to be $< 0.23(0.11)$ for electron (muon) candidates. The collection of selected jets includes simulated pileup effects. A track-based pileup jet rejection technique is simulated, assuming 2% efficiency to select a pileup jet as a hard-scatter jet. Jets containing $b$-hadrons are identified with a ghost-matching procedure [20] and are assigned $p_T$- and $\eta$-dependent weights to reproduce a 70% $b$-tagging efficiency. The missing transverse momentum ($E_T^{\text{miss}}$) is simulated with parameterized contributions to soft terms, which are calculated with tracks matched to the primary vertex that are not associated with any reconstructed objects.

Events are selected if they contain at least two leptons with the same charge (2l) or at least three leptons (3l). At least five jets among which at least two are $b$-tagged are required. The selected leptons are required to have $\Delta R > 0.2$ with respect to any selected jets. In case an event contains a pair of same-flavour opposite-charge leptons, the invariant mass of these two leptons is required to satisfy: $|m_{ll} - 91| > 10$ GeV. In addition the scalar sum of the $p_T$ of all selected jets and leptons ($H_T$) is required to be $>500$ GeV and $E_T^{\text{miss}}$ is required to be $>40$ GeV.

The distributions of $E_T^{\text{miss}}$ and $H_T$ are shown in Figure 1 after requiring two same-charge leptons or three leptons, at least 5 jets and at least 2 $b$-jets as preselection.

4 Analysis strategy

To extract the $t\bar{t}t\bar{t}$ cross-section a fit is performed to the $H_T$ distributions in several signal regions defined according to the jet and $b$-jet multiplicities. The analysis is fitting the $t\bar{t}t\bar{t}$ cross-section normalised to the prediction from the SM ($\mu$). The definition of the signal regions is provided in Table 1.
Figure 1: Expected distributions of (a) $E_T^{\text{miss}}$ and (b) $H_T$ after the preselection requirements of two same-charge leptons or three leptons, at least 5 jets and at least 2 $b$-jets. The last bin contains overflows.

Table 1: Summary of selection requirements used to define the signal regions considered.

<table>
<thead>
<tr>
<th>lepton requirement</th>
<th>SR2l-6j3b</th>
<th>SR2l-6j4b</th>
<th>SR3l-6j3b</th>
<th>SR3l-6j4b</th>
</tr>
</thead>
<tbody>
<tr>
<td>jet requirement</td>
<td>$\geq 6$</td>
<td>$\geq 6$</td>
<td>$\geq 4$</td>
<td>$\geq 4$</td>
</tr>
<tr>
<td>$b$-jet requirement</td>
<td>$= 3$</td>
<td>$= 3$</td>
<td>$= 3$</td>
<td>$= 4$</td>
</tr>
</tbody>
</table>

The rate of the instrumental background (electron with mis-identified charge, fake lepton or non-prompt lepton) is difficult to estimate using MC, but it has been shown in the published Run 2 analysis of Ref. [10] that it mostly comes from $t\bar{t}$ events. Therefore the fraction of instrumental background in the relevant regions with different lepton and $b$-tagged jet multiplicities observed in the Run 2 analysis of Ref. [10] is used to scale the sum of $t\bar{t}$ and single-top MC events in the current analysis. These fractions are assumed to be independent of the requirement on the number of jets while varying with the lepton and $b$-jet multiplicities. To increase the statistics used to build $H_T$ template distributions for the fake background, $t\bar{t}$ and single-top MC events are selected with a relaxed isolation criteria: $\text{etcone} 20/\langle p_T \rangle < 1.0$ for both electrons and muons. If no $t\bar{t}$ or single top MC events survive the selection, the $H_T$ distribution from the next lower $b$-jet multiplicity region is used. These $H_T$ templates are then scaled so that the fractions of fakes over the total background yield are: 44% for SR2l-6j3b, 32% for SR2l-6j4b, and 1.5% for SR3l-6j3b and SR3l-6j4b.

The number of events selected in the different signal regions are shown in Table 2 and in Figure 2. The signal over background ratio in the different regions as well as pie charts representing the background composition are shown in Figures 3 and 4, respectively.
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<table>
<thead>
<tr>
<th>Signal Region</th>
<th>$t\bar{t}V$</th>
<th>Multiboson</th>
<th>$t\bar{t}H$</th>
<th>$t\bar{t}H\bar{t}$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR2l-6j3b</td>
<td>20 ± 1</td>
<td>&lt;0.1</td>
<td>54 ± 1</td>
<td>78 ± 8</td>
<td>200 ± 18</td>
</tr>
<tr>
<td>SR2l-6j4b</td>
<td>3 ± 1</td>
<td>&lt;0.1</td>
<td>4 ± 1</td>
<td>32 ± 3</td>
<td>46 ± 5</td>
</tr>
<tr>
<td>SR3l-6j3b</td>
<td>13 ± 1</td>
<td>&lt;0.1</td>
<td>0.4 ± 0.1</td>
<td>61 ± 6</td>
<td>87 ± 6</td>
</tr>
<tr>
<td>SR3l-6j4b</td>
<td>1.9 ± 0.8</td>
<td>&lt;0.1</td>
<td>0.06 ± 0.02</td>
<td>23 ± 2</td>
<td>27 ± 3</td>
</tr>
</tbody>
</table>

Table 2: Event yields of signal and background processes in the different signal regions used to extract the $t\bar{t}t\bar{t}$ cross section for an integrated luminosity of 3000 fb$^{-1}$. The uncertainties include the systematic sources described in Section 5.

Figure 2: Number of selected events in the different signal regions. The hashed regions correspond to the systematic uncertainties described in the text.
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Figure 3: Signal over square root of background ratio in the different signal regions.
Figure 4: Fractional contributions of the various backgrounds to the total background prediction in each signal region.
5 Systematic uncertainties

In the the published Run 2 analysis of Ref. [10], the main sources of systematic uncertainties were found to be the uncertainties on the fake lepton background and on the SM background cross-section normalisation. Therefore, in this study experimental uncertainties (e.g. on jet energy scale or b-tagging efficiency) have been neglected. The theoretical uncertainty on the predicted signal cross section enters the determination of $\mu$ but not the uncertainty on the measured $t\bar{t}t\bar{t}$ cross section. The following systematic uncertainties are taken into account in this analysis assuming increasing uncertainty with the jet and b-jet multiplicity.

A 15% (7%) overall normalisation uncertainty is assigned on the $t\bar{t}V$ ($t\bar{t}H$) backgrounds. In addition increasing uncertainties are assigned in the different signal regions as the relevant backgrounds come from $t\bar{t}V$ and $t\bar{t}H$ events with increasing number of jets: a 30% additional uncertainty is added on the $t\bar{t}V$ and $t\bar{t}H$ backgrounds in SR2l-6j3b, 40% in SR2l-6j4b and SR3l-6j3b and 50% in SR3l-6j4b. An overall shape uncertainty is added coming from scale variations, generator and parton shower variations corresponding to a 20% (10%) linear variation of the $H_T$ distributions for $t\bar{t}V$ ($t\bar{t}H$) events. As the instrumental background is estimated using scaling, a 30% uncertainty per signal region is assigned to it based on Run 2 analyses [10, 21]. A shape uncertainty of 20% per signal region is also assigned. No uncertainties related to the statistics of the MC samples used for the background estimation are applied. Finally a 10% uncertainty on the signal normalisation is assumed.

The systematic uncertainties are treated as nuisance parameters as described in Section 6. The input $H_T$ distributions used in the fit to extract the $t\bar{t}t\bar{t}$ cross-section are shown in Figure 5. The binning of these distributions is automatically determined to avoid bins with very low statistics while still keeping good significance.

6 Results

A maximum-likelihood fit of the $H_T$ distributions is performed simultaneously in the six signal regions to extract the $t\bar{t}t\bar{t}$ signal cross-section normalised to the prediction from the SM. The statistical analysis implemented in the RooFit package [22] uses a binned likelihood function $L(\mu, \theta)$. The $H_T$ distribution is used as the final discriminant in the six signal regions. The impact of systematic uncertainties on the background expectations is described by nuisance parameters $\theta$.

As a result of the fit, the uncertainty on the best-fit value of $\mu$ is found to be $\pm 0.16$ corresponding to a 11% uncertainty on the measured $t\bar{t}t\bar{t}$ cross-section. The corresponding significance is well above 5 standard deviations. A significance of around 5 standard deviations should be achievable with a luminosity of $300 \, \text{fb}^{-1}$ assuming a center of mass energy of $\sqrt{s} = 14 \, \text{TeV}$.

The ranking obtained for the nuisance parameters ordered according to the largest contribution to the uncertainty in the signal strength is shown in Figure 6. The largest impacts come from the normalisation of the $t\bar{t}t\bar{t}$ signal as well as on the $t\bar{t}V$ background in the SR3l-6j3b and on the instrumental background in the SR2l-6j3b region. The shape uncertainties do not significantly affect the result. Measuring the $t\bar{t}V$ and $t\bar{t}H$ backgrounds differentially as a function of jet multiplicity would decrease the impact of these systematic uncertainties. Overall the impact of the systematic uncertainties is however modest as a fit without systematic uncertainties leads to a precision of 9% on the extracted $t\bar{t}t\bar{t}$ cross-section.
Figure 5: Expected $H_T$ distribution in the signal regions: (a) SR2l-6j3b, (b) SR2l-6j4b, (c) SR3l-6j3b and (d) SR3l-6j4b. The expected SM $t\bar{t}t\bar{t}$ signal (red histogram) is added on top of the background prediction.
Figure 6: Fitted values of the nuisance parameters corresponding to the systematic uncertainties and their impact on the measured signal strength $\mu$. The fit is performed under the signal-plus-background hypothesis with the SM $t\bar{t}t\bar{t}$ production as signal. The black points, which are plotted according to the bottom horizontal scale, show the deviation of each fitted nuisance parameter, $\hat{\theta}$, in units of the pre-fit standard deviation $\Delta \theta$. The black error bars show the post-fit errors in units of pre-fit standard deviation. The nuisance parameters are sorted according to the post-fit effect of each of them on $\mu$ (solid dark and light blue areas, for positive and negative variations respectively), with those with the largest impact at the top. The pre-fit effect of each nuisance parameter is also shown (empty dark and light blue areas, for positive and negative variations respectively).
7 Conclusion

Projections for the measurement of the SM four-top-quark production cross-section in final states containing two same-charge leptons or at least three leptons, at least five jets and at least two $b$-jets at $\sqrt{s} = 14$ TeV were performed in the context of the High-Luminosity LHC with 3000 fb$^{-1}$ of proton-proton collisions with the ATLAS experiment. An uncertainty on the $t\bar{t}t\bar{t}$ cross-section of 11% is expected with the precision being dominated by the statistical uncertainty. This corresponds to a significance to observe this yet-unmeasured signal well above 5 standard deviations. The current theoretical uncertainty on the computation of the four-top-quark production cross-section is roughly twice larger than the experimental projected uncertainty.
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Abstract

Prospects are presented for a search for gluon-mediated flavour-changing neutral currents in the top quark production via tug and tcg vertices using the CMS Phase-2 detector at the HL-LHC. The analysis uses Monte Carlo samples of proton-proton collisions at $\sqrt{s} = 14$ TeV with a full simulation of the Phase-2 upgraded CMS detector assuming an average of 200 proton-proton interactions per bunch crossing. The final state signature of the signal is similar to that for the t-channel single top quark production in the $\mu/e +$ jets final state. Bayesian and deep learning neural networks are used to discriminate the signal events against backgrounds. The 95% C.L. expected exclusion limits on the coupling strengths are $|\kappa_{\text{tug}}|/\Lambda < 1.8 \times 10^{-3}$ ($2.9 \times 10^{-3}$) TeV$^{-1}$ and $|\kappa_{\text{tcg}}|/\Lambda < 5.2 \times 10^{-3}$ ($9.1 \times 10^{-3}$) TeV$^{-1}$ for integrated luminosity of 3000 fb$^{-1}$ (300 fb$^{-1}$). The corresponding limits on branching fractions are $B(t \rightarrow ug) < 3.8 \cdot 10^{-6}$ ($9.8 \cdot 10^{-6}$) and $B(t \rightarrow cg) < 32 \cdot 10^{-6}$ ($99 \cdot 10^{-6}$) for integrated luminosity of 3000 fb$^{-1}$ (300 fb$^{-1}$). Therefore, the exploitation of the full HL-LHC data set with the upgraded CMS detector will allow to improve the current limits by an order of magnitude.
1 Introduction

Single top quark (t) production provides the opportunity to investigate aspects of top quark physics that cannot be studied with \( t \bar{t} \) events [1]. Flavour-changing neutral currents (FCNC) are absent at lowest order in the SM, and are significantly suppressed through the Glashow–Iliopoulos–Maiani mechanism [2] at higher orders. Precise measurements of various rare decays of K, D, and B mesons, as well as of the oscillations in \( K^0 \bar{K}^0 \), \( D^0 \bar{D}^0 \), and \( B^0 \bar{B}^0 \) systems, strongly constrain FCNC interactions involving the first two generations and the b quark [3]. The V–A structure of the charged current with light quarks is well established [3]. However, FCNC involving the top quark are significantly less constrained. In the SM, the FCNC couplings of the top quark are predicted to be very small (\( \sim 10^{-10} \) [4]) and are not detectable at current experimental sensitivity. However, they can be significantly enhanced in various SM extensions, such as supersymmetry [4–6], and models with multiple Higgs boson doublets [7–9], extra quarks [10–12], or a composite top quark [13]. New vertices with top quarks are predicted, in particular, in models with light composite Higgs bosons [14, 15], extra-dimension models with warped geometry [16], or holographic structures [17]. Such possibilities can be encoded in an effective field theory through higher-dimensional gauge-invariant operators [18, 19]. Direct limits on top quark FCNC parameters have been established by the CDF [20], D0 [21], ATLAS [22], and CMS [23] Collaborations. Processes with FCNC vertices in the decay of the top quark are negligible since the current limits to the branching fractions are about \( 10^{-5} \), also the final states of such decays are difficult to distinguish from the backgrounds. This paper presents a search for FCNC interactions in the production of single top quarks. Models that have contributions from FCNC in the production of single top quarks can have sizable deviations relative to SM predictions, in particular those involving up quarks in the initial state as they profit from a large enhancement due to their parton distribution function (PDF). Also processes with charm quarks in the initial state benefit from a relative enhancement due to PDF with respect to processes initiated by bottom quarks, such as the background SM process of single top production in t channel. This is in contrast with searches for processes with FCNC vertices in the decay of the top quark where no such enhancement is present, and whose final states are difficult to distinguish from the backgrounds. The current limits on the branching ratios of the latter processes are about \( 10^{-5} \), and therefore this paper assumes negligible contribution of the FCNC decay modes to the total width of the top quark. The prospects for the search are estimated with a full simulation of the Phase-2 upgraded CMS detector with an average of 200 proton-proton interactions per bunch crossing. The Phase-2 upgrade of CMS detector is described in Technical Design Reports [24–29] and increases the angular coverage of the detector. The High Luminosity LHC regime with 3000 fb\(^{-1}\) of integrated luminosity and \( \sqrt{s} = 14 \) TeV is assumed in this study.

2 Analysis strategy and simulation

There are two complementary strategies to search for FCNC in single top quark production. A search can be performed in the s channel for resonance production through the fusion of a gluon (g) with an up (u) or charm (c) quark, as was the case in analyses by the CDF [20] and ATLAS [22] Collaborations. However, as pointed out by the D0 Collaboration, the s-channel production rate is proportional to the square of the FCNC coupling parameter and is therefore expected to be small [21]. On the other hand, the t-channel cross section and its corresponding kinematic properties have been measured accurately at the LHC [30–32], an important feature being that the t-channel signature contains a light-quark jet produced in association with the single top quark. This light-quark jet can be used to search for deviations from the SM.
prediction caused by FCNC in the top quark sector. This strategy was applied by the D0 Collaboration [21], as well as in the CMS Collaboration [23]. The FCNC tcg and tug interactions can be written in a model-independent form with the following effective Lagrangian [1]:

\[ \mathcal{L} = \frac{\kappa_{tg}}{\Lambda} g_s q \sigma^{\mu\nu} \lambda^a \frac{1}{2} G_{\mu\nu}^a, \] (1)

where \( \Lambda \) is the scale of new physics (\( \gtrsim 1 \text{ TeV} \)), \( q \) refers to either the u or c quarks, \( \kappa_{tg} \) defines the strength of the FCNC interactions in the tug or tcg vertices, \( \lambda^a/2 \) are the generators of the SU(3) colour gauge group, \( g_s \) is the coupling constant of the strong interaction, and \( G_{\mu\nu}^a \) is a gluon field strength tensor. The Lagrangian is assumed to be symmetric with respect to the left and right projectors. Single top quark production through FCNC interactions contains 48 subprocesses for both the tug and tcg channels, and the cross section is proportional to \( (\kappa_{tg}/\Lambda)^2 \).

Representative Feynman diagrams for the FCNC processes are shown in Fig. 1. All these features are explicitly taken into account in the Single-Top Monte Carlo (MC) generator [33] based on the COMPHEP package [34], which was used to generate the signal events.

These signal samples as well as backgrounds from \( t\bar{t} \), single top, \( W+\text{jets} \) and Drell-Yan processes are estimated from full simulation of the CMS detector with realistic Phase-2 conditions, while the multijet QCD background is estimated with Run II data-driven template owing to the lack of statistics in the corresponding MC sample. The LO MADGRAPH 5.1 [35] generator is used to simulate \( W \) boson production with up to 4 additional jets in the matrix element, sub-dominant backgrounds from Drell–Yan in association with jets, and WW, WZ, and ZZ production. The POWHEG 1.0 NLO MC generator [36] provides a model for top quark pair and single production. Given the difficulty to reliably model QCD multijet events, this study makes use of a data-driven sample of 13 TeV data collected in 2016, with an anti-isolated selection. The resulting estimation of the QCD multijet background is rescaled to the appropriate luminosity and by the theoretical cross section ratio between 13 and 14 TeV, but other factors owing to differences in pileup, detector conditions, and some of the selection criteria are taken into account by a conservative normalization uncertainty.

### 3 Event selection and multivariate analysis

The particle-flow event algorithm [37] reconstructs and identifies each individual particle with an optimized combination of information from the various elements of the CMS detector. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The energy of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers.
Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energy. Jets are reconstructed offline from particle-flow candidates clustered by the anti-$k_T$ algorithm [38, 39]. More details are given in Section 9.4.1 of Ref. [29].

The final signature of the signal is selected by requiring to have only one isolated ($I_{rel}^\mu < 0.15$) muon or electron [40] with $p_T > 25$ GeV and $|\eta| < 2.8$. The relative isolation $I_{rel}^\mu$ is defined as the sum of the energy deposited by long-lived charged hadrons, neutral hadrons, and photons in a cone with radius $\Delta R = \sqrt{(\Delta \eta^2 + \Delta \phi^2)} = 0.4$, divided by the lepton $p_T$, where $\Delta \eta$ and $\Delta \phi$ are the differences in pseudorapidity and azimuthal angle (in radians), respectively, between the lepton and the other particle’s directions. A similar definition is used for the electron isolation. Electrons in the overlap region $1.4 < |\eta| < 1.6$ are excluded from the analyses. Events with additional muons or electrons are rejected using a looser quality requirement of $p_T > 10$ GeV, $|\eta| < 2.8$, and $I_{rel} < 0.25$. The event is required to have two or three PUPPI jets [41] reconstructed using the anti-$k_T$ algorithm with a distance parameter of $R = 0.4$, with $p_T > 30$ GeV and $|\eta| < 4.7$. We require at least one b tagged jet and at least one jet that fails the b tagging criteria. A high purity b tagging working point is used based on the cMVA [42] algorithm for jets with $|\eta| < 1.5$ and the DeepCSV [42] algorithm for jets with $1.5 < |\eta| < 3.5$. This high-purity working point corresponds to about 68% probability to identify jets from b-quarks and a misidentification probability of about 0.1% for the light-flavor jets.

The multijet QCD background is derived from the full single muon dataset collected in Run II in 2016 by CMS detector with 13 TeV center-of-mass energy. Owing to Run II detector conditions and the purpose to produce multijet-QCD-enriched sample, the event selection is modified to require one anti-isolated ($0.35 < I_{rel}^\mu < 1$) muon with $p_T > 26$ GeV and $|\eta| < 2.4$, without veto for additional low-$p_T$ leptons. The other requirements to select events with two or three jets are the same as in signal region described in previous paragraph. The b-tagging criteria are slightly different due to the limitation of $|\eta| < 2.4$ with the DeepCSV algorithm in Run II. Since the lepton is not isolated, we consider only jets outside a cone $\Delta R$(lepton,jet) $> 0.5$ to avoid a mismodelling in isolation-sensitive variables. The purity of the resulting QCD multijet sample is expected to be about 97% according to MC simulation in the Run II detector conditions. The normalization of the data-driven sample is obtained from the fit of multijet QCD template in 13 TeV CMS data and then rescaled to the expected luminosity of 3000 fb$^{-1}$ and by the theoretical cross section ratio of 1.09 between 13 and 14 TeV collision energy. Other factors related to little differences in event selection, pileup, detector conditions, and some of the selection criteria are taken into account by a conservative normalization uncertainty.

Several variables in the analysis require full kinematic reconstruction of the top quark and W boson candidates. For the kinematic reconstruction of the top quark, the W boson mass constraint is applied to extract the component of the neutrino momentum along the beam direction ($p_z$). This leads to a quadratic equation in $p_z$. When there are two real solutions of the equation, the smaller value of $p_z$ is used as the solution. For events with complex solutions, the imaginary components are eliminated by modifying $E_T^{\text{miss}}$ such that $m_T(W) \equiv \sqrt{2p_T(\mu)E_T^{\text{miss}}(1 - \cos[\Delta \phi(\mu, p_T^{\text{miss}})])} = M_W$, where $M_W = 80.4$ [3].

The Bayesian Neural Network technique (BNN) and the slightly adapted FBM package [43, 44] are used to distinguish signal events from the standard model background. The input variables for each BNN are summarized in Table 1. Their choice is based on the difference in the structure of the Feynman diagrams contributing to the signal and background processes [45].

In the first step of the analysis one Bayesian Neural Network is trained to filter out multijet background events. A minimal set of the simplest and well-modeled variables to distinguish
Table 1: Input variables for the BNN/DNNs used in the analysis. The symbol X represents the variables used for each particular BNN/DNN. The notations “leading” and “next-to-leading” refer to the highest-$p_T$ and second-highest-$p_T$ jet, respectively. The notation “best” jet is used for the jet that gives a reconstructed mass of the top quark closest to the value of 172.5 GeV, which is used in the MC simulation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Multijet BNN</th>
<th>tug FCNC BNN/DNN</th>
<th>tcg FCNC BNN/DNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T(j_1)$</td>
<td>$p_T$ of the leading jet</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$p_T(j_2)$</td>
<td>$p_T$ of the next-to-leading jet</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$p_T(j_1, j_2)$</td>
<td>vector sum of the $p_T$ of the leading and the next-to-leading jet</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$p_T(j_L)$</td>
<td>$p_T$ of the light-flavour jet (untagged jet with the highest value of $</td>
<td>\eta</td>
<td>$)</td>
<td>X</td>
</tr>
<tr>
<td>$p_T(\text{not best})$</td>
<td>$p_T$ of all jets without the one that best reconstructs the top quark</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$p_T(\text{lep})$</td>
<td>$p_T$ of the lepton</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>$p_T(\text{top},b_1)$</td>
<td>$p_T$ of the top quark reconstructed with leading c jet (b-tagged jet with the highest $p_T$)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_T(j)$</td>
<td>scalar sum of the $p_T$ of the all jets</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>missing transverse energy</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta(\text{lep})$</td>
<td>$\eta$ of the lepton</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$\eta(j_L)$</td>
<td>$\eta$ of the light-flavour jet</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$m_T(W)$</td>
<td>transverse mass of the W boson</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\text{top})$</td>
<td>invariant mass of the all jets</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(W,\text{top})$</td>
<td>invariant mass of the W boson and all jets</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>$m(\text{top},b_1)$</td>
<td>invariant mass of the top quark reconstructed with leading b jet</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N(j)$</td>
<td>number of selected jets</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \phi(\text{lep}, E_T^{\text{miss}})$</td>
<td>azimuthal angle between the lepton and $E_T^{\text{miss}}$</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\cos(\theta_{\text{lep},j_1}</td>
<td>\text{top})$</td>
<td>cosine of the angle between the lepton and the light-flavour jet in the top quark rest frame, for top quark reconstructed with the leading c jet [46]</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>$\cos(\theta_{\text{lep},W}</td>
<td>W$</td>
<td>cosine of the angle between the lepton momentum in the W boson rest frame and the direction of the W boson boost vector [47]</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>$Q(\text{lep})$</td>
<td>charge of the lepton</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
events with real $W$ boson production from multijet QCD events are used and listed in Table 1. The input variables and the Multijet BNN discriminant distributions are shown in Fig. 2. The

| Events:6 GeV |
| 3000 fb$^{-1}$ (14 TeV) |
| CMS Phase-2 Simulation |
| FCNC tcg |
| FCNC tug |
| t-channel |
| $tW$ |
| $tW$ |
| $tW$ |
| $W$-jets |
| Diboson |
| Drell-Yan |
| Multijet |

| Events:5 GeV |
| 3000 fb$^{-1}$ (14 TeV) |
| CMS Phase-2 Simulation |
| FCNC tcg |
| FCNC tug |
| t-channel |
| $tW$ |
| $tW$ |
| $tW$ |
| $W$-jets |
| Diboson |
| Drell-Yan |
| Multijet |

| Events:0.16 rad |
| 3000 fb$^{-1}$ (14 TeV) |
| CMS Phase-2 Simulation |
| FCNC tcg |
| FCNC tug |
| t-channel |
| $tW$ |
| $tW$ |
| $tW$ |
| $W$-jets |
| Diboson |
| Drell-Yan |
| Multijet |

| Events:0.05 |
| 3000 fb$^{-1}$ (14 TeV) |
| CMS Phase-2 Simulation |
| FCNC tcg |
| FCNC tug |
| t-channel |
| $tW$ |
| $tW$ |
| $tW$ |
| $W$-jets |
| Diboson |
| Drell-Yan |
| Multijet |

Figure 2: The Multijet BNN input variable distributions: $m_T(W)$ (top left), $E_T^{miss}$ (top right), $\Delta\phi(\text{lep},E_T^{miss})$ (middle left) and $p_T(\text{lep})$ (middle right). Comparison of distributions of the training and testing events of the Multijet BNN (bottom left) and resulting distribution of the Multijet BNN discriminant (bottom right). The solid and dashed lines give the expected distributions for FCNC tgu and tgc processes, respectively, assuming a coupling of $|\kappa_{tug}|/\Lambda = 0.09$ and $|\kappa_{tcg}|/\Lambda = 0.06$ TeV$^{-1}$. Both muon and electron channels are presented on the plots.

requirement on multijet BNN output discriminant to be greater than 0.7 rejects about 95% of multijet events and about 30% of signal events, as can be seen from Table 2. This requirement makes the multijet QCD background negligible and the uncertainty, in spite of being assigned a conservative value, has a much smaller impact than other uncertainties in the analysis. The events passing the multijet BNN requirement are passed to the next level of the analysis. At the next step two networks are trained, for each of the type of signal processes, since the kinematics for the tgu and tgc processes are slightly different due to the different initial states. The distributions of some of the BNN input variables are shown in Figs. 3. In addition to Bayesian Neural Networks, we prepare two fully connected Deep Learning Neural Networks (DNN) to compare DNN and BNN techniques. The input set of variables for DNN and BNN are the same. Five layers with about 100 nodes each are used for DNN architecture. The DNNs are built and trained using the Tensorflow [48] and Keras [49, 50] packages. The comparison of the BNN and DNN outputs are shown in Fig. 4 for the signal and background events. The back-
ground is the properly weighted mixture of all SM processes. The comparison plots do not show a significant difference between BNN and DNN with respect to signal and background separation. However, in this analysis the BNN is used to obtain the limits for tug channel and DNN for tcg channel because of a slightly better performance in the corresponding channels.

The discriminant distributions of all SM and FCNC processes are shown in Fig. 5 for the BNN and in Fig. 6 for the DNN. All processes are normalized to their cross sections and selection efficiencies, and an integrated luminosity of 3000 fb$^{-1}$.

The shape of the neural networks discriminants are used in the statistical analysis to estimate the expected sensitivity to the contributions from FCNC.

### 4 Statistical analysis and expected limits

The statistical analysis is performed with the Theta package [51]. Bayesian inference is used to obtain the posterior probabilities based on an Asimov data set of the background-only model. We assume the same systematic scenario as in [24] and incorporate the following systematic uncertainties in the statistical model as nuisance parameters: luminosity measurement (1%),

\[
\left| \kappa_{tcg} \right| / \Lambda = 0.09 \text{ TeV}^{-1}.
\]

The requirement of Multijet BNN > 0.7 is applied. The variables are described in Table 1.

![Figure 3: Comparison of FCNC tgc and tgu signal with the SM processes for the BNN input variables.](image)

The solid and dashed lines give the expected distributions for FCNC tgu and tcg processes, respectively, assuming the couplings $|\kappa_{tug}| / \Lambda = 0.06$ TeV$^{-1}$ and $|\kappa_{tcg}| / \Lambda = 0.09$ TeV$^{-1}$. The requirement of Multijet BNN > 0.7 is applied. The variables are described in Table 1.

---
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Figure 4: Comparison of the BNN and DNN FCNC discriminant distributions to distinguish FCNC tgu (left) and tgc (right) processes (signal) from the SM processes (background). The requirement of Multijet BNN > 0.7 is applied.

Table 2: The predicted event yields before and after the multijet BNN suppression for integrated luminosity of 3000 fb$^{-1}$. The estimations for tug and tcg processes assume coupling values of $|\kappa_{tug}|/\Lambda = 0.03$ and $|\kappa_{tcg}|/\Lambda = 0.03$ TeV$^{-1}$, respectively.

<table>
<thead>
<tr>
<th>Process</th>
<th>Basic selections</th>
<th>Multijet BNN &gt; 0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCNC tcg</td>
<td>646,000</td>
<td>434,000</td>
</tr>
<tr>
<td>FCNC tug</td>
<td>2,190,000</td>
<td>1,510,000</td>
</tr>
<tr>
<td>t channel</td>
<td>7,420,000</td>
<td>5,270,000</td>
</tr>
<tr>
<td>tW channel</td>
<td>1,190,000</td>
<td>846,000</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>11,000,000</td>
<td>7,970,000</td>
</tr>
<tr>
<td>W+jets</td>
<td>9,690,000</td>
<td>6,380,000</td>
</tr>
<tr>
<td>Dibosons</td>
<td>97,500</td>
<td>58,000</td>
</tr>
<tr>
<td>Drell–Yan</td>
<td>1,600,000</td>
<td>870,000</td>
</tr>
<tr>
<td>Multijets</td>
<td>3,680,000</td>
<td>226,000</td>
</tr>
</tbody>
</table>

Figure 5: The FCNC BNN discriminant distributions to distinguish FCNC tgu (left) or tgc (right) processes from the SM contribution. The solid and dashed lines give the expected distributions for FCNC tgu and tgc processes, respectively, assuming the couplings to be $|\kappa_{tug}|/\Lambda = 0.06$ and $|\kappa_{tcg}|/\Lambda = 0.09$ TeV$^{-1}$. The requirement of Multijet BNN > 0.7 is applied.
The SM value for the top quark width is used in this analysis, since the influence of the FCNC parameters on the total top quark width is negligible for the allowed region of FCNC parameters. The COMPTHEP package is used to simulate tug and tcg FCNC processes. The FCNC signal samples are normalized to the NLO cross sections using a K factors of 1.52 and 1.4 for $t \rightarrow ug$ and $t \rightarrow cg$ processes, respectively, for higher-order QCD corrections [54]. FCNC processes are kinematically different from any SM process. The posterior probability distributions of $|\kappa_{tug}|/\Lambda$ and $|\kappa_{tcg}|/\Lambda$ are obtained by fitting the histograms of BNN output in Fig. 5.

To obtain the individual exclusion limits on $|\kappa_{tug}|/\Lambda$ and $|\kappa_{tcg}|/\Lambda$ we assume the presence of only one corresponding FCNC parameter in the FCNC signal Monte Carlo model. These individual limits can be used to calculate the upper limits on the branching fractions $B(t \rightarrow ug)$ and $B(t \rightarrow cg)$ [55]. The expected exclusion limits at 95% C.L. on the FCNC couplings and the corresponding branching fractions are given in Table 3.

Table 3: The expected exclusion 1D limits at 95% C.L. on the FCNC couplings and the corresponding branching fractions for an integrated luminosity of 300 fb$^{-1}$ and 3000 fb$^{-1}$. In addition, a comparison with statistic-only uncertainties is shown.

| Integrated luminosity | $B(t \rightarrow ug)$ | $|\kappa_{tug}|/\Lambda$ | $B(t \rightarrow cg)$ | $|\kappa_{tcg}|/\Lambda$ |
|-----------------------|------------------------|--------------------------|------------------------|--------------------------|
| 300 fb$^{-1}$         | $9.8 \cdot 10^{-6}$    | 0.0029 TeV$^{-1}$        | $99 \cdot 10^{-6}$    | 0.0091 TeV$^{-1}$        |
| 3000 fb$^{-1}$        | $3.8 \cdot 10^{-6}$    | 0.0018 TeV$^{-1}$        | $32 \cdot 10^{-6}$    | 0.0052 TeV$^{-1}$        |
| 3000 fb$^{-1}$ Stat. only | $1.0 \cdot 10^{-6}$ | 0.0009 TeV$^{-1}$ | $4.9 \cdot 10^{-6}$ | 0.0020 TeV$^{-1}$ |

The dependence of the exclusion upper limits on integrated luminosity is shown in Fig. 7 with 1 and $2\sigma$ bands corresponding to 68% and 95% C.L. intervals of distributions of the limits. In addition the two-dimensional contours that reflect the possible simultaneous presence of both FCNC parameters are shown in Fig. 8. In this case both FCNC couplings are implemented in the FCNC signal Monte Carlo model. The expected limits can be compared with the recent CMS results [23] for the upper limits on the branching fractions of $2.0 \times 10^{-5}$ and $4.1 \times 10^{-4}$ for the decays $t \rightarrow ug$ and $t \rightarrow cg$, respectively.

The effect of each individual systematic uncertainty on parameter of interest is calculated by fixing the corresponding nuisance parameter at $\pm \sigma$ quantiles of the posterior distributions, and performing the Bayesian inference again. The impacts for the nuisance parameters are shown in Fig. 9. The biggest contribution for both signal channels come from the uncertainties of background cross sections and in particular from multijet QCD contribution and $t\bar{t}$ cross section uncertainties.

5 Conclusions

A direct search for model-independent FCNC $|\kappa_{tug}|/\Lambda$ and $|\kappa_{tcg}|/\Lambda$ couplings of the tug and tcg interactions has been projected for HL-LHC pp collisions at $\sqrt{s} = 14$ TeV based on full Monte Carlo simulation of the CMS experiment after the Phase II upgrades. The 95% C.L. expected exclusion limits on the coupling strengths are $|\kappa_{tug}|/\Lambda < 1.8 \times 10^{-3}$ ($2.9 \times 10^{-3}$) TeV$^{-1}$ and $|\kappa_{tcg}|/\Lambda < 5.2 \times 10^{-3}$ ($9.1 \times 10^{-3}$) TeV$^{-1}$ for the integrated luminosity of 3000 fb$^{-1}$ (300 fb$^{-1}$).

The corresponding limits on branching fractions for the integrated luminosity of 3000 fb$^{-1}$ are $B(t \rightarrow ug) < 3.8 \cdot 10^{-6}$ and $B(t \rightarrow cg) < 32 \cdot 10^{-6}$. These results demonstrate that about one order of magnitude improvement can be achieved with respect to existing limits [23] on the branching fractions of rare FCNC top quark decays.
Figure 6: The FCNC DNN discriminant distributions when the DNN is trained to distinguish FCNC tug (left) and tcg (right) processes from the SM processes. The solid and dashed lines give the expected distributions for FCNC tug and tcg processes, respectively, assuming a coupling of $|\kappa_{tug}|/\Lambda = 0.06$ and $|\kappa_{tcg}|/\Lambda = 0.09$ TeV$^{-1}$ on the left (right) plots. The requirement of Multijet BNN > 0.7 is applied.

Figure 7: The expected exclusion limits at 95% C.L. on the FCNC couplings and the corresponding branching fractions as a function of integrated luminosity.
Figure 8: Two-dimensional expected limits on the FCNC couplings and the corresponding branching fractions at 68% and 95% C.L. for an integrated luminosity of 3000 fb$^{-1}$.

Figure 9: Effect of the systematic uncertainties on the expected exclusion limits on the branching fractions for $B(t \to ug)$ (left plot) and $B(t \to cg)$ (right plot).
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2.8. Gluon-mediated FCNC in top quark production (CMS-FTR-18-004)


Sensitivity of searches for the flavour-changing neutral current decay $t \rightarrow qZ$ using the upgraded ATLAS experiment at the High Luminosity LHC

The ATLAS Collaboration

The sensitivity of the ATLAS experiment in the search for flavour-changing neutral-current top quark decays is presented. The study is performed in the context of the high luminosity phase of the Large Hadron Collider with a centre-of-mass energy of 14 TeV and an integrated luminosity of 3000 fb$^{-1}$. The three charged lepton final state of top-quark pair events is considered, in which one of the top quarks decays through the $t \rightarrow qZ$ ($q = u, c$) flavour-changing neutral-current channel and the other one decays to $bW$ ($t\bar{t} \rightarrow bWqZ \rightarrow b\ell\nu q\ell\ell$).

An improvement by a factor of four is expected over the current Run-2 analysis results of $\mathcal{B}(t \rightarrow uZ) < 1.7 \times 10^{-4}$ and $\mathcal{B}(t \rightarrow cZ) < 2.4 \times 10^{-4}$ with 36.1 fb$^{-1}$ integrated luminosity. Obtained branching ratio limits are at the level of 4 to $5 \times 10^{-5}$ depending on the considered scenarios for the systematic uncertainties.
1 Introduction

The top quark is the heaviest elementary particle known, with a mass of $m_t = 172.5 \pm 0.5$ GeV [1], and has such a small lifetime that it decays before hadronisation occurs. Flavour-changing neutral current (FCNC) decays such as $t \to qZ$ are forbidden at tree level. FCNC decays occur at one-loop level but are strongly suppressed by the GIM mechanism [2] with a suppression factor of 14 orders of magnitude relative to the dominant decay mode [3]. However, several SM extensions predict higher branching ratios for top-quark FCNC decays. Examples of such extensions are the quark-singlet model (QS) [4], the two-Higgs-doublet model with (FC 2HDM) or without (2HDM) flavour conservation [5], the Minimal Supersymmetric Standard Model (MSSM) [6], the MSSM with R-parity violation (RPV SUSY) [7], models with warped extra dimensions (RS) [8], or extended mirror fermion models (EMF) [9]. Reference [10] gives a comprehensive review of the various extensions of the SM that have been proposed. Table 1 provides the maximum values for the branching ratios $B(t \to qZ)$ predicted by these models and compares them to the value predicted by the SM.

<table>
<thead>
<tr>
<th>Model:</th>
<th>SM</th>
<th>QS</th>
<th>2HDM</th>
<th>FC 2HDM</th>
<th>MSSM</th>
<th>RPV SUSY</th>
<th>RS</th>
<th>EMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B(t \to qZ)$:</td>
<td>$10^{-14}$</td>
<td>$10^{-4}$</td>
<td>$10^{-6}$</td>
<td>$10^{-10}$</td>
<td>$10^{-7}$</td>
<td>$10^{-6}$</td>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>

Experimental limits on the FCNC branching ratio $B(t \to qZ)$ were established by experiments at the Large Electron–Positron collider [11–15], HERA [16], the Tevatron [17, 18], and the Large Hadron Collider (LHC) [19–24]. The latest experimental limits are set by the CMS and ATLAS Collaborations. Limits of $B(t \to uZ) < 2.4 \times 10^{-4}$ and $B(t \to cZ) < 4.5 \times 10^{-4}$ at 95% confidence level (CL), are obtained by the CMS Collaboration using data collected at $\sqrt{s} = 13$ TeV [21]. For the same centre-of-mass energy, the ATLAS Collaboration derived the limits of $B(t \to uZ) < 1.7 \times 10^{-4}$ and $B(t \to cZ) < 2.4 \times 10^{-4}$ [24].

The High Luminosity upgrade of the Large Hadron Collider (LHC) (HL-LHC) is currently expected to begin operations in the second half of 2026 [25, 26], to achieve an ultimate luminosity of $7.5 \times 10^{34}$ cm$^{-2}$s$^{-1}$. The total integrated luminosity that is foreseen to be reached is 3000 fb$^{-1}$. This note presents a study of the sensitivity of the ATLAS experiment to top-quark decays via FCNC $t \to qZ$ ($q = u, c$ with $Z \to \ell^+\ell^-$). The top-quark–top-antiquark ($t\bar{t}$) events are studied, where one top quark decays through the FCNC mode and the other through the dominant SM mode ($t \to bW$). Only $Z$ boson decays into charged leptons and leptonically $W$ boson decays are considered. The final-state topology is thus characterized by the presence of three isolated charged leptons, at least two jets with exactly one being tagged as a jet containing a $b$-hadron, and missing transverse momentum from the undetected neutrino. The study is performed in the context of the LHC upgrade.

Based on the Run-1 search [23], the ATLAS detector sensitivity to FCNC $t \to qZ$ decays for the HL-LHC was studied and reported in Ref. [27], predicting a sensitivity of $(2.4 - 5.8) \times 10^{-5}$, when considering statistical uncertainties only, depending on the exact FCNC $t \to qZ$ modeling and $(8.3 - 41) \times 10^{-5}$, depending on the detailed assumptions for the systematic uncertainties. In the present analysis the description of the expected detector performance at the HL-LHC phase is improved and the analysis strategy closely follows the one of the Run-2 analysis [24] rather than the Run-1 search.
Since it is difficult to accurately estimate the relevant systematic uncertainties that will impact the analysis in the high luminosity environment, several scenarios are studied and compared.

2 Signal and background simulation samples

Particle-level samples are generated at a center-of-mass energy of 14 TeV without detailed detector simulation. To emulate the HL-LHC run conditions and detector response, physics objects defined in Section 3 are smeared using performance functions derived from MC events passed through a full GEANT4 simulation of the upgraded ATLAS detector [28–30]. The effect of objects reconstruction and identification efficiencies as well as their momentum or energy resolutions are parameterized assuming an average number of additional $pp$ collisions in the same or nearby bunch crossings (pile-up) of 200. In addition, pile-up jets are overlaid from a dedicated library.

In $pp$ collisions at a centre-of-mass energy of $\sqrt{s} = 14$ TeV at the LHC, top quarks are produced according to the SM mainly in $t\bar{t}$ pairs with a predicted cross section of $\sigma_{t\bar{t}} = 0.98 \pm 0.06$ nb [31–36]. The uncertainty includes contributions from uncertainties in the factorisation and renormalization scales, the parton distribution functions (PDF), the strong coupling $\alpha_S$ and the top-quark mass. The cross section is calculated at next-to-next-to-leading order (NNLO) in QCD including resummation of next-to-next-to-leading logarithmic soft gluon terms with Top++ 2.0. The effects of PDF and $\alpha_S$ uncertainties are calculated using the PDF4LHC prescription [37] with the MSTW 2008 68% CL NNLO [38, 39], CT10 NNLO [40, 41] and NNPDF 2.3 5f FFN [42] PDF sets and are added in quadrature to those from the renormalization and factorisation scale uncertainties. These calculations are done for the top-quark mass value of 172.5 GeV used to simulate events as described in the following paragraphs.

The next-to-leading-order (NLO) simulation of signal events was performed with the event generator MG5_aMC@NLO [43] interfaced to Pythia8 [44] with the A14 [45] set of tuned parameters and the NNPDF30ME PDF set [42]. Top quark FCNC decay is done using the TopFCNC model [46, 47]. The effects of new physics at an energy scale $\Lambda$ were included by adding dimension-six effective terms to the SM Lagrangian. The Universal FeynRules Output (UFO) model [46, 47] is used for computation at NLO in QCD. No differences between the kinematical distributions from the $bWuZ$ and $bWcZ$ processes are observed. Due to the different $b$-tagging mistag rates for $u$- and $c$-quarks, the signal efficiencies differ after applying requirements on the $b$-tagged jet multiplicity. Hence limits on $B(t \to qZ)$ are set separately for $q = u, c$. Only decays of the $W$ and $Z$ bosons with charged leptons were generated ($Z \to e^+e^-$, $\mu^+\mu^-$, or $\tau^+\tau^-$ and $W \to ev, \mu v, \tau v$).

Several SM processes have final-state topologies similar to the signal, with at least three prompt\(^1\) charged leptons, especially dibosons ($WZ$ and $ZZ$), but also $t\bar{t}Z$, $t\bar{t}W$, $t\bar{t}WW$, $tZ$ or $t\bar{t}t\bar{t}$ production. Events with non-prompt leptons, including the ones in which at least one jet is misidentified as a charged lepton, can also fulfil the event selection requirements. These events mainly consist of the $t\bar{t}$, $Z$+jets and $tW$ processes. Such background processes cannot be realistically estimated by the transfer function approach used for the HL-LHC studies. Therefore, these backgrounds are scaled to the same fraction of the total event yield as observed in the 13 TeV analysis [24]. All other background samples are normalized to their theory predictions.

\(^{1}\) Prompt leptons are electrons or muons from the decay of $W$ or $Z$ bosons, either directly or through an intermediate $\tau \to \ell \nu \nu$ decay.
Table 2: Generators, parton shower simulation, parton distribution functions, and tune parameters used to produce particle-level samples without detailed detector simulation for this analysis. The acronyms ME and PS stand for matrix element and parton shower, respectively.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Generator</th>
<th>Parton shower</th>
<th>ME PDF</th>
<th>PS PDF</th>
<th>Tune parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t} \to bWqZ$</td>
<td>MG5_aMC@NLO</td>
<td>Pythia8</td>
<td>NNPDF3.0NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t}Z$</td>
<td>MG5_aMC@NLO</td>
<td>Pythia8</td>
<td>NNPDF3.0NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>$ZZ, WZ$</td>
<td>Sherpa v2 [49]</td>
<td>Sherpa v2</td>
<td>NNPDF3.0NNLO</td>
<td>NNPDF3.0NNLO</td>
<td>Sherpa default</td>
</tr>
<tr>
<td>$t\bar{t}Z$</td>
<td>MG5_aMC@NLO</td>
<td>Pythia8</td>
<td>NNPDF3.0NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>MG5_aMC@NLO</td>
<td>Pythia8</td>
<td>NNPDF3.0NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>$Z+\text{jets}$</td>
<td>Powheg-Box v1 [50]</td>
<td>Pythia8</td>
<td>CT10 [40]</td>
<td>CTEQ6L1 [51]</td>
<td>AZNLO [52]</td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>Powheg-Box v2</td>
<td>Pythia8</td>
<td>NNPDF3.0NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t}t\bar{t}$</td>
<td>MG5_aMC@NLO</td>
<td>Pythia8</td>
<td>NNPDF3.0NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
</tbody>
</table>

Table 2 summarizes information about the generators, parton shower, and PDFs used to simulate the different event samples considered in this analysis.

3 Object reconstruction

Electrons and muons are required to have $p_T > 25$ GeV. This threshold is increased in relation to the Run 2 analysis [24] due to the expected higher yields of non-prompt lepton backgrounds. The single lepton trigger thresholds during the HL-LHC phase are expected to be 22 GeV for electrons and 20 GeV for muons [55], safely below the offline $p_T$ requirement of 25 GeV considered in this analysis. Therefore no significant efficiency loss is expected from trigger threshold effects.

Electrons are required to be outside the transition region between the barrel and endcap calorimeters with $1.37 < |\eta_{\text{cluster}}| < 1.52$. Electrons and muons with $|\eta| > 2.5$ are rejected. Reconstructed leptons within a cone of $\Delta R < 0.2$ of jets are removed. A truth-based isolation requirement is applied to the leptons, meaning that the sum of the transverse energies of stable charged and neutral generator-level particles, with the exception of neutrinos, within a $\Delta R = 0.2$ cone around the lepton must be less than 23% (11%) of the electron (muon) candidate $p_T$. This requirement yields an efficiency of 95% for the prompt leptons and 37% (21%) efficiency for non-prompt electrons (muons) with $25 < p_T < 50$ GeV in the $t\bar{t}$ events.

The missing transverse momentum ($E_T^{\text{miss}}$) is defined at particle level as the transverse component of the vector sum of the final-state neutrino momenta. The $E_T^{\text{miss}}$ resolution is parameterized as a function of the overall event activity.

Jets are reconstructed using the anti-$k_t$ algorithm [58, 59] with a radius parameter $R = 0.4$. They are required to have $p_T > 30$ GeV and $|\eta| < 4.5$. Jets containing $b$-hadrons are randomly $b$-tagged to follow the 70% $b$-jet tagging efficiency working point of the MV2c10 algorithm [60]. The rejection rates for light-flavour jet and $c$-jet depend on the jet $p_T$ and can be found in Ref. [60].

---

2 Particles in the MC event record with status code 1: a final-state particle, i.e. a particle that is not decayed further by the generator [56, 57].


4 Event selection and reconstruction

The selection requirements follow the ones from the Run 2 analysis. Events are required to have exactly three leptons (any combination of electrons and muons), at least two jets, with exactly one of them $b$-tagged, one pair of opposite charge and same flavour leptons with $|m_{ℓ+ℓ−}−91.2 \text{ GeV}| < 15 \text{ GeV}$ and $E_T^{\text{miss}} > 20 \text{ GeV}$. If more than one compatible lepton pair is found in the selection, the one with the reconstructed mass closest to $91.2 \text{ GeV}$ is chosen as the Z boson candidate. The selection is finalized with the kinematical requirements explained next. For each possible jet combination, the following $χ^2$ function is minimized to derive the longitudinal momentum of the neutrino and, consequently, to reconstruct the top-quarks and the $W$ boson. The solution (among all possible jet combinations) that yields the minimum $χ^2$ value is chosen.

$$χ^2 = \frac{(m_{ℓ_a}^{\text{reco}} − m_{FCNC}^{ℓ_a})^2}{σ_{FCNC}^2} + \frac{(m_{ℓ_c}^{\text{reco}} − m_{SM}^{ℓ_c})^2}{σ_{SM}^2} + \frac{(m_{ν}^{reco} − m_{W})^2}{σ_{W}^2},$$

where $m_{ℓ_a}^{\text{reco}}$, $m_{ℓ_c}^{\text{reco}}$, and $m_{ν}^{reco}$ are the reconstructed masses of the $qZ$, $bW$, and $ℓν$ systems, respectively, corresponding to the top-quarks and the $W$ boson, respectively. For each jet combination, $j_b$ corresponds to the $b$-tagged jet, while any non-$b$-tagged jet can be assigned to $j_a$. The central values of the masses and the widths of the top quarks and the $W$ boson are taken from simulated signal events. This is done by matching the particles in the simulated events to the reconstructed ones, setting the longitudinal momentum of the neutrino to the $p_Z$ of the simulated neutrino, and then performing fitting to a Bukin function\(^3\) \cite{61} to the masses of the matched reconstructed top quarks and $W$ boson. The obtained values are $m_{FCNC} = 171.4 \text{ GeV}$, $σ_{FCNC} = 13.1 \text{ GeV}$, $m_{SM} = 177.1 \text{ GeV}$, $σ_{SM} = 38.1 \text{ GeV}$, $m_{W} = 85.7 \text{ GeV}$ and $σ_{W} = 30.2 \text{ GeV}$. Values for the $σ_{SM}$ and $σ_{W}$ are high due to the negative influence of the high pileup on the $E_T^{\text{miss}}$ resolution used to reconstruct the neutrino from the $t \to bW \to jℓν$ decay. The events are then required to have $|m_{ℓ_a}^{\text{reco}} − 172.5 \text{ GeV}| < 40 \text{ GeV}$, $|m_{ℓ_c}^{\text{reco}} − 172.5 \text{ GeV}| < 60 \text{ GeV}$ and $|m_{ν}^{reco} − 80.4 \text{ GeV}| < 50 \text{ GeV}$ to remove outliers where the expected signal contribution is small. Note that the two last values were increased with respect to the 13 TeV analysis due to the worse resolutions shown here. The fractions of correct assignments between the reconstructed top quarks and the true simulated top quarks at parton level (evaluated as a match within a cone of size $ΔR = 0.4$) are $ε_{FCNC} = 76\%$ and $ε_{SM} = 40\%$, where the difference comes from the fact that the SM top-quark decay the match of the $E_T^{\text{miss}}$ with the simulated neutrino is less efficient.

Following the strategy of the Run-2 analysis, dedicated control regions (CR) are defined for the main background contributions to help constrain systematic uncertainties. Here only CR for $t\bar{t}Z$ and non-prompt leptons were defined. The $t\bar{t}Z$ CR requires exactly three leptons, two of them with the same flavour, opposite charge and reconstructed mass within 15 GeV of the Z boson mass. Furthermore, the events are required to have at least four jets, two of which must be $b$-tagged, and $E_T^{\text{miss}} > 20 \text{ GeV}$. The non-prompt lepton background CR requires three leptons with two of them having the same flavour, opposite charge and reconstructed mass outside 15 GeV of the Z boson mass, at least two jets with one being $b$-tagged and $E_T^{\text{miss}} > 20 \text{ GeV}$. 

\(^3\) These fits use a piecewise function with a Gaussian function in the centre and two asymmetric tails. Six parameters determine the overall normalization, the peak position, the width of the core, the asymmetry, the size of the lower tail, and the size of the higher tail. Of these, only the peak position and the width enter the $χ^2$. 
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Selection Signal Region \( t\bar{t}Z \) CR Non-prompt lepton CR

<table>
<thead>
<tr>
<th>Selection</th>
<th>Signal Region</th>
<th>( t\bar{t}Z ) CR</th>
<th>Non-prompt lepton CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. leptons</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>OSSF</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>(</td>
<td>m_{\ell\ell} - 91.2,\text{GeV}</td>
<td>&lt; 15,\text{GeV} )</td>
<td>( &lt; 15,\text{GeV} )</td>
</tr>
<tr>
<td>No. jets</td>
<td>( \geq 2 )</td>
<td>( \geq 4 )</td>
<td>( \geq 2 )</td>
</tr>
<tr>
<td>No. ( b )-tagged jets</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( E_T^{\text{miss}} )</td>
<td>( &gt; 20,\text{GeV} )</td>
<td>( &gt; 20,\text{GeV} )</td>
<td>( &gt; 20,\text{GeV} )</td>
</tr>
<tr>
<td>(</td>
<td>m_{\ell\nu} - 80.4,\text{GeV}</td>
<td>&lt; 50,\text{GeV} )</td>
<td>-</td>
</tr>
<tr>
<td>(</td>
<td>m_{j\ell\nu} - 172.5,\text{GeV}</td>
<td>&lt; 60,\text{GeV} )</td>
<td>-</td>
</tr>
<tr>
<td>(</td>
<td>m_{j\ell\ell} - 172.5,\text{GeV}</td>
<td>&lt; 40,\text{GeV} )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: The selection requirements applied for the signal and background control regions. OSSF refers to the presence of a pair of opposite-sign, same-flavour leptons.

Selection requirements applied in the signal and background control regions are summarized in Table 3. The expected distributions of relevant observables in the signal region are shown in Figure 1.

5 Systematic uncertainties

The background fit to the CRs, described in Section 6, reduces the systematic uncertainty from some sources, due to the constraints introduced by the Asimov simulated data. The main uncertainties, in both the background and signal estimations, are expected to come from theoretical normalization uncertainties and uncertainties in the modelling of background processes in the simulation. The effect of those uncertainties is estimated in the 13 TeV analysis, and then reduced by a factor of two, as recommended in Ref. [62], to account for expected improvements in theoretical predictions. The reduced uncertainty is then applied in this analysis. The uncertainties obtained before the combined fit are discussed below and are summarized in Table 4.

The cross section uncertainties of the \( t\bar{t}Z \) and \( tZ \) background processes are taken to be 6% and 15%, respectively. For diboson production, a 6% theoretical normalization uncertainty is considered as well as 24% uncertainty on the \( WZ \) production in the SR due to the modelling in the simulation. In addition, a 12% uncertainty added in quadrature per jet is applied on the \( WZ \) yield in each jet multiplicity bin to account for the imperfect knowledge of the jet multiplicity distribution in \( WZ \) events. The \( t\bar{t} \) production cross-section uncertainties from the independent variation of the factorisation and renormalization scales, the PDF choice, and \( \alpha_S \) variations (see Refs. [36, 37] and references therein and Refs. [39, 41, 42]) give a 5% uncertainty in the signal normalization and 4% uncertainty on the total non-prompt leptons background in the SR. The 12% and 5% uncertainties due to the choice of NLO generator and amount of QCD radiation for the \( t\bar{t} \) modelling are considered on the total non-prompt leptons background in the SR, while the uncertainty due to the choice of the parton shower algorithm is 1% in the SR and 19% in the non-prompt leptons CR. A 17% uncertainty is considered on the \( Z+\text{jets} \) normalization, which yields a 2.5% uncertainty on the total non-prompt leptons background in the SR. For the remaining small backgrounds, a 50% uncertainty is assumed.

For both the estimated signal and background event yields, experimental uncertainties resulting from detector effects are assumed to be same as in the 13 TeV analysis. The uncertainties on the lepton
Figure 1: Expected distributions in the signal region for $p_T$ of the reconstructed a) $b$-quark jet from the $t \rightarrow bW$ decay and b) $q$-quark jet from the $t \rightarrow qZ$ decay, c) jet multiplicity and d) kinematic fit $\chi^2$. The signal is not shown stacked on top of the backgrounds, but is normalized separately to an arbitrary branching ratio of $B(t \rightarrow qZ) = 0.1\%$. The dashed area represents the systematic uncertainty on the background prediction.
reconstruction, identification and trigger efficiencies, as well as lepton momentum scales and resolutions, are added in quadrature resulting in a 2.6% (1.9%) uncertainty on the total background (signal) event yield in the SR. The uncertainty due to the jet-energy scale and resolution is 9% (4%) on the total background (signal) event yield in the SR, while total $b$-tagging uncertainty, which includes the uncertainty of the $b$-, $c$-, mistagged- and $\tau$-jet scale factors, is 5% (3.4%). Uncertainties of the $E_T^{\text{miss}}$ scale and pile-up effects are 4% and 2.3% on the total background and signal yields in the SR, respectively.

The total uncertainties of the leptons, jets, $b$-tagging, $E_T^{\text{miss}}$ and pile-up uncertainties on the total background/signal event yields are considered on each background/signal process as an input normalization uncertainty for the combined fit.

The shape uncertainties are not considered, assuming that their effect on the final results is not significant, as it is found in the 13 TeV analysis.

The MC statistical uncertainties are set to zero in the analysis, unless it is mentioned that they are considered, assuming that sufficiently large simulation samples will be available for the HL-LHC analysis.

<table>
<thead>
<tr>
<th>Source</th>
<th>Signal Region</th>
<th>$t\bar{t}Z$ CR</th>
<th>Non-prompt CR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S [%]</td>
<td>B [%]</td>
<td>B [%]</td>
</tr>
<tr>
<td>Event modelling</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Leptons</td>
<td>1.9</td>
<td>2.6</td>
<td>2.1</td>
</tr>
<tr>
<td>Jets</td>
<td>4</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>3.4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$</td>
<td>1.4</td>
<td>5</td>
<td>0.4</td>
</tr>
<tr>
<td>Pile-up</td>
<td>2.3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4: Summary of the relative impact of each type of uncertainty on the signal (S) and total background (B) yields in the signal region and on the total background yield in the background control regions before the combined fit.

6 Results

A simultaneous fit to the SR and the two CRs is used to search for a signal from FCNC decays of the top quark. A maximum-likelihood fit is performed to kinematic distributions in the signal and control regions to test for the presence of signal events. Contamination of the CRs by the signal is negligible. The kinematic distributions used in the fit are the $\chi^2$ of the kinematical reconstruction for the SR and the leading lepton $p_T$ for the $t\bar{t}Z$ and non-prompt leptons CRs. The expected number of events in each region are shown in Table 5 with the total systematic uncertainties before (after) the combined fit under the background-only hypothesis, while the expected distributions are presented in Figures 2-4.

The statistical analysis to extract the signal is based on a binned likelihood function $L(\mu, \theta)$ as for the Run-2 search [24]. The $L(\mu, \theta)$ is constructed as a product of Poisson probability terms over all bins in each considered distribution, and Gaussian constraint terms for $\theta$, a set of nuisance parameters that parameterize effects of systematic uncertainties on the signal and background expectations. The parameter $\mu$ is a multiplicative factor for the number of signal events normalized to a branching ratio $\mathcal{B}_{\text{ref}}(t \rightarrow qZ) = 0.1\%$. In the absence of FCNC signal, upper limits on $\mathcal{B}(t \rightarrow qZ)$ can be computed with the CLs method [63, 64]. The expected 95% confidence level (CL) limit on $\mathcal{B}(t \rightarrow uZ)$ and on $\mathcal{B}(t \rightarrow cZ)$ are shown in Tables 6.
Table 5: The expected event yields in the signal and background control regions. The number of signal events is normalized to the expected branching ratio limits of $\mathcal{B}(t \rightarrow uZ) = 4.6 \times 10^{-5}$ and $\mathcal{B}(t \rightarrow cZ) = 5.5 \times 10^{-5}$. Total systematic uncertainties are shown before (after) the combined fit under the background-only hypothesis. After the combined fit, the uncertainty on the total background is smaller than the uncertainty on some of the background contributions due to the negative correlations between some of the background sources.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Signal Region</th>
<th>$t\bar{t}/Z$ CR</th>
<th>Non-prompt CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}/Z$</td>
<td>2840 ± 400 (± 120)</td>
<td>3330 ± 410 (± 90)</td>
<td>1500 ± 160 (± 90)</td>
</tr>
<tr>
<td>$W/Z$</td>
<td>920 ± 270 (± 150)</td>
<td>210 ± 90 (± 60)</td>
<td>660 ± 140 (± 90)</td>
</tr>
<tr>
<td>$Z/Z$</td>
<td>156 ± 22 (± 12)</td>
<td>20.6 ± 2.6 (± 1.6)</td>
<td>154 ± 13 (± 11)</td>
</tr>
<tr>
<td>$t/Z$</td>
<td>860 ± 170 (± 110)</td>
<td>360 ± 70 (± 50)</td>
<td>131 ± 21 (± 18)</td>
</tr>
<tr>
<td>Non-prompt leptons</td>
<td>1000 ± 190 (± 90)</td>
<td>257 ± 93 (± 25)</td>
<td>4030 ± 900 (± 110)</td>
</tr>
<tr>
<td>Other</td>
<td>90 ± 13 (± 8)</td>
<td>70 ± 15 (± 13)</td>
<td>1290 ± 130 (± 90)</td>
</tr>
<tr>
<td>Total bkg.</td>
<td>5860 ± 810 (± 70)</td>
<td>4240 ± 520 (± 60)</td>
<td>7760 ± 1020 (± 90)</td>
</tr>
<tr>
<td>$t\bar{t} \rightarrow bWuZ$</td>
<td>299 ± 19 (± 8)</td>
<td>6.77 ± 0.42 (± 0.19)</td>
<td>17.7 ± 1.1 (± 0.5)</td>
</tr>
<tr>
<td>$t\bar{t} \rightarrow bWcZ$</td>
<td>331 ± 20 (± 9)</td>
<td>11.64 ± 0.72 (± 0.32)</td>
<td>23.5 ± 1.5 (± 0.7)</td>
</tr>
</tbody>
</table>

Figure 2: The distributions for the $p_T$ of the leading lepton in the non-prompt leptons control region a) before and b) after the combined fit under the background-only hypothesis. The data points are from the "Asimov dataset", defined as a total expected pre-fit background. The number of signal events is normalized to the expected branching ratio limit of $\mathcal{B}(t \rightarrow uZ) = 4.6 \times 10^{-5}$. The dashed area represents the systematic uncertainty on the background prediction.
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Figure 3: The distributions for the \( p_T \) of the leading lepton in the \( t\bar{t}Z \) control region a) before and b) after the combined fit under the background-only hypothesis. The data points are from the "Asimov dataset", defined as a total expected pre-fit background. The number of signal events is normalized to the expected branching ratio limit of \( \mathcal{B}(t \to uZ) = 4.6 \times 10^{-5} \). The dashed area represents the systematic uncertainty on the background prediction.

Figure 4: The distributions for the \( \chi^2 \) after the event reconstruction in the signal region a) before and b) after the combined fit under the background-only hypothesis. The data points are from the "Asimov dataset", defined as a total expected pre-fit background. The number of signal events is normalized to the expected branching ratio limit of \( \mathcal{B}(t \to uZ) = 4.6 \times 10^{-5} \). The dashed area represents the systematic uncertainty on the background prediction.
and 7, which include the contribution from the statistical and systematic uncertainties. The latter one does not include contribution from the MC statistical uncertainty, which given the small size of some of the simulated event samples (Z+jets, for instance) is more realistic than the former one.

Inclusion of the CRs in the combined fit with the SR constrains backgrounds, reduces systematic uncertainties and thus improves the $\mathcal{B}(t \rightarrow qZ)$ limits. The limits obtained without inclusion of the CRs in the likelihood are about 13% worse compared to the results extracted from the CRs and SR combination. After the combined fit, the dominant contributions to systematic uncertainties come from $E_{\text{T}}^{\text{miss}}$ and jet reconstruction uncertainties. The effect of these uncertainties is estimated in the 13 TeV analysis and the same uncertainties are applied in the HL-LHC studies. If the expected improvements for these sources of systematic uncertainties are taken into account by reducing their effect by a factor of two [62], a further improvement of about 15% on the $\mathcal{B}(t \rightarrow qZ)$ limits is to be expected.

For comparison, an extrapolation of the 13 TeV analysis [24] is performed yielding the branching ratio limits of $\mathcal{B}(t \rightarrow uZ) < 1.0 \times 10^{-4}$ and $\mathcal{B}(t \rightarrow cZ) < 1.4 \times 10^{-4}$. These results are about factor two worse than the ones derived from the HL-LHC samples since the extrapolation approach does not incorporate other changes besides the cross-sections and integrated luminosity, such as the changes in the detector geometry or resolutions, or expected improvements in the estimation of uncertainties.

The limits on the branching ratios can be interpreted in the framework of an Effective Field Theory (EFT) approach, see for example Refs. [46, 47]. In this context limits can be set on the EFT coefficients. According to Ref. [47], the EFT operators to which the analysis is more sensitive are $C_{uB}^{(31)}$, $C_{uW}^{(31)}$, $C_{uB}^{(32)}$ and $C_{uW}^{(32)}$. Assuming a cut-off scale $\Lambda = 1$ TeV and that only one FCNC mode contributes, the branching ratio limits presented in Table 7 are converted to 95% CL upper limits on the moduli of the EFT coefficients. These are shown in Table 8. The results of this analysis should not depend of the handedness of the EFT couplings [65].

<table>
<thead>
<tr>
<th></th>
<th>$-1\sigma$</th>
<th>Expected</th>
<th>$+1\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{B}(t \rightarrow uZ)$</td>
<td>$4.9 \times 10^{-5}$</td>
<td>$6.9 \times 10^{-5}$</td>
<td>$9.7 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\mathcal{B}(t \rightarrow cZ)$</td>
<td>$5.8 \times 10^{-5}$</td>
<td>$8.1 \times 10^{-5}$</td>
<td>$12 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 6: The expected 95% confidence level upper limits on the top-quark FCNC decay branching ratios are shown together with the $\pm 1\sigma$ bands, which include the contribution from the statistical and systematic uncertainties. Presented limits are extracted from “Asimov data” in the signal and background control regions, defined as the total expected pre-fit background. Systematic uncertainty from the MC statistical uncertainty is considered as well.

<table>
<thead>
<tr>
<th></th>
<th>$-1\sigma$</th>
<th>Expected</th>
<th>$+1\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{B}(t \rightarrow uZ)$</td>
<td>$3.3 \times 10^{-5}$</td>
<td>$4.6 \times 10^{-5}$</td>
<td>$6.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\mathcal{B}(t \rightarrow cZ)$</td>
<td>$3.9 \times 10^{-5}$</td>
<td>$5.5 \times 10^{-5}$</td>
<td>$7.7 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 7: The expected 95% confidence level upper limits on the top-quark FCNC decay branching ratios are shown together with the $\pm 1\sigma$ bands, which include the contribution from the statistical and systematic uncertainties. Presented limits are extracted from “Asimov data” in the signal and background control regions, defined as the total expected pre-fit background. Systematic uncertainty from the MC statistical uncertainty is not considered.
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<table>
<thead>
<tr>
<th>Operator</th>
<th>Expected limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>C_{uB}^{(31)}</td>
</tr>
<tr>
<td>$</td>
<td>C_{uW}^{(31)}</td>
</tr>
<tr>
<td>$</td>
<td>C_{uB}^{(32)}</td>
</tr>
<tr>
<td>$</td>
<td>C_{uW}^{(32)}</td>
</tr>
</tbody>
</table>

Table 8: Expected 95% CL upper limits on the moduli of the operators contributing to the FCNC decays $t \rightarrow uZ$ and $t \rightarrow cZ$ within the TopFCNC model for a new-physics energy scale $\Lambda = 1$ TeV.

## 7 Conclusion

The sensitivity of the ATLAS experiment in the search for flavour-changing neutral-current top quark decays is presented. The study is performed in the context of the high luminosity phase of the Large Hadron Collider with a centre-of-mass energy of 14 TeV and an integrated luminosity of 3000 fb$^{-1}$. The three charged lepton final state of $t\bar{t}$ events is considered, in which one of the top quarks decays through the $t \rightarrow qZ$ ($q = u, c$) flavour-changing neutral-current channel and the other one decays to $bW$ ($t\bar{t} \rightarrow bWqZ \rightarrow b\ell\nu q\ell\nu$). An improvement by a factor of four is expected over the current Run-2 analysis results of $B(t \rightarrow uZ) < 1.7 \times 10^{-4}$ and $B(t \rightarrow cZ) < 2.4 \times 10^{-4}$ with 36.1 fb$^{-1}$ integrated luminosity. The branching ratio limits that are obtained are at the level of 4 to 5 $\times 10^{-5}$ depending on the considered scenarios for the systematic uncertainties.
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Prospects for measurement of the top quark mass using $t\bar{t}$ events with $J/\psi \rightarrow \mu^+\mu^-$ decays with the upgraded ATLAS detector at the High Luminosity LHC
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This document presents projections for the top quark mass measurement accuracy using $t\bar{t}$ → lepton+jets events with $J/\psi \rightarrow \mu^+\mu^-$ in the final state at $\sqrt{s} = 14$ TeV at the High-Luminosity LHC with 3000 fb$^{-1}$ of proton-proton collisions with the ATLAS experiment. A statistical uncertainty of 0.14 GeV is expected, with a systematic uncertainty of 0.48 GeV.
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1 Introduction

A variety of alternative methods are exploited to supplement the top quark mass ($m_{\text{top}}$) measurements from direct mass reconstruction based on jet observables. In this note, one example is investigated, namely the measurement of $m_{\text{top}}$ from final states where one of the $b$-quarks hadronises into a $B$ hadron which decays into a $J/\psi$ meson, which then decays into a muon-antimuon pair. This approach relies on a template method exploiting the top quark mass sensitivity of the invariant mass ($m(\ell \mu^+\mu^-)$) of the system made of the $J/\psi \rightarrow \mu^+\mu^-$ meson candidate and the isolated lepton coming from the associated $W$ boson decay. As this observable involves only three reconstructed leptons, the sensitivity to the light-jet and $b$-jet energy scale is expected to be reduced compared to the final states where the observables are based on jet reconstruction. One of the limiting factors of this approach is the small branching fraction, $\mathcal{B}(t\bar{t} \rightarrow (W^+b)(W^-b) \rightarrow (\ell\nu_T)J/\psi(\rightarrow \mu^+\mu^-)X(qq'b)) \sim 4.1 \times 10^{-4}$, where $\ell = e, \mu$. With this technique, the $b$-production and the $b$-fragmentation are expected to be among the dominating sources of systematic uncertainties. The use of different approaches and observables to measure $m_{\text{top}}$ should help to reduce the uncertainties in a combination of all measurements.

The use of $t\bar{t}$ events containing $J/\psi \rightarrow \mu^+\mu^-$ decays to measure the top quark mass has already been considered by both ATLAS and CMS [1–3]. These analyses are statistically limited, due to the low branching fraction, and thus will benefit from the High-Luminosity (HL) upgrade of the Large Hadron Collider (LHC) and the ATLAS detector [4].

Upgrades of the ATLAS detector [5] will be necessary to maintain its performance in the higher luminosity environment. A new inner tracking system, extending the tracking region from $|\eta| < 2.7$ up to $|\eta| < 4$, will provide the ability to reconstruct charged particles in the forward region, which can be matched to calorimeter clusters for forward electron reconstruction, or associated to forward jets. The inner tracker extension also enables muon identification at high $\eta$ if additional detectors are installed in the region $2.7 < |\eta| < 4$.

This note presents projections for the accuracy of the top quark mass measurement at the HL-LHC, using the $J/\psi$ decay mode with the full expected luminosity of 3000 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 14$ TeV. In a HL-LHC scenario, both the ATLAS detector and the analysis strategy are expected to change significantly from the Run-2 analysis and it is difficult to make reliable predictions for the systematic uncertainties relevant to the HL-LHC analysis. Following the existing recommendations for the HL-LHC studies [6, 7], a reduction of the $t\bar{t}$ modelling uncertainties by a factor of two and a reduction of some of the experimental uncertainties by up to a factor two are assumed. As such, the main result of this study is a statistical projection of the measurement. Where possible, the impact of typical sources of systematic uncertainty on the measurement are estimated.

The top quark mass determined in this method corresponds to the mass definition used in the MC simulation. Because of various steps in the event simulation, the mass measured in this way does not necessarily directly coincide with mass definitions within a given renormalization scheme, e.g. the top quark pole mass. Evaluating these differences is a topic of theoretical investigations [8–11].

---

1 ATLAS uses a right-handed coordinate system with its origin at the nominal IP in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. The transverse momentum and energy are defined as $p_T = p \sin \theta$ and $E_T = E \sin \theta$, respectively. The angular distance $\Delta R$ is defined as $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$. 

---
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2 Simulation samples

Samples of simulated events for signal and background processes are produced at 14 TeV centre-of-mass energy. They include the production of $t\bar{t}$ pairs, single-top quarks and $W/Z$ bosons in association with jets. Using their theoretically-predicted cross-sections, the MC samples are normalised to an integrated luminosity of 3000 $fb^{-1}$. The EvtGen (v1.2.0) [12] program is used to handle the decays of $b$- and $c$-flavoured hadrons in all samples.

The baseline $t\bar{t}$ simulation sample is produced using the next-to-leading order (NLO) Powheg-Box (r3026 v2) matrix-element (ME) event generator [13–16] and the NNPDF3.0 parton distribution function (PDF) set [17]. The parton shower, hadronisation and underlying event are simulated using PYTHIA 8 (v8.210) [18] with the A14 tune [19] using the NNPDF2.3 PDF set [20] in the parton shower. The number of generated $t\bar{t}$ events is $2 \times 10^7$ for the nominal sample corresponding to a luminosity of 37.1 $fb^{-1}$.

Samples of single-top quarks corresponding to the $t$-channel and $s$-channel are generated with Powheg-Box (r3026 v2) and the NNPDF3.0 parton distribution function (PDF). The parton shower, hadronisation and underlying event are simulated using PYTHIA 8 (v8.210) with the A14 tune using the NNPDF2.3 PDF set in the parton shower. Samples for the $Wt$ production are generated with Powheg-Box v1 using the CT10 PDF set, interfaced to PYTHIA 6 with Perugia P2012C tunable parameters. The higher-order overlap with $t\bar{t}$ production is addressed using the “diagram removal” (DR) generation scheme [21].

In the above mentioned $t\bar{t}$ and single-top quarks simulation samples, the top quark mass is set to 172.5 GeV. Additional $t\bar{t}$ samples are generated for different assumed values of $m_{top}$, from 169 to 176 GeV, with otherwise unchanged parameters. Single-top quark production samples with different values of $m_{top}$ are not available for this analysis.

Detailed descriptions of other samples can be found in Ref. [22].

3 Event reconstruction and selection

After the event generation step, a fast simulation of the trigger and detector effects is added with the dedicated ATLAS software framework [23]. The trigger, reconstruction and identification efficiencies, the energy and transverse momentum resolution of leptons and jets are computed as functions of their $\eta$ and $p_T$ using full simulation studies assuming an upgraded ATLAS detector. They provide a parameterised estimate of the ATLAS performance at the HL-LHC. These smearing functions are applied to the particle-level quantities. The smearing functions assume the HL-LHC conditions of an instantaneous luminosity of $L = 7.5 \times 10^{34}$ cm$^{-2}$ s$^{-1}$ and an average number of additional collisions per bunch-crossing of $< \mu >= 200$.

Details of the object selection and the corresponding assumed reconstruction efficiencies and resolutions can be found in Ref. [6].

Electrons and muons are reconstructed in the fiducial region of transverse momentum $p_T > 25$ GeV and pseudorapidity $|\eta| < 4$. Identification efficiencies [4] are applied to the lepton candidates to select which particles are identified as leptons. Similarly, isolation efficiencies are applied. The energy, the $p_T$ and the $\eta$ of the lepton candidates are smeared according to the detector resolution. This analysis makes use of additional muon candidates, selected with a $p_T$ threshold of 4 GeV, to reconstruct $J/\psi \to \mu^+ \mu^-$ candidates.
within jets. These ‘soft muons’ are required to lie within $|\eta| < 4$ and do not have to satisfy isolation requirements.

Jets are reconstructed using the anti-$k_T$ algorithm [24, 25] implemented in the FastJet package [26], with a radius parameter of 0.4. Jets are accepted if they have $p_T > 25$ GeV and $|\eta| < 4.5$. Double counting of electrons as jets may arise from electron energy deposition in the calorimeter being clustered by the jet algorithm. To mitigate such effects, jets are removed if within $\Delta R = 0.2$ of a selected electron. After this step, electrons within $\Delta R = 0.4$ from a jet are rejected, since they are considered as decay products of the hadrons in the jet. For the same reason, isolated muons that are within $\Delta R = 0.04 + (10$ GeV/$p_T$) from a jet are also removed. A fraction of the particle-level jets are removed, according to the expected jet reconstruction efficiency [6]. The energy, $p_T$ and $\eta$ of remaining jets are smeared according to the detector resolution. Pile-up jets are rejected using tracking information.

Fake leptons are obtained from functions parametrising the expected level of light-jet to electron fake rate and the level of muon fake rate. Fake electrons are introduced according to the probability that a jet is misidentified as an electron as measured in full simulation, where the jet can come from the hard scattering vertex or from the pile-up. When a jet is reconstructed as an electron its energy is changed accordingly.

The event selection follows the analysis done at 8 TeV [1], except for the increased $\eta$ acceptance of leptons and jets. Events are required to have at least one charged isolated lepton with $p_T > 25$ GeV and $|\eta| < 4$ and at least 4 jets with $p_T > 25$ GeV and $|\eta| < 4.5$. No requirement is applied on the number of $b$-tagged jets. Figure 1 shows the distributions of the $p_T$ of the leading jet, the $p_T$ of the isolated lepton and the $p_T$ and $\eta$ of the soft muons.

$J/\psi$ candidates are reconstructed using all pairs of opposite charge sign soft muons. The two muon tracks are not refitted to a common vertex to form a $J/\psi$. Figure 2(a) shows the invariant mass distributions of the dimuon pairs with an invariant mass value below 20 GeV. A peak around the $J/\psi$ mass is clearly visible. More than $6 \times 10^6$ dimuon pairs remain at this level.

Only events with $J/\psi$ candidates in the mass range [3.0;3.2] GeV are retained. To reduce combinatoric background, only events with exactly one $J/\psi$ candidate in this mass range are kept. Finally, further selection criteria are applied. At least one of the two muons is required to be within a distance $\Delta R < 0.5$ from a jet. The angular distance between the two soft muons must be $\Delta R < 0.8$. The transverse momentum of the $J/\psi$ candidate must be $p_T > 8$ GeV. The transverse decay length of the $J/\psi$ candidate must be $L_{xy} > 0$ mm, with $L_{xy} = \frac{\vec{L} \cdot \vec{p_T}}{p_T}$, where $\vec{L}$ is the vector of the distance between the primary vertex and the extrapolated common vertex of the two soft muon candidates in the transverse plane, and $\vec{p_T}$ is the reconstructed transverse momentum vector of the dimuon candidate.

Figure 2(b) shows the distribution of the invariant mass of the $2 \times 10^5$ candidates, after the final selection, corresponding to an event rate of about 70 events per fb$^{-1}$ at 14 TeV. Due to the higher cross-section and despite possible losses due to trigger conditions and the increase of the pile-up, the amount of expected events is about 18% higher at 14 TeV than at 13 TeV. Furthermore, because of the increase of the $\eta$ coverage with the ATLAS HL-LHC detector to $|\eta| < 4$ for leptons an extra increase of about 10% of events is expected compared to the Run-2 analysis.
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Figure 1: Distributions of (a) $p_T$ of the leading jet and (b) $p_T$ of the isolated lepton in events with one isolated lepton and at least four jets, (c) $p_T$ and (d) $\eta$ of the soft muons in these events. Expectations are obtained from simulation, broken down into contributions from $t\bar{t}$, single-top, $W$+jets, $Z$+jets and events with non-prompt and fake leptons (referred to as ‘NP & Fake Lep.’). The shaded area represents the combination of MC statistical uncertainties and systematic uncertainties on cross-sections. The rightmost bin contains all entries with values above the lower edge of this bin.
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Figure 2: Distributions of the invariant mass of the dimuon candidates (a) in the mass range [0;20] GeV after the selection of soft muons and (b) in the mass range [3.0;3.2] GeV after the full selection. Expectations are obtained from simulation, broken down into contributions from $t\bar{t}$, single-top, $W$+ jets, $Z$+ jets and events with non-prompt and fake leptons (referred to as ‘NP & Fake Lep.’). The shaded area represents the combination of MC statistical uncertainties and systematic uncertainties on cross-sections.

4 Measurement of the top quark mass

4.1 The template method

Figure 3 shows the distribution of the invariant mass $m(\ell \mu^+ \mu^-)$ of the system made of the $J/\psi \rightarrow \mu^+ \mu^-$ meson candidate and the isolated lepton. The top quark mass can be measured in the selected events by using the sensitivity of $m(\ell \mu^+ \mu^-)$ to $m_{\text{top}}$. In the template method, probability density functions are constructed from all signal and background MC simulated samples. They are obtained for different $m_{\text{top}}$ values using $t\bar{t}$ samples generated at different top quark mass values: 169, 170, 171, 172, 172.25, 172.5, 172.75, 173, 174, 175 and 176 GeV. Appropriate functions are fitted to these templates, interpolating between different input $m_{\text{top}}$. The parameters of the functions are fixed by a simultaneous fit to all templates, imposing linear dependences of the parameters on $m_{\text{top}}$. The resulting template fit function has $m_{\text{top}}$ as the only free parameter and an unbinned likelihood maximisation gives the value of $m_{\text{top}}$ that best describes the data. The chosen analytical function is the sum of a Gaussian and a Gamma function. Figure 4 shows the templates obtained for different $m_{\text{top}}$ input values, overlaid with the corresponding probability density function from the fit. It shows the sensitivity of the templates to the input $m_{\text{top}}$ value, the knowledge of which is currently limited by the low number of MC simulated events.
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Figure 3: Distribution of the invariant mass $m(\ell \mu^+\mu^-)$ of the system made of the isolated lepton and the two soft muons, after the full selection, using dimuon candidates in the mass range [3.0;3.2] GeV. Expectations are obtained from simulation, broken down into contributions from $t\bar{t}$, single-top, W+jets, Z+jets and events with non-prompt and fake leptons (referred to as ‘NP & Fake Lep.’). The shaded area represents the combination of MC statistical uncertainties and systematic uncertainties on cross-sections. The rightmost bin contains all entries with values above the lower edge of this bin.

Figure 4: Template parametrization showing the sensitivity of $m(\ell \mu^+\mu^-)$ to the input $m_{t\bar{t}}$. Each template (shown as points with uncertainties corresponding to statistical uncertainties) is overlaid with the corresponding probability density function (shown as lines) from the fit to templates. In addition, the lower panel shows ratios of the three fitted functions and the fitted function for $m_{t\bar{t}} = 172.5$ GeV.
4.2 Uncertainties affecting the $m_{\text{top}}$ determination

Due to the changes of the detector performance for the HL-LHC, it is difficult to estimate precisely the effects of systematic uncertainties. The sources of uncertainty are assumed to be the same as the current ones. Systematic uncertainties are estimated by varying each source of uncertainty and determining the impact on the mass measurement.

The residual difference between fitted and generated $m_{\text{top}}$ when analysing a template from a MC sample reflects the potential bias of the method. A constant is fitted to the observed $m_{\text{top}}$ residuals. This constant and its statistical uncertainty is assigned as the method uncertainty. This also covers effects from limited numbers of simulated events in the templates and potential deficiencies in the template parameterizations.

The signal modelling uncertainties of the $t\bar{t}$ physics processes concern the choices of the $t\bar{t}$ NLO generator, the parton shower and hadronisation model, the modelling of heavy-flavour production (hereafter $b$-production) in $t\bar{t}$ events, the $b$-fragmentation parameters, the modelling of initial- and final-state radiation, the underlying event and the colour reconnection effects. The $b$-production uncertainty originates from the effect of the uncertainties on the production fractions for different species of $b$-hadrons as well as the uncertainties on the branching fractions of the decays of $b$-hadrons to $J/\psi$, which likely will affect the kinematics of the $J/\psi$. The $b$-fragmentation uncertainty is assessed through a re-tune of the PYTHIA 8 parameters to describe the $b$-quark fragmentation function measured at LEP. All these uncertainties are evaluated from simulated events using different generators or tuning.

The background modelling uncertainties are related to the uncertainties on the shape and normalisation of the fake soft muons, the fake isolated leptons and other background processes.

The $t\bar{t}$ signal and background modelling uncertainties are measured in the preliminary SoftMuon Tagger analysis at 13 TeV, and are taken as suitable estimates for the $J/\psi$ analysis.

Experimental uncertainties arise from the modelling and calibration of the ATLAS detector response, affecting the performance of the event selection and the final state reconstruction. This measurement essentially relies on lepton reconstruction, especially on the reconstruction of muons, and is therefore susceptible to uncertainties on the lepton energy scales, resolution and reconstruction efficiencies. As $m(\ell \mu^+\mu^-)$ involves only three reconstructed leptons, the sensitivity to the light-jet and $b$-jet energy scale (JES/$b$-JES) as well as to the jet energy resolution (JER) is expected to be reduced compared to observables based on reconstructed jets.

4.3 Extrapolation scenario

The estimated Run-2 uncertainties are scaled to align with HL-LHC extrapolations developed by the ATLAS and CMS Collaborations and documented in Ref. [6, 7].

The theory modelling uncertainties are expected to be reduced by a factor two compared to existing values. The larger HL-LHC dataset will allow for generator tuning, as already started with Run-2 data [27], and smaller uncertainties based on the measurements of different kinematic distributions. The $b$-fragmentation parameters are expected to be measured directly in the LHC data, leading to a tuning of current generators to get a better match to data and smaller associated uncertainty.

The impact of the experimental systematic uncertainties will likely be reduced relative to their effect on the Run-2 analysis given the large datasets available, allowing precise performance studies to be conducted.
The jet reconstruction uncertainties on $m_{\text{top}}$ are expected to be reduced by a factor up to two, while uncertainties related to the reconstruction of electrons and muons remain the same as in Run-2.

### 4.4 Results

The projections for the accuracy of the top quark mass measurement using the $J/\psi$ decay mode with the full expected luminosity of 3000 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 14$ TeV are detailed in Table 1. A statistical uncertainty of 0.14 GeV is expected, with a method uncertainty of 0.11 GeV.

![Table 1: The contributions of the various sources to the uncertainty on $m_{\text{top}}$ using $m(\ell\mu^+\mu^-)$ templates, extrapolated to an integrated luminosity of 3000 fb$^{-1}$ with a center-of-mass energy of 14 TeV. The last line refers to the sum in quadrature of the statistical and systematic uncertainties.](image)

From preliminary studies using the Run-2 dataset, the dominant signal modelling uncertainties are related to the $t\bar{t}$ $b$-production and $t\bar{t}$ $b$-fragmentation. These uncertainties are expected to be respectively 0.24 and 0.11 GeV. Other $t\bar{t}$ modelling uncertainties are expected to be below 0.1 GeV each.

With the level of background being small, the background modelling uncertainties are expected to be 0.10 GeV.
The experimental uncertainties are expected to be 0.36 GeV. They are dominated by the uncertainties related to the JES (0.31 GeV) and the JER (0.13 GeV). Presently, the evaluation of both uncertainties still suffers from large statistical uncertainties. The uncertainties related to the muon reconstruction are expected to be 0.09 GeV.

Finally, the total systematic uncertainty is expected to be 0.48 GeV.

A total of 3000 fb\(^{-1}\) of 14 TeV data would clearly decrease the statistical uncertainty in this analysis so that the precision would be limited by systematic effects. Therefore, the statistical precision could be traded in various ways for a reduced total systematic uncertainty by cutting into phase space regions where the systematic uncertainties are high.

## Conclusion

The top quark mass measurement using \(t\bar{t} \rightarrow \text{lepton+jets} \) events with \(J/\psi \rightarrow \mu^+\mu^-\) in the final state is presented. Based on studies with a 13 TeV dataset, projections for the measurement accuracy at the High-Luminosity LHC using the full expected luminosity of 3000 fb\(^{-1}\) of proton-proton collisions at \(\sqrt{s} = 14\) TeV are derived. A statistical uncertainty of 0.14 GeV is expected, with a systematic uncertainty of 0.48 GeV.
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Prospects for the measurement of the $W$-boson mass at the HL- and HE-LHC

The ATLAS Collaboration

This note evaluates the potential of a dedicated dataset collected at low instantaneous luminosity and moderate pile-up for the measurement of the $W$-boson mass at the HL-LHC. The value of such data lies in the optimal reconstruction of missing transverse momentum allowed by the low detector occupancy, and in the extended pseudorapidity coverage of the upgraded ATLAS detector. Both effects allow a reduction of PDF uncertainties below what can be achieved using data from Run 1 and Run 2. The impact of a possible further increase in centre-of-mass energy, and of future deep-inelastic scattering data is also evaluated.
1 Introduction

Proton-proton collision data at low pile-up are of large interest for $W$ boson physics, as the low detector occupancy allows an optimal reconstruction of missing transverse momentum, and the $W$ production cross section is large enough to achieve small statistical uncertainties in a moderate running time. At $\sqrt{s} = 14$ TeV and for an instantaneous luminosity of $L \sim 5 \times 10^{32}$ cm$^{-2}$s$^{-1}$, corresponding to two collisions per bunch crossing on average at the LHC, about $2 \times 10^6$ $W$ boson events can be collected in one week. Such a sample provides a statistical sensitivity at the permille level for cross section measurements, at the percent level for measurements of the $W$ boson transverse momentum distribution, and of about 10 MeV for a measurement of $m_W$.

Additional potential is provided by the new tracking detector, the ITk [1], which extends the coverage in pseudorapidity beyond $|\eta| < 2.5$ to $|\eta| < 4$. The increased acceptance allows $W$-boson measurements to probe a new region in Bjorken $x$ at $Q^2 \sim m_W^2$. This will in turn allow further constraints on the parton density functions (PDFs) from cross section measurements, and reduce PDF uncertainties in the measurement of $m_W$. A possible increase of the LHC centre-of-mass energy, such as the HE-LHC program with $\sqrt{s} = 27$ TeV [2], could play a similar role.

This note presents a first quantitative study of this potential, focusing on the measurement of $m_W$ and restricting the discussion to statistical and PDF uncertainties. Experimental systematic uncertainties are not discussed in this note; their effect is largely of statistical nature for the moderate size, low pile-up samples considered here, and with adequate efforts and exploiting the full available data sample, their impact can be maintained at a level similar to the statistical uncertainty. Theoretical uncertainties in the modelling of $W$-boson production, like the description of the boson transverse momentum distribution, will also be constrained by measurements using these data. However, PDF uncertainties do not scale simply and become dominant once sufficient data are collected, which motivates the present study.

PDF uncertainties and their correlations are studied as a function of the $W$ boson charge, the decay lepton $|\eta|$, and $\sqrt{s}$; similar studies were presented in Refs. [3, 4]. Present-day PDF sets are considered as well as projected future sets representing the expected constraints from present and future pp data, and from the LHeC deep inelastic scattering project [5]. Section 2 summarizes the analysis steps, including event generation, a procedure to incorporate detector effects, and the expected sample after event selection; Section 3 summarizes the methodology and results. Conclusions are presented in Section 4.

2 Simulation and event selection

Leptonic $W$ boson decays are characterized by an energetic, isolated electron or muon, and significant missing transverse momentum reflecting the decay neutrino. The hadronic recoil, $p_T$, is defined from the vector sum of the transverse momenta of all reconstructed particles in the event excluding the charged lepton, and provides a measure of the $W$ boson transverse momentum. Lepton transverse momentum, $p_T^\ell$, missing transverse momentum, $E_T^{\text{miss}}$, and the hadronic recoil are related through $E_T^{\text{miss}} = -(p_T^\ell + \vec{u}_T)$. The $p_T^\ell$ and $E_T^{\text{miss}}$ distributions have sharp peaks at $p_T^\ell \sim E_T^{\text{miss}} \sim m_W/2$. The transverse mass $m_T$, defined as $m_T = \sqrt{2p_T^\ell E_T^{\text{miss}} \cos(\phi_\ell - \phi_{\text{miss}})}$, peaks at $m_T \sim m_W$.

Events are generated at $\sqrt{s} = 14$ and 27 TeV using the $W_{\text{ew}}_{\text{BMNNP}}$ process [6] of the Powheg event generator [7], with electroweak corrections switched off. The CT10 PDF set [8] is used, and parton shower
effects are included using the Pythia event generator [9] with parameters set according to the AZNLO tune [10]. Final-state QED corrections are applied using Photos [11].

For a basic emulation of detector effects, the resolutions on the electron, muon and recoil reconstruction are parameterised as follows:

\[
\sigma_e(E_\ell) = a(\eta_\ell)\sqrt{E_\ell} + b(\eta_\ell) + c(\eta_\ell) \cdot E_\ell, \\
\sigma_\mu(p_T^\ell) = r_0(\eta_\ell) + r_1(\eta_\ell) \cdot p_T^\ell, \\
\sigma_{\text{urt}}(p_T^W, s) = q_0 \cdot (s/s_0)^{12} + q_1 \sqrt{p_T^W};
\]

where \(p_T^\ell\) and \(p_T^W\) are the generator-level transverse momenta of the decay lepton and W boson, \(E_\ell\) the generator-level electron energy, and \(s\) the centre-of-mass energy squared. The calorimeter resolution parameters \(a, b\) and \(c\), as well as the muon resolution parameters \(r_{0,1}\) are functions of the lepton pseudorapidity and taken from Refs. [12, 13], which describe the expected performance of the upgraded ATLAS detector.

During four weeks in 2017 and 2018, ATLAS recorded \(pp\) collision data at low pile-up and two centre-of-mass energies, \(\sqrt{s} = 5\) and 13 TeV. The recoil resolution parameters are determined for this study using Monte Carlo samples of W boson events produced for the analysis of these data. The events were generated as described above, and passed through the full ATLAS simulation [14]. Pile-up is simulated using Pythia, and the average number of collisions per bunch crossing is set to \(\langle \mu \rangle \sim 2\), matching the data taking conditions. The resolution parameters \(q_{0,1}\) are extracted from the behaviour of the recoil resolution as a function of \(p_T^W\) at both energies. The first term reflects the contribution from the underlying event activity; for a reference centre-of-mass energy of \(\sqrt{s_0} = 5\) TeV, its parameters are found to be \(q_0 = 4.1\) GeV and \(\alpha = 0.40\), yielding a resolution in \(u_T\) of about 6.0 GeV at \(\sqrt{s} = 13\) TeV, when \(p_T^W = 0\). The second term is the contribution of the recoil jet, and its coefficient is determined to be \(q_1 = 0.23\), independently of energy. The simulated and parameterised recoil resolutions agree well for 5 and 13 TeV, as shown in Figure 1. The curves for the HL- and HE-LHC are obtained extrapolating this parameterisation to \(\sqrt{s} = 14\) and 27 TeV, respectively.

Events are selected applying the following cuts to the object kinematics, after resolution corrections:

- \(p_T^\ell > 25\) GeV, \(E_T^{\text{miss}} > 25\) GeV, \(m_T > 50\) GeV and \(u_T < 15\) GeV;
- \(|\eta_\ell| < 2.4\) or \(2.4 < |\eta_\ell| < 4\).

The first set of cuts select the range of the kinematic peaks of the W boson decay products, restricting to the region of small \(p_T^W\) to maximize the sensitivity of the distributions to \(m_W\). Two pseudorapidity ranges are considered, corresponding to the central region accessible with the current ATLAS detector, and to the forward region accessible in the electron channel with the ITk.

Signal cross sections, acceptance and the expected number of selected events are summarized in Table 1, accounting for typical electron and muon selection efficiencies. The cross sections are calculated at \(O(\alpha_S)\) using Powheg; \(O(\alpha_S^2)\) corrections would increase these numbers by 2 to 5% depending on the W boson charge and \(\sqrt{s}\). Small acceptance losses in the transition regions between the barrel, endcap and forward calorimeter systems are neglected.

The separation of \(W^+\) and \(W^-\) events for \(2.4 < |\eta_\ell| < 4\) relies on a sufficiently accurate measurement of the electron charge. Given the small polar angle and limited magnetic field integral in this region, a rate of charge mis-identification of about 5% is estimated near the detector boundary. While significantly
Figure 1: Recoil resolution as a function of $p_T^W$, for $\sqrt{s} = 5$, 13, 14 and 27 TeV. The histograms correspond to the full detector simulation, and the curves to the parameterised resolution corrections described in the text.

Table 1: Inclusive $W$ boson production cross sections, signal acceptance and expected number of selected events at $\sqrt{s} = 14$ and 27 TeV. The cross sections correspond to a single decay lepton flavour. For $|\eta_{\ell}| < 2.4$, $N_{\text{sel}}$ corresponds to the sum of the electron and muon decay channels; for $2.4 < |\eta_{\ell}| < 4$, only the electron channel is considered.

Distributions of the lepton transverse momentum and $W$ boson transverse mass are shown in Figure 2 for selected events. In both cases, the detector effects are dominated by the recoil resolution. The difference between the predictions of the full simulation and the parameterised resolution is a few percent of that between the detector-level and generator-level distributions, indicating that the present approach is adequate for this analysis.

3 PDF uncertainties in $m_W$

The Monte Carlo samples are produced using the CT10 PDF set, $m_W^{\text{ref}} = 80.399$ GeV, and the corresponding Standard Model prediction for $\Gamma_W$. Kinematic distributions for the different values of $m_W$ are obtained by...

Applying the following event weight to the reference samples:

$$w(m, m_W, m_W^{\text{ref}}) = \frac{(m^2 - m_W^{\text{ref}})^2 + m^4 \Gamma_W^{\text{ref}}}{(m^2 - m_W^{\text{ref}})^2 + m^4 \Gamma_W^{\text{ref}}},$$  \hspace{1cm} (4)$$

which represents the ratio of the Breit–Wigner densities corresponding to $m_W$ and $m_W^{\text{ref}}$, for a given value of the final state invariant mass $m$.

A similar event weight, calculated internally by Powheg and corresponding to the ratio of the event cross sections predicted by CT10 and several alternate PDFs, is used to obtain final state distributions corresponding to the CT14 [15], MMHT2014 [16], HL-LHC [17] and LHeC [18] PDF sets and their associated uncertainties. Compared to current sets such as CT14 and MMHT2014, the HL-LHC set incorporates the expected constraints from present and future LHC data; it starts from the PDF4LHC convention [19] and comes in three scenarios corresponding to more or less optimistic projections of the experimental uncertainties. The LHeC PDF set represents the impact of a proposed future high-energy, high-luminosity $ep$ scattering experiment [5] on the uncertainties in the proton structure, using the theoretically best understood process for this purpose.

The shift in the measured value of $m_W$ resulting from a change in the assumed PDF set is estimated as follows. Considering a set of template distributions obtained for different values of $m_W$ and a given reference PDF set, and “pseudo-data” distributions obtained for $m_W = m_W^{\text{ref}}$ and an alternate set $i$ (representing, for example, uncertainty variations with respect to the reference set), the preferred value of $m_W$ for this set is determined by minimizing the $\chi^2$ between the pseudo-data and the templates. The preferred value is denoted $m_W^i$, and the corresponding bias is defined as $\delta m_W^i = m_W^i - m_W^{\text{ref}}$. The statistical uncertainty on the measurement is estimated from the half width of the $\chi^2$ function one unit above the minimum.

The present study considers measurements of $m_W$ in separate categories, corresponding to $W^+$ and $W^-$ events; five pseudorapidity bins, $|\eta_\ell| < 0.6$, $0.6 < |\eta_\ell| < 1.2$, $1.2 < |\eta_\ell| < 1.8$, $1.8 < |\eta_\ell| < 2.4$, and $2.4 < |\eta_\ell| < 4$; $p_T^\ell$ and $m_T$ distribution fits; and two centre-of-mass energies ($\sqrt{s} = 14$ and 27 TeV). For
each category $\alpha$ and for the PDF sets considered here, the Hessian uncertainty corresponding to a given set is estimated as

$$
\delta m^*_W = \left[ \sum_i \left( \delta m^i_W \right)^2 \right]^{1/2} \quad \text{if} \quad \delta m^i_W > 0,
$$

$$
\delta m^\alpha_W = \left[ \sum_i \left( \delta m^i_W \right)^2 \right]^{1/2} \quad \text{if} \quad \delta m^i_W < 0,
$$

(5)

where $i$ runs over the uncertainty sets, and $\delta m^i_W$ is calculated with respect to the reference PDF set. For CT10 and CT14, the uncertainties are divided by a factor 1.645 to match the 68% CL. Only symmetrized uncertainties, $\delta m^\alpha_W = (\delta m^+_W + \delta m^-_W)/2$, are discussed below for simplicity. The correlation of PDF uncertainties between different measurement categories is calculated as

$$
\rho_{\alpha\beta} = \frac{\sum_i \delta m^i_W \delta m^i_W}{\delta m^\alpha_W \delta m^\beta_W}.
$$

(6)

PDF variations applied as above generate correlated variations in the $p^W_T$ and $p^Z_T$ distributions, while the latter are strongly constrained by experimental data [10, 20]. These constraints were used in the ATLAS measurement of $m_W$ [21], bringing significant reduction in the PDF uncertainties. The uncertainties estimated here as thus conservative from this perspective, and partly account for uncertainties in the $p^W_T$ distribution.

The overall measurement precision is evaluated by combining the results obtained in the different categories using the BLUE prescription [22]. Only statistical and PDF uncertainties are considered. The former are assigned assuming an integrated luminosity of 200 pb$^{-1}$, and normalizing the samples as summarized in Table 1. PDF uncertainties are estimated as described above.

The results of this procedure are summarized in Figures 3 and 4 and Table 2 for CT10. Figure 3 shows the PDF uncertainty correlations across the different measurement categories, for fits based on the $p^\ell_T$ or $m_T$ distributions. Moderate or negative correlations, which will lead to reduced combined uncertainties, are observed between categories of different $W$-boson charges, and between central and forward pseudorapidities, at given $\sqrt{s}$. On the other hand, PDF uncertainty correlations tend to be large and positive between $\sqrt{s} = 14$ and 27 TeV, for a given boson charge and lepton pseudorapidity range. A similar behaviour is observed for CT14 and MMHT2014.

Table 2 and Figure 4 show the expected measurement uncertainties, and their statistical and PDF components. The numbers quoted for $0 < |\eta^\ell| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range. As expected from the correlations, combining the central and forward pseudorapidity ranges brings significant reduction in the PDF uncertainties, both at 14 and 27 TeV. On the other hand, combining the 14 and 27 TeV samples mostly improves the statistical uncertainty. Statistical correlations between the fits to the $p^\ell_T$ and $m_T$ distributions were studied and found to be small, which explains the reduction in uncertainties obtained under their combination. With 200 pb$^{-1}$ of data collected at each energy, a total uncertainty of about 11 MeV is obtained.

Figure 5 shows the evolution of the statistical and CT10 PDF uncertainties as a function of the size of the collected sample, for the combination of measurements at 14 TeV in all categories. The assumed integrated luminosities range from 200 pb$^{-1}$ to 1 fb$^{-1}$, approximately corresponding to one to five weeks of machine time. The statistical uncertainty decreases as expected. The statistical sensitivity of the forward categories improves with increasing luminosity, which enhances their impact in the combination with the central categories and explains the slight decrease in PDF uncertainty.
Figure 3: Correlation between the PDF uncertainties for the different measurement categories using the $p_T^\ell$ distribution (top) and the $m_T$ distribution (bottom), calculated using the CT10 PDF set. The numbers quoted for $0 < |\eta^\ell| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range.
## Table 2: Measurement uncertainty for different lepton acceptance regions and centre-of-mass energies, using the $p_T^{\ell}$ and $m_T$ distributions and their combination in the fit, using the CT10 PDF set and for 200 pb$^{-1}$ collected at each energy. The numbers quoted for $0 < |\eta^{\ell}| < 2.4$ correspond to the sum of statistical and PDF uncertainties, and the numbers between parentheses are the statistical and PDF components, respectively.

<table>
<thead>
<tr>
<th>$\sqrt{s}$ [TeV]</th>
<th>Lepton acceptance</th>
<th>Uncertainty in $m_W$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>\eta^{\ell}</td>
</tr>
<tr>
<td>14</td>
<td>20.6 (14.8 $\oplus$ 14.4)</td>
<td>18.0 (13.8 $\oplus$ 11.5)</td>
</tr>
<tr>
<td>14</td>
<td>15.6 (12.6 $\oplus$ 9.2)</td>
<td>14.2 (12.0 $\oplus$ 7.6)</td>
</tr>
<tr>
<td>27</td>
<td>21.9 (13.5 $\oplus$ 17.2)</td>
<td>20.0 (13.4 $\oplus$ 14.8)</td>
</tr>
<tr>
<td>27</td>
<td>14.8 (10.2 $\oplus$ 10.7)</td>
<td>14.1 (10.4 $\oplus$ 9.5)</td>
</tr>
<tr>
<td>14+27</td>
<td>12.4 (8.4 $\oplus$ 9.1)</td>
<td>11.3 (8.1 $\oplus$ 7.8)</td>
</tr>
</tbody>
</table>

Figure 4: Measurement uncertainty for lepton acceptance regions and centre-of-mass energies, for combined fits to the $p_T^{\ell}$ and $m_T$ distributions, using the CT10 PDF set and for 200 pb$^{-1}$ collected at each energy. The numbers quoted for $0 < |\eta^{\ell}| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range. In each case, the first number corresponds to the sum of statistical and PDF uncertainties, and the numbers between parentheses are the statistical and PDF components, respectively.
Figure 5: Statistical and PDF uncertainty components as a function of integrated luminosity, for fully combined measurements at \( \sqrt{s} = 14 \) TeV. The CT10 PDF set is used.

Table 3 and Figure 6 compares the uncertainties obtained for different PDF sets. The CT10 and CT14 sets display similar uncertainty correlations, leading to similar improvement under combination of categories, and yielding comparable final uncertainties. The MMHT2014 uncertainties are about 30% lower. The three projected HL-LHC PDF sets give very similar uncertainties; scenario 2 is the most conservative and shown here. Compared to CT10 and CT14, a reduction in PDF uncertainty of about a factor of two is obtained in this case. Results for scenarios 1 and 3 are given in the appendix.

The LHeC projection results from a QCD fit to 1 ab\(^{-1}\) of \( ep \) scattering pseudodata, with \( E_e = 60 \) GeV and \( E_p = 7 \) TeV. Such a sample could be collected in about five years, synchronously with the HL-LHC operation. In this configuration, the neutral- and charged-current DIS samples are sufficient to disentangle the first and second generation parton densities without ambiguity, and reduce the PDF uncertainty below 2 MeV, a factor 5–6 compared to present knowledge. Also in this case the \( m_W \) measurement will benefit from the large \( W \) boson samples collected at the LHC, and from the anti-correlation between central and forward categories. In this context, PDF uncertainties would still be sub-leading with 1 fb\(^{-1}\) of low pile-up data.

## 4 Conclusion

Given the high \( W \) boson production cross section and the importance of an optimal reconstruction of missing transverse momentum in this channel, low-pile-up runs are an important tool for precision measurements of the \( W \) boson properties. With \( \langle \mu \rangle \sim 2 \), a sample of 200 pb\(^{-1}\) can be collected in about one week, corresponding to about 2 \( \cdot 10^6 \) \( W \) boson events at \( \sqrt{s} = 14 \) TeV, 3 \( \cdot 10^6 \) events at \( \sqrt{s} = 27 \) TeV, and a statistical sensitivity on \( m_W \) below 10 MeV. If five to ten weeks can be spent collecting such data in the course of the HL- and HE-LHC, a statistical precision of about 3 MeV can be reached. Experimental systematic uncertainties are not discussed in this note, but their effect is largely of statistical nature; with adequate efforts and exploiting the full available data sample, their impact can be maintained at a level similar to the statistical uncertainty.
### Table 3: Measurement uncertainty for different lepton acceptance regions, centre-of-mass energies and PDF sets, combined fits to the $p_T^\ell$ and $m_T$ distributions, and for 200 pb$^{-1}$ collected at each energy. The numbers quoted for $0 < |\eta| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range. In each case, the first number corresponds to the sum of statistical and PDF uncertainties, and the numbers between parentheses are the statistical and PDF components, respectively.

<table>
<thead>
<tr>
<th>$\sqrt{s}$ [TeV]</th>
<th>Lepton acceptance</th>
<th>Uncertainty in $m_W$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CT10</td>
<td>CT14</td>
</tr>
<tr>
<td>14</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>14</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>27</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>27</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>14+27</td>
<td>$</td>
<td>\eta</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sqrt{s}$ [TeV]</th>
<th>Lepton acceptance</th>
<th>Uncertainty in $m_W$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HL-LHC</td>
<td>LHeC</td>
</tr>
<tr>
<td>14</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>14</td>
<td>$</td>
<td>\eta</td>
</tr>
</tbody>
</table>

Figure 6: Measurement uncertainty for different PDF sets, combining $p_T^\ell$ and $m_T$ fits for $|\eta| < 4$, and for 200 pb$^{-1}$ and 1 fb$^{-1}$ collected at $\sqrt{s} = 14$ TeV.
Using current PDF sets, PDF uncertainties and their impact on the $W$ boson transverse momentum distribution are typically 12–15 MeV when restricting to the current Inner Detector acceptance. They are reduced to about 5–8 MeV, for a range of current PDF sets, when exploiting the extended coverage allowed by the ITk. These uncertainties are further reduced to about 4 MeV when using the anticipated HL-LHC PDF set.

If the LHeC is built and runs synchronously with the HL-LHC, the combination of the large acceptance and excellent performance of the upgraded ATLAS detector and of the additional constraints on the proton structure from the theoretically clean DIS data reduces PDF uncertainties to less than 2 MeV.
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Appendix

Tables 4–6 show the PDF uncertainty correlations obtained for CT10, CT14 and MMHT2014. Figures 7, 8 summarize the same information.

Table 7 provides a comparison of the PDF uncertainties obtained for the HL-LHC PDF sets scenario 1, 2 and 3.

Figure 9 compares the expected measurement uncertainties for current PDF sets CT10, CT14 and MMHT2014. Figure 10 compares CT10 to the projected HL-LHC and LHeC sets.
### Table 4: Correlation between the PDF uncertainties for the different measurement categories using the $p_T^{\ell}$ distribution (top) and the $m_T$ distribution (bottom), calculated using the CT10 PDF set. The numbers quoted for $0 < |\eta| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\eta_\ell$ range</th>
<th>$\sqrt{s}$ [TeV]</th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
<th>5.</th>
<th>6.</th>
<th>7.</th>
<th>8.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^+$</td>
<td>0–2.4</td>
<td>14</td>
<td>1</td>
<td>-0.26</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.95</td>
<td>0.35</td>
<td>0.47</td>
<td>-0.27</td>
</tr>
<tr>
<td>$W^+$</td>
<td>2.4–4</td>
<td>14</td>
<td>2</td>
<td>-0.26</td>
<td>1</td>
<td>-0.01</td>
<td>-0.17</td>
<td>-0.19</td>
<td>0.57</td>
<td>-0.03</td>
</tr>
<tr>
<td>$W^-$</td>
<td>0–2.4</td>
<td>14</td>
<td>3</td>
<td>0.01</td>
<td>-0.01</td>
<td>1</td>
<td>-0.43</td>
<td>0.07</td>
<td>0.01</td>
<td>0.79</td>
</tr>
<tr>
<td>$W^-$</td>
<td>2.4–4</td>
<td>14</td>
<td>4</td>
<td>-0.01</td>
<td>-0.17</td>
<td>-0.43</td>
<td>1</td>
<td>-0.06</td>
<td>-0.12</td>
<td>-0.40</td>
</tr>
<tr>
<td>$W^+$</td>
<td>0–2.4</td>
<td>27</td>
<td>5</td>
<td>0.95</td>
<td>-0.19</td>
<td>0.07</td>
<td>-0.06</td>
<td>1</td>
<td>0.34</td>
<td>0.54</td>
</tr>
<tr>
<td>$W^+$</td>
<td>2.4–4</td>
<td>27</td>
<td>6</td>
<td>0.35</td>
<td>0.57</td>
<td>0.01</td>
<td>-0.12</td>
<td>0.34</td>
<td>1</td>
<td>0.16</td>
</tr>
<tr>
<td>$W^-$</td>
<td>0–2.4</td>
<td>27</td>
<td>7</td>
<td>0.47</td>
<td>-0.03</td>
<td>0.79</td>
<td>-0.40</td>
<td>0.54</td>
<td>0.16</td>
<td>1</td>
</tr>
<tr>
<td>$W^-$</td>
<td>2.4–4</td>
<td>27</td>
<td>8</td>
<td>-0.27</td>
<td>-0.13</td>
<td>0.10</td>
<td>0.49</td>
<td>-0.27</td>
<td>-0.37</td>
<td>-0.24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\eta_\ell$ range</th>
<th>$\sqrt{s}$ [TeV]</th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
<th>5.</th>
<th>6.</th>
<th>7.</th>
<th>8.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^+$</td>
<td>0–2.4</td>
<td>14</td>
<td>1</td>
<td>-0.38</td>
<td>-0.17</td>
<td>-0.11</td>
<td>0.92</td>
<td>0.28</td>
<td>0.25</td>
<td>-0.30</td>
</tr>
<tr>
<td>$W^+$</td>
<td>2.4–4</td>
<td>14</td>
<td>2</td>
<td>-0.38</td>
<td>1</td>
<td>0.04</td>
<td>-0.15</td>
<td>-0.26</td>
<td>0.53</td>
<td>-0.02</td>
</tr>
<tr>
<td>$W^-$</td>
<td>0–2.4</td>
<td>14</td>
<td>3</td>
<td>-0.17</td>
<td>0.04</td>
<td>1</td>
<td>-0.43</td>
<td>-0.14</td>
<td>-0.01</td>
<td>0.81</td>
</tr>
<tr>
<td>$W^-$</td>
<td>2.4–4</td>
<td>14</td>
<td>4</td>
<td>-0.11</td>
<td>-0.15</td>
<td>-0.43</td>
<td>1</td>
<td>-0.18</td>
<td>-0.12</td>
<td>-0.54</td>
</tr>
<tr>
<td>$W^+$</td>
<td>0–2.4</td>
<td>27</td>
<td>5</td>
<td>0.92</td>
<td>-0.26</td>
<td>-0.14</td>
<td>-0.18</td>
<td>1</td>
<td>0.25</td>
<td>0.30</td>
</tr>
<tr>
<td>$W^+$</td>
<td>2.4–4</td>
<td>27</td>
<td>6</td>
<td>0.28</td>
<td>0.53</td>
<td>-0.01</td>
<td>-0.12</td>
<td>0.25</td>
<td>1</td>
<td>0.07</td>
</tr>
<tr>
<td>$W^-$</td>
<td>0–2.4</td>
<td>27</td>
<td>7</td>
<td>0.25</td>
<td>-0.02</td>
<td>0.81</td>
<td>-0.54</td>
<td>0.30</td>
<td>0.07</td>
<td>1</td>
</tr>
<tr>
<td>$W^-$</td>
<td>2.4–4</td>
<td>27</td>
<td>8</td>
<td>-0.30</td>
<td>-0.11</td>
<td>0.05</td>
<td>0.55</td>
<td>-0.32</td>
<td>-0.39</td>
<td>-0.33</td>
</tr>
</tbody>
</table>
### Table 5: Correlation between the PDF uncertainties for the different measurement categories using the $p_T^\ell$ distribution (top) and the $m_T$ distribution (bottom), calculated using the CT14 PDF set. The numbers quoted for $0 < |\eta^\ell| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range.

<table>
<thead>
<tr>
<th>Channel $\eta^\ell$ range $\sqrt{s}$ [TeV]</th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
<th>5.</th>
<th>6.</th>
<th>7.</th>
<th>8.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^+$ 0–2.4</td>
<td>14</td>
<td>1.</td>
<td>-0.38</td>
<td>0.52</td>
<td>-0.08</td>
<td>0.94</td>
<td>0.18</td>
<td>0.67</td>
</tr>
<tr>
<td>$W^+$ 2.4–4</td>
<td>14</td>
<td>2.</td>
<td>-0.38</td>
<td>1</td>
<td>-0.27</td>
<td>-0.15</td>
<td>-0.34</td>
<td>0.69</td>
</tr>
<tr>
<td>$W^-$ 0–2.4</td>
<td>14</td>
<td>3.</td>
<td>0.52</td>
<td>-0.27</td>
<td>1</td>
<td>-0.36</td>
<td>0.58</td>
<td>-0.13</td>
</tr>
<tr>
<td>$W^-$ 2.4–4</td>
<td>14</td>
<td>4.</td>
<td>-0.08</td>
<td>-0.15</td>
<td>-0.36</td>
<td>1</td>
<td>-0.12</td>
<td>-0.12</td>
</tr>
<tr>
<td>$W^+$ 0–2.4</td>
<td>27</td>
<td>5.</td>
<td>0.94</td>
<td>-0.34</td>
<td>0.58</td>
<td>-0.12</td>
<td>1</td>
<td>0.14</td>
</tr>
<tr>
<td>$W^+$ 2.4–4</td>
<td>27</td>
<td>6.</td>
<td>0.18</td>
<td>0.69</td>
<td>-0.13</td>
<td>-0.12</td>
<td>0.14</td>
<td>1</td>
</tr>
<tr>
<td>$W^-$ 0–2.4</td>
<td>27</td>
<td>7.</td>
<td>0.67</td>
<td>-0.30</td>
<td>0.93</td>
<td>-0.29</td>
<td>0.75</td>
<td>-0.10</td>
</tr>
<tr>
<td>$W^-$ 2.4–4</td>
<td>27</td>
<td>8.</td>
<td>-0.07</td>
<td>-0.19</td>
<td>-0.15</td>
<td>0.66</td>
<td>-0.07</td>
<td>-0.23</td>
</tr>
</tbody>
</table>
Table 6: Correlation between the PDF uncertainties for the different measurement categories using the \( p_T \) distribution (top) and the \( m_T \) distribution (bottom), calculated using the MMHT2014 PDF set. The numbers quoted for \( 0 < |\eta| < 2.4 \) correspond to the combination of the four pseudorapidity bins in this range.
Figure 7: Correlation between the PDF uncertainties for the different measurement categories using the $p_T^{\ell}$ distribution (top) and the $m_T$ distribution (bottom), calculated using the CT14 PDF set. The numbers quoted for $0 < |\eta^{\ell}| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range.
Figure 8: Correlation between the PDF uncertainties for the different measurement categories using the $p_T^\ell$ distribution (top) and the $m_T$ distribution (bottom), calculated using the MMHT2014 PDF set. The numbers quoted for $0 < |\eta\ell| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range.
### Table 7: Measurement uncertainty for different pseudorapidity ranges and scenarios of the HL-LHC PDF sets, for $\sqrt{s} = 13$ TeV and 200 pb$^{-1}$, and combined $p_T^\ell$ and $m_T$ fits. The numbers quoted for $0 < |\eta_\ell| < 2.4$ correspond to the combination of the four pseudorapidity bins in this range.

<table>
<thead>
<tr>
<th>Measurement parameters</th>
<th>Uncertainty in $m_W$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sqrt{s}$ [TeV]</td>
<td>$\eta_\ell$ range</td>
</tr>
<tr>
<td>14</td>
<td>$</td>
</tr>
<tr>
<td>14</td>
<td>$</td>
</tr>
</tbody>
</table>

Figure 9: Measurement uncertainty for CT10, CT14 and MMHT2014, in different pseudorapidity ranges, for combined $p_T^\ell$ and $m_T$ fits and 200 pb$^{-1}$ collected at $\sqrt{s} = 14$ and 27 TeV.

Figure 10: Measurement uncertainty for current and future PDF sets, for combined $p_T$ and $m_T$ fits within $|\eta_\ell| < 2.4$ and $|\eta_\ell| < 4$, and for 200 pb$^{-1}$ collected at $\sqrt{s} = 14$ TeV.
A proposal for the measurement of the weak mixing angle at the HL-LHC

The CMS Collaboration

Abstract

A proposal is presented for measuring the weak mixing angle using the forward-backward asymmetry of Drell-Yan dimuon events in pp collisions at $\sqrt{s} = 14$ TeV with the CMS detector at the high luminosity LHC (HL-LHC). In addition to the increased luminosity, the upgraded part of the muon system extends the pseudorapidity coverage of the CMS experiment to $|\eta| < 2.8$ for muons. Since the measurement has higher sensitivity in this pseudorapidity region, both the statistical and systematic uncertainties will be significantly reduced. To estimate the increased potential for this measurement we use a Monte Carlo data sample of pp events corresponding to a luminosity of 3000 fb$^{-1}$ and compare to the recent CMS measurements at $\sqrt{s} = 8$ TeV.
1 Introduction

We report on a proposal for the measurement of the effective weak mixing angle using the forward-backward asymmetry, $A_{FB}$, in Drell-Yan $\mu\mu$ events at the HL-LHC at CMS. The proposal is based on techniques used in Ref. [1] for such a measurement at $\sqrt{s} = 8$ TeV.

In leading order dilepton pairs are produced through the annihilation of a quark and antiquark via the exchange of a Z boson or a virtual photon: $q\bar{q} \rightarrow Z/\gamma^* \rightarrow \ell^+\ell^-$. The definition of $A_{FB}$ is based on the angle $\theta^*$ of the lepton ($\ell^-$) in the Collins-Soper [2] frame of the dilepton system:

$$A_{FB} = \frac{\sigma_F - \sigma_B}{\sigma_F + \sigma_B},$$

where $\sigma_F$ and $\sigma_B$ are the cross sections in the forward ($\cos\theta^* > 0$) and backward ($\cos\theta^* < 0$) hemispheres, respectively. In this frame the $\theta^*$ is the angle of the $\ell^-$ direction with respect to the axis that bisects the angle between the direction of the quark and opposite direction of the anti-quark. In pp collisions the direction of the quark is assumed to be in the boost direction of the dilepton pair. Here, $\cos\theta^*$ is calculated using laboratory-frame quantities as follows:

$$\cos\theta^* = \frac{2(p_1^+ p_2^- - p_1^- p_2^+)}{M^2(M^2 + P_T^2)} \times \frac{P_z}{|P_z|}$$

where $M$, $P_T$, and $P_z$ are the mass, transverse momentum, and longitudinal momentum, respectively, of the dilepton system, and $p_1$ ($p_2$) are defined in terms of energy, $e_1$ ($e_2$), and longitudinal momentum, $p_{z1}$ ($p_{z2}$), of the negatively (positively) charged lepton as $p_z^i = (e_i \pm p_{z,i})/\sqrt{2}$ [2].

A non-zero $A_{FB}$ in dilepton events arises from the vector and axial-vector couplings of electroweak bosons to fermions. At tree level, the vector $v_i$ and axial-vector $a_i$ couplings of $Z$ bosons to fermions (f) are:

$$v_i = T_3^f - 2Q_i \sin^2 \theta_W,$$

$$a_i = T_3^f$$

where $T_3^f$ and $Q_i$ are the third component of the weak isospin and the charge of the fermion, respectively, and $\sin^2 \theta_W$ is the weak mixing angle, which is related to the masses of the W and Z bosons by the relation $\sin^2 \theta_W = 1 - M_W^2/M_Z^2$. Electroweak radiative corrections affect these leading-order relations. An effective weak mixing angle, $\sin^2 \theta_{\text{eff}}$, is defined based on the relation between these couplings: $v_i/a_i = 1 - 4|Q_i| \sin^2 \theta_{\text{eff}}$, with $\sin^2 \theta_{\text{eff}} = \kappa_i \sin^2 \theta_W$, where flavor-dependent $\kappa_i$ is determined by electroweak corrections. $A_{FB}$ for dilepton events is primarily sensitive to the leptonic effective weak mixing angle ($\sin^2 \theta_{\text{eff}}^{\text{lept}}$).

In this analysis we measure the leptonic effective weak mixing angle ($\sin^2 \theta_{\text{eff}}^{\text{lept}}$) by fitting the mass and rapidity dependence of the observed $A_{FB}$ in dilepton events. The most precise previous measurements of $\sin^2 \theta_{\text{eff}}^{\text{lept}}$ were performed by the LEP and SLD experiments [3]. There is, however, a known tension of about 3 standard deviations between the two most precise measurements. Measurements of $\sin^2 \theta_{\text{eff}}^{\text{lept}}$ were also reported by the LHC and Tevatron experiments [4–9]. The latest and the most precise LHC measurement was done by CMS [1], and its machinery is used in this analysis.

The analysis is based on samples of pp collisions simulated at $\sqrt{s} = 8$ and 14 TeV with next-to-leading order (NLO) matrix element implemented in the POWHEG event generator [10–13]
using the NNPDF3.0 [14] PDFs and interfaced with PYTHIA 8 [15] with CUETP8M1* [16] underling event tune for parton showering and hadronization and electromagnetic final-state radiation (FSR). The template variations for different values of $\sin^2 \theta_{\text{eff}}$ and PDFs are modeled using the POWHEG MC generator that provides matrix-element based event-by-event weights for each variation. The samples are normalized to the integrated luminosities of $19 \text{ fb}^{-1}$ for $\sqrt{s} = 8 \text{ TeV}$ and to $10 \to 3000 \text{ fb}^{-1}$ for $\sqrt{s} = 14 \text{ TeV}$ samples. The analysis is done at the generator level, so the smearing due to detector effects is not taken into account, but comparison of 8 TeV predictions and measured values suggests that this effect is not significant. Moreover since the results are presented as comparison of 8 and 14 TeV measurements they can be directly applied to the measured 8 TeV results with real data.

The HL-LHC CMS detector extends the pseudorapidity, $\eta$, coverage for the muon reconstruction from current configuration of 2.4 to 2.8. In this analysis an event is selected if there are at least two muons with $|\eta| < 2.8$ and with the leading (i.e. having the largest transverse momentum $p_T$) muon $p_T > 25 \text{ GeV}$ and the second leading muon $p_T > 15 \text{ GeV}$.

2 $\sin^2 \theta_{\text{eff}}$ extraction

We extract $\sin^2 \theta_{\text{eff}}$ by minimizing the $\chi^2$ value between the simulated data and template $A_{\text{FB}}$ distributions in 72 dilepton mass and rapidity bins. Figure 1 shows the $A_{\text{FB}}$ distributions in bins of dimuon mass and rapidity for different energies and pseudorapidity acceptances. As expected, at higher center-of-mass energies the observed $A_{\text{FB}}$ is smaller because the interacting partons have smaller $x$-values which results in a smaller fraction of dimuon events produced by the valence quarks, which also means more dilution. The simulated data are shown for $\sqrt{s} = 8 \text{ TeV}$ and $\sqrt{s} = 14 \text{ TeV}$ for two different selection requirements, $|\eta| < 2.4$ and 2.8. Extending the pseudorapidity acceptance significantly increases the coverage for larger $x$-values in the production and reduces both the statistical and PDF uncertainties, as shown below.

The observed $A_{\text{FB}}$ values depend on the size of the dilution effect, as well as on the relative contributions from $u$ and $d$ valence quarks to the total dilepton production cross section. Therefore, the PDF uncertainties translate into sizable variations in the observed $A_{\text{FB}}$ values. However, changes in PDFs affect the $A_{\text{FB}}(M_{\ell\ell}, Y_{\ell\ell})$ distribution in a different way from changes in $\sin^2 \theta_{\text{eff}}$. Changes in PDFs result in changes in $A_{\text{FB}}$'s in regions where the absolute values of $A_{\text{FB}}$ is large, i.e. at high and low dilepton masses. On the contrary, the effect of changes in $\sin^2 \theta_{\text{eff}}$ are largest near the Z-peak and are significantly smaller at high and low masses. Because of this behavior, which is illustrated in Fig. 2, we apply the Bayesian $\chi^2$ reweighting method to constrain the PDF uncertainties [17–19] and reduce the PDF errors in the extracted value of $\sin^2 \theta_{\text{eff}}$.

As a baseline, we use the NLO NNPDF3.0 set. In the Bayesian $\chi^2$ reweighting method, PDF replicas that better describe the observed $A_{\text{FB}}$ distribution are assigned larger weights, and PDF replicas that poorly describe the $A_{\text{FB}}$ are assigned smaller weights. Each weight factor is based on the best-fit $\chi^2$-value obtained with a given PDF replica $i$ used in the templates:

$$w_i = \frac{e^{-\frac{\chi^2_{\text{min}}}{2}}}{\sum_{i=1}^{N} e^{-\frac{\chi^2_{\text{min}}}{2}}}$$

where $N$ is the number of replicas in a PDF set. The final result is then calculated as a weighted average over the PDF replicas: $\sin^2 \theta_{\text{eff}} = \sum_{i=1}^{N} w_i s_i / N$, where $s_i$ is the best-fit $\sin^2 \theta_{\text{eff}}$ value.
Figure 1: Forward-backward asymmetry distribution, \( A_{FB}(M_{\mu\mu}, Y_{\mu\mu}) \), in dimuon events at \( \sqrt{s} = 8 \text{ TeV} \) and 14 TeV. The distributions are made with \textsc{Powheg} event generator using NNPDF3.0 PDFs and interfaced with \textsc{Pythia} 8 for parton-showering, QED final-state radiation (FSR) and hadronization. Following acceptance selections are applied to the generated muons after FSR: \( |\eta| < 2.4 \) (or \( |\eta| < 2.8 \)), \( p_T^{\text{lead}} > 25 \text{ GeV} \), \( p_T^{\text{trail}} > 15 \text{ GeV} \). The error bars represent the statistical uncertainties for the integrated luminosities corresponding to 19 fb\(^{-1}\) at \( \sqrt{s} = 8 \text{ TeV} \) and 3000 fb\(^{-1}\) at \( \sqrt{s} = 14 \text{ TeV} \).
2.12. Measurement of the weak mixing angle (CMS-FTR-17-001)

Figure 2: Forward-backward asymmetry distribution, $A_{FB}(M_{\mu\mu}, Y_{\mu\mu})$, in dimuon events at $\sqrt{s} = 14$ TeV. The distributions are made with POWHEG event generator using NNPDF3.0 PDFs and interfaced with PYTHIA 8 for parton-showering, QED final-state radiation (FSR) and hadronization. Following acceptance selections are applied to the generated muons after FSR: $|\eta| < 2.8$, $p_T^{\text{lead}} > 25$ GeV, $p_T^{\text{trail}} > 15$ GeV. The solid lines in the bottom panel correspond to six variations of $\sin^2 \theta_{\text{eff}}^{\text{lept}}$ around the central value: ±0.0004, ±0.0008, and ±0.0012. The shaded band shows the standard deviation over the 100 NNPDF3.0 replicas.
obtained for $i$-th PDF replica.

In the case of the 14 TeV analysis with large number of events ($> 200 \text{ fb}^{-1}$), the pseudo-data are too precise to estimate the PDF uncertainties with the Bayesian reweighting approach because the replica distributions are too sparse compared to the statistical uncertainties. Therefore, the PDF uncertainties after the Bayesian reweighting is estimated by extrapolating from the lower values of integrated luminosities as illustrated in Fig. 3. The corresponding values for various luminosities are summarized in Table 1. One can see from the Table that with the extended pseudorapidity coverage of $|\eta| < 2.8$, the statistical uncertainties are reduced by about 30% and the PDF uncertainties are reduced by about 20%, compared to $|\eta| < 2.4$ regardless of the target integrated luminosity and for both nominal and constrained PDF uncertainties.

Figure 3: Projected statistical, nominal PDF and constrained PDF uncertainties in $\sin^2 \theta_{\text{lept eff}}$ extracted by fitting $A_{FB}(m_{\mu\mu}, y_{\mu\mu})$ distributions at $\sqrt{s} = 14 \text{ TeV}$ with different values of integrated luminosities and for $|\eta| < 2.4$ and $|\eta| < 2.8$ acceptance selections for the muons. The nominal NNPDF3.0 uncertainty is calculated as a standard deviation of the extracted $\sin^2 \theta_{\text{lept eff}}$ over the 100 NNPDF3.0 replicas. To calculate the constrained NNPDF3.0 uncertainty, each replica is weighted by $\exp(-\chi^2_{\text{min}}/2)$, where $\chi^2_{\text{min}}$ is the best-fit $\chi^2$ obtained with this replica.

3 Summary

We presented prospects for precision $\sin^2 \theta_{\text{eff}}$ measurement with the upgraded CMS detector at the high-luminosity LHC. We find that extending the lepton acceptance from $|\eta| < 2.4$ to 2.8 decreases the statistical uncertainties by about 30% and PDF uncertainties by about 20%. We also find that starting from about 1000 $\text{ fb}^{-1}$, a single measurement would already have a negligible statistical uncertainty and the PDF uncertainty could be constrained to improve the precision of $\sin^2 \theta_{\text{lept eff}}$ measurement.
Table 1: Statistical, nominal NNPDF3.0, and constrained NNPDF3.0 uncertainties of extracted $\sin^2 \theta_{\text{eff}}$ at 14 TeV for muon acceptance of $|\eta| < 2.4$ and $|\eta| < 2.8$ and for the different values of integrated luminosity. For comparison, results of the 8 TeV estimate of this analysis are compared to the results obtained from 8 TeV measurement [1].

<table>
<thead>
<tr>
<th>$L_{\text{int}}$ (fb$^{-1}$)</th>
<th>$\delta_{\text{stat}}$ [$10^{-5}$]</th>
<th>$\delta_{\text{nominal , \text{NNPDF3.0}}}$ [$10^{-5}$]</th>
<th>$\delta_{\text{constrained , \text{NNPDF3.0}}}$ [$10^{-5}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>76</td>
<td>75</td>
<td>39</td>
</tr>
<tr>
<td>100</td>
<td>24</td>
<td>75</td>
<td>20</td>
</tr>
<tr>
<td>500</td>
<td>11</td>
<td>75</td>
<td>20</td>
</tr>
<tr>
<td>1000</td>
<td>8</td>
<td>75</td>
<td>18</td>
</tr>
<tr>
<td>3000</td>
<td>4</td>
<td>75</td>
<td>15</td>
</tr>
<tr>
<td>19 (from [1])</td>
<td>43</td>
<td>49</td>
<td>27</td>
</tr>
<tr>
<td>19 (from [1])</td>
<td>44</td>
<td>54</td>
<td>32</td>
</tr>
</tbody>
</table>
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1 Introduction

In the Standard Model (SM), the $Z$ boson couplings differ for left- and right-handed fermions. The difference leads to an asymmetry in the angular distribution of positively and negatively charged leptons produced in $Z$ boson decays. This asymmetry depends on the weak mixing angle ($\sin^2 \theta_W$) between the neutral states associated to the U(1) and SU(2) gauge groups, i.e. the relative coupling strengths between the photon and the $Z$ boson. The differential cross section for the decay of the $Z/\gamma^*$ to dilepton final state can be written at leading order as:

$$\frac{d\sigma}{d(\cos \theta)} = \frac{\alpha^2}{4s} \left[ \frac{3}{8} A(1 + \cos^2 \theta) + B \cos \theta \right], \quad (1)$$

where $\sqrt{s}$ is the centre-of-mass energy of the quark and anti-quark, and $\theta$ is the angle between the negative lepton and the quark. The coefficients $A$ and $B$ depend on the charge of the fermions ($Q_f$) and are defined as [1]:

$$A = Q_f^2 Q_q^2 - 2 Q_f g_V^q g_V^l \chi_1 + (g_A^q + g_V^q)(g_A^l + g_V^l) \chi_2,$$

$$B = -4 Q_f g_A^q g_A^l \chi_1 + 8 g_A^q g_V^l g_A^l g_V^l \chi_2, \quad (2)$$

where $\chi_1$ is the interference between $Z$ and $\gamma^*$ contributions and $\chi_2$ is the $Z$ Breit-Wigner. The vector and axial-vector couplings of the fermions to the $Z$-boson are define respectively as $g_V^f = t^f_2 - (2Q_f \times \sin^2 \theta_W)$ and $g_A^f = t^f_3$. The vector coupling depends on the charge and on the weak isospin ($t^f_3$) of the fermions and on the weak mixing angle ($\theta_W$). The coefficient $B$ introduces a forward-backward asymmetry in $\theta$ arising from the presence of both vector and axial-vector couplings.

Experimentally this asymmetry can be simply expressed as:

$$A_{FB} = \frac{N(\cos \theta^* > 0) - N(\cos \theta^* < 0)}{N(\cos \theta^* > 0) + N(\cos \theta^* < 0)} = \frac{3}{8} \frac{B}{A}. \quad (3)$$

where $\theta^*$ is the angle between the negative lepton and the quark in the Collins-Soper frame [2] of the dilepton system and $N$ represents the number of forward decays ($\cos \theta^* > 0$) and the number of backward decays ($\cos \theta^* < 0$). This forward-backward asymmetry is enhanced by the $Z/\gamma^*$ interference and exhibits significant dependence on the dilepton rapidity and invariant mass taking a different sign at high mass and at low mass. Since the asymmetry depends directly on the vector and axial-vector couplings, it is sensitive to the weak mixing angle which relates the two. In order to compare this studies with previous experimental determinations, a scheme is adopted in which the higher order corrections to the $Z$ boson couplings are absorbed in effective couplings. The resulting effective parameter $\sin^2 \theta_{eff}$ is defined [3], and is proportional to $\sin^2 \theta_W$.

Several measurements of $\sin^2 \theta_{eff}$ have been made at previous and current colliders, and the current world average is dominated by the combination of measurements at LEP and at SLD, which gives $\sin^2 \theta_{eff} = 0.231530 \pm 16 \times 10^{-5}$. However, the two most precise measurements differ by over $3\sigma$ [3]. It is of great scientific interest the study of the weak mixing angle at the Large Hadron Collider (LHC) and at the High-Luminosity Large Hadron Collider (HL-LHC). Precision measurements may give insight into the tension between the previous precision measurements or may show signs of new physics.

Measurements of $A_{FB}$ which at the LHC show the greatest sensitivity to $\sin^2 \theta_{eff}$ are at high $Z$ rapidity when at least one lepton is present in the forward region [4]. At a rapidity of 0, the initial state is symmetric,
with equal probability for the initial-state quark to be originated from either proton. Therefore, in such a kinematic configuration no forward-backward asymmetry is present due to a complete dilution of the parton-level asymmetry in the proton-proton collisions. For increasing Z boson rapidities the momentum fraction of one parton reaches larger x where the valence quark Parton Density Function (PDF) dominate because the valence quarks typically carry more momentum than the antiquarks. Therefore, the Z boson is more likely to be boosted in the quark direction and the incoming quark direction can be determined. Consequently a forward-backward asymmetry is visible, providing sensitivity to $\sin^2 \theta_{\text{eff}}$, and it varies with the boson rapidity.

This note reports the projected sensitivity for the measurement of the Z boson forward-backward asymmetry as a function of the dilepton invariant mass and rapidity, assuming 3000 fb$^{-1}$ of data at $\sqrt{s} = 14$ TeV to be collected with an upgraded ATLAS detector during the HL-LHC phase. Only Z bosons decaying to electrons pairs are considered in this analysis since this final state provides the best experimental precision within the largest acceptance of the upgraded ATLAS detector.

2 The HL-LHC and the ATLAS detector

During the HL-LHC phase an instantaneous luminosity of around $5 - 7 \times 10^{34}$ cm$^{-2}$s$^{-1}$ and an average number of collisions per bunch crossing (pile-up) of 200 are expected. To cope with the higher luminosity at the HL-LHC and its associated high pile-up and intense radiation environment several detector upgrades are foreseen for the ATLAS detector. A new inner tracking system (ITk) [5], extending the tracking region from $|\eta| \leq 2.5$ up to $|\eta| \leq 4.0$, will provide the ability to reconstruct forward charged particle tracks, which can be matched to calorimeter clusters for forward electron reconstruction, or associated to forward jets. A new detector, high granularity timing detector (HGTD) [6] designed to mitigate the pile-up is also foreseen. The other planned upgrades to the ATLAS detector are described in detail in Ref. [7].

3 Analysis

Monte Carlo (MC) simulated events with Powheg-BOX [8] generator interfaced to Pythia8 [9] are used to predict $pp \to Z/\gamma^* \to e^+e^-$ signal at $\sqrt{s} = 14$ TeV. The events are overlaid with additional inelastic $pp$ collisions per bunch-crossing simulated with Pythia. Parameterisations of the expected ATLAS detector performances during the HL-LHC runs have been derived [7] and applied on particle-level objects to emulate the detector response. Lepton trigger and identification efficiencies are derived as a function of $|\eta|$ and $p_T$ and used to estimate the likelihood of a given lepton to fulfil either the trigger or identification requirement, respectively. Electron energy resolutions and scale estimates are also parameterised as a function of $|\eta|$ and transverse energy for each electron.

Events are selected requiring at least one electron firing the single electron trigger except for events in which both electron candidates are in the forward region ($|\eta| > 2.5$) where a dielectron trigger is required. Only events with exactly two electron candidates of opposite charge and each having $p_T > 25$ GeV are further selected. Each electron candidate must satisfy a set of tight selection criteria, which have been optimised for the level of pile-up expected at the HL-LHC [10]. The invariant mass of the electron pair is required to be loosely consistent with the Z boson mass, $60 < m_{ee} < 200$ GeV. The fiducial acceptance of $pp \to Z/\gamma^* \to e^+e^-$ events is split into three orthogonal analysis channels depending on the electron pseudorapidity. Considering an integrated luminosity of 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV, 540 million events are
expected with a pair of electrons in the central region of the detector, $|\eta| < 2.47$, (CC channel), 210 million events are expected with a pair of electrons, where one electron is in the forward region ($2.5 < |\eta| < 4.2$) of the detector (CF channel) and 150 million events are expected with a pair of electrons in the forward region of the detector (FF channel).

The events in each channel are further categorised in 10 equal-size bins in absolute dilepton rapidity up to $|Y_{ee}| = 4.0$. On the left of Figure 1 the $\cos \theta^* \theta^*$ distribution for the $pp \rightarrow Z/\gamma^{*} \rightarrow e^+e^-$ candidate in the three different channels is shown for 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. The CF channel select event at high $\cos \theta^*$ value where the forward-backward asymmetry is more pronounced, therefore the sensitivity to the $A_{FB}$ and consequently to $\sin^2 \theta_{eff}$ is higher in this channel.

The contribution of jets misidentified as electrons is suppressed using an additional track isolation requirement. In the forward region, the timing information provided by the HGTD is used to improve the electron isolation by rejecting additional tracks from interactions close in space, but separated in time from the hard-scatter vertex. The purity of the candidate sample is determined with simulation, and is found to be greater than 99% in the CC channel, between 90 and 98% in CF, and between 60 and 90% in the FF channel depending on the dilepton rapidity. The signal significance in the CF channel is improved up to 20% thanks to the enhance signal efficiency provided by the timing information of the HGTD.

The background-subtracted expected events in the three different channels are unfolded to forward and backward fiducial cross sections using the inverse of the response matrix to correct for detector effects and migrations between $m_{ee}$ and $|Y_{ee}|$ bins. In the CF and FF channels, migrations from one bin to another bin in $m_{ee}$ are up to 50 and 60% respectively.

Various sources of uncertainty are considered in the analysis and propagated via the unfolding procedure to the results. Significant uncertainties arise from the limited knowledge of the momentum scale and resolution of the electrons. Following the methodology in Ref. [11], in order to account for possible non-linearity in the energy scale of electrons reconstructed in the central (forward) region, a systematic uncertainty.

Figure 1: (left) The $\cos \theta^*$ distribution for CC, CF and FF channels for the selected $pp \rightarrow Z/\gamma^{*} \rightarrow e^+e^-$ events expected for 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. (right) The $A_{FB}$ distribution at particle level in the fiducial volume as a function of the absolute dielectron rapidity for CC, CF and FF channels for $pp \rightarrow Z/\gamma^{*} \rightarrow e^+e^-$ events expected for 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV.
of 0.5% (0.7%) is considered for electrons with $E_T < 55$ GeV and up to 1.5% (2.1%) for $E_T > 100$ GeV. Uncertainties associated with background are mostly relevant in the CF and FF channels. Given the lack of knowledge of the composition and the modelling of the misidentified electrons and the limited statistic of the MC samples used for the background determination, an overall normalisation systematic of 10% is considered for the background shape modelling. Since it was verified that this uncertainty has a negligible effect on the measurement, an additional 5% uncertainty, uncorrelated across bins, is considered on the background yield for all bin of invariant mass and rapidity.
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(a) Central-central (CC) channel

(b) Central-forward (CF) channel

(c) Forward-forward (FF) channel

Figure 2: Distribution of the uncertainty on $A_{FB}$ ($\Delta A_{FB}$) as a function of dielectron mass for the CC, CF and FF channels. The filled bands correspond to the experimental uncertainty. The solid red lines correspond to a variations of $\sin^2 \theta_{eff}$ corresponding to $40 \times 10^{-5}$. The dashed blue lines illustrate the total uncertainty of CT14 NNLO PDF set before in-situ profiling. Overlaid green line shows the particle-level $A_{FB}$ distribution.

The $A_{FB}$ for the CC, CF and the FF channel is calculated as function of $|Y_{ee}|$ and $m_{ee}$ following Equation 3 from projected measurements of particle level fiducial cross sections. On the right side of Figure 1 the expected amplitude of the $A_{FB}$ as function of $|Y_{ee}|$ in the fiducial volume is shown for CC, CF and FF.
channels separately. The expected sensitivity to particle level $A_{\text{FB}}$ as a function of $m_{ee}$ is also shown in Figure 2 for each channel for a chosen rapidity bin.

### 4 Results

The extraction of $\sin^2 \theta_{\text{eff}}$ is done by minimising the $\chi^2$ value comparing particle-level $A_{\text{FB}}$ distributions with different weak mixing angle hypotheses in invariant mass and rapidity bins combining CC, CF and FF channels. The default $A_{\text{FB}}$ distributions are generated, at leading order (LO) in QCD, with DYTurbo an optimised version of DYRES/DYNNLO [12] with NNLO CT14 PDF [13] and the world average value for $\sin^2 \theta_{\text{eff}} = 0.23153$. The same LO calculation is used to compute $A_{\text{FB}}$ variations for different values of $\sin^2 \theta_{\text{eff}}$ and PDFs. As shown in Figure 2, the imperfect knowledge of the PDF results in sizeable uncertainties in $A_{\text{FB}}$, in particular in regions where the absolute value of the asymmetry is large, i.e. at high and low $m_{ee}$. On the contrary, near the Z boson mass peak, the effect of varying $\sin^2 \theta_{\text{eff}}$ is maximal, while being significantly smaller at high and low masses. Thus, a global fit is performed where $\sin^2 \theta_{\text{eff}}$ is extracted while constraining at the same time the PDF uncertainties. The profiling procedure [14] used in this analysis to constraint the PDF uncertainties follows the one used in previous ATLAS publication [15] and is implemented in the $xFitter$ package [16].

With this analysis, a significant reduction of the light quarks uncertainties at low $x$ is seen and the expected uncertainty on the extraction of $\sin^2 \theta_{\text{eff}}$ are $25 \times 10^{-5}$, $21 \times 10^{-5}$ and $40 \times 10^{-5}$ for the CC, CF and FF channels respectively. Combining the three channels together, the measurement reaches a precision of $\Delta \sin^2 \theta_{\text{eff}} = 18 \times 10^{-5}$ (PDF) $\pm 9 \times 10^{-5}$ (exp.)). The uncertainty of the results remains dominated by the currently limited knowledge of the PDFs. In Table 1 the $\sin^2 \theta_{\text{eff}}$ sensitivity obtained with this analysis is compared with the latest published ATLAS measurement at $\sqrt{s} = 8$ TeV [17]. When comparing results at 14 and 8 TeV, it should be noted that the forward-backward asymmetry in Z-events at $\sqrt{s} = 14$ TeV is smaller than the asymmetry observed at $\sqrt{s} = 8$ TeV, in addition the PDFs at lower $x$, more important at $\sqrt{s} = 14$ TeV, are less known, resulting in an smaller overall sensitivity to extract $\sin^2 \theta_{\text{eff}}$. The loss of sensitivity is approximately compensated by the increased Z-boson production cross-section from 8 to 14 TeV (a factor of 1.8). Therefore, with the same integrated luminosity of 20 fb$^{-1}$, a simple extrapolation to $\sqrt{s} = 14$ TeV centre-of-mass energy of the $\sin^2 \theta_{\text{eff}}$ extracted at $\sqrt{s} = 8$ TeV by the ATLAS experiment would result into the same statistical uncertainty and a 45% increase of the PDF uncertainty.

In the context of the Yellow Report for the HL-LHC, prospect PDF fits including HL-LHC pseudo-data of future PDF-sensitive measurements from ATLAS and CMS were performed [19]. Three prospect PDF scenarios were considered and compared with the reference PDF set PDF4LHC15 [20]. The expected sensitivity of the $\sin^2 \theta_{\text{eff}}$ measurement with 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV is improved by 10–25% depending on the prospect PDFs scenario considered. In Table 1 the $\sin^2 \theta_{\text{eff}}$ precision obtained with the "ultimate" HL-LHC PDF set is compared with the with the one obtained with CT14NNLO PDF set.

Finally the sensitivity of the analysis to $\sin^2 \theta_{\text{eff}}$ extraction is also estimated with a prospect PDF set including expected data from LHeC collider [21]. In this case the PDF uncertainty is reduced by an additional factor of 5 with respect to the one obtained with the HL-LHC prospect PDFs.

Figure 3 compares the ATLAS sensitivity studies of $\sin^2 \theta_{\text{eff}}$ presented in this note to previous measurements from the LHC experiments [17, 22–24], the combined legacy measurement from the CDF and D0 experiments at the Tevatron [25], and the most precise individual legacy measurements from LEP.

<table>
<thead>
<tr>
<th></th>
<th>ATLAS $\sqrt{s} = 8$ TeV</th>
<th>ATLAS $\sqrt{s} = 14$ TeV</th>
<th>ATLAS $\sqrt{s} = 14$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{L}$ [fb$^{-1}$]</td>
<td>20</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td>$\sin^2\theta_{\text{eff}}$ [$\times 10^{-5}$]</td>
<td>23140</td>
<td>23153</td>
<td>23153</td>
</tr>
<tr>
<td>Stat.</td>
<td>$\pm 21$</td>
<td>$\pm 4$</td>
<td>$\pm 4$</td>
</tr>
<tr>
<td>PDFs</td>
<td>$\pm 24$</td>
<td>$\pm 16$</td>
<td>$\pm 13$</td>
</tr>
<tr>
<td>Experimental Syst.</td>
<td>$\pm 9$</td>
<td>$\pm 8$</td>
<td>$\pm 6$</td>
</tr>
<tr>
<td>Other Syst.</td>
<td>$\pm 13$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>$\pm 36$</td>
<td>$\pm 18$</td>
<td>$\pm 15$</td>
</tr>
</tbody>
</table>

Table 1: The value of $\sin^2\theta_{\text{eff}}$ with the breakdown of uncertainties from the ATLAS preliminary results at $\sqrt{s} = 8$ TeV with 20 fb$^{-1}$ [17] is compared to the projected $\sin^2\theta_{\text{eff}}$ measurements with 3000 fb$^{-1}$ of data at $\sqrt{s} = 14$ TeV for two PDF sets considered in this note. All the numbers values are given in units of $10^{-5}$. Note that other sources of systematic uncertainties, such as the impact of the MC statistical uncertainty, evaluated in Ref. [17] are not considered in this prospect analysis. For the HL-LHC prospect PDFs the “ultimate” scenario is chosen.

and SLD [26]. The accuracy of the measurement of the weak mixing angle obtained with an analysis of the $A_{FB}$ in Z-events with 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV with the ATLAS detector at HL-LHC exceeds the precision achieved in all previous single-experiment results to date and the measurement is dominated by PDF uncertainties. To explore the full potential of the HL-LHC data will be therefore essential to reduced PDF uncertainties. A moderate improvement of the sensitivity of this measurement is observed when using prospect PDF sets which include ancillary neutral current Drell-Yann measurements performed with the data collected during the high luminosity phase of the LHC, as included in PDF4LHC15$_{\text{HL-LHC}}$ set. Further improvements may be achieved when using additional data on $W$ charge asymmetry and with the structure function data from the LHeC collider.
Figure 3: Comparison of the expected precision of the effective leptonic weak mixing angle presented in this note to previous measurements at LEP-1 and SLD [26], at the Tevatron [25], and at the LHC [17, 22–24]. The overall LEP-1 and SLD average [1] is represented together with its uncertainty as a vertical band. The ATLAS results from this analysis are shown with different PDF set scenarios.
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Prospect study of electroweak production of a Z boson pair plus two jets at the HL-LHC

The ATLAS Collaboration

This note summarizes the prospect study for the electroweak production of a Z boson pair plus two jets at the high-luminosity LHC in the four-lepton channel, using 3000 fb$^{-1}$ of simulated pp collisions at a centre-of-mass energy of 14 TeV, to be recorded by the ATLAS detector at the HL-LHC. Simulated events were produced at generator level and detector effects of lepton and jet reconstruction and identification were estimated by corrections, assuming the mean number of interactions per bunch crossing of 200. The expected significance of the electroweak production has been studied, as well as the precision of the expected measurements of differential cross sections as a function of the dijet or ZZ invariant mass.
1 Introduction

The vector boson scattering (VBS) process is crucial for probing the mechanism of electroweak symmetry breaking in the Standard Model. At the LHC, the VBS process has been studied through the measurements of EW production of two vector bosons plus two jets (EW-VVjj). Evidence of the production of EW-VVjj processes at the LHC was seen by the ATLAS collaboration with 20.3 fb$^{-1}$ integrated luminosity of $\sqrt{s} = 8$ TeV pp collision data [1], where a 3.6 $\sigma$ excess was observed in the data over the background-only prediction. A 2.0 $\sigma$ excess was observed by the CMS collaboration with 19.4 fb$^{-1}$ integrated luminosity of $\sqrt{s} = 8$ TeV pp collision data [2]. In Run II, observations of the EW-VVjj processes have been reported by both the ATLAS and CMS collaborations in the same-sign WW channel [3, 4]. In the WZ channel, results were reported recently by both the ATLAS and CMS collaborations [5, 6]. With more data collected, evidence of the EW-VVjj processes with the ZZ final states (EW-ZZjj) also becomes possible. A recent publication from the CMS collaboration with 35.9 fb$^{-1}$ of data at 13 TeV [7] reported an observed (expected) significance of 2.7 (1.6) $\sigma$ of the EW-ZZjj process in the $\ell\ell\ell\ell$ ($\ell = e, \mu$) final state. The ZZ channel will benefit significantly from the increased luminosity at the high-luminosity LHC (HL-HLC).

In this note, a prospect study has been performed for the EW-ZZjj process at the HL-LHC in the $\ell\ell\ell\ell$ channel with the ATLAS detector. The VBS topology consists of two high-energy jets in the back and forward regions, with two vector bosons. Both the EW and QCD processes give the same final state, and the QCD VVjj process is the dominant background.

This study uses 3000 fb$^{-1}$ of simulated pp collisions at a centre-of-mass energy of 14 TeV, expected to be recorded by the ATLAS detector. Simulated events were produced at generator level. The detector effects of lepton and jet reconstruction and identification were estimated by corrections, assuming the mean number of interactions per bunch crossing of 200. The expected significance of the electroweak production has been studied, as well as the precision of the expected measurements of differential cross sections as a function of the dijet or ZZ invariant mass.

2 The ATLAS detector at the HL-LHC

The new Inner Tracker (ITk) [8] will extend the ATLAS tracking capabilities to pseudorapidity ($|\eta|$) up to 4.0. The upgraded Muon Spectrometer [9] at the HL-LHC, where a forward muon tagger is included, will also provide lepton identification capabilities to $|\eta|$ up to 4.0. The new high granularity timing detector (HGTD) [10] designed to mitigate the pile-up (PU) effects is also foreseen in the forward region of $2.4 < |\eta| < 4.0$. The expected performance of the upgraded ATLAS detector has been studied at the HL-LHC as reported in Ref. [11].
3 Simulation

The analysis is performed using particle-level events of the signal and background processes. The samples are generated at 14 TeV and with a fast simulation based on the parametrization of the ATLAS detector at HL-LHC [11].

Both the EW-ZZjj and QCD-ZZjj processes with the $ZZ \rightarrow \ell\ell\ell\ell$ decays are modelled using Sherpa 2.2.2 [12] with the NNPDF3.0NNLO [13] PDF set. Those samples are generated inclusively with $\ell\ell\ell\ell$ plus two jets, where hadronic decay of vector bosons are included. The analysis selections are optimized to enhance the EW-ZZjj processes.

The signal sample is generated with two jets at Matrix Element (ME) level. The background process of $pp \rightarrow \ell\ell\ell\ell + n$ partons is modelled with next-to-leading order (NLO) QCD accuracy for events with up to one outgoing parton and with leading order (LO) accuracy for the case with two and three partons, in a phase space of $m_{\ell\ell} > 4$ GeV and at least two leptons with $p_T > 5$ GeV.

Other backgrounds, such as irreducible ones from triboson and contributions with misidentified or non-prompt leptons, have minor contributions to the $\ell\ell\ell\ell$ channel and therefore are not included in this analysis.

In addition to hard scattering events, pile-up collisions are included with a mean number of interactions per bunch crossing of 200, and the impact is included in the reconstruction for each physics object used in this analysis: electrons, muons and jets.

Signal and background yields are scaled to an integrated luminosity of 3000 fb$^{-1}$ for this study.

4 Event selections and phase space definition

The analysis selection is based on the Run-II analysis [14] and has been modified according to the expected changes in the ATLAS detector at the HL-LHC, which includes lepton identification in the forward region up to $|\eta| = 4.0$.

Candidate events are selected with exactly four leptons (electrons or muons), consistent with the decays from two on-shell $Z$ bosons. The VBS topology is enhanced by requiring at least two jets with large invariant mass and $\eta$ separation. Detailed selection criteria are summarized below:

- Exactly four leptons with $p_T > 20, 20, 10$ and $7$ GeV, and $|\eta| < 4.0$.
- Two $Z$ candidates, minimizing $|m_{Z_1} - m_{ZFUG}| + |m_{Z_2} - m_{ZFUG}|$, where $m_{ZFUG}$ refers to the $Z$ mass value from PDG [15]. The candidate with the dilepton mass closest to $m_{ZFUG}$ is labelled as $Z_1$, while the other one as $Z_2$.
- $60 < m_{Z_1} < 120$ GeV and $60 < m_{Z_2} < 120$ GeV.
- $m_{\ell^+\ell^-} > 10$ GeV for all the same-flavour opposite-sign lepton pairs.
• PU jet suppression is applied for all PU jets in the region of $|\eta| < 3.8$, based on the expected ATLAS detector performance at the HL-LHC.

• At least two candidate jets satisfying $p_T > 30$ GeV with $|\eta| < 3.8$ or $p_T > 70$ GeV with $3.8 < |\eta| < 4.5$, and not overlapping with any of the four leptons within a cone in the $\phi - \eta$ space $\Delta R(\ell, j) < 0.2$.

• Two leading-$p_T$ jets (denoted as $j_1$ and $j_2$) satisfying $\eta^{j_1} \times \eta^{j_2} < 0$.

• $m_{jj} > 600$ GeV and $|\Delta \eta(jj)| > 2$.

In addition, a fiducial phase space is defined at generator level with the same kinematic selections as listed above, and it is used to study the expected precision of the cross-section measurements.

The numbers of selected signal and background events are summarized in Table 1, normalized to 3000 fb$^{-1}$ data. In addition to the baseline selection listed above, two alternative selections are also studied to compare different detector scenarios at the HL-LHC. The first one, with the lepton $|\eta|$ cut being limited to 2.7, is used to understand the improvement due to forward lepton reconstruction and identification with the upgraded ATLAS detector. The second one, with the PU jet suppression being only applicable up to $|\eta| = 2.4$, is deployed to see the benefit from extending the rejection range of PU jets at the HL-LHC. The extended tracking coverage improves the lepton detection efficiency and can increase the number of events with $\ell\ell\ell\ell$ and two jets in the final state by 15 to 30%, providing larger event yield for differential cross-section measurements. However, the overall significance of observing the EW-ZZjj process does not improve as much, due to larger increase of the QCD-ZZjj background contribution. This is an effect of the ZZ system from EW processes being more centrally produced than the ZZ system from QCD processes, as shown in Figure 1, where the distributions of the events as a function of the centrality variable is shown for both EW and QCD processes. The centrality of the ZZ system is defined as

$$ZZ\text{ centrality} = \frac{|y_{ZZ} - (y_{j1} + y_{j2})/2|}{|y_{j1} - y_{j2}|}$$  

The distributions of the dijet invariant mass ($m_{jj}$), the ZZ invariant mass ($m_{ZZ}$) and the $\phi$ separation of two $Z$ bosons ($|\Delta \phi(ZZ)|$), after the event selection and normalized to 3000fb$^{-1}$, are also shown in Figure 1.

<table>
<thead>
<tr>
<th>Selection</th>
<th>$N_{EW-ZZjj}$</th>
<th>$N_{QCD-ZZjj}$</th>
<th>$N_{EW-ZZjj} / \sqrt{N_{QCD-ZZjj}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>432 ± 21</td>
<td>1402 ± 37</td>
<td>11.54 ± 0.58</td>
</tr>
<tr>
<td>Leptons with $</td>
<td>\eta</td>
<td>&lt; 2.7$</td>
<td>373 ± 19</td>
</tr>
<tr>
<td>PU jet suppression only in $</td>
<td>\eta</td>
<td>&lt; 2.4$</td>
<td>536 ± 23</td>
</tr>
</tbody>
</table>

Table 1: Comparison of event yields for signal ($N_{EW-ZZjj}$) and background ($N_{QCD-ZZjj}$) processes, and expected significance of EW-ZZjj processes, normalized to 3000 fb$^{-1}$ data at 14 TeV, with baseline and alternative selections. Uncertainties in the table refer to expected data statistical uncertainty at 14 TeV with 3000 fb$^{-1}$.
Figure 1: Detector-level distributions of EW and QCD processes after event selections for (a) $m_{jj}$, (b) $m_{ZZ}$, (c) $|\Delta\phi(ZZ)|$, (d) centrality of the $ZZ$ system, normalized to 3000 fb$^{-1}$. 

5 Systematics

The dominant systematics for $\ell\ell\ell\ell$ channel are from theoretical modelling of the QCD-ZZjj background processes. For theoretical sources, different sizes of systematics have been tested, at 5, 10 and 30% level on the background modelling. The 30% uncertainty is a conservative estimation from direct calculation by comparing different choices of PDF sets and QCD renormalization and factorization scales, following recommendation from PDF4LHC [16]. The uncertainty is driven by the QCD scale choices. The 5% one is an optimistic estimation where enough data events from QCD enriched control region at the HL-LHC could be used to provide constrain on the theoretical modelling of QCD-ZZjj processes.

For the experimental sources, the jet uncertainties have been checked following the studies in Ref. [11] and effect is within fluctuation of the simulated events, which is at 5% level. Thus, 5% uncertainty is used as a conservative estimate of the experimental uncertainties.

The final results largely rely on theoretical modelling of QCD-ZZjj background processes, thus results are presented under different conditions: the case with statistical uncertainty only, the case with statistical and experimental uncertainties, and the cases with additional theoretical uncertainties of 5, 10 and 30%. Statistical, experimental and theoretical uncertainties are treated as uncorrelated and summed up quadratically.

6 Results

The expected significance of EW-ZZjj production processes is calculated as

$$\text{Significance} = \frac{S}{\sqrt{\sigma(B)_{\text{stat.}}^2 + \sigma(B)_{\text{syst.}}^2}},$$

(2)

where $S$ denotes the number of signal events after selections, and $\sigma(B)_{\text{stat.}}$ and $\sigma(B)_{\text{syst.}}$ refer to the statistical and systematic uncertainties from background processes. Statistical uncertainty is estimated from expected data yield at 14 TeV with 3000 fb$^{-1}$.

A scan over different $m_{jj}$ cuts is performed and the result is shown in Figure 2 for luminosity of 3000 fb$^{-1}$. The scan is done from 600 GeV to 1.5 TeV, with a 50 GeV step.

The significance could be further improved with multivariate analysis techniques in the future.

In addition, the expected differential cross-section measurements of the EW-ZZjj processes at 14 TeV have been studied in the defined phase space, as a function of $m_{jj}$, and $m_{ZZ}$, as shown...
in Figure 3. The expected differential cross-section measurements are calculated bin by bin, following the equation

$$\sigma = \frac{N_{\text{pseudo-data}} - N_{\text{QCD-ZZjj}}}{L \times C_{EW-ZZjj}}, \quad C_{EW-ZZjj} = \frac{N_{\text{det.}}_{\text{EW-ZZjj}}}{N_{\text{part.}}_{\text{EW-ZZjj}}},$$

(3)

where $N_{\text{pseudo-data}}$ is the expected number of data events with 3000 fb$^{-1}$ luminosity, and $N_{\text{QCD-ZZjj}}$ and $N_{\text{EW-ZZjj}}$ are the number of predicted events from QCD-ZZjj and EW-ZZjj processes, respectively. The $C_{EW-ZZjj}$ factor refers to the detector efficiency for EW-ZZjj processes, calculated as number of selected signal events at detector level ($N_{\text{det.}}_{\text{EW-ZZjj}}$), divided by number of selected events at particle level in the fiducial phase space ($N_{\text{part.}}_{\text{EW-ZZjj}}$). The interference between EW-ZZjj and QCD-ZZjj processes is at a few percent level and is ignored.

Both the statistical only case (statistical uncertainty is estimated from expected data yield at 14 TeV with 3000 fb$^{-1}$) and the ones with different sizes of theoretical uncertainties on the background modelling are shown in Figure 3.

Figure 3: The projected differential cross-sections at 14 TeV for the EW-ZZjj processes as a function of (a) $m_{jj}$ and (b) $m_{ZZ}$. The top panel shows measurement with statistical only case, where statistical uncertainty is estimated from expected data yield at 14 TeV with 3000 fb$^{-1}$. The bottom panel shows impact of different sizes of systematic uncertainties.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.21</td>
<td>±0.02</td>
<td>±0.04</td>
<td>±0.05</td>
<td>±0.08</td>
<td>±0.21</td>
</tr>
</tbody>
</table>

Table 2: Summary of expected cross-section measurements with different theoretical uncertainties. The statistical uncertainty is estimated from expected data yield at 14 TeV with 3000 fb$^{-1}$. Different uncertainties are summed up quadratically.

7 Conclusion

The prospect study for the VBS ZZ at the HL-LHC in the four-lepton channel, using 3000 fb$^{-1}$ simulated pp collision at a centre-of-mass energy of 14 TeV has been presented. With a simplified cut-based analysis, the expected significance of the electroweak production has been shown, as well as the precision of the expected measurements of the integrated cross section and differential cross sections as a function of dijet or ZZ invariant mass. Under the assumption of theoretical uncertainty being constraint at 5% level for the QCD-ZZjj processes, the observation of the EW-ZZjj process can be reached with a significance of 7 $\sigma$. This is expected to be improved with multivariate analysis techniques in the future. For the integrated cross-section measurements of EW-ZZjj processes, the precision could reach at 20% level with the assumption of 5% theoretical uncertainty on the QCD-ZZjj processes. In the case of 30% theoretical uncertainty, the precision would be 100%.
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Study of $W^\pm W^\pm$ production via vector boson scattering at the HL-LHC with the upgraded CMS detector

The CMS Collaboration

Abstract

The prospects for the study of $W^\pm W^\pm$jj final states, produced in proton-proton collisions at centre-of-mass energy of 14 TeV via vector boson scattering (VBS), with the upgraded CMS detector at the High-Luminosity LHC (HL-LHC) are presented. The $W$ bosons are detected via their leptonic decays: $W \rightarrow e\nu$ or $\mu\nu$. The results from a study using a full simulation of the upgraded detector along with an average number of 200 proton-proton interactions per bunch crossing are presented in terms of the precision of the cross section measurement as a function of the total integrated luminosity. The significance of the polarized cross section measurement is also discussed.
1 Introduction

The ultimate test of the Higgs mechanism in electroweak symmetry breaking lies in the vector boson scattering (VBS) process. In proton-proton collisions at the TeV energy scale at the LHC, the study of the scattering of a pair of weak gauge bosons, \( qq \rightarrow qqVV \), where \( V = W \) or \( Z \), can potentially reveal the actual process responsible for the generation of mass of the \( W \) and \( Z \) bosons [1–3]. In particular, the study of longitudinally polarized vector boson scatterings would clearly indicate the presence of new interactions, if any, in the electroweak symmetry breaking sector.

Same-sign W-pair (\( W^\pm W^\pm \)) production is among the most promising channels to study this phenomenon, and involves several contributions at the leading order, including quartic gauge couplings due to the non-abelian nature of the weak gauge bosons [4, 5]. Figure 1 shows some of the representative Feynman diagrams for the \( W^\pm W^\pm \) VBS process. The Higgs boson-mediated diagram cancels the divergence of the cross section from the other processes, thus restoring unitarity.

![Figure 1: Representative Feynman diagrams for \( W^\pm W^\pm \) electroweak production in proton-proton collisions: (left) t-channel Higgs boson exchange, (middle) t-channel Z/\( \gamma \) exchange with triple gauge couplings, (right) quartic gauge coupling.](image)

Electroweak \( W^\pm W^\pm \) production at the LHC has been already observed by the CMS Collaboration with a significance of 5.5 standard deviations in proton-proton collisions corresponding to an integrated luminosity \( \mathcal{L} = 35.9 \text{ fb}^{-1} \) at \( \sqrt{s} = 13 \text{ TeV} \) [6]. The ATLAS Collaboration has also recently reported a similar measurement [7]. Only leptonic decays of the \( W \) bosons into electron or muon and a neutrino were considered, leading to final states with two same-sign leptons, two jets and missing transverse momentum from the neutrinos.

Since the \( W^\pm W^\pm \) scattering process, followed by the leptonic decays of both \( W \)s, has a very low cross section, \( \mathcal{O}(1 \text{ fb}) \), any experimental study should strongly benefit from the large data volume to be delivered by the HL-LHC, corresponding to \( \mathcal{L} \) up to about 3000 \( \text{ fb}^{-1} \) per experiment. The upgrades in the Phase 2 CMS detector, such as the tracking detector with extended acceptance, are expected to improve the experimental sensitivity in a complementary way. In particular, as the event topology is characterized by two jets in the forward and backward regions, the planned highly granular calorimeter in the mid-rapidity region should significantly enhance the capability to observe this signal.

This document describes the prospects for the study of VBS with \( W^\pm W^\pm \) at \( \sqrt{s} = 14 \text{ TeV} \) at the HL-LHC with the Phase 2 upgraded CMS detector. Results are presented for a range of \( \mathcal{L} \), from 300 \( \text{ fb}^{-1} \) through 6000 \( \text{ fb}^{-1} \), where the first value corresponds to one year of proton-proton collision data, and the latter one to 10 years of combined data sets collected by the ATLAS and CMS experiments.

The data-taking conditions at the HL-LHC correspond to instantaneous luminosity of about 5–
$7.5 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1}$ and up to about 200 proton-proton interactions (pileup) per bunch crossing, on average. The $W^\pm W^\pm$ events are selected in the final state containing a same-sign lepton pair ($ee/e\mu/\mu\mu$) accompanied by a pair of jets consistent with the VBS process. We also explore the prospect of observing the longitudinally polarized component in $W$ boson scattering.

2 The CMS detector and event simulation

The CMS detector [8] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [9], and to cope with the demanding operational conditions at the HL-LHC [10–14]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively; the high-level software trigger is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers, resistive plate chambers and drift tubes. New muon detectors based on improved resistive plate chamber and gas electron multiplier technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter ($|\eta| < 1.44$) will feature upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling, allowing high precision timing capability for photons. The hadronic calorimeter, consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers. The endcap ($1.57 < |\eta| < 3.0$) electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles in both barrel and endcap regions is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices, which will help mitigate the performance degradation of the CMS experiment due to high pileup rates.

A detailed overview of the CMS detector upgrade program is presented in Refs. [10–14], while the expected performance of the reconstruction algorithms and the strategy to tackle the pileup issue is summarised in Ref. [15].

Signal samples for electroweak production, referred to as EWK $W^\pm W^\pm$, as well as the dominant background process, $W^\pm W^\pm + 2$ jets produced through strong interactions, referred to as QCD $W^\pm W^\pm$, are generated using MadGraph v5.4.2 [16] and the leading order version of the parton distribution function set NNPDF v3.0 [17] with strong coupling constant $\alpha_s(M_Z) = 0.13$ and the four-flavor scheme. The information about the polarization of the individual $W$ bosons in the signal process is extracted by generating a separate set of events using the v1.5.14 of the DECAY package of MadGraph. The other background processes considered in this analysis are $t\bar{t} +$ jets, single top, and single anti-top, which are simulated with POWHEG [18–21]; inclusive Drell–Yan, $W\gamma$, ZZ and WZ, which are simulated with MadGraph; triboson processes, including $WW\gamma$, $WZZ$, $WWZ$, $WZ$ and $ZZ$, which are simulated with MadGraph5_aMC@NLO [22, 23]; and QCD multijet production, which is simulated with PYTHIA v8.212 [24]. The PYTHIA package is used for parton showering, hadronization, and the underlying event simulation, with the parameter set of the CUETP9M1 tune [25] for all simulated...
samples. The generated events use a fully simulated description of the Phase 2 CMS detector, implemented using the GEANT4 package [26].

3 Physics object reconstruction and event selection

The physics objects are reconstructed with algorithms developed for the Phase 2 upgraded CMS detector proposed for the HL-LHC. The event selection strategy is similar to the recently published analysis using 13 TeV data [6].

Selected electrons or muons are required to pass identification criteria and have $p_T > 20$ GeV and $|\eta| \leq 3.0$. The relative isolation, which is defined as the ratio of the isolation variable to the $p_T$ of the lepton candidate, is required to be less than 0.15 (0.21) for the barrel (endcap) region for electron candidates, and less than 0.15 for muon candidates. The isolation is defined as the sum of the $p_T$ of tracks in a cone of radius $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} = 0.3$ around the direction of the lepton candidate, and is corrected for the pile-up contribution. In addition, for electrons, no missing hits in the tracker subsystem are allowed and any electron overlapping with an isolated photon candidate within $\Delta R < 0.2$ is not considered as an electron candidate. The latter requirement significantly reduces the contribution from $W \gamma$ events where the photon is misreconstructed as an electron.

Jets are reconstructed using FASTJET [27] with the anti-$k_T$ clustering algorithm [28], using a distance parameter of 0.4. The pileup per particle identification [29] algorithm (PUPPI) is used to remove the contributions due to pileup from the resulting jets. The events are required to have at least two reconstructed jets with $p_T > 50$ GeV and $|\eta| < 4.7$. The jets are not considered if they overlap with any of the isolated lepton or photon candidates, within $\Delta R = 0.4$. In the region $|\eta| > 3$ the probability for PU jets to pass the PUPPI requirements increases significantly. We expect this effect to be corrected at the HL-LHC. To keep the probability flat as a function of $\eta$ at a level of about 20%, only 20 randomly selected reconstructed jets in the region $|\eta| > 3$, out of 100, that do not match the generated jets originating from the hard interaction are accepted.

The shape of the invariant mass $m_{jj}$ distribution of the two $p_T$-leading jets is shown in Fig. 2 (left). Compared to the background processes, the EWK $W^\pm W^\pm$ signal distribution is harder, as expected. In all plots the symbol V corresponds to either a $W$ or a $Z$ boson, while “others” includes $t\bar{t}V$, $tV$, $tW$, $\bar{t}W$, tribosons, Drell–Yan and $W +$ jets processes. The characteristic topology of the VBS process is even more evident in the distribution of the absolute value of the difference in pseudorapidity of the two leading jets, $|\Delta \eta_{jj}|$, as presented in Fig. 2 (right). To select VBS-type events, the jets are required to satisfy $m_{jj} \geq 500$ GeV and $|\Delta \eta_{jj}| \geq 2.5$.

The selected jets in the signal process are expected to originate from light quarks. In order to suppress background contribution from $t\bar{t}$ production, events are rejected if there is a $b$ tagged jet in the event with $|\eta| < 2.4$. The $b$ tagging of a jet is performed with the Deep Combined Secondary Vertex discriminator [30], which is based on a deep neural network [31].

The selected events are required to have exactly two isolated lepton candidates of the same charge. Any event with additional identified and isolated lepton candidates with $p_T > 10$ GeV is rejected. The invariant mass $m_{\ell\ell}$ of the two leptons is required to be above 20 GeV to avoid potential contributions from low-mass resonances. Furthermore, to reduce the background from $Z \rightarrow e\mu$ decays, where one of the electron charges is misidentified, the events with di-electron mass within 15 GeV from the nominal Z boson mass, 91.2 GeV, are excluded. Given that the charge misidentification probability for a muon is low, the estimated background from $Z \rightarrow \mu\mu$ is negligible, and no dimuon invariant mass constraint is imposed.
Figure 2: Shape comparisons for signal and background processes. Left: Invariant mass of the two leading jets. Right: The difference in pseudorapidity between them.

Since leptons in the EWK $W^+W^-$ process are expected to be located in the central region defined by the forward-backward jets, non-VBS background can be suppressed with the Zeppenfeld variable [32]. For a given lepton with pseudorapidity $\eta_\ell$, it is defined as

$$Z_\ell = \frac{\eta_\ell - 0.5(\eta_1 + \eta_2)}{|(\eta_1 - \eta_2)|},$$

where $\eta_1$ and $\eta_2$ refer to the pseudorapidities of the leading and subleading jets. The distribution of this variable is shown in Fig. 3 (left). The maximum value of this variable, $Z_{\text{MAX}}$, for either of the leptons is required to be less than 0.75.

The missing transverse momentum for the signal events is presented in Fig. 3 (right) along with the distributions for the background processes. We further suppress background by requiring events to have missing transverse momentum above 40 GeV.

4 Results

4.1 Uncertainty in the VBS cross section measurement

The expected event yields are summarized in Table 1. The $m_{jj}$ distribution after the full event selection for $L = 3000$ fb$^{-1}$ is presented in Fig. 4 (left). At this stage the main background consists of inclusive $t\bar{t}$ as well as $WZ$ processes where the third lepton in the event was not reconstructed within the detector acceptance.

Since the current analysis is based on simulated events generated according to their corresponding standard model cross sections, the expected yields can only be used to estimate the uncertainty in the expected cross section measurement as a function of integrated luminosity. It is done by fitting the $m_{jj}$ distribution using a binned maximum likelihood approach with all systematic uncertainties in the form of nuisance parameters with log-normal distributions. The correlations among different sources of uncertainties are taken into account while the different final states, $ee$, $e\mu$ and $\mu\mu$, are considered as independent channels in the fit.
4. Results

Figure 3: Shape comparisons for the signal and background processes. Left: The maximum of the Zeppenfeld variable for leptons. Right: Missing transverse momentum.

Table 1: Expected yields for signal and background contributions for $\mathcal{L} = 3000 \text{ fb}^{-1}$.

<table>
<thead>
<tr>
<th>Process</th>
<th>Expected yield, $\mathcal{L} = 3000 \text{ fb}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^\pm W^\mp$ EWK</td>
<td>5368</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>5515</td>
</tr>
<tr>
<td>WZ</td>
<td>1421</td>
</tr>
<tr>
<td>$W\gamma$</td>
<td>406</td>
</tr>
<tr>
<td>$W^\pm W^\mp$ QCD</td>
<td>196</td>
</tr>
<tr>
<td>Total background</td>
<td>7538</td>
</tr>
</tbody>
</table>
The major sources of uncertainty considered in this analysis are referred to as the “YR18 systematic uncertainty scenario”. Here theoretical uncertainties are reduced by a factor of two compared to the current situation, while experimental components are scaled down with the square root of the integrated luminosity until they reach a defined minimum value based on estimates of the achievable accuracy with the upgraded detector. The impact of the uncertainties on the signal strength, defined as the ratio of the observed cross section to the expected, are summarized in Table 2 for $L = 300$ and $3000 \text{ fb}^{-1}$, corresponding to 1 and 10 years of HL-LHC operation, respectively. The total uncertainty is presented in Fig. 4 (right) as a function of the integrated luminosity. The values of $L$ exceeding $3000 \text{ fb}^{-1}$ are considered in the case where the measurements from CMS and ATLAS will be combined, effectively doubling the total integrated luminosity.
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**Figure 4**: Left: The distribution of the invariant mass of the two leading jets after the selection requirements for an integrated luminosity of $3000 \text{ fb}^{-1}$. Right: The estimated uncertainty in the EWK $W^+W^-$ cross section measurement as a function of the integrated luminosity (with YR18 systematic uncertainties).

The input value for each source of the systematic uncertainty in Table 2 corresponds to the expected achievable precision at the HL-LHC; its effect on the signal strength is studied by varying the parameter of interest, keeping all others fixed. The uncertainty due to the $b$ tag misidentification probability, the probability for a non-$b$ jet to pass the $b$ tag requirements, has the biggest impact, since it directly affects the number of selected signal events. Conversely, the $b$ tag efficiency has very small impact, since the top contribution is constrained in the fit. It may be noted that the total experimental uncertainty decreases by more than a factor of two when moving from 300 to $3000 \text{ fb}^{-1}$. While none of the considered components of systematics has a statistical component, this arises from the better constraints on the nuisances from the fit with higher event yields.

### 4.2 Measurement of the longitudinally polarized $W^\pm W^\pm$ scattering

The total $W^\pm W^\pm$ VBS cross section can be decomposed into the polarized components based on the decays of the individual $W$ bosons. Either or both can be longitudinally (L) or transversely (T) polarized, giving rise to final states of LL, TT and the mixed state of LT. The LL component is expected to be only about 6–7% of the total VBS cross section for jet $p_T > 50 \text{ GeV}$. However,
5. Summary

Table 2: The systematic uncertainties considered in this analysis and their impact on the signal strength for two different integrated luminosities. For comparison, the expected statistical uncertainty is shown in the first row.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Input</th>
<th>300 fb$^{-1}$ (1 year)</th>
<th>3000 fb$^{-1}$ (10 years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical uncertainty</td>
<td></td>
<td>5.7%</td>
<td>1.8%</td>
</tr>
<tr>
<td>Trigger efficiency (electron)</td>
<td>1.0%</td>
<td>0.5%</td>
<td>0.2%</td>
</tr>
<tr>
<td>Trigger efficiency (muon)</td>
<td>1.0%</td>
<td>1.1%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Electron id + iso. efficiency</td>
<td>1.0%</td>
<td>0.6%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Muon id + iso. efficiency</td>
<td>0.5%</td>
<td>0.9%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>0.5–3.7%</td>
<td>1.0%</td>
<td>0.4%</td>
</tr>
<tr>
<td>b tag (stat. component)</td>
<td>1.0%</td>
<td>0.2%</td>
<td>0.3%</td>
</tr>
<tr>
<td>b tag misidentification</td>
<td>1–2%</td>
<td>1.4%</td>
<td>1.2%</td>
</tr>
<tr>
<td>Misidentified lepton from $t\bar{t}$</td>
<td>5–20%</td>
<td>3.5%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Misidentified lepton from $W\gamma$</td>
<td>20%</td>
<td>0.3%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Stat. accuracy of $W\gamma$ sample</td>
<td>30%</td>
<td>0.4%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Total (stat + experimental syst)</td>
<td></td>
<td>7.6%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Theoretical/QCD scale</td>
<td>3.0%</td>
<td>3.0%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Total (stat + syst + lumi + theory)</td>
<td>8.2%</td>
<td>4.5%</td>
<td></td>
</tr>
</tbody>
</table>

The shape of different kinematic variables can be used to extract the LL component of the total EWK $W^\pm W^\pm$ cross section.

The difference in azimuthal angle between the two leading jets, $\Delta\phi_{jj}$, has the potential for discriminating the LL component of the VBS scattering from TT and LT contributions. Since the signal-to-background separation for the EWK $W^\pm W^\pm$ process improves with increasing $m_{jj}$ as shown in Fig. 4 (left), the $\Delta\phi_{jj}$ distributions are studied in two ranges of $m_{jj}$: for 500–1100 GeV and above 1100 GeV, as shown in Fig. 5. The plots present the relative contributions of different polarized states to the total EWK $W^\pm W^\pm$ cross section.

It is evident that the relative contribution of the LL component increases with $\Delta\phi_{jj}$. Figure 6 shows the combination of signal and background yields as a function of $\Delta\phi_{jj}$ in the two $m_{jj}$ regions. The signal, when both $W$ bosons are longitudinally polarized (LL), is visible at high values of $\Delta\phi_{jj}$ above the contributions from transverse polarizations (LT and TT) and the dominant backgrounds.

Using these distributions and the same procedure as for the VBS cross section measurement, the significance for the observation of the LL process is estimated as a function of integrated luminosity. The significance is found to be 1.2 and 2.7 standard deviations for $\mathcal{L} = 300$ and 3000 fb$^{-1}$ respectively. The gradual improvement of signal significance as a function of integrated luminosity is shown in Fig. 7.

5 Summary

The prospects for the study of the $W^\pm W^\pm jj$ final states produced via vector boson scattering (VBS) in pp collisions at the HL-LHC have been presented. The signal and background events were generated with a full simulation of the response of the Phase 2 upgraded CMS detector. The $W$ bosons are detected via their leptonic decays into $e\nu$ or $\mu\nu$. It is shown that the total ex-
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**Figure 5:** The shape comparison of the LL, LT and TT components in the distribution of the azimuthal angle difference between the two leading jets for the VBS $W^+W^-$ process for dijet invariant mass between 500 to 1100 GeV (left), and above 1100 GeV (right).
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**Figure 6:** Distributions of the azimuthal angle difference between the two leading jets for dijet invariant mass in the range 500–1100 GeV (left) and above 1100 GeV (right). Stacked contributions from the signal and various backgrounds are shown.
experimental uncertainty in the VBS $W^\pm W^\pm$ cross section measurement decreases by more than a factor of two when moving from a total integrated luminosity of 300 to 3000 fb$^{-1}$, down to about 3%, and can be decreased even further if the results from CMS and ATLAS experiments are combined. The analysis demonstrates the sensitivity for measuring the longitudinally polarized component of the $W^\pm W^\pm$ VBS production. The expected significance for an integrated luminosity of 3000 fb$^{-1}$ is estimated to be 2.7 standard deviations, and can exceed a value of 3 for a combination of the CMS and ATLAS measurements.
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Prospects for the measurement of the $W^\pm W^\pm$ scattering cross section and extraction of the longitudinal scattering component in $pp$ collisions at the High-Luminosity LHC with the ATLAS Experiment

The ATLAS Collaboration

Prospects for measuring the $W^\pm W^\pm jj$ vector boson scattering process with 3000 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 14$ TeV at the High-Luminosity Large Hadron Collider are studied. Events containing two same-sign leptons, missing transverse momentum, and at least two jets are analysed using simulated events parameterised to take into account the expected detector effects, and the typically data-driven backgrounds arising from charge misidentification and jets faking leptons are also included using the parameterisation functions. The cross section for the electroweak production process is extracted from a fit to the dijet invariant mass distribution, and an expected total uncertainty of 6% is achieved. We find the purely longitudinal scattering component can be extracted with an expected significance of $1.8\sigma$ from a binned likelihood fit to the dijet azimuthal separation distribution.
1 Introduction

The study of the scattering of two massive vector bosons \( V = W, Z \) (vector boson scattering, VBS) provides a key opportunity to probe the nature of the electroweak symmetry breaking (EWSB) mechanism as well as physics beyond the Standard Model (SM) [1, 2]. It is still unknown whether the discovered Higgs boson [3, 4] preserves unitarity of the longitudinal scattering amplitude at all energies, or if other new physics processes are involved [5–9]. In the VBS topology, two incoming quarks radiate bosons which interact, yielding a final state of two jets from the outgoing quarks, and two massive bosons which decay into fermions. This final state can be the result of \( VVjj \) electroweak (EW) production with and without a scattering topology, or of processes involving the strong interaction, shown in the Feynman diagrams in Figures 1, 2, and 3, respectively.

![Feynman diagrams](image)

Figure 1: Representative Feynman diagrams for \( VVjj \) EW production with a scattering topology (VBS) including either a triple gauge boson vertex with production of a boson in the \( s \)-channel (top left diagram), the \( t \)-channel exchange (top middle diagram), quartic gauge boson vertex (top right diagram), or the exchange of a Higgs boson in the \( s \)-channel (bottom left diagram) and \( t \)-channel (bottom right diagram). The lines are labeled by quarks \( (q) \), vector bosons \( (V) \), and fermions \( (f) \). Particles with different indices may or may not have the same flavour.

![Feynman diagrams](image)

Figure 2: Representative Feynman diagrams for \( VVjj \) EW production excluding the vector-boson scattering topology (non-VBS). The lines are labeled by quarks \( (q) \), vector bosons \( (V) \), and fermions \( (f) \). Particles with different indices may or may not have the same flavour.

With the largest cross-section ratio of electroweak to strong production [10, 11], events with \( W^\pm W^\pm \) plus...
two jets \((W^\pm W^\pm jj)\) provide one of the best opportunities to study the scattering of two vector bosons. The \(W^\pm W^\pm jj\) VBS processes (Figure 1) include the contributions from triple gauge vertices in the \(t\)-channel, quartic gauge vertices, and the \(t\)-channel Higgs-mediated diagram. The non-VBS EW processes with the same final state (Figure 2) also contribute to the signal, but the signal region contributions can be suppressed through kinematic selections used in the analysis. Interactions involving at least two strong couplings \((W^\pm W^\pm jj\) QCD\) are considered as background (Figure 3). We do not consider interference between the EW and QCD processes in this note. ATLAS and CMS have both observed the EW process at 13 TeV with significances 6.9 \(\sigma\) and 5.5 \(\sigma\), respectively [12, 13]. The focus for the High Luminosity LHC (HL-LHC) physics program will be the measurement of the scattering cross section of two longitudinally polarised \(W\) bosons.

The ATLAS detector [14, 15] is a multi-purpose particle detector with a cylindrical geometry. It consists of layers of inner tracking detectors surrounded by a superconducting solenoid, calorimeters, and a muon spectrometer, and will need several upgrades to cope with the expected higher luminosity at the HL-LHC and its associated high pileup and intense radiation environment. The primary motivation for the upgrade design studies is to maximise the potential of the experiment for searches and measurements despite these harsh conditions. A new inner tracking system, extending the tracking region from \(|\eta| \leq 2.7\) up to \(|\eta| \leq 4.0\), will provide the ability to reconstruct forward charged particle tracks, which can be matched to calorimeter clusters for forward electron reconstruction, or associated to forward jets. The inner tracker extension also enables muon identification at high pseudorapidities if additional detectors (such as micro-pattern gaseous or silicon pixel detectors) are installed between the endcap calorimeters and the New Small Wheel [16] in the region \(2.7 < |\eta| \leq 4.0\). Despite being in an area without magnetic field, such detectors would increase the muon spectrometer acceptance and could be used to identify inner detector tracks in the forward region as muons, while relying entirely on the inner tracker for the momentum measurement. The impact of the addition of the High Granularity Timing Detector (HGTD) [17] is not considered.

In this note we study the \(W^\pm W^\pm jj\) EW production in the context of these planned upgrades, presenting the prospects for the measurement of the inclusive EW, and purely longitudinal scattering cross sections. With a more realistic background and systematics estimation, this result supersedes the prediction of the inclusive \(W^\pm W^\pm jj\) EW significance and measurement precision presented in [18].

---

1 The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal \(pp\) interaction point at the centre of the detector. The positive \(x\)-axis is defined by the direction from the interaction point towards the centre of the LHC ring, with the positive \(y\)-axis pointing upwards, while the beam direction is along the \(z\)-axis. Cylindrical coordinates \((r, \phi)\) are used in the transverse \((x, y)\) plane, \(\phi\) being the azimuthal angle around the beam direction. The pseudorapidity is defined in terms of the polar angle \(\theta\) from the \(z\)-axis as \(\eta = -\ln[\tan(\theta/2)]\). The distance in \(\eta–\phi\) space between two objects is defined as \(\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\). Transverse energy is computed as \(E_T = E \cdot \sin \theta\).
2 Monte Carlo Samples

Various processes aside from QCD and EW $W^\pm W^\pm j j$ contribute to producing an experimental signature of two prompt leptons with the same electric charge, two jets, and missing transverse momentum in the final state. The dominant prompt background process is $WZ$+jets production where both bosons decay leptonically and one lepton fails identification or falls outside of the detector acceptance. Other processes with two prompt leptons with the same electric charge in the final state include the $t\bar{t}V$ process, $ZZ$+jets production, and multiple parton interactions. These other processes contribute only a few percent to the total background. The non-prompt-lepton background arises from processes with one or two jets misreconstructed as leptons, or leptons from hadron decays (including $b$- and $c$-hadron decays), such as $W$+jets and top quark production. Finally, processes such as $t\bar{t}$ and Drell-Yan production contribute with two prompt leptons of opposite electric charge where one lepton’s charge is misidentified. We do not consider background contributions from $W\gamma$ and $Z\gamma$ processes in this note.

Monte Carlo (MC) generators are used to model signal and background processes at a centre-of-mass energy of $\sqrt{s}=14$ TeV, with the number of events scaled to an integrated luminosity of $\mathcal{L}=3000$ fb$^{-1}$ as expected for the full HL-LHC physics program. The signal (VBS and non-VBS EW) and background (QCD) production of $W^\pm W^\pm j j$ events are simulated using Madgraph5_aMC@NLO [19] with the NNPDF3.0 PDF set [20], interfaced with PYTHIA v8 [21] for parton showering, hadronisation and underlying event modelling. An additional Madgraph5_aMC@NLO sample with polarisation information is produced, to separate the longitudinal contribution (LL) to the $W^\pm W^\pm j j$ process from the transverse and mixed contributions (LT+TT). In this sample the $W$ bosons are decayed, assuming they are on-shell and have no spin correlations, using the DECAY routine provided with MadGraph.

The $WZ$ process is simulated using SHERPA v2.2.0 [22–25] with next-to-leading order (NLO) accuracy in the strong coupling constant $\alpha_s$ for up to one associated parton, and leading order (LO) accuracy for two and three associated partons in the final state. Both QCD and EW production of $WZ$ processes are included in the $WZ$ background estimation. The generation of $ZZ$ events is done using SHERPA v2.2.2 with up to two additional partons in the final state. For the generation of triboson events, matrix elements for all combinations of $pp \to VVV$ ($V=W,Z$) have been generated using SHERPA v2.2.2 with up to two additional partons in the final state. Both fully leptonic decays, and processes in which one of the bosons decays hadronically, are considered. The generation of $W+$jets events is done for electron, muon, and tau final states using Madgraph5_aMC@NLO at LO and the NNPDF3.0 PDF set, plus PYTHIA v8 for fragmentation. They are simulated for up to one additional parton at NLO and up to two additional partons at LO. The generation of $Z+$jets events is done using the POWHEG-BOX event generator with the CT10 PDF set [26], plus PYTHIA v8 for parton showering and fragmentation. For the generation of top-quark pairs, the POWHEG-BOX v1 event generator with the CT10 PDF set in the matrix element calculations is used. Electroweak $Wt$-channel single-top quark events are generated using the POWHEG-BOX v1 event generator. This event generator uses the four-flavour scheme for the NLO matrix-element calculations together with the fixed four-flavour PDF set CT10-4F. For all top-quark processes, top-quark spin correlations are preserved (for t-channel, top-quarks are decayed using MadSpin). The parton shower, fragmentation, and underlying event are simulated using PYTHIA v6 with the CTEQ6L1 PDF set and the corresponding Perugia 2012 tune [27]. The top-quark mass is set to 172.5 GeV. The EvtGen v1.2.0 program [28] is used to decay bottom and charm hadrons for the POWHEG-BOX samples.

Additional pileup interactions are generated with PYTHIA v8 with the AU2 set of tuned parameters [29] and an average of 200 interactions per bunch crossing, and added event-by-event to the simulated samples.
3 Object and Event Selection

The analysis begins with particle-level objects, the detector simulation of which is estimated using smearing functions [30] derived from a full simulation of the ATLAS detector based on GEANT4 [31, 32], with the exception of pileup events which are fully simulated.

Lepton trigger and identification efficiencies are derived as a function of the lepton $\eta$ and $p_T$ and used to estimate the likelihood of a given lepton passing either the trigger or identification requirement, respectively. Muon transverse momentum and electron energy resolutions are also parameterised as a function of $\eta$ and either the transverse momentum (for muons) or transverse energy (for electrons). A tight isolation requirement is applied on the leptons. An estimation of the track- and calorimeter-based isolation is made, summing the momentum and energy, respectively, of stable generator-level particles with momenta greater than 1 GeV in a cone around each lepton. Only charged particles are taken into account for the track-based isolation, while the calorimeter-based isolation considers both charged and neutral particles, with the exception of neutrinos. The isolation criteria applied to each lepton are shown in Table 1, and are important for reducing the large contribution from non-prompt leptons originating from b-decays. An additional function for electrons\(^3\) parameterises the likelihood of charge misidentification as a function of $p_T$ and $\eta$.

<table>
<thead>
<tr>
<th></th>
<th>Electron Isolation</th>
<th>Muon Isolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track-based isolation cone size</td>
<td>$\Delta R &lt; 0.2$</td>
<td>$\Delta R &lt; 0.3$</td>
</tr>
<tr>
<td>Track-based isolation requirement</td>
<td>$\Sigma p_T/\Sigma p_T^\mu &lt; 0.06$</td>
<td>$\Sigma p_T/\Sigma p_T^\mu &lt; 0.04$</td>
</tr>
<tr>
<td>Calorimeter-based isolation cone size</td>
<td>$\Delta R &lt; 0.2$</td>
<td>$\Delta R &lt; 0.2$</td>
</tr>
<tr>
<td>Calorimeter-based isolation requirement</td>
<td>$\Sigma E_T/\Sigma p_T^\mu &lt; 0.06$</td>
<td>$\Sigma E_T/\Sigma p_T^\mu &lt; 0.15$</td>
</tr>
</tbody>
</table>

Table 1: Electron and muon isolation requirements.

The missing transverse momentum ($E_{T}^{\text{miss}}$) is defined at particle level as the transverse component of the vectorial sum of the final-state neutrino momenta. The $E_{T}^{\text{miss}}$ resolution is parameterised as a function of the overall event activity. Final-state particles with lifetime greater than 30 ps are clustered into jets (denoted as particle-level jets) using the anti-$k_t$ algorithm [33] with radius parameter $R = 0.4$. Final-state muons and neutrinos are not included in the jet clustering. To avoid double-counting jets associated with electrons, an overlap requirement is applied to exclude jets within a cone of $\Delta R_{e,j} < 0.05$ of any electron with transverse energy $> 7$ GeV. The particle-level jet momentum is smeared as a function of $p_T$ and $\eta$ to account for detector effects.

The experimental signature of the $W^+W^-$ scattering process consists of two leptons (electrons or muons) with the same electric charge, two jets well-separated in rapidity, and moderate $E_{T}^{\text{miss}}$. Events are preselected by either a single-muon or single-electron trigger requiring transverse momentum $p_T > 20$ and 25 GeV, respectively.

Jets with $p_T > 30$ GeV and $|\eta| < 4.5$ are considered for the analysis, and a selection requirement on all jets with transverse momenta below 100 GeV is applied in order to distinguish between jets resulting from the hard scatter interaction and jets from the accompanying soft interactions (pileup jets). This jet vertex

\(^2\) The muon New Small Wheel Phase 1 upgrade will have extended the muon trigger to $|\eta| \leq 2.7$.
\(^3\) The charge misidentification probability for muons is negligible.
requirement is based on the $p_T$ fraction of the jet tracks originating from the hard scattering vertex\(^4\). The probability to misidentify a pileup jet as resulting from the hard scattering process is assumed to be 2\%, with a resulting signal selection efficiency of 86\% for $|\eta| < 1.5$ and 80\% for $|\eta| > 2.9$ [34]. Jets either pass or fail this requirement, which is applied for jets with $|\eta| \leq 3.8$ where track information is available for the entire jet cone. To reduce the significant contamination from pileup jets, the $p_T$ threshold is increased from 30 to 70 GeV for jets outside the region where the vertex requirement is applied. The value of 70 GeV was chosen based on the $p_T$ and $\eta$ distributions of the fully-simulated pileup jets in the events, since most pileup jets have $p_T < 70$ GeV across the entire $\eta$ range. Jets passing the $p_T$ threshold and vertex requirements are preselected.

Electrons and muons with transverse momenta $p_T > 7$ and 6 GeV, respectively, and with pseudorapidity $|\eta| \leq 4.0$ are preselected. An electron fake rate parameterisation allows for a fraction of jets to also be considered as preselected electrons. The fake electron function is based on the expected probability of a jet being misidentified as an electron, parameterised as a function of jet $p_T$ and $\eta$.

After all the object selection criteria have been applied, the two highest $p_T$ jets are defined as the leading and sub-leading tag jets in the event, and the two highest $p_T$ leptons are defined as the leading and subleading signal leptons.

<table>
<thead>
<tr>
<th>Selection requirement</th>
<th>Selection value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal lepton kinematics</td>
<td>$p_T &gt; 25$ GeV and $</td>
</tr>
<tr>
<td>Tag jet kinematics</td>
<td>$p_T &gt; 30$ GeV and $</td>
</tr>
<tr>
<td>Dilepton separation and charge</td>
<td>exactly two signal leptons with $\Delta R_{\ell,\ell} \geq 0.3$, $q_{\ell_1} \times q_{\ell_2} &gt; 0$</td>
</tr>
<tr>
<td>Dilepton mass</td>
<td>$m_{\ell\ell} &gt; 20$ GeV</td>
</tr>
<tr>
<td>$Z_{ee}$ veto</td>
<td>$</td>
</tr>
<tr>
<td>$E_T^{miss}$</td>
<td>$E_T^{miss} &gt; 40$ GeV</td>
</tr>
<tr>
<td>Jet selection and separation</td>
<td>at least two jets with $\Delta R_{\ell,j} &gt; 0.3$</td>
</tr>
<tr>
<td>Number of b-tagged jets</td>
<td>0</td>
</tr>
<tr>
<td>Dijet rapidity separation</td>
<td>$\Delta \eta_{j,j} &gt; 2.5$</td>
</tr>
<tr>
<td>Number of additional preselected leptons</td>
<td>0</td>
</tr>
<tr>
<td>Dijet mass</td>
<td>$m_{jj} &gt; 500$ GeV</td>
</tr>
<tr>
<td>Lepton centrality(^5)</td>
<td>$\zeta &gt; 0$</td>
</tr>
</tbody>
</table>

Table 2: Default event selection criteria for $W^+W^-jj$ candidate events, with $\ell = e, \mu$ and $j$ as the leading or sub-leading jet.

The default event selection, as used in [34], is shown in Table 2, requiring two well-separated leptons of the same electric charge, and with $p_T > 25$ GeV. A minimum requirement on the dilepton mass reduces the contamination from low-mass Drell-Yan processes. Background contributions from $Z$ boson decays in the dielectron channel are significant, owing to a high likelihood of charge misidentification for electrons, so events with dilepton mass within 10 GeV of the $Z$ boson mass are excluded in the dielectron channel. In the dimuon channel we expect this contribution to be negligible. A requirement on $E_T^{miss}$ further reduces

---

\(^4\) The vertex corresponding to the hard scatter interaction, typically the vertex with the highest $\Sigma p_T^2$.

\(^5\) $\zeta = \min[\min(\eta_{\ell_1}, \eta_{\ell_2}) - \min(\eta_{j_1}, \eta_{j_2}), \max(\eta_{j_1}, \eta_{j_2}) - \max(\eta_{\ell_1}, \eta_{\ell_2})]$
the background from charge misidentified events. The *tag jets* are required to be well-separated in rapidity and to not overlap with the signal leptons, and events containing any b-tagged jets are vetoed. A veto on additional preselected leptons with $p_T > 7(6)$ GeV for electrons (muons) significantly reduces background from $WZ$ and $ZZ$ events. Finally, the *tag jets* are required to have a large invariant mass, and a requirement on the lepton centrality $\zeta$ is imposed to enhance the purity of the $W^\pm W^\pm jj$ electroweak signal.

<table>
<thead>
<tr>
<th>Selection requirement</th>
<th>Selection value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal lepton kinematics</td>
<td>$p_T &gt; 28$ GeV (leading lepton)</td>
</tr>
<tr>
<td></td>
<td>$p_T &gt; 25$ GeV (subleading lepton)</td>
</tr>
<tr>
<td>Tag jet kinematics</td>
<td>$p_T &gt; 90$ GeV (leading jet)</td>
</tr>
<tr>
<td></td>
<td>$p_T &gt; 45$ GeV (subleading jet)</td>
</tr>
<tr>
<td>Dilepton separation and charge</td>
<td>Exactly two signal leptons with $\Delta R_{\ell,\ell} \geq 0.3$, $q_{\ell_1} \times q_{\ell_2} &gt; 0$</td>
</tr>
<tr>
<td>Dilepton mass</td>
<td>$m_{\ell\ell} &gt; 28$ GeV</td>
</tr>
<tr>
<td>$Z_{ee}$ veto</td>
<td>$</td>
</tr>
<tr>
<td>$E_T^{miss}$</td>
<td>$E_T^{miss} &gt; 40$ GeV</td>
</tr>
<tr>
<td>Jet selection and separation</td>
<td>at least two jets with $\Delta R_{\ell,j} &gt; 0.3$</td>
</tr>
<tr>
<td>Number of b-tagged jets</td>
<td>0</td>
</tr>
<tr>
<td>Dijet rapidity separation</td>
<td>$\Delta \eta_{j,j} &gt; 2.5$</td>
</tr>
<tr>
<td>Number of additional preselected leptons</td>
<td>0</td>
</tr>
<tr>
<td>Dijet mass</td>
<td>$m_{jj} &gt; 520$ GeV</td>
</tr>
<tr>
<td>Lepton centrality</td>
<td>$\zeta &gt; 0.5$</td>
</tr>
</tbody>
</table>

Table 3: Optimised event selection criteria for $W^\pm W^\pm jj$ candidate events, with $\ell = e, \mu$ and $j$ as the leading or sub-leading jet. Criteria that differ with respect to the default selection are shown in bold.

An optimisation of the object and event selection criteria was also performed using the random grid search (RGS) cut-based algorithm [35], to improve the signal selection against the total background, here considering only the longitudinal contribution to the $W^\pm W^\pm jj$ scattering as signal. The optimisation was performed over the lepton and jet $p_T$, dilepton and dijet invariant mass, and centrality requirements, with the additional requirement that there be more than 1000 signal events remaining post-optimisation. The optimised selection criteria are shown in Table 3. The increased lepton and jet $p_T$ requirements significantly reduce background contributions, and loosening the centrality requirement increases the number of the typically softer longitudinal $W^\pm W^\pm jj$ events passing the selection. In the next section the event yields and cross section measurement for both the default and optimised sets of event selection criteria are presented. For the extraction of the longitudinal scattering significance, only the optimised set is used.

## 4 Results

The total number of inclusive signal ($W^\pm W^\pm jj$ EW) and background events expected after the full event selection for an integrated luminosity of $L = 3000$ fb$^{-1}$ is shown in Table 4. Events with either a misidentified charge electron, or a jet faking an electron, are summed for all background samples and combined into a
single entry titled "charge misidentification" or "jets faking leptons", respectively. The remaining $t\bar{t}$, single top, and $W$+jet events that pass the full event selection are listed as "Other non-prompt".

A total of 3490 signal events are expected, with 9888 background events. The relative fraction of signal to background events varies by final state, so the event yields for the separate channels, $\mu^{\pm}\mu^{\pm}, e^{\pm}e^{\pm}, \mu^{\pm}e^{\pm}$, and $e^{\pm}e^{\pm}$, are also shown. The number of expected signal and background events after the optimised full event selection are shown in Table 5. The dramatic reduction in the background yields is primarily a result of increasing the leading and subleading jet $p_T$ requirements, which rejects most of the background from fake and misidentified charge contributions from $W$, $Z$+jet events.

<table>
<thead>
<tr>
<th>Channel</th>
<th>All channels</th>
<th>$\mu^{\pm}\mu^{\pm}$</th>
<th>$e^{\pm}e^{\pm}$</th>
<th>$\mu^{\pm}e^{\pm}$</th>
<th>$e^{\pm}e^{\pm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^{\pm}W^{\pm}jj$ (QCD)</td>
<td>206.4</td>
<td>91.1</td>
<td>22.8</td>
<td>38.4</td>
<td>54.1</td>
</tr>
<tr>
<td>Charge Misidentification</td>
<td>2300</td>
<td>0.0</td>
<td>2100</td>
<td>90</td>
<td>160</td>
</tr>
<tr>
<td>Jets faking electrons</td>
<td>5000</td>
<td>0.0</td>
<td>3400</td>
<td>1200</td>
<td>340</td>
</tr>
<tr>
<td>$WZ + ZZ$</td>
<td>2040</td>
<td>500</td>
<td>438</td>
<td>423</td>
<td>680</td>
</tr>
<tr>
<td>Tribosons</td>
<td>115</td>
<td>47</td>
<td>15.4</td>
<td>21.6</td>
<td>31.2</td>
</tr>
<tr>
<td>Other non-prompt</td>
<td>210</td>
<td>110</td>
<td>20</td>
<td>60</td>
<td>27</td>
</tr>
<tr>
<td>Total Background</td>
<td>9900</td>
<td>750</td>
<td>6000</td>
<td>1900</td>
<td>1290</td>
</tr>
<tr>
<td>Signal $W^{\pm}W^{\pm}jj$ (EW)</td>
<td>3489</td>
<td>1435</td>
<td>432</td>
<td>679</td>
<td>944</td>
</tr>
</tbody>
</table>

Table 4: The expected signal and background event yields after the default full event selection for a corresponding integrated luminosity of $L=3000$ fb$^{-1}$. Events tagged as either "charge misidentification" or "jets faking leptons" are summed for all background samples and combined into a single entry each in the table. Both QCD and EW production of $WZ$ processes are included in the diboson background.

<table>
<thead>
<tr>
<th>Channel</th>
<th>All channels</th>
<th>$\mu^{\pm}\mu^{\pm}$</th>
<th>$e^{\pm}e^{\pm}$</th>
<th>$\mu^{\pm}e^{\pm}$</th>
<th>$e^{\pm}e^{\pm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^{\pm}W^{\pm}jj$ (QCD)</td>
<td>168.7</td>
<td>74.6</td>
<td>19.7</td>
<td>32.2</td>
<td>42.2</td>
</tr>
<tr>
<td>Charge Misidentification</td>
<td>200</td>
<td>0.0</td>
<td>11</td>
<td>30</td>
<td>160</td>
</tr>
<tr>
<td>Jets faking electrons</td>
<td>460</td>
<td>0.0</td>
<td>130</td>
<td>260</td>
<td>70</td>
</tr>
<tr>
<td>$WZ + ZZ$</td>
<td>1286</td>
<td>322</td>
<td>289</td>
<td>271</td>
<td>404</td>
</tr>
<tr>
<td>Tribosons</td>
<td>76</td>
<td>30.1</td>
<td>9.6</td>
<td>15.1</td>
<td>21.6</td>
</tr>
<tr>
<td>Other non-prompt</td>
<td>120</td>
<td>29</td>
<td>16.6</td>
<td>50</td>
<td>19</td>
</tr>
<tr>
<td>Total Background</td>
<td>2310</td>
<td>455</td>
<td>480</td>
<td>660</td>
<td>710</td>
</tr>
<tr>
<td>Signal $W^{\pm}W^{\pm}jj$ (EW)</td>
<td>2958</td>
<td>1228</td>
<td>380</td>
<td>589</td>
<td>761</td>
</tr>
</tbody>
</table>

Table 5: The expected signal and background event yields after the optimised full event selection for a corresponding integrated luminosity of $L=3000$ fb$^{-1}$. Events tagged as either "charge misidentification" or "jets faking leptons" are summed for all background samples and combined into a single entry each in the table. Both QCD and EW production of $WZ$ processes are included in the diboson background.

The dijet invariant mass distributions for all events are shown in Figure 4 for the default and optimised event selections. Additionally for the optimised selection, the dilepton invariant mass and the integrated
Figure 4: Dijet invariant mass distributions for events passing all selection criteria of the signal region, for the default (left) and optimised (right) event selections.

Figure 5: Dilepton invariant mass distribution (left), and integrated number of events as a function of dilepton invariant mass (right) for events passing all selection criteria of the signal region, for the optimised event selection.
Table 6: Expected experimental and rate uncertainties for an integrated luminosity of \( L = 3000 \text{ fb}^{-1} \).

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W^\pm W^\pm j j ) (EW)</td>
<td>3</td>
</tr>
<tr>
<td>Luminosity</td>
<td>1</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>0.5</td>
</tr>
<tr>
<td>Lepton reconstruction and identification</td>
<td>1.8</td>
</tr>
<tr>
<td>Jets</td>
<td>2.3</td>
</tr>
<tr>
<td>Flavour tagging</td>
<td>1.8</td>
</tr>
<tr>
<td>Jets faking electrons</td>
<td>20</td>
</tr>
<tr>
<td>Charge mis-ID</td>
<td>25</td>
</tr>
<tr>
<td>( W^\pm W^\pm j j ) (QCD)</td>
<td>20 5</td>
</tr>
<tr>
<td>Top</td>
<td>15 10</td>
</tr>
<tr>
<td>Diboson</td>
<td>10 5</td>
</tr>
<tr>
<td>Triboson</td>
<td>15 10</td>
</tr>
</tbody>
</table>

The uncertainties considered are given in Table 6. Experimental systematics on the trigger, leptons, jets, and flavour tagging are taken from the 13 TeV analysis unchanged, while for the baseline estimation, rate uncertainties on the backgrounds are halved. An "optimistic" set of uncertainties is also presented, where the uncertainties on the non-data-driven backgrounds are aggressively reduced.

With the default event selection and baseline set of uncertainties, the expected \( W^\pm W^\pm j j \) cross section obtained from the fit is \( 16.89 \pm 0.36 \) (stat) \( \pm 0.53 \) (theory) \( \pm 0.86 \) (sys) fb. With the optimised event selection the systematic uncertainty is reduced by 5%, with an expected cross section of 16.94 \( \pm 0.36 \) (stat) \( \pm 0.53 \) (theory) \( \pm 0.78 \) (sys) fb. Figure 6 shows the projection of the expected total uncertainty on the cross section, as well as the individual components, as a function of integrated luminosity, for the optimised event selection. Additionally, Figure 6 shows the projections with the "optimistic" set of uncertainties, which results in a small effect overall.

In the SM, the Higgs boson unitarisesthe longitudinal VV scattering amplitude completely. If, however, the SM is an effective theory of a more general one with an additional strongly-coupled sector, the unitarisation may be only partial, and new physics processes may be involved. In the context of \( W^\pm W^\pm j j \) scattering, two quantities that are particular sensitive to the longitudinal scattering component are the dijet azimuthal separation \( \Delta \phi (j, j) \) and leading lepton \( p_T \), with the longitudinal scattering preferentially occurring in the regions of large dijet separation and low leading lepton \( p_T \) \[36, 37\]. The shape comparisons of these\( ^6 e^+ e^+, e^- e^-, e^+ \mu^+, e^- \mu^-, \mu^+ e^+, \mu^- e^-, \mu^+ \mu^+, \mu^- \mu^- \)
Figure 6: Projection of the statistical (black), theoretical (blue), systematic (yellow) and total (red) uncertainties on the cross section as a function of integrated luminosity, for the optimised event selection using the baseline scenario (solid lines). The dashed lines show the systematic and total uncertainties on the cross-section for the optimistic scenario (see Table 6). The theoretical uncertainty refers to the signal only.

Figure 7: Shape comparisons for the dijet azimuthal separation $|\Delta \phi(j, j)|$ (left) and leading lepton $p_T$ (right) distributions, for the purely longitudinal (LL) and combined mixed and transverse (LT+TT) $W^\pm W^\pm jj$ events.
The $W^\pm W'^\pm$ scattering cross section (ATL-PHYS-PUB-2018-052)

Figure 8: Dijet azimuthal separation ($|\Delta \phi(j,j)|$) for $520 < m_{jj} < 1100$ GeV (left) and $m_{jj} > 1100$ GeV (right). An additional requirement on the subleading lepton pseudorapidity ($|\eta| < 2.5$) is made to reduce the contributions from the fake and charge-misidentified backgrounds.

Distributions for the purely longitudinal scattering contribution (LL) and the combined mixed (LT) and transverse (TT) contributions are shown in Figure 7.

Figure 9: Projection of the expected significance of the observation of the $W^+_L W'^-_L jj$ process as a function of integrated luminosity, for the optimised event selection using the baseline scenario, considering all the sources of uncertainty (black) or only the statistical uncertainty (red). The dashed lines show the expected significance for the optimistic scenario (see Table 6).

The $\Delta \phi(j,j)$, distribution is shown in Figure 8 for two regions of dijet mass, $520 < m_{jj} < 1100$ GeV and $m_{jj} > 1100$, with the contribution from the purely longitudinal scattering (LL) shown separately from that from the mixed and transverse contributions (LT+TT). An additional requirement restricting the pseudorapidity of the subleading lepton to the central region of the detector ($|\eta| < 2.5$) is made, which
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significantly reduces the contributions from the fake and charge-misidentified backgrounds. A simultaneous binned likelihood fit of the $\Delta \phi (j,j)$ distributions in the two regions of $m_{jj}$ is performed in four lepton flavour channels ($e^+ e^-, e^+ \mu^-, \mu^+ e^-, \mu^+ \mu^-$) to extract the longitudinal scattering significance, considering the LT+TT contributions as background. Due to the limited statistics, categorisation by lepton charge or leading lepton $p_T$ is not done in this case. The expected significance of the observation of the $W_L^+ W_L^- j j$ process obtained from the fit is $1.8\sigma$, with an expected precision of 47% on the measurement. Figure 9 shows the expected significance as a function of integrated luminosity.

Measuring VBS processes at a hadron collider is experimentally challenging due to small cross sections and the difficulty of separating longitudinal states from transverse ones. Recent studies [38] have shown that advances in machine learning can improve the prospects for the measurement of the $W_L^+ W_L^- j j$ process. In addition, improvements in the lepton selection efficiency will also help to improve the measurement by increasing the statistics in the signal region.

5 Conclusion

The $W^\pm W^\pm j j$ channel is one of the best channels with which to measure the scattering of two vector bosons. Prospects for measuring the $W^\pm W^\pm j j$ vector boson scattering process in proton-proton collisions at $\sqrt{s} = 14$ TeV at the High-Luminosity Large Hadron Collider have been studied using simulated events parameterised to take into account the expected detector effects in the high luminosity environment. With the optimised event selection a total of 2431 signal events are expected, for a background expectation of 1460 events. The cross section for the electroweak production process is extracted from a fit to the dijet invariant mass distribution, and an expected total uncertainty of 6% is achieved for an integrated luminosity of 3000fb$^{-1}$. Additionally, the purely longitudinal scattering component can be extracted with an expected significance of $1.8\sigma$ from a binned likelihood fit to the dijet azimuthal separation distribution.
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Prospects for the measurement of electroweak and polarized $WZ \to 3\ell\nu$ production cross sections at the High-Luminosity LHC
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Abstract

Prospects for the measurement of $WZ$ electroweak (EW) production in association with two jets at the High-Luminosity LHC are presented. The $W$ and $Z$ bosons are detected via their decays, $W \to e\nu, \mu\nu$ and $Z \to ee, \mu\mu$. The results are obtained by a projection of existing results at 13 TeV to 14 TeV. The expected uncertainty in the EW $WZ$ cross section measurement and significance of the observation of the polarized portion of the EW $WZ$ cross section are presented.
A study of the electroweak (EW) WZ production using 36.9 fb$^{-1}$ of proton-proton collisions at 13 TeV was recently reported by the CMS collaboration [1]. The existing EW results are strongly limited by the yields of the signal events, therefore the integrated luminosity expected at the end of the HL-LHC is mandatory to fully exploit this process via measurement of differential distributions and of the polarization of the final state bosons. The extension of these studies at the High-Luminosity LHC (HL-LHC) is of a great importance, since measurement of the polarized final states gives a direct access to the nature of the electroweak symmetry breaking via the exchange of a Higgs bosons in the t-channel. Any deviation from the standard model (SM) Higgs-gauge coupling could lead to a non-cancellation between gauge amplitudes and Higgs amplitudes, visible as an increase of the EW WZ cross section at large energies and can be measured by studying of the transverse and longitudinal portions of the WZ EW cross section. For such measurements the EW signal sample should be divided into three categories based on polarizations of the W and Z bosons: longitudinal-longitudinal (LL), with one boson transversely polarized (LT) and with both bosons transversely polarized (TT). In this note the precision of the EW WZ cross section measurement and significance of observation of the LL component are discussed. The results are presented as a function of integrated luminosity, where 300 fb$^{-1}$ corresponds to one year of CMS data taking, 3000 fb$^{-1}$ to ten years, as planned for the HL-LHC, and 6000 fb$^{-1}$ to the possible combination of the CMS and ATLAS results.

The future CMS measurements at the HL-LHC are expected to benefit from improvements in the detector and the event reconstruction, better accuracy in the luminosity measurements, and improved theoretical predictions that will become available at the HL-LHC. To perform the projection from existing data to the HL-LHC, the signal and background yields obtained from the Monte Carlo (MC) simulation and from data, for some backgrounds, at 13 TeV are scaled to 14 TeV using ratios of cross sections as predicted by the SM. These scaling factors vary for different processes. In general, the cross sections increase by 8 – 20% when changing from 13 to 14 TeV. For the EW production of WZ the increase is about 16%, for the QCD WW production about 8%. To justify that the 13 TeV MC samples can be used to describe the performance of the Phase-2 CMS detector at up to 200 additional pp interactions in the same and neighboring bunch crossings per event (pileup), the performance of lepton and jet identification algorithms at the HL-LHC is estimated using a Delphes simulation [2].

The CMS detector [3] will be upgraded to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions at the HL-LHC [4–8]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on an improved RPC design and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, accommodate trigger latency and bandwidth requirements, and provide 160 MHz sampling allowing high-precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic
and hadron calorimeters will be replaced with a new high-granularity sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap regions is envisaged to provide the capability for 4-dimensional (3 space and 1 time) reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [4–8], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [9].

The CMS EW WZ measurement at 13 TeV [1] used single electron, single muon, double electron, double muon, and muon-electron triggers. For projection of these results to the HL-LHC conditions, we assume no changes in thresholds of the triggers; the trigger efficiencies are also assumed to be the same. The events are selected with exactly three leptons, two of them must have opposite charge, same flavor, and to be consistent with a Z boson. The four possible final states are labeled as eee, eem, µµe, and µµµ, where the first two leptons are the leptons associated with the Z boson, and the third lepton is associated with the W boson. The leading lepton from the Z boson must have $p_T > 25$ GeV and the trailing lepton $p_T > 15$ GeV. The third lepton, associated with the W boson, must have $p_T > 20$ GeV. Events must have transverse missing momentum $P_T^{miss} > 30$ GeV to account for the presence of a neutrino from the W decay.

The events must additionally have at least two jets, reconstructed with Anti-$k_T$ algorithm with distance parameter 0.4, with $p_T > 50$ GeV and $|\eta| < 4.7$. The jets have to be separated from the lepton candidates by $\Delta R(jet, lepton) > 0.4$, to ensure distinct and isolated jets and leptons. The jet with the highest transverse momentum is chosen as leading jet and the jet with the second highest $p_T$ as subleading jet. To exploit the unique signature of the EW process the two jets are required to have a high dijet mass $m_{jj} > 500$ GeV and a large pseudorapidity separation $|\Delta\eta_{jj}| > 2.5$. We further require $|Zeppenfeld(3\ell)| = |\eta_{3\ell} - \frac{1}{2}(\eta_j + \eta_j)| < 2.5$, where $\eta_{3\ell}$ is the pseudorapidity of the trilepton system and $\eta_j$ are pseudorapidities of the leading and subleading jets. In addition, all lepton pairs must pass $m_{\ell\ell} > 4$ GeV to match the constraints, which are applied on the Monte Carlo samples. These constraints prevent problems with collinear emissions in theoretical calculations and suppress the contribution of low-mass resonances like J/$\psi$.

To reduce the $t\bar{t}$ background the lepton pair associated with the Z boson must have an invariant mass between 76 GeV and 106 GeV (i.e. a 15 GeV window around the Z mass) and no jet with $p_T > 30$ GeV passing the CSVv2 tight b tag working point [10] is allowed in the event. If the event contains more than one Z boson candidate, the lepton pair with an invariant mass closest to the Z mass is chosen. The trilepton mass has to be greater than 100 GeV to remove contributions from $Z\gamma$ events, where the photon radiated from the leptonic Z decay pair produces leptons. A detailed description of the identification and selection requirements can be found in Ref. [1] and is summarized in Table 1. The only difference with respect to the event selection in Ref. [1] is the extended pseudorapidity of the leptons reconstruction. In the Phase-2 CMS detector the electrons (muons) can be reconstructed in pseudorapidity range up to 3.0 (2.8), compared to 2.5 (2.4) in the existing CMS detector. The increase in the pseudorapidity coverage increases the yield for different decay channels by 5–8%. Extending the electron pseudorapidity coverage up to $|\eta| < 4$ is also under consideration, but this would require additional studies of systematic uncertainties and development of special reconstruc-
tion algorithms. Since this should have a minor effect on the final results, this extension is not considered in this analysis.

Table 1: Summary of event selection requirements.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T(\ell_{Z,1})$ [GeV]</td>
<td>$&gt; 25$</td>
</tr>
<tr>
<td>$p_T(\ell_{Z,2})$ [GeV]</td>
<td>$&gt; 15$</td>
</tr>
<tr>
<td>$p_T(\ell_W)$ [GeV]</td>
<td>$&gt; 20$</td>
</tr>
<tr>
<td>$</td>
<td>\eta(\mu)</td>
</tr>
<tr>
<td>$</td>
<td>\eta(e)</td>
</tr>
<tr>
<td>$</td>
<td>m_Z - m_{PDG}^Z</td>
</tr>
<tr>
<td>$m_{3\ell}$ [GeV]</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>$m_{\ell\ell}$ [GeV]</td>
<td>$&gt; 4$</td>
</tr>
<tr>
<td>$p_T^{\text{miss}}$ [GeV]</td>
<td>$&gt; 30$</td>
</tr>
<tr>
<td>$</td>
<td>\eta(j)</td>
</tr>
<tr>
<td>$p_T(j)$ [GeV]</td>
<td>$&gt; 50$</td>
</tr>
<tr>
<td>$\Delta R(j, \ell)$ [GeV]</td>
<td>$&gt; 0.4$</td>
</tr>
<tr>
<td>$n_j$</td>
<td>$\geq 2$</td>
</tr>
<tr>
<td>$p_T(b)$ [GeV]</td>
<td>$&gt; 30$</td>
</tr>
<tr>
<td>$n_{b-jet}$</td>
<td>$= 0$</td>
</tr>
<tr>
<td>$m_{jj}$</td>
<td>$&gt; 500$</td>
</tr>
<tr>
<td>$\Delta \eta(j_1, j_2)$</td>
<td>$&gt; 2.5$</td>
</tr>
<tr>
<td>$</td>
<td>\eta_{3\ell} - \frac{1}{2}(\eta_{j_1} + \eta_{j_2})</td>
</tr>
</tbody>
</table>

The expected signal and background yields after all selection requirements, corrected for the cross section increase from 13 to 14 TeV, detector acceptance improvements for the extension in pseudorapidity for leptons, and for integrated luminosity of 3000 fb$^{-1}$ are shown in Table 2. The nonprompt background is mainly caused by the production of $t \bar{t}$ and Drell–Yan events, where one or two jets are misidentified as leptons. This background is estimated from the 13 TeV data and scaled to 14 TeV. The scaling factor is based on simulation of the $t \bar{t}$ and Drell–Yan processes at 13 and 14 TeV.

As illustrated in Table 2, the major background to the EW production is QCD-induced production of WZjj events. Separating the EW and QCD-induced components requires exploiting the different kinematic signatures of the two processes. The relative fraction of EW process in WZjj production increases with increasing the dijet mass and angular separation of the leading jets. This motivates the use of a distribution of dijet mass in bins of angular separation.

Table 2: Expected signal and background yields for 3000 fb$^{-1}$, based on projection of corresponding yields from Ref. [1] and input systematic uncertainties as described in the text.

<table>
<thead>
<tr>
<th>Process</th>
<th>$eee$</th>
<th>$e\mu\mu$</th>
<th>$\mu\mu\mu$</th>
<th>all</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW-WZjj</td>
<td>380 ± 8</td>
<td>525 ± 10</td>
<td>763 ± 14</td>
<td>1089 ± 20</td>
</tr>
<tr>
<td>QCD-WZjj</td>
<td>476 ± 16</td>
<td>701 ± 22</td>
<td>927 ± 28</td>
<td>1383 ± 43</td>
</tr>
<tr>
<td>t+V/VVV</td>
<td>179 ± 17</td>
<td>264 ± 9</td>
<td>337 ± 10</td>
<td>594 ± 19</td>
</tr>
<tr>
<td>Nonprompt</td>
<td>19 ± 2</td>
<td>265 ± 14</td>
<td>665 ± 41</td>
<td>243 ± 12</td>
</tr>
<tr>
<td>VV</td>
<td>78 ± 3</td>
<td>49 ± 2</td>
<td>180 ± 8</td>
<td>92 ± 4</td>
</tr>
<tr>
<td>Zγ</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>296 ± 37</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>
\[ \Delta R_{jj} = \sqrt{(\Delta \eta_{jj})^2 + (\Delta \phi_{jj})^2}, \] between jets for the extraction of the EW \( WZjj \) cross section as shown as a one-dimensional histogram in Fig. 1.

![Figure 1: The \( m_{jj} \) distributions in bins of \( \Delta R_{jj} \) for 3000 fb\(^{-1}\).](image)

The measurement of the EW \( WZjj \) production cross section uses a maximum likelihood fit of this distribution performed simultaneously for four independent decay channels. The systematic uncertainties are represented by nuisance parameters in the fit and are allowed to vary according to their probability density functions. The correlations across bins, between different sources of uncertainty and decay channels are taken into account. The background contributions are allowed to vary within the estimated uncertainties.

### Table 3: Input systematic uncertainty (%) for each nuisance parameter used in the fit.

<table>
<thead>
<tr>
<th>Systematic Source</th>
<th>Type</th>
<th>Amount, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>Norm.</td>
<td>1</td>
</tr>
<tr>
<td>Nonprompt norm.</td>
<td>Norm.</td>
<td>10</td>
</tr>
<tr>
<td>b-tagging</td>
<td>Norm.</td>
<td>1-3</td>
</tr>
<tr>
<td>Electron scale and res.</td>
<td>Shape</td>
<td>1</td>
</tr>
<tr>
<td>Muon efficiency and res.</td>
<td>Shape</td>
<td>0.5</td>
</tr>
<tr>
<td>MET</td>
<td>Shape</td>
<td>1-4</td>
</tr>
<tr>
<td>Other background theory</td>
<td>Shape</td>
<td>1-5</td>
</tr>
<tr>
<td>QCD-WZjj PDF</td>
<td>Shape</td>
<td>1</td>
</tr>
<tr>
<td>QCD-WZjj Scale</td>
<td>Shape</td>
<td>3-4</td>
</tr>
<tr>
<td>EW-WZjj PDF</td>
<td>Shape</td>
<td>1</td>
</tr>
<tr>
<td>EW-WZjj Scale</td>
<td>Shape</td>
<td>2-3</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>Shape</td>
<td>1-3</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>Shape</td>
<td>1-4</td>
</tr>
</tbody>
</table>

The dominant sources of systematic uncertainty are summarized in Table 3. Since the cross section is measured using the differential distribution, the uncertainty can affect both the shapes and normalization of the distributions. In the table, uncertainties of type “Norm”, like luminosity uncertainty, only affect the yield of the events, while most of the uncertainties affect both normalization and shape of the distributions and are of the type “Shape”. The uncertainties in...
the table represent input uncertainties to the fit. Most of them, such as lepton efficiency, PDF uncertainties, and other experimental and theoretical uncertainties are expected to decrease to the 1% level at the HL-LHC. The largest uncertainties are theoretical uncertainties from the renormalization and factorization scale choice (“QCD scale”), jet energy scale and resolution. The result of the fit gives an uncertainty in the EW WZ cross section measurement, which is plotted as a function of integrated luminosity in Fig. 2. The uncertainty is expected to decrease with integrated luminosity and approach 3-4% at 3000-6000 fb$^{-1}$, where the systematic uncertainties will dominate the accuracy of the measured cross section.

Figure 2: The uncertainty in the EW WZ cross section measurement as a function of integrated luminosity.

The polarized LL component of the EW WZ process is of the order of 5% of the total EW WZ cross section, but since it has a pronounced dependence on the angular separation between jets, one can extract the significance of the LL observation using the same fit procedure as described above. The portion of the LL cross section in the total EW cross section is shown in Fig. 3 left, the uncertainties are statistical only. The right plot shows the event yields for the LL polarized and non-LL polarized portions of the total EW cross section for 3000 fb$^{-1}$. The LL contribution increases from 2-3% to 7-8% for high angular separation between jets and for high invariant mass of the dijet system. The distribution shown in the right plot is then used in the previously described fit instead of the total EW contribution. The LL is considered as a signal, the non-LL is considered as additional background together with other backgrounds shown in Fig. 1. The systematic uncertainties of the LL and non-LL portions within the EW cross section are considered as fully correlated. Since the LL yields are small and statistical uncertainties in each bin dominate, any additional systematic uncertainties that may change the LL to non-LL ratio are neglected. The significance of the LL observation as a function of integrated luminosity is shown in Fig. 4. The red curve presents the significance if only statistical uncertainties of the measurements are taken into account and the black line includes also systematic uncertainties. There are different possible improvements under discussion that may increase the sensitivity of this measurement in the future. The $\Delta \phi$ and $\Delta \eta$ separation between jets can be used separately, thus increasing the complexity of the fit to a three dimensional, multivariate approach with few variables may also increase significance of the LL measurement. Such studies will require significant increase in statistics of the MC samples and full simulation of the CMS detector.
2.17. Electroweak and polarized $WZ \to 3\ell\nu$ production (CMS-FTR-18-038)

... response.

Figure 3: Graphs of unrolled 2D $\Delta R_{jj}; m_{jj}$ distribution of EW WZ. Left is a ratio of the LL portion of the EW WZ to the total sample and right is a stack plot of the LL portion (seen as signal) to the non-LL portion.

Figure 4: The expected significance to observe the LL portion of the EW WZ process as a function of luminosity.

The results presented in this note used the projection of existing Run 2 results at 13 TeV to estimate the uncertainty in the EW WZ measurement and to explore a possibility to measure the longitudinal part of the EW WZ cross section at the HL-LHC. The accuracy of the EW WZ cross section measurement is expected to significantly improve, down to 3–5% at 3000 fb$^{-1}$ of the integrated luminosity. The measurement of the LL polarized component of the EW WZ process will require improved analysis techniques, such as machine learning, or combining with results from additional WZ decay channels or other EW VBS measurements.
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Prospective study of vector boson scattering in WZ fully leptonic final state at HL-LHC

The ATLAS Collaboration

Prospects are presented for measuring at HL-LHC in ATLAS phase II, the electroweak production of WZ in fully leptonic final state. Different detector setups are evaluated and compared to the phase 0 ATLAS detector; they include an extended tracker, a high granularity timing detector and a forward muon-tagger. In addition different conditions of pile-up event rejection are considered. Finally, studies on the polarisation of the vector bosons are reported. The results presented in this note were obtained with an integrated luminosity of 3000 fb\(^{-1}\) at a centre of mass energy of 14 TeV.
1 Context of the study

The study of the electroweak Vector Boson Scattering (VBS) is an important goal of the LHC physics program, as it gives a direct access to the nature of the electroweak symmetry breaking mechanism, complementary to the study of the BEH boson properties. In this respect, of particular importance, is the study of the longitudinal states scattering of the vector bosons. Another relevant aspect lies in the probe of the non-abelian structure of the Standard Model via the sensitivity tests to triple and quartic gauge couplings.

In proton-proton collisions, VBS results from the interaction of two bosons radiated by the initial quarks and leading to a final state with two bosons and two jets and consists of purely electroweak processes which cannot be separated from other electroweak processes resulting in the same final state. An observation of the electroweak WZ production exploiting the fully leptonic final states was first presented at the 2018 ICHEP conference \[1\] using 36.1 fb\(^{-1}\) at 13 TeV. ATLAS has also set limits on anomalous quartic gauge couplings using WZ final states with Run1 data \[2, 3\]. The results obtained so far are strongly limited by the available statistics: the increase of luminosity foreseen by the High-Luminosity upgrade of the LHC (HL-LHC) is mandatory to fully exploit the physics potential behind VBS.

The HL-LHC is currently expected to begin operation in the second half of 2026, at the energy of 14 TeV in the centre-of-mass and with a nominal levelled instantaneous luminosity of \(L = 5.7\times10^{34}\ \text{cm}^{-2}\ \text{s}^{-1}\) corresponding roughly to an average number of inelastic pp collisions \(<\mu>\) of 140 to 200 for each beam crossing, and delivering an integrated luminosity of around 250-300 fb\(^{-1}\) per year of operation. The design target is to collect 3000 fb\(^{-1}\) in 10 years of operation\(^1\).

To cope with the expected conditions, such as high pile-up, radiation doses and occupancies as well as large data transmission rates, the ATLAS detector will be upgraded. In particular the current Inner Detector will be replaced with an all-silicon Inner Tracker (ITk), which is described in \[4\] and will extend the tracking capabilities to larger \(\eta\). A forward muon tagger is envisaged to extend the muon acceptance \[5\]. A new detector, a high granularity timing detector (HGTG) \[6\] designed to mitigate pile-up effects is also foreseen in the forward region. Finally, the online data acquisition system will be upgraded. This will allow the single lepton trigger threshold to be maintained similar to this of Run2 \[7\]. The other planned upgrades to the ATLAS detector are described in detail in the Scoping Document \[8\].

This note concentrates on VBS in WZ final state with both bosons decaying in channels with electrons and muons. Decays of the W or Z via intermediate \(\tau\) leptons decaying leptonically are included in the signal. The note presents the prospects for the measurements at a centre-of-mass energy of 14 TeV at the HL-LHC, of the cross section and the polarisation fractions with the planned upgraded ATLAS detector. In particular it is assumed that it will be possible to identify electrons and muons up to \(|\eta^{lep}| = 4\) and likewise to associate jets to the hard-scattering vertex up to \(|\eta^{jet}| = 3.8\). Since the topology of electroweakly produced di-bosons events consists of central bosons accompanied with two high energy forward jets, the analysis benefits fully from this upgrade. The signal events analysed here, are included in the MC sample defined as WZ – EW, the main background WZ – QCD is represented by events with the same final states but mediated by strong interactions and where the two gauge bosons are not the result of a scattering process.

\(^1\) An ‘ultimate’ performance of L = 7.5 x 10\(^{34}\) cm\(^{-2}\) s\(^{-1}\) and 4000 fb\(^{-1}\) is also under consideration.
The main challenge is to discriminate the signal from the $WZ - QCD$ background. This is achieved here with a standard cut-based event selection and can be improved or supplemented using a Boosted Decision Tree (BDT) [9], method which was used in [1].

2 Simulation

Signal and background processes are generated at a centre-of-mass energy of $\sqrt{s} = 14$ TeV and the number of events are scaled to an integrated luminosity of 3000 fb$^{-1}$ as expected for the nominal HL-LHC program. The signal $WZ - EW$ is simulated at LO using Sherpa 2.2.2 [10]. The dominant background $WZ - QCD$ as well as $ZZ - QCD$ are simulated at NLO, while $ZZ - EW$ is simulated at LO, all using Sherpa 2.2.0. The above samples are generated with the NNPDF30NNLO [11] probability density functions. The other backgrounds considered $t\bar{t}V$ and $tZ$ are generated using MadGraph5_aMC@NLO [12] interfaced with Pythia8 [13] and use respectively NNPDF23LO [14] and CTEQ6L1 [15] probability density functions.

The studies carried out in this note rely on a fast simulation based on the parametrisation of detector effects [16]. The trigger, reconstruction and identification efficiencies, the energy and transverse momentum resolution of leptons and jets are computed as function of their $\eta$ and $p_T$ using a full simulation of the ATLAS detector [17] based on GEANT4 [18] and are tabulated in performance functions. The following detector effects are implemented:

- The electron energy and the transverse momentum of muons\(^2\) and jets are smeared using a gaussian shape with width values (depending on their $\eta$ and $p_T$ ) as returned by the performance functions. In addition, electrons and muons are dressed with prompt photons laying in a cone of $\Delta R = 0.1$ around the lepton direction, by adding their contributions to the lepton four-momentum.

- Final-state muons, electrons and jets are selected in order to reproduce statistically the reconstruction and identification efficiency measured in full simulation.

- Each final-state muons and electrons is flagged to reproduce statistically the single lepton trigger efficiency. The threshold is set at 24 GeV for electrons and muons.

- Jets from additional proton-proton interactions (PU) generated with Pythia8 and with $< \mu > = 200$ are added to the event record.

- Fake electrons are introduced according to the probability that a jet fakes an electron as measured in full simulation, where the jet can come from the hard scattering (HS) vertex or from the PU. When a jet is reconstructed as an electron its energy is changed accordingly.

- All jets below 100 GeV and $|p_T^{\text{jet}}| < 3.8$ are associated to the HS process depending on a probability based on the charged vertex fraction $R_{\text{pt}} = \Sigma_{\text{tracks}}p_T/p_T^{\text{jet}}$. In the following, this procedure is called track-confirmation (TC).

- The particle level missing energy is smeared according to its resolution measured in full simulation also taking into account the mean number of interactions in the event $< \mu >$.

Comparisons of the results of the fast simulation to the full analysis substantiate this approach. Several declinations of the effects listed above are considered:

\(^2\) For muons the $p_T$ smearing is done in such a way that it allows for charge-flip.
Figure 1: Left: Electrons and muons efficiencies versus $p_{T}^{lep}$. Right: versus $\eta^{lep}$ for leptons with $p_{T}^{lep} > 7$ GeV and $|\eta^{lep}| < 4$. The improvement obtained by using the HGTD information is visible on the electron performance.

[Nominal] Leptons are identified up to $|\eta^{lep}| = 4$, and TC is used up to $|\eta^{jet}| = 3.8$. The probability to misidentify a PU jet as resulting from the HS process is 2%.

[HGTD] The simulation uses the same acceptance as above but the performance functions include the effect of the HGTD in the forward region ($3.8 < |\eta| < 2.4$). A 4 layer geometry is assumed.

[High PU rejection] The PU misidentification probability is set at 0.5% at the price of a less good HS jet reconstruction efficiency in the central region. This working point is also used in combination with the HGTD.

Figures 1 to 6 display for the effects described above, the results of different sets of performance functions. In Figures 1 displaying the lepton efficiencies versus $p_{T}$ and $\eta$, the expected improvement brought by the HGTD in the forward region on the electron efficiency is visible. Figures 2 indicate that the missing $E_T$ resolution is dominated by the PU effect as hardly no difference can be observed between ZZ and WZ final states. As shown in Figures 3, fake electrons represent less than 10% of electrons above a typical cut of 20 GeV used in the analysis; the expected improvement using the HGTD is also visible. The efficiency to associate a jet to the HS vertex is displayed in Figures 4: for $|\eta^{jet}| > 3.8$, all jets are associated to the HS vertex and the efficiency is 1. The results of the two PU rejection scenarios are also shown as well as the expected improvement brought by the HGTD in the forward region. Figures 5 represent the distribution of PU jets versus $p_{T}$ and $\eta$ associated to the HS vertex: PU jets with $p_{T} > 100$ GeV or jets with $|\eta| > 3.8$ are all associated to the HS vertex. Finally, Figures 6 represent the fraction of HS jets in WZ – EW and WZ – QCD versus $p_{T}$ and $\eta$ before selection: jets in WZ – QCD events are significantly more contaminated by PU jets.
Figure 2: Left: Missing $E_T$ normalised distributions. Right: Missing $E_T$ resolutions in $WZ-\text{QCD}$ and $ZZ-\text{QCD}$ events.

Figure 3: Left: Fraction of prompt electrons with respect to all - including fakes versus $p_T^{\text{lep}}$. Right: versus $\eta^{\text{lep}}$ for electrons with $p_T^{\text{lep}} > 7$ GeV and $|\eta^{\text{lep}}| < 4$ in signal events. Above a typical cut in $p_T^{\text{lep}}$ at 20 GeV, the fraction of fake electrons is less than 10%. An improvement due to using the HGTD information is visible in the $\eta^{\text{lep}}$ distribution in the forward regions.
Figure 4: Left: Efficiency to associate a jet to the HS vertex versus $p_T^{jet}$. Right: Efficiency versus $\eta^{jet}$ for jets with $p_T^{jet} > 30$ GeV and $|\eta^{jet}| < 4.5$. In the right figure, several working points mentioned in the Section 2 are represented; above $|\eta^{jet}| > 3.8$, every jet is considered as coming from the HS vertex.

Figure 5: Left: $p_T$ normalised distributions. Right: $\eta$ normalised distributions of the mean number of PU jets for jets with $p_T^{jet} > 30$ GeV and $|\eta^{jet}| < 4.5$, after TC is applied.
3 Event selection

The event selection follows the strategy developed for the Run2 analysis [1].

Events with three lepton candidates with $p_{T}^{lep} > 15$ GeV and $|\eta^{lep}| < 4$ are selected. At least one of the three leptons is required to have $p_{T}^{lep} > 25$ GeV and it is checked in addition that at least one lepton passes the single lepton trigger. In order to suppress the background from $ZZ$ processes, events containing a fourth lepton with $p_{T}^{lep} > 7$ GeV are discarded.

The event must have at least one pair of leptons of the same flavor and opposite charge (SFOC), with an invariant mass that is consistent within 10 GeV with the nominal $Z$ boson mass, $M_{Z} = 91.188$ GeV. This pair is considered as a $Z$ boson candidate. If more than one pair is found, the pair whose invariant mass is closest to the nominal $Z$ boson mass is taken as the $Z$ boson candidate.

The third lepton is assigned to the $W$ boson. It is required to satisfy more stringent criteria than those required for the leptons attributed to the $Z$ boson: the $p_{T}$ threshold for this lepton is increased to 20 GeV.

Finally, the transverse mass of the $W$ candidate ($m_{T}^{W}$) computed using the missing energy of the event ($E_{T}^{miss}$) and the $p_{T}$ of the third lepton is required to be above 30 GeV.

The above selection will be referred as the $WZ$ inclusive selection. To select $WZ- EW$ events, additional criteria are applied.

At least, two jets with $p_{T}^{jet} > 30$ GeV, laying into opposite detector hemisphere and with an invariant mass $M_{jj}$ greater than 200 GeV are required. This last cut is used to suppress the triboson events contribution present in the simulation of signal events. If there are more than one jet pair, the one with highest $p_{T}$ jets is chosen. This step will be referred as the VBS preselection.

Figure 6: Left: Fraction of HS jets with respect to all jets - including PU jets - versus $p_{T}^{jet}$. Right: versus $\eta^{jet}$, for jets with $p_{T}^{jet} > 30$ GeV and $|\eta^{jet}| < 4.5$ in $WZ- QCD$ and $WZ- EW$ events with and without the HGTD.
### ATLAS YR

<table>
<thead>
<tr>
<th>Leptons</th>
<th>ATLAS</th>
<th>YR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T^{lep}$</td>
<td>3 leptons</td>
<td>&gt; 15 GeV</td>
</tr>
<tr>
<td>$</td>
<td>\eta^{lep}</td>
<td>$</td>
</tr>
<tr>
<td>$p_T^{lep}$</td>
<td>At least one lepton with $p_T^{lep}$ &gt; 25 GeV</td>
<td></td>
</tr>
<tr>
<td>ZZ Veto</td>
<td>No extra leptons with $p_T^{lep}$ &gt; 7 GeV</td>
<td></td>
</tr>
<tr>
<td>Z boson</td>
<td>SFOC lepton pair</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>m_{ll} - M_Z</td>
<td>$</td>
</tr>
<tr>
<td>W boson</td>
<td>$p_T^W$ &gt; 20 GeV</td>
<td></td>
</tr>
<tr>
<td>$m_T^W$</td>
<td>$&gt; 30$ GeV</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jets</th>
<th>ATLAS</th>
<th>YR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T^{jet}$</td>
<td>2 jets</td>
<td>&gt; 30 GeV</td>
</tr>
<tr>
<td>$</td>
<td>\eta^{jet}</td>
<td>$</td>
</tr>
<tr>
<td>opp. hemisphere</td>
<td>$p_T^{jet}$ &gt; 50 GeV for $</td>
<td>\eta^{jet}</td>
</tr>
<tr>
<td>$M_{jj}$</td>
<td>$&gt; 200$ GeV</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\delta_{jj}</td>
<td>$</td>
</tr>
<tr>
<td>$M_{jj}$</td>
<td>$&gt; 200$ GeV</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final selection</th>
<th>ATLAS</th>
<th>YR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>$M_{jj}$ &gt; 500 GeV</td>
<td></td>
</tr>
<tr>
<td>Optimised</td>
<td>$M_{jj}$ &gt; 600 GeV</td>
<td></td>
</tr>
<tr>
<td>or BDT</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Event selection for the $WZ - EW$ signal.

The final selection requires an additional cut on the invariant mass $M_{jj}$ greater than typically 500 GeV. This is also the benchmark prescription for the Yellow Report (YR) on HE/HL-LHC physics (Section 4.3). Alternatively a BDT-based selection is developed and is presented in the section 5. The event selection is summarised in Table 1.

### 4 Comparitive studies between Run2 and HL-LHC setups

In order to be able to compare the performance of an upgraded detector with the current version of the ATLAS detector, the analysis was performed using the same event generation, the same level of PU and the expected luminosity for the HL-LHC phase but emulating the Run2 geometrical extension and detector set-up [19]. To draw this comparison, the standard cut on $M_{jj}$ > 500 GeV is applied for the final selection.

#### 4.1 Emulating the ATLAS Run 2 setup

Electrons and muons are identified within $|\eta^{lep}| < 2.5$. Similarly, TC is valid up to $|\eta^{etal}| < 2.5$. The Run2 analysis uses jets up to $|\eta^{jet}| < 4.5$ but this selection is not optimised for the level of pile-up expected at
HL-LHC \(^3\). Therefore, several optimisations varying the jet \(\eta\) or \(p_T\) cut were performed for a standard \(M_{jj}\) cut in the range from 500 GeV to 600 GeV: the optimisation is performed to maximize the criterion \(S/\sqrt{S+B}\). To illustrate the method, in Figures 7, the optimisation is performed versus a cut on \(\eta\) of the jets. Curves resulting from different preselection cuts on \(p_T\) and \(M_{jj}\) are also shown: while changing the cut on \(M_{jj}\) has a marginal effect, increasing the \(p_T\) cut leads to a significant improvement. Keeping the full acceptance (|\(\eta_{jet}\)| < 4.5), the optimised cut on \(p_T\) is found to be high > 70 GeV - as shown in Figures 8. If the optimisation is done in 2 dimensions (\(p_T^{jet}\) and \(p_T^{jet}\)) as shown in Figure 9 left: the \(p_T\) cut obtained in this case is not significantly lower than the one found in the case mentioned above.

Since, one of the objective of HL-LHC is to measure and interpret differential distributions, it is felt that maximizing the phase space with keeping the \(p_T\) cut as low as possible is preferable. Therefore a preferred optimisation consists in varying the \(p_T\) cut for jets with |\(\eta^{jet}\)| > 2.5, keeping the \(p_T\) cut at 30 GeV for jets with |\(\eta^{jet}\)| < 2.5. This latter option gives a good compromise with 4% more events than in the bare 2D optimisation for a \(p_T\) cut raised at 75 GeV in the forward region (Figure 9 right). Subsequent comparisons will be done with respect to this latest option.

### 4.2 Optimal fiducial phase-space for the ATLAS phase II setup.

In Table 2, the results of the optimised version of the analysis using the Run2 setup described in section 4.1 (column 1) are compared to those corresponding to the HL-LHC setup, where jets are selected up to |\(\eta^{jet}\)| < 4.5 (column 2). A gain of 60% in signal is observed at the expense of a large increase of \(WZ-\text{QCD}\) background as it becomes likely to pick-up a PU jet. Consequently, \(S/\sqrt{S+B}\) is significantly worse. This drawback can be mitigated by applying a tighter \(p_T\) cut (80 GeV) for jets with |\(\eta^{jet}\)| > 3.8 (column 3): the signal gain is then reduced by 30% and is only marginally greater compared with restricting the jet acceptance to |\(\eta^{jet}\)| less than 3.8 (last column).

<table>
<thead>
<tr>
<th></th>
<th>Run2 optimised</th>
<th></th>
<th></th>
<th>HL-LHC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(p_T &gt; 30) for</td>
<td>(p_T &gt; 30) GeV</td>
<td>(p_T &gt; 30) GeV</td>
<td>(p_T &gt; 30) GeV</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\eta</td>
<td>&lt; 2.5)</td>
<td>(</td>
</tr>
<tr>
<td>(WZ - EW)</td>
<td>3092</td>
<td>4942</td>
<td>3981</td>
<td>3889</td>
</tr>
<tr>
<td>(WZ - QCD)</td>
<td>19618</td>
<td>93985</td>
<td>30613</td>
<td>29754</td>
</tr>
<tr>
<td>(ZZ)</td>
<td>1671</td>
<td>6654</td>
<td>2029</td>
<td>1970</td>
</tr>
<tr>
<td>(t\bar{t}V)</td>
<td>2830</td>
<td>4563</td>
<td>3189</td>
<td>3145</td>
</tr>
<tr>
<td>(tZ)</td>
<td>1848</td>
<td>3190</td>
<td>2319</td>
<td>2221</td>
</tr>
<tr>
<td>Total</td>
<td>25967</td>
<td>108393</td>
<td>38150</td>
<td>37089</td>
</tr>
<tr>
<td>(S/\sqrt{S+B})</td>
<td>18.1</td>
<td>14.7</td>
<td>19.4</td>
<td>19.2</td>
</tr>
<tr>
<td>(S/(S+B)) %</td>
<td>11</td>
<td>4</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2: Expected number of \(WZ - EW\) and background events corresponding to an integrated luminosity of 3000 fb\(^{-1}\). Comparison of the Run 2 optimised selection - with 2 \(p_T\) cuts - in the first column with several options at HL-LHC (discussion in the text). The cut on \(M_{jj}\) is 500 GeV in all cases.

\(^3\) In the current Run2 analysis, cuts are also placed on the angle in space between the leptons and between jets and leptons; since they do not modify significantly the conclusions, they are not applied here for the sake of simplicity.
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Figure 7: Left: Distribution of $-\eta_{\text{jet}} = \max(|\eta_{\text{jet1}}|, |\eta_{\text{jet2}}|)$. Right: Evolution of $S/\sqrt{S} + B$ versus the cut on $-\eta_{\text{jet}}$. The different curves correspond to variation of the jet $p_T$ or $M_{jj}$ cut as written in the legend.

ATLAS Simulation Preliminary

$|\mathcal{S}| = 14$ TeV, 3000 fb$^{-1}$, $|\mu| > 200$

- $p_T > 50$ GeV, $M_{jj} > 500$ GeV
- $p_T > 40$ GeV, $M_{jj} > 500$ GeV
- $p_T > 30$ GeV, $M_{jj} > 600$ GeV
- $p_T > 40$ GeV, $M_{jj} > 600$ GeV

Figure 8: Left: Distribution of the subleading jet $p_T$. Right: Evolution of $S/\sqrt{S} + B$ versus the cut on the subleading of jet $p_T$.

Figure 9: Left $S/\sqrt{S} + B$ in 2 dimensions: the position of the maximum is indicated. Right: Evolution of $S/\sqrt{S} + B$ versus the cut on $p_T^{\text{jet}}$ for jets with $|p_T^{\text{jet}}| > 2.5$, while the $p_T$ of the jets with $|p_T^{\text{jet}}| < 2.5$ is required to be greater than 30 GeV.

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC
Therefore, the nominal fiducial phase-space in the rest of note is limited to $|\eta^{\text{jet}}| < 3.8$ and the results are presented in Table 2 (last column).

### 4.3 Yellow Report recommended selection

For the sake of comparisons with other channels and theoretical projections for the Yellow Report, common cuts were defined and are listed below and in Table 1. They modify the VBS preselection.

- **Leptons:** $|\eta^{\text{lep}}| < 3.0$
- **Jets:**
  - $p_T^{\text{jet}} > 30$ GeV for $|\eta^{\text{jet}}| < 3.8$, $p_T^{\text{jet}} > 50$ GeV otherwise.
  - $|\delta\eta_{jj}| > 2.5$
  - $M_{jj} > 500$ GeV

The other cuts are kept identical. The resulting event yield of events are presented in the last two columns of Table 3 for the nominal version and for the option where the jet acceptance is restricted to $|\eta^{\text{jet}}| = 3.8$. It can be observed again that enlarging the jet acceptance increases the $WZ - QCD$ background as it becomes more likely to pick-up a PU jet.

### 4.4 Variations around the nominal ATLAS phase II layout

Along with an extended tracker, a HGTD, covering the high $\eta$ region is under study: the implications of this new detector for the $WZ - EW$ signal are presented in the subsection 4.4.1. In subsection 4.4.2, a restricted acceptance affecting the muon identification is also considered.

#### 4.4.1 HGTD and high PU rejection working point.

As the HGTD primary goal is to palliate the nuisance due to PU jets, its impact was estimated in the two scenarios mentioned in Section 2 corresponding to the different level of PU rejection in the nominal phase-space ($|\eta^{\text{jet}}| < 3.8$, $p_T^{\text{jet}} > 30$ GeV) and $M_{jj} > 500$ GeV. This is summarised in Table 3. The HGTD improves slightly $S/\sqrt{S+B}$ in the "nominal" PU configuration: the number of signal events is increased by 3.7%, while the number $WZ - QCD$ events is increased by 5.1%, roughly half of the gain being due to the gain in electron efficiency shown in Figure 1. However, considering the working point with a high PU rejection, the gain using the HGTD is more significant as the number of signal events is increased by 11% and the $WZ - QCD$ background by 13%. Additionally, $S/\sqrt{S+B}$ is improved.

Figures 10 enlighten where the gain in efficiency is localised in terms of $\eta^{\text{jet}}$ when the HGTD information is taken into account. It can then be noticed that the gain is provided by the sub-leading jet.
### Table 3: Expected number of $WZ - EW$ signal and background events for an integrated luminosity of 3000 fb$^{-1}$ in different detector configurations, within the acceptance defined by $|\eta_{\text{jet}}| < 3.8$, $p_{\text{T}}^{\text{jet}} > 30$ GeV and $M_{jj} > 500$ GeV for the first five columns and within the YR report acceptance for the last two columns. The lines entitled Rel. $\epsilon$ give the relative efficiency of corresponding configurations relative to the column indicated by 1.

|                  | Nominal $+ |\eta_{\mu}| < 2.7$ | Nominal | HGTD | Nominal $+ \text{High PU rej}$ | HGTD $+ \text{High PU rej}$ | YR Nominal | YR $|\eta_{\text{jet}}| < 3.8$ |
|------------------|----------------------|---------|------|-------------------------------|-------------------------------|-----------|-----------------------------|
| $WZ - EW$        | 3661                 | 3889    | 4033 | 3372                          | 3744                          | 3929      | 3492                        |
| Rel. $\epsilon$ | 0.94                 | 1.037   | 0.867| 0.963                         | 1.11                          | 1.01      | 0.897                       |
| $WZ - QCD$       | 26852                | 29754   | 31289| 24261                         | 27498                         | 39537     | 1.0                         |
| Rel. $\epsilon$ | 0.90                 | 1.051   | 0.815| 0.924                         | 1.13                          | 1.33      | 0.847                       |
| ZZ               | 2003                 | 1970    | 1947 | 1508                          | 1751                          | 2924      | 1886                        |
| $t\bar{t}V$      | 3209                 | 3145    | 3209 | 2868                          | 3104                          | 3420      | 2741                        |
| $tZ$             | 2142                 | 2220    | 2292 | 1820                          | 2062                          | 2624      | 2185                        |
| Total Back.      | 34067                | 37089   | 38738| 30456                         | 34414                         | 48495     | 32005                       |

|                  | S/($\sqrt{S} + B$)  | 18.9    | 19.2 | 19.5                          | 18.3                          | 19.2      | 17.2                        |
| S/(S+B)          | 10                   | 9       | 10   | 9                             | 10                            | 10        | 10                          |

4.4.2 Muon acceptance restricted to $|\eta| < 2.7$.

Considering that a muon tagger efficient up to $|\eta| = 4$ might not be available at the beginning of the HL-LHC phase, the implication of a muon identification acceptance limited with the New Small Wheel [20] to the region up to $|\eta| = 2.7$, was studied; the results are presented in the first column of the summary Table 3. In total, S/$\sqrt{S} + B$ is only marginally worse thanks to a sizeable reduction of the $WZ - QCD$ background. In addition, it was also found that S/$\sqrt{S} + B$ is maximum in the nominal case, ie when the lepton acceptance goes up to $|\eta| = 4$ for both electrons and muons.

4.5 Origin of jets

The final state of a VBS process is characterised by to two high $p_T$ quark jet preferentially in the forward regions. It is therefore important to differentiate them from gluon jets and from PU jets given the context of HL-LHC. Table 4 gives the fraction of events with at least one PU jets selected as one of the 2 jets after the final selection. For the signal and the main background, one can see the improvement brought by the extended tracker and the ability to associate jets to the HS vertex permitting to keep the jet $p_T$ cut as low as 30 GeV up to $|\eta_{\text{jet}}| < 3.8$.

Additionally, as shown in Figure 11, the parton origin of the sub-leading jet is for 45% of cases a gluon, while jets in signal events are issued preferentially from u or d quarks: an efficient quark/gluon tagger, primarily applied on the sub-leading jet could help to further reduce the $WZ - QCD$ background. This observation triggered several studies based on the full simulation - using HGTD , using multivariate...

Figure 10: Left: Ratio of the number of events selected using HGTD information to the number of events selected without as function of $|\eta|$ of the leading and sub-leading jet for the nominal working point. Right: for the high PU rejection working point. The lines at $\eta^{\text{jet}} = 2.4$ materialise the boundaries of the HGTD.

<table>
<thead>
<tr>
<th></th>
<th>$WZ - EW$</th>
<th>$WZ - QCD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 2</td>
<td>2.77 (0.07)</td>
<td>14.29 (0.47)</td>
</tr>
<tr>
<td>Nominal</td>
<td>2.08 (0.05)</td>
<td>11.20 (0.38)</td>
</tr>
<tr>
<td>Full acc. ($</td>
<td>\eta^{\text{jet}}</td>
<td>&lt; 4.5$)</td>
</tr>
<tr>
<td>Full acc. + $p_T^{\text{jet}} &gt; 80$ GeV</td>
<td>2.21 (0.05)</td>
<td>12.45 (0.39)</td>
</tr>
<tr>
<td>HGTD</td>
<td>2.11 (0.05)</td>
<td>10.64 (0.37)</td>
</tr>
<tr>
<td>Nom. + High PU rej.</td>
<td>1.30(0.05)</td>
<td>5.52(0.30)</td>
</tr>
</tbody>
</table>

Table 4: Fraction of events in % (and error) containing at least one PU jets after final selection.

- technics - to improve the quark/gluon tagging and to evaluate its performance up to $|\eta^{\text{jet}}| < 4$ within the HL-LHC setup.

5 BDT based analysis and optimal $M_{jj}$ selection

A multivariate analysis (BDT) was developed to improve the signal and background separation. Only $WZ - QCD$ background was considered in the training as it is by far the largest contribution and only distinguishable by kinematics while an anti-b tagging can be used to reduce most of the other type of backgrounds.
From a set of variables based on jets and leptons kinematics, the 25 best variables given by default by the TMVA package [9] are chosen and they are displayed in Appendix A. The improvement brought by an additional variable is not visible. For the training, 40000 signal events, with PU jets but without fake electrons are used and 20000 $WZ-QCD$ events, after the VBS preselection. Events are used unweighted. Two separate BDTs were trained on simulated events with and without HGTD.

Figures 12 compare the performance of a BDT cut with the classical $M_{jj}$ cut and in the right figure, it is quantified the relative gain in efficiency on the $WZ-EW$ signal using a BDT cut for a given $WZ-QCD$ background rejection: the gain in signal efficiency is larger for higher rejection working point.

Figure 13 left displays the distribution of $M_{jj}$ after the VBS preselection. In the Figure 13 right, the evolution of $S/\sqrt{S+B}$ is shown as well as this of $S/\sqrt{B}$. An equivalent content is displayed in Figures 14 for the BDT distribution.

The maximum of $S/\sqrt{S+B} = 19.4$ for the cut based analysis is obtained with a cut at $M_{jj}$ greater than 600 GeV while the maximum of $S/\sqrt{S+B} = 22.1$ for the BDT based analysis is obtained with a cut at 0.44. Relevant numbers are gathered in Table 5. Typically for the same $S/\sqrt{S+B}$, the BDT based analysis gives 40% more events and for the same signal efficiency, a signal purity 27% better.
Figure 12: Left: Comparison in the plane $WZ - EW$ efficiency versus $WZ - QCD$ background rejection of the BDT cut with the classical $M_{jj}$ cut. Right: Gain in efficiency with a BDT cut relative to a $M_{jj}$ cut for the same background rejection.

<table>
<thead>
<tr>
<th></th>
<th>$M_{jj}$ cut</th>
<th>$M_{jj}$ cut</th>
<th>BDT cut</th>
<th>BDT cut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HGTD</td>
<td>HGTD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S/\sqrt{S+B}$</td>
<td>19.4</td>
<td>19.7</td>
<td>22.1</td>
<td>22.8</td>
</tr>
<tr>
<td>N of events</td>
<td>3422</td>
<td>3533</td>
<td>2651</td>
<td>2887</td>
</tr>
<tr>
<td>$S/(S+B)$ %</td>
<td>11</td>
<td>11</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>Same $S/\sqrt{S+B}$</td>
<td></td>
<td></td>
<td>19.4</td>
<td></td>
</tr>
<tr>
<td>Nb of events</td>
<td></td>
<td></td>
<td>4740</td>
<td></td>
</tr>
<tr>
<td>$S/(S+B)$ %</td>
<td></td>
<td></td>
<td>8.0</td>
<td></td>
</tr>
<tr>
<td>Same Nb of events</td>
<td></td>
<td></td>
<td>3420</td>
<td></td>
</tr>
<tr>
<td>$S/(S+B)$ %</td>
<td></td>
<td></td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Summary of optimised performance with different detector options. The BDT based analysis is also compared with the cut based analysis in two additional scenarios: one where $S/\sqrt{S+B}$ is the same and the other one where the signal efficiency is the same.
Figure 13: Left: $M_{jj}$ distribution. Right: $S/\sqrt{B}$ evolution with a $M_{jj}$ cut. The signal efficiency is also shown. The vertical line indicates the position where $S/\sqrt{S+B}$ is maximum. $S/\sqrt{S+1.1B}$ is also shown to illustrate that the position of the optimum is not very dependent on the knowledge of the level of background.

Figure 14: Left: BDT distribution. Right: $S/\sqrt{B}$ evolution with a BDT cut. The signal efficiency is also shown. The vertical line indicates the position where $S/\sqrt{S+B}$ is maximum. $S/\sqrt{S+1.1B}$ is also shown to illustrate that the position of the optimum is not very dependent on the knowledge of the level of background.
6 Systematics

Sources of systematics on the signal cross-section arise from the theoretical modelling of $WZ - QCD$ and $WZ - EW$ events and from experimental effects. In the 13 TeV VBS analysis [1], the detailed study of uncertainties shows that the former amounts in total to 7.3% ; the latter is by far dominated by the jet related uncertainties and amounts to 6.6%.

Following the recommendations given in [16] and [21], the jet energy scale was varied within 2.5% and jet energy resolution within 15%, leading respectively to a 2% and less that 1% systematic on the signal yield.

Given the signal over background ratio of the order of 1 to 10, the signal significance is limited by the uncertainty on the background as it is shown in Figure 15, and in particular by the theoretical uncertainty associated to the $WZ - QCD$ background of currently 5.8%. The projected experimental uncertainty from the jet related uncertainties amounts to 3.9%. However, it is expected that the background uncertainty can be controlled to a smaller value thanks to refined and diverse control regions, allowed by the larger number of background events. Figure 15 displays two scenarios in addition to the nominal one, where the signal significance is enhanced thanks to a better background rejection obtained either by the BDT explained in Section 5 or by applying a $q/g$ discriminant on the jets: with an increased signal over background ratio, the systematic uncertainty on the background is less critical.

Figure 15: Evolution of the signal significance as a function of the uncertainty on the background.
7 Recap of the main conclusions of the comparative studies.

Figure 16 summarises the event yield vs the optimisation criterion $S/\sqrt{S+B}$ for the different working points presented in the text.

The extended tracker setup brings 28% more signal events with an associated $S/\sqrt{S+B}$ more favorable. Within its acceptance, it also allows to maintain the jet $p_T$ cut as low as 30 GeV despite the large background from pile-up events. Though, the expected level of PU precludes considering jets in the full detector acceptance, unless a high $p_T^{\text{jet}}$ cut of the order of 80 GeV for $|\eta^{\text{jet}}| > 3.8$ is used. This in addition with a less extended $|\eta|$ range for leptons, makes the YR recommended selection non optimal for the ATLAS Phase II detector.

With the performance assumptions simulated by the HGTD performance function, an additional signal gain of 4% is brought by the HGTD detector. In the case where a high PU rejection is needed, the HGTD allows to recover the nominal signal efficiency, with a gain of 11%, the gain being brought essentially by the sub-leading jet.

A BDT based selection brings 40% more events for the same $S/\sqrt{S+B}$ or a purity 27% better for the same signal efficiency than an optimal $M_{jj}$ cut at 600 GeV. The optimal BDT cut gives an efficiency loss of 16% but increases the purity by 67% which, in fine, gives a signal significance greater than 5 if $\sigma_B < 5%$. The $WZ - QCD$ background can also be mitigated by an efficient quark-gluon tagger since the sub-leading jet origin is a gluon in 45% of events.
In this section, the sensitivity to the measurement of the polarisation is investigated. The measurements of the longitudinal polarisation of the vector bosons, and especially to the doubly longitudinal production linked to the EWSB mechanism are of particular interest.

### 8.1 Methodology

The differential cross-section of a vector boson in the full phase space\(^4\) can be expressed as the sum of the three polarisation states, left L, right R and longitudinal 0, according to the following formulae:

\[
\frac{1}{\sigma} \frac{d\sigma}{d\cos \theta_{W}^*} = \frac{3}{8} F_L (1 \pm \cos \theta_{W}^*)^2 + \frac{3}{8} F_R (1 \mp \cos \theta_{W}^*)^2 + \frac{3}{4} F_0 (1 - \cos \theta_{W}^*),
\]

\[
\frac{1}{\sigma} \frac{d\sigma}{d\cos \theta_{Z}^*} = \frac{3}{8} F_L (1 + 2A \cos \theta_{Z}^* + \cos \theta_{Z}^{*2}) + \frac{3}{8} F_R (1 - 2A \cos \theta_{Z}^* + \cos \theta_{Z}^{*2}) + \frac{3}{4} F_0 (1 - \cos \theta_{Z}^*),
\]

where \(\cos \theta_{W}^*\) and \(\cos \theta_{W}^*\) represent the cosine of the decay angle of the lepton (or anti-lepton for \(W^+\)) as seen in the boson restframe with respect to the direction of the boson in the \(WZ\) rest-frame. The term \(A\) is equal to \(\frac{2c_v c_a}{c_v^2 + c_a^2}\) where \(c_v\) and \(c_a\) represent the vector and axial coupling of the \(Z\) boson to the leptons. The quantities \(F_L\), \(F_R\) and \(F_0\) represent the fraction of each polarisation state and satisfy the relation \(F_L + F_R + F_0 = 1\).

Analytical fits are performed using only two variables, \(F_0\) and \((F_L - F_R)\) thanks to the constraint mentioned above and for four different event distributions depending on the boson which is probed and on the charge of the \(W\) present in the event. They are denoted \(Z(W^+)\), \(Z(W^-)\), \(W^+\) and \(W^-\). Results of the fit are illustrated in Figures 17 for the \(Z\) and \(W\) produced in \(WZ - EW\) events in the full phase space at the generator level.

By weighting events according the analytical fit result, templates of each polarisation states are obtained at the reconstruction level and after the final event selection. An example of the templates normalised to unity are shown in Figures 18. By performing a binned profile-likelihood fit to the simulated distribution at the reconstruction level, the sensitivity to the measurement of \(F_0\) can be established.

\(^4\) No kinematic or acceptance cuts are applied to the decay products of the bosons, except \(|M_{ll} - M_Z| < 10\) GeV.
Figure 17: Left: Analytical fit to the three polarisation states at the generator level in the full phase space for \(Z(W^+)\) in \(WZ - EW\) events. Right: for \(W^-\) in \(WZ - EW\) events. As the constraint \(F_0 + F_L - F_R = 1\) is used, the fitted parameters consist of \(F_0\), \((F_L - F_R)\) and the normalisation.

Figure 18: Left: Normalised templates at the reconstruction level and after the final event selection including \(M_{jj} > 600\) GeV of the three polarisation states for \(Z(W^+)\). Right: for \(W^-\).
8.2 Individual polarisation of $Z$ and $W$ bosons

In this section, each vector boson is treated independently within the nominal phase-space defined in Section 4.2.

8.2.1 Polarisation studies under no background conditions

Only $WZ \rightarrow EW$ signal events are considered and the standard final selection with $M_{jj} > 600$ GeV is used. The distributions of $\cos \theta^*_Z$ and $\cos \theta^*_W$ are fitted with 3 parameters $F_0$, (FL-FR) and the signal normalisation using the three polarisation templates histograms plus the background contribution coming from $WZ \rightarrow \tau X$. This latter is normalised to the cross-section and the luminosity, with a 5% systematic error. The result of the fit is displayed in Figures 19 for two distributions. In Figure 20, the intrinsic sensitivity to $F_0$ of each channel can be appreciated: as expected the channels are affected either by a smaller statistic when a $W$ boson is involved or by a worse resolution due to the reconstruction of the neutrino when a $W$ boson is involved.

Figure 19: Left: Result of the fit for a set of pseudo data generated by varying the number of events in each bin within its statistical error for $Z(W^+)$; Right: for $W^-$. The dots represent the data normalised to a luminosity of $3000 \text{ fb}^{-1}$.

$WZ \rightarrow \tau X$ events must be treated in this study as an additional background since the $\tau$ is, de facto, not reconstructed and consequently $\cos \theta^*_Z$ and $\cos \theta^*_W$ are not properly defined.
8.2.2 Including the backgrounds

In this section, a more realistic approach is presented as the backgrounds are also considered. For the systematic associated to the total background normalisation, three cases were envisaged: 20%, 5% and 2.5%. For the best and worse channels, $Z(W^+)$ and $W^-$, a fit of $F_0$ was performed for several hypothesis affecting the final selection:

- the $M_{jj}$ cut was varied from 500 GeV as the YR recommendations to the optimal cut of 600 GeV.
- the optimal BDT cut was applied as well as a more stringent cut
- the effect of $q/g$ tagging on the subleading and leading jets was emulated. The current tagging performance given in [22] extrapolated to the HL-LHC acceptance, due to the large QCD background, are not efficient enough; the test was conducted with a bold scenario where $\epsilon_q$ is 0.9 while $\epsilon_g$ is 0.1.
- Finally the luminosity was doubled to emulate the combination of two experiments.

Significances for $F_0$ ($= \sqrt{-2\log L(0)}$) for the different hypothesis are presented in Table 6. The precision on the background is a key ingredient to improve the sensitivity on $F_0$ as well as the signal purity for comparable signal significance. Adding a quark/gluon tagger, a gain of 10% on the significance can be achieved but in general, the improvement saturates when the signal statistics becomes too low. In the case of $W^-$, the conclusions are more critical as the sensitivity on $F_0$ barely reaches a significance of 1 $\sigma$. Examples of the fitted distribution and of the loglikelihood profile are given in Figures 21 for the case enlightened in red in the table.
### Table 6: F0 significance (as defined in the text) for different selection hypothesis for the best channel $Z(W^+)$ (Top) and the worst channel $W^-$ (Bottom). The $WZ-\text{EW}$ signal purity and the expected number of longitudinally polarised events are also given as additional information. The case in red corresponds to Figures 21.

<table>
<thead>
<tr>
<th>$M_{jj}$</th>
<th>$M_{jj}$</th>
<th>$M_{jj}$</th>
<th>BDT cut &gt; 0.44</th>
<th>BDT cut &gt; 0.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 500 GeV</td>
<td>&gt; 600 GeV</td>
<td>&gt;1000 GeV</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Additionnal information:**

<table>
<thead>
<tr>
<th>WZ-EW/ $B$</th>
<th>0.10</th>
<th>0.12</th>
<th>0.20</th>
<th>0.22</th>
<th>0.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. Numb. of long. pol. events</td>
<td>747</td>
<td>662</td>
<td>397</td>
<td>530</td>
<td>405</td>
</tr>
<tr>
<td>Hyp. $\sigma_B = 20%$</td>
<td>-</td>
<td>1.12</td>
<td>1.77</td>
<td>1.82</td>
<td>2.19</td>
</tr>
<tr>
<td>Hyp. $\sigma_B = 5%$</td>
<td>1.58</td>
<td>1.73</td>
<td>2.01</td>
<td>2.35</td>
<td>2.51</td>
</tr>
<tr>
<td>Hyp. $\sigma_B = 2.5%$</td>
<td>1.88</td>
<td>1.97</td>
<td>2.07</td>
<td>2.48</td>
<td>2.56</td>
</tr>
</tbody>
</table>

2 $\times$ nominal luminosity:

| Hyp. $\sigma_B = 20\%$ | - | 1.50 | 2.44 | 2.45 | 3.00 |
| Hyp. $\sigma_B = 5\%$ | 1.91 | 2.16 | 2.76 | 3.13 | 3.45 |
| Hyp. $\sigma_B = 2.5\%$ | 2.39 | 2.58 | 2.88 | 3.40 | 3.57 |

$q/g$ tagging (as $\epsilon_q = 90\%$, $\epsilon_g = 10\%$)

<table>
<thead>
<tr>
<th>WZ-EW/All $B$</th>
<th>0.14</th>
<th>0.16</th>
<th>0.24</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. Numb. of Long. pol. events</td>
<td>603</td>
<td>537</td>
<td>329</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hyp. $\sigma_B = 20%$</td>
<td>-</td>
<td>1.28</td>
<td>1.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hyp. $\sigma_B = 5%$</td>
<td>1.80</td>
<td>1.91</td>
<td>2.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hyp. $\sigma_B = 2.5%$</td>
<td>2.03</td>
<td>2.08</td>
<td>2.08</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$q/g$ tagging + 2 $\times$ luminosity

| Hyp. $\sigma_B = 20\%$ | 1.35 | 1.70 | 2.67 |     |     |
| Hyp. $\sigma_B = 5\%$ | 2.23 | 2.45 | 2.85 |     |     |
| Hyp. $\sigma_B = 2.5\%$ | 2.67 | 2.80 | 2.90 |     |     |

| $W^-$ |
|----------------|------|------|------|------|------|
| WZ-EW/B | 0.10 | 0.11 | 0.19 |     |     |
| Exp. Numb. of long. pol. events | 424 | 368 | 288 |      |      |
| Hyp. $\sigma_B = 20\%$ | - | 0.70 | 0.91 |     |     |
| Hyp. $\sigma_B = 5\%$ | 0.76 | 0.78 | 0.94 |     |     |
| Hyp. $\sigma_B = 2.5\%$ | 0.78 | 0.80 | 0.95 |     |     |

2 $\times$ nominal luminosity

| Hyp. $\sigma_B = 20\%$ | - | 0.97 | 1.28 |     |     |
| Hyp. $\sigma_B = 5\%$ | 1.05 | 1.09 | 1.33 |     |     |
| Hyp. $\sigma_B = 2.5\%$ | 1.09 | 1.12 | 1.34 |     |     |
8.3 Double polarisation of the $W$ and $Z$ bosons

Ultimately, one wants to measure the polarisation component of the $WZ$ final state as the sum of $W_{0}Z_{0}$, $W_{T}Z_{T}$, $W_{0}Z_{T}$ and $W_{T}Z_{0}$ components where $T$ stands for transverse polarisation, the sum of the right and left fractions defined in the preceding section. The four corresponding templates are obtained in a similar way as in section 8.1, by combining the weights obtained from the analytical fits. Figures 22 illustrate the result of several fits which remain an exercise as the $WZ - QCD$ background was not taken into account. They show the results of a simultaneous fit of 2 data distributions to 4 data distributions consisting of the distributions of $\cos \theta_{Z}^{*}$ and $\cos \theta_{W}^{*}$ of the scalar sum of the lepton $p_T$ from the $Z$ boson and the scalar sum of the lepton $p_T$ from the $W$ and $E_{T}^{miss}$. For $M_{jj} > 500$ GeV, with 266 expected doubly longitudinally polarised events, the significance of the fraction of double longitudinally polarised final state stays below 1 $\sigma$. However, it should be noted that a 2-dimensional fit of $\cos \theta_{Z}^{*}$ and $\cos \theta_{W}^{*}$ gives a better sensitivity as shown in Figure 22 bottom left. Therefore, more sophisticated methods will be valuable to perform this measurement.
9 Kinematic distributions sensitive to aQGCs

In the reference [3], the variables $\sum |p_T^{lep}|$ and $|\Delta \phi(W, Z)|$ are shown to be sensitive on aQGC with the WZ final states. The distributions of these observables are shown in Figures 23 with 3000 fb$^{-1}$.

The sensitive region to aQGC lays at high $\sum |p_T^{lep}|$, typically above 500 GeV: extrapolating from the less than one signal event expected in [3] leads to less than 30 events at the end of Run3, while around 220 are expected with 3000 fb$^{-1}$. Similarly, from 2 events above $|\phi(W, Z)|$ equal 2.4, around 75 signal events are expected at the end of Run3, while about 950 are expected with 3000 fb$^{-1}$. Additional distributions are given in Appendix B.
10 Conclusion

Prospects for measuring vector boson scattering in the WZ fully leptonic final state for HL-LHC are presented using a fast simulation based on the parametrisation of the ATLAS detector effects. Different detector setups and pile-up conditions are studied, extending or not the tracking acceptance with the implications of a lepton and a hard scattering jet identification up to $|\eta| = 4$, including or not the high granularity timing detector and varying the working point for pile-up rejection.

The signal over background ratio is of the order of 1 to 10 and the main background (80%) comes from the strong production of WZ plus two jets final states. The extension of the tracking capabilities to large $\eta$ brings 28% more signal events and despite the expected level of PU, enables to maintain a jet $p_T$ cut as low as 30 GeV within the tracker acceptance. Beyond, a more stringent cut on $p_T^{\text{jet}}$, of the order of 80 GeV must be applied. Depending on the level of PU rejection, an additional signal gain, between 4% to 10% can be expected with the addition of HGTD. But for dealing with differential distributions, increasing the signal statistic or purity is important. Therefore, a multivariate analysis was also investigated to separate WZ – EW events from the WZ – QCD background. For the same $S/\sqrt{S+B}$, 40% more events are selected with the BDT. Additionally, the WZ – QCD background can be also mitigated by an efficient quark-gluon tagger in particular in the forward region.

Given the low signal over background ratio, the precision on the cross-sections measurement will be hampered by the systematic uncertainty associated to the WZ – QCD background and in particular by the theoretical uncertainty. However, it is expected that the background uncertainty will be constrained by refined and diverse control regions, allowed thanks to the large amount of statistics.

Investigations were carried out to measure the polarisation fractions of the vector bosons. It was shown that the measurement of the longitudinal polarisation of the Z bosons is reachable with an expected significance between 2 to 3 standard deviations. In general, the sensitivity is increased with a larger signal

Figure 23: Left: Distribution of $\sum |p_T^{\text{lep}}|$. Right: Distribution of $|\Delta\phi(W,Z)|$ for an integrated luminosity of 3000 fb$^{-1}$.
purity. The measurement of the doubly longitudinal $W_0Z_0$ cross-section as predicted in the Standard Model will require more sophisticated methods.
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A Appendix

Figures 24 to 26 display the distributions of the 25 variables selected to build the BDT for the \( WZ - EW \) signal and the \( WZ - QCD \) background.

Figure 24: First 9 best ranked variables used to construct the BDT discriminant.
Figure 25: 10 to 18 ranked variables used to construct the BDT discriminant.
Figure 26: Last 7 ranked variables used to construct the BDT discriminant.
Figures 27 represent the integrated number of events above $m_{T_{WZ}}^T$ or $m_{WZ}$ cuts versus the value of this cut. In Tables 7 and 8, the number of events in each bin for the signal and the sum of backgrounds is given as well as the MC statistical error as this type of cumulative distributions enlightens the tails of distributions.

Figure 27: Left: Integrated number of events above $m_{T_{WZ}}^T$ cut vs $m_{T_{WZ}}^T$ cut. Right: Integrated number of events above $m_{WZ}$ cut vs $m_{WZ}$ cut.
Table 7: Number of events for which the transvers mass $m_{T}^{WZ}$ is greater than the indicated value for $WZ - EW$ events and for the sum of backgrounds. The error due to the MC statistics is also quoted.

<table>
<thead>
<tr>
<th>&gt; 0 GeV</th>
<th>3422.74</th>
<th>13.40</th>
<th>27686.18</th>
<th>272.24</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 50 GeV</td>
<td>3422.74</td>
<td>13.40</td>
<td>27686.18</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 100 GeV</td>
<td>3422.74</td>
<td>13.40</td>
<td>27686.18</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 150 GeV</td>
<td>3421.34</td>
<td>13.40</td>
<td>27677.83</td>
<td>272.18</td>
</tr>
<tr>
<td>&gt; 200 GeV</td>
<td>3358.60</td>
<td>13.28</td>
<td>26837.26</td>
<td>268.83</td>
</tr>
<tr>
<td>&gt; 250 GeV</td>
<td>3083.63</td>
<td>12.73</td>
<td>23625.10</td>
<td>252.20</td>
</tr>
<tr>
<td>&gt; 300 GeV</td>
<td>2618.28</td>
<td>11.74</td>
<td>18822.81</td>
<td>222.12</td>
</tr>
<tr>
<td>&gt; 350 GeV</td>
<td>2121.71</td>
<td>10.58</td>
<td>14407.57</td>
<td>194.66</td>
</tr>
<tr>
<td>&gt; 400 GeV</td>
<td>1679.41</td>
<td>9.39</td>
<td>10738.51</td>
<td>166.73</td>
</tr>
<tr>
<td>&gt; 450 GeV</td>
<td>1328.06</td>
<td>8.38</td>
<td>7934.36</td>
<td>142.88</td>
</tr>
<tr>
<td>&gt; 500 GeV</td>
<td>1051.24</td>
<td>7.46</td>
<td>5936.06</td>
<td>123.23</td>
</tr>
<tr>
<td>&gt; 550 GeV</td>
<td>834.45</td>
<td>6.65</td>
<td>4414.82</td>
<td>106.57</td>
</tr>
<tr>
<td>&gt; 600 GeV</td>
<td>663.72</td>
<td>5.96</td>
<td>3423.02</td>
<td>95.17</td>
</tr>
<tr>
<td>&gt; 650 GeV</td>
<td>532.40</td>
<td>5.36</td>
<td>2628.41</td>
<td>84.05</td>
</tr>
<tr>
<td>&gt; 700 GeV</td>
<td>429.46</td>
<td>4.84</td>
<td>2098.40</td>
<td>76.39</td>
</tr>
<tr>
<td>&gt; 750 GeV</td>
<td>346.17</td>
<td>4.37</td>
<td>1700.98</td>
<td>67.05</td>
</tr>
<tr>
<td>&gt; 800 GeV</td>
<td>282.07</td>
<td>3.97</td>
<td>1419.26</td>
<td>62.07</td>
</tr>
<tr>
<td>&gt; 850 GeV</td>
<td>230.39</td>
<td>3.61</td>
<td>1150.12</td>
<td>55.78</td>
</tr>
<tr>
<td>&gt; 900 GeV</td>
<td>190.27</td>
<td>3.32</td>
<td>919.05</td>
<td>49.57</td>
</tr>
<tr>
<td>&gt; 950 GeV</td>
<td>156.16</td>
<td>3.02</td>
<td>739.65</td>
<td>44.18</td>
</tr>
<tr>
<td>&gt; 1000 GeV</td>
<td>129.65</td>
<td>2.78</td>
<td>607.95</td>
<td>40.43</td>
</tr>
<tr>
<td>&gt; 1100 GeV</td>
<td>89.53</td>
<td>2.20</td>
<td>419.47</td>
<td>33.73</td>
</tr>
<tr>
<td>&gt; 1200 GeV</td>
<td>62.23</td>
<td>1.86</td>
<td>285.62</td>
<td>27.92</td>
</tr>
<tr>
<td>&gt; 1300 GeV</td>
<td>45.16</td>
<td>1.60</td>
<td>201.21</td>
<td>23.54</td>
</tr>
<tr>
<td>&gt; 1400 GeV</td>
<td>32.82</td>
<td>1.37</td>
<td>165.87</td>
<td>21.97</td>
</tr>
<tr>
<td>&gt; 1500 GeV</td>
<td>23.16</td>
<td>1.17</td>
<td>131.25</td>
<td>19.77</td>
</tr>
<tr>
<td>&gt; 1600 GeV</td>
<td>18.20</td>
<td>1.06</td>
<td>104.84</td>
<td>18.05</td>
</tr>
<tr>
<td>&gt; 1700 GeV</td>
<td>13.47</td>
<td>0.94</td>
<td>78.96</td>
<td>15.10</td>
</tr>
<tr>
<td>&gt; 1800 GeV</td>
<td>10.06</td>
<td>0.77</td>
<td>60.74</td>
<td>13.83</td>
</tr>
<tr>
<td>&gt; 1900 GeV</td>
<td>7.60</td>
<td>0.69</td>
<td>47.74</td>
<td>12.96</td>
</tr>
<tr>
<td>&gt; 2000 GeV</td>
<td>5.95</td>
<td>0.63</td>
<td>40.26</td>
<td>12.36</td>
</tr>
<tr>
<td>&gt; 2500 GeV</td>
<td>2.26</td>
<td>0.42</td>
<td>6.78</td>
<td>3.42</td>
</tr>
<tr>
<td>&gt; 3000 GeV</td>
<td>1.05</td>
<td>0.34</td>
<td>4.70</td>
<td>2.83</td>
</tr>
<tr>
<td>&gt; 3500 GeV</td>
<td>0.61</td>
<td>0.30</td>
<td>3.97</td>
<td>2.73</td>
</tr>
<tr>
<td>&gt; 4000 GeV</td>
<td>0.56</td>
<td>0.30</td>
<td>2.04</td>
<td>1.93</td>
</tr>
<tr>
<td>&gt; 4500 GeV</td>
<td>0.29</td>
<td>0.12</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>&gt; 5000 GeV</td>
<td>0.14</td>
<td>0.08</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>&gt; 6000 GeV</td>
<td>0.14</td>
<td>0.08</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>&gt; 7000 GeV</td>
<td>0.14</td>
<td>0.08</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>&gt; 8000 GeV</td>
<td>0.14</td>
<td>0.08</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>&gt; 9000 GeV</td>
<td>0.14</td>
<td>0.08</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>&gt; 10000 GeV</td>
<td>0.10</td>
<td>0.07</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>&gt; 20000 GeV</td>
<td>0.05</td>
<td>0.05</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>&gt; 50000 GeV</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table 8: Number of events for which the invariant mass $m_{WZ}$ is greater than the indicated value for $WZ - EW$ events and for the sum of backgrounds. The error due to the MC statistics is also quoted. In the reconstruction of the W boson, the longitudinal component of the neutrino momentum is chosen to be the smallest.

<table>
<thead>
<tr>
<th>$m_{WZ}$</th>
<th>Nb of signal events</th>
<th>MC statistical error</th>
<th>Nb of background events</th>
<th>MC statistical error</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 0 GeV</td>
<td>3422.76</td>
<td>13.40</td>
<td>27686.14</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 50 GeV</td>
<td>3422.76</td>
<td>13.40</td>
<td>27686.14</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 100 GeV</td>
<td>3422.76</td>
<td>13.40</td>
<td>27686.14</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 150 GeV</td>
<td>3422.76</td>
<td>13.40</td>
<td>27686.14</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 200 GeV</td>
<td>3278.35</td>
<td>13.12</td>
<td>25950.05</td>
<td>264.54</td>
</tr>
<tr>
<td>&gt; 250 GeV</td>
<td>2808.34</td>
<td>12.16</td>
<td>20778.20</td>
<td>236.62</td>
</tr>
<tr>
<td>&gt; 300 GeV</td>
<td>2293.04</td>
<td>11.02</td>
<td>16107.47</td>
<td>208.90</td>
</tr>
<tr>
<td>&gt; 350 GeV</td>
<td>3422.76</td>
<td>13.40</td>
<td>27686.14</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 400 GeV</td>
<td>3422.76</td>
<td>13.40</td>
<td>27686.14</td>
<td>272.24</td>
</tr>
<tr>
<td>&gt; 450 GeV</td>
<td>1191.53</td>
<td>8.03</td>
<td>7277.15</td>
<td>142.89</td>
</tr>
<tr>
<td>&gt; 500 GeV</td>
<td>964.04</td>
<td>7.25</td>
<td>660.48</td>
<td>125.56</td>
</tr>
<tr>
<td>&gt; 550 GeV</td>
<td>786.99</td>
<td>6.58</td>
<td>4502.36</td>
<td>113.30</td>
</tr>
<tr>
<td>&gt; 600 GeV</td>
<td>645.41</td>
<td>6.00</td>
<td>3560.48</td>
<td>100.56</td>
</tr>
<tr>
<td>&gt; 650 GeV</td>
<td>532.03</td>
<td>5.50</td>
<td>2964.51</td>
<td>92.84</td>
</tr>
<tr>
<td>&gt; 700 GeV</td>
<td>444.79</td>
<td>5.08</td>
<td>2458.29</td>
<td>85.70</td>
</tr>
<tr>
<td>&gt; 750 GeV</td>
<td>374.50</td>
<td>4.71</td>
<td>2069.25</td>
<td>78.82</td>
</tr>
<tr>
<td>&gt; 800 GeV</td>
<td>313.07</td>
<td>4.29</td>
<td>1722.52</td>
<td>71.66</td>
</tr>
<tr>
<td>&gt; 850 GeV</td>
<td>263.34</td>
<td>3.90</td>
<td>1500.46</td>
<td>66.61</td>
</tr>
<tr>
<td>&gt; 900 GeV</td>
<td>225.07</td>
<td>3.61</td>
<td>1281.54</td>
<td>62.29</td>
</tr>
<tr>
<td>&gt; 950 GeV</td>
<td>193.75</td>
<td>3.37</td>
<td>1100.54</td>
<td>59.14</td>
</tr>
<tr>
<td>&gt; 1000 GeV</td>
<td>167.71</td>
<td>3.16</td>
<td>995.30</td>
<td>56.84</td>
</tr>
<tr>
<td>&gt; 1100 GeV</td>
<td>124.99</td>
<td>2.79</td>
<td>795.04</td>
<td>52.53</td>
</tr>
<tr>
<td>&gt; 1200 GeV</td>
<td>94.47</td>
<td>2.46</td>
<td>615.52</td>
<td>46.94</td>
</tr>
<tr>
<td>&gt; 1300 GeV</td>
<td>71.92</td>
<td>2.23</td>
<td>470.10</td>
<td>42.70</td>
</tr>
<tr>
<td>&gt; 1400 GeV</td>
<td>57.71</td>
<td>2.05</td>
<td>376.19</td>
<td>38.77</td>
</tr>
<tr>
<td>&gt; 1500 GeV</td>
<td>44.68</td>
<td>1.87</td>
<td>303.78</td>
<td>35.71</td>
</tr>
<tr>
<td>&gt; 1600 GeV</td>
<td>34.17</td>
<td>1.41</td>
<td>245.97</td>
<td>31.95</td>
</tr>
<tr>
<td>&gt; 1700 GeV</td>
<td>28.26</td>
<td>1.30</td>
<td>199.82</td>
<td>30.11</td>
</tr>
<tr>
<td>&gt; 1800 GeV</td>
<td>22.87</td>
<td>1.19</td>
<td>172.09</td>
<td>29.24</td>
</tr>
<tr>
<td>&gt; 1900 GeV</td>
<td>18.89</td>
<td>1.08</td>
<td>140.42</td>
<td>27.19</td>
</tr>
<tr>
<td>&gt; 2000 GeV</td>
<td>15.44</td>
<td>0.94</td>
<td>117.22</td>
<td>26.01</td>
</tr>
<tr>
<td>&gt; 2500 GeV</td>
<td>7.18</td>
<td>0.67</td>
<td>81.01</td>
<td>24.04</td>
</tr>
<tr>
<td>&gt; 3000 GeV</td>
<td>3.54</td>
<td>0.50</td>
<td>52.79</td>
<td>22.44</td>
</tr>
<tr>
<td>&gt; 3500 GeV</td>
<td>2.55</td>
<td>0.45</td>
<td>29.73</td>
<td>12.13</td>
</tr>
<tr>
<td>&gt; 4000 GeV</td>
<td>1.87</td>
<td>0.41</td>
<td>28.37</td>
<td>11.75</td>
</tr>
<tr>
<td>&gt; 4500 GeV</td>
<td>1.41</td>
<td>0.29</td>
<td>19.01</td>
<td>10.40</td>
</tr>
<tr>
<td>&gt; 5000 GeV</td>
<td>1.07</td>
<td>0.26</td>
<td>18.89</td>
<td>10.40</td>
</tr>
<tr>
<td>&gt; 6000 GeV</td>
<td>0.92</td>
<td>0.25</td>
<td>18.27</td>
<td>10.38</td>
</tr>
<tr>
<td>&gt; 7000 GeV</td>
<td>0.63</td>
<td>0.17</td>
<td>8.84</td>
<td>4.41</td>
</tr>
<tr>
<td>&gt; 8000 GeV</td>
<td>0.39</td>
<td>0.14</td>
<td>8.84</td>
<td>4.41</td>
</tr>
<tr>
<td>&gt; 9000 GeV</td>
<td>0.34</td>
<td>0.13</td>
<td>4.10</td>
<td>2.80</td>
</tr>
<tr>
<td>&gt; 10000 GeV</td>
<td>0.29</td>
<td>0.12</td>
<td>2.04</td>
<td>1.93</td>
</tr>
<tr>
<td>&gt; 30000 GeV</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>&gt; 80000 GeV</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
This note presents the prospects of searches for new heavy resonances decaying to dibosons \((WW/WZ)\) and measurements of electroweak \(WW/WZ\) production via vector boson scattering in association with a high-mass dijet system in the \(\ell\nu qq\) final states. The prospects are presented for an integrated luminosities of 300 and 3000 \(\text{fb}^{-1}\) of proton-proton collisions at \(\sqrt{s} = 14\) TeV to be recorded with the ATLAS detector at the high-luminosity LHC assuming the average number of \(pp\) interactions per bunch crossing to be 200. The cross-section for electroweak \(WW/WZ\) production in vector boson scattering processes is expected to have an observation greater than 5\(\sigma\) at 300\(\text{fb}^{-1}\) and to be measured to within 6.5% at 3000 \(\text{fb}^{-1}\). The diboson resonance searches are interpreted for sensitivity to a heavy scalar singlet, a simplified phenomenological model with a heavy gauge boson and a Randall-Sundrum model with a spin-2 graviton. With 3000 \(\text{fb}^{-1}\) of \(pp\) data, the exclusion limit reach for the new resonance is extended to 4.9 TeV in the heavy gauge boson model and 3.3 TeV in the Randall-Sundrum model. These are improvements of approximately 1 TeV in comparison to existing mass limits. With 3000 \(\text{fb}^{-1}\) of \(pp\) data, the 5\(\sigma\) discovery reach is 3.3 TeV for the heavy gauge boson model and 1.7 TeV for the Randall-Sundrum model.
1 Introduction

Searches for new heavy particles are an important part of the physics program at the Large Hadron Collider (LHC) and have been intensively performed over a broad range of final states to uncover physics beyond the Standard Model (SM). Many of these searches are motivated by models that aim to resolve the hierarchy problem, an unnaturally large difference in the strength between the electroweak and gravity forces, such as the Randall–Sundrum (RS) model with a warped extra dimension [1] or by models with composite Higgs bosons [2]. Possible extensions to the SM, such as extended Higgs sectors as in the two-Higgs-doublet model (2HDM) [3] or extended gauge sectors as in Grand Unified Theories [4–6], are also motivations for new heavy particle searches. No clear hint of new heavy particles has been observed to date at the LHC, placing strong constraints on the production of such new particles by both ATLAS and CMS [7–9].

The quest for new phenomena will therefore continue in future runs of the LHC and in future collider experiments. This note presents prospects for the search for resonances decaying to diboson (WW or WZ, collectively called VV where V = W or Z) in the semileptonic channel where one W-boson decays leptonically and the other W or Z-boson decays to quarks (ℓνqq channel). The results include sensitivity for such new resonances based on an integrated luminosity of 300 or 3000 fb$^{-1}$ of pp collisions at $\sqrt{s} = 14$ TeV using the ATLAS detector. An average number of 200 additional inelastic pp collisions per bunch-crossing (denoted “pile-up” in the rest of the note) is assumed. Searches in other semileptonic and fully hadronic decay channels are expected to have similar sensitivities at high masses, as observed in the ATLAS searches with Run 2 data [7].

While the presence of resonances is the most dramatic signal for new phenomena, they may be too heavy or broad to be clearly seen at the LHC. The study of the high-energy scattering between the longitudinal components of the vector bosons (vector boson scattering or VBS) is a perfect case to search systematically for the presence of new particles or interactions behind the breaking of the EW symmetry. In fact the scattering amplitude of the VBS processes, in absence of the Higgs boson, would grow indefinitely with the center-of-mass energy, while it is finite if the Higgs boson is exactly the one predicted by the SM and its contributions are included. This important high-energy behavior still needs to be tested experimentally and it will be one of the main drivers of the physics program for the HL-LHC, the project upgrade of the LHC where the luminosity is expected to increase by a factor of 10 with respect to current conditions. ATLAS has recently presented results of VBS searches in the $W^+W^-$ channel [10] and WZ channel [11] with 6.9σ and 5.6σ evidence respectively. The existing Run-2 VBS measurements have focused on channels involving the fully leptonic boson decays ($W(\ell\nu)$ and $Z(\ell\ell)$)\(^1\) and photons. The semileptonic channels, i.e., $V(qq')Z(\nu\nu)$, $V(qq')W(\ell\nu)$ and $V(qq')Z(\ell\ell)$, can however offer some interesting advantages. The $V(qq')$ branching fractions are much larger than the leptonic branching fractions and the use of jet substructure techniques with large-radius jet reconstruction allows to reconstruct and identify the $V$-boson produced in the high-$p_T$ region, which is the most sensitive to new physics effects. The sensitivity of the ATLAS experiment to VBS in the $V(qq')W(\ell\nu)$ final state, assuming an integrated luminosity of 300 or 3000 fb$^{-1}$ of pp collisions at $\sqrt{s} = 14$ TeV, will also be studied. The analysis is based on event selection and classification similar to those used in the Run 1 and Run 2 ATLAS searches [8, 9].

\(^1\)Unless otherwise noted, $\ell = e, \mu$ in this note.
2 Simulation Samples

Both exotic resonance and VBS analyses use generator-level samples of the main signal and background processes, combined with the parameterizations of the detector performance (muon and jet reconstruction and selection efficiencies and momentum resolutions) expected at the HL-LHC from fully simulated samples. The parametrized detector resolutions are used to smear the generator-level particle transverse momenta, while the parametrized efficiencies are used to reweigh the selected events [12]. All generated samples were produced at $\sqrt{s} = 14$ TeV and normalized to luminosities of 300 or 3000 fb$^{-1}$ when the results are presented.

2.1 Signal simulation

The prospect for resonance searches presented in this article are interpreted in the context of three different models: a heavy vector triplet (HVT) model [13, 14], a RS model [1] and a narrow heavy scalar resonance. The parameters of these models are chosen such that along the whole generated mass range, the resonance widths are less than 6% of the mass value, which is smaller than the detector resolution.

The HVT model [13, 14] provides a broad phenomenological framework to test a range of different scenarios involving new heavy gauge bosons and their couplings to SM fermions and bosons. In this model, a triplet $W$ of colorless vector bosons is introduced with zero hypercharge. This leads to a set of nearly mass-degenerate charged ($W^\pm$) and neutral ($Z'$) states, collectively denoted by $V'$. The masses of the $W'^{\pm}$ and $Z'$ bosons are taken to be the same in this prospect study. Two explicit HVT scenarios are used as benchmarks for interpretation of the results. The first scenario referred to as model A, reproduces the phenomenology of weakly coupled models based on an extended gauge symmetry [15]. The second DY scenario, referred to as model B, implements a strongly coupled model as in composite Higgs models [2].

The RS model postulates the existence of a warped extra dimension in which gravity propagates [1]. In the original “RS1” scenario only the effects of gravity are allowed to propagate in the extra dimension, while in the extended “bulk RS” scenario SM fields are also allowed to propagate in the extra dimension [16]. In both models [1, 16] the propagation in the extra dimension leads to the presence of a tower of Kaluza–Klein (KK) excitations of the graviton (denoted $G_{KK}$). The bulk scenario avoids constraints on the original RS1 model from limits on flavour changing neutral currents and electroweak precision test by suppressing the graviton couplings to light fermions. This lead to the predominant decay modes of the bulk graviton to be to pairs of top-quarks, higgs bosons, and electroweak gauge bosons. The bulk KK gravitons are produced via both quark–antiquark annihilation and gluon–gluon fusion (ggF) processes, with the latter dominating due to suppressed couplings of the graviton to light fermions. The strength of the graviton interaction depends on the dimensionless coupling constant $k/M_{Pl}$, where $k$ corresponds to the curvature of the warped extra dimension and $M_{Pl} = 2.4 \times 10^{18}$ GeV is the effective four-dimensional Planck scale. This note assumes the value of $k/M_{Pl} = 1$.

The last model considered is an empirical model with a narrow heavy scalar resonance produced via the ggF and vector-boson-fusion (VBF) mechanisms and decaying directly into $VV$. The width of this new scalar is assumed to be negligible compared to the detector resolution. This benchmark model is used to explore sensitivity to extended Higgs sectors.

Signal events for the HVT and bulk RS models are generated with MadGraph5_aMC@NLO v2.2.2 [17] at leading order (LO) using the NNPDF23LO parton distribution function (PDF) set [18]. For the production
of resonances in the HVT model, both the DY and VBF mechanisms are simulated. In the case of the heavy scalar model, signal events are generated at next-to-leading order (NLO) via the ggF and VBF mechanisms with Powheg-Box v1 [19, 20] and the CT10 PDF set [21].

For all signal models and production mechanisms, the generated events are interfaced to Pythia v8.186 [22] for parton showering, hadronization, and the underlying event. This Pythia interface includes the A14 set of tuned parameters [23] for events generated with MadGraph5_aMC@NLO at LO and the AZNLO set of tuned parameters [24] for events generated with Powheg-Box at NLO.

The electro-weak (EWK) $VVjj$ production is modeled using MadGraph5_aMC@NLO v2.3.3 [17], plus Pythia 8 [25] for fragmentation. The NNPDF30LO PDF set [18] is used. The EWK $VVjj$ samples are generated with two on-shell $V$ bosons, with one $V$ boson decaying leptonically ($Z \to \ell\ell$ with $\ell = e, \mu, \tau$), and the other $V$ boson decaying hadronically. For each sample, all of the purely-electroweak tree-level diagrams (i.e. $\mathcal{O}(\alpha^6_{EW})$ diagrams) that contribute to the final state are included: VBS diagrams, non-VBS electroweak diagrams without $b$-quarks in the initial final states, and non-VBS electroweak diagrams with $b$-quarks in the initial final states. Example diagrams of these processes are shown in Figure 1. The non-VBS diagrams are suppressed by the analysis selection, e.g. diagrams including a $Wtb$ vertex, are suppressed by requiring that the tagging jets are not $b$-tagged ($b$-veto). (Section 4).

![Figure 1: Example diagrams of purely-electroweak diagrams generated in the $VVjj$ process: VBS diagram (a), non-VBS diagram without $b$-quarks (b), and non-VBS diagrams with $b$-quarks (c).](image)

Diagrams that contain a mixture of electroweak and QCD vertices (i.e. $\mathcal{O}(\alpha^4_{EW}\alpha_s^2)$ diagrams) are not included in these samples, and are not part of the signal definition. Such processes are accounted for by the background samples ($t\bar{t}$, single-top, and diboson).

### 2.2 Background simulation

Simulated background event samples are used to derive the main background estimates. The main background sources are $W$ bosons produced in association with jets ($W$+jets), with significant contributions from top-quark production (both $t\bar{t}$ pair and single-top), non-resonant vector-boson pair production ($ZZ$, $WZ$ and $WW$) and $Z$ bosons produced in association with jets ($Z$+jets). Background originating from multi-jet processes are expected to be negligible due to the event selection requirements described in Section 4. The list of simulated background samples and predicted generator cross-section values at 14 TeV are shown in Table 1.
Table 1: Summary of the simulated background samples considered in this analysis alongside the generator used and the predicted generator cross-section.

<table>
<thead>
<tr>
<th>Background Process</th>
<th>Generator</th>
<th>Cross-section [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>W+jets</td>
<td>MadGraph5_aMC@NLO + Pythia 8</td>
<td>6.01×10^4</td>
</tr>
<tr>
<td>Z+jets</td>
<td>Powheg-Box + Pythia 8</td>
<td>6.17×10^3</td>
</tr>
<tr>
<td>t¯t</td>
<td>Powheg-Box + Pythia 6</td>
<td>8.24×10^2</td>
</tr>
<tr>
<td>single-top Wt channel</td>
<td>Powheg-Box + Pythia 6</td>
<td>8.05×10^1</td>
</tr>
<tr>
<td>SM WW/WZ → ℓνqq</td>
<td>Powheg-Box + Pythia 6</td>
<td>5.99×10^1</td>
</tr>
</tbody>
</table>

W+jets events are generated using MadGraph5_aMC@NLO v2.3.2 [17] at LO using the NNPDF30NLO PDF set [18], plus Pythia 8 [25] for fragmentation. They are simulated for up to one additional parton at NLO and up to two additional partons at LO. The generation of Z+jets events is done using Powheg-Box event generator plus PYTHIA8 [25] for showering and fragmentation. The generation use the CT10 PDF set [26] and the AZNLO CTEQL1 tune for Powheg-Box+Pythia [24]. Z → ττ and W → τν events are included in the Z+jets and W+jets samples, respectively. Diboson processes with one of the bosons decaying hadronically and the other leptonically are simulated using Powheg-Box v2 [27] with the CT10 PDF set and showered/hadronized using Pythia 6 [28].

For the generation of top-quark pairs, the Powheg-Box event generator with the CT10 PDF set in the matrix element calculations is used. Electroweak Wt-channel single-top quark events are generated using the Powheg-Box v1 event generator [29–31]. This event generator uses the four-flavour scheme for the NLO matrix-element calculations together with the fixed four-flavour PDF set CT10f4 [26]. For all top-quark processes, top-quark spin correlations are preserved (for t-channel, top-quarks are decayed using MadSpin [32]). The parton shower, fragmentation, and underlying event are simulated using Pythia 6.428 [28] with the CTEQ6L1 [33] PDF set and the corresponding Perugia 2012 tune [34]. The top-quark mass is set to 172.5 GeV. The EvtGen v1.2.0 program [35] is used to decay bottom and charm hadrons for the Powheg-Box samples.

3 Object Selection

Studies on the performance of the upgraded phase-II ATLAS detector at the HL-LHC are documented in Ref [36, 37]. The performance studies assume a center of mass energy of \( \sqrt{s} = 14 \) TeV with the average number of pp interactions per bunch crossing of 200. The upgraded detector is fully simulated for the detector response. The results of these studies were used to derive functions that provide parameterized estimates of the detector performance for different physics objects. These functions are \( p_T \) - and \( \eta \) -dependent and are applied to the generator-level quantities to emulate energy resolution, efficiencies and mis-identification (fake) rates. Efficiency functions are available for the identification of electron, muon and heavy quark associated with jets (b-tagging). Functions to parameterize fake rates are also extracted

\[ \Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}. \]

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points upwards. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \( \phi \) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \( \theta \) as \( \eta = -\ln \tan(\theta/2) \). Angular distance is measured in units of \( \Delta R \).
for $b$-tagging (light flavor jets and jets from pile-up collisions can be mis-identified as $b$-jets). Energy resolution functions are applied to alter the four-momenta of generator-level objects by a random amount corresponding on average to the expected resolution of the detector. The object selection criteria are applied to the altered four-momenta.

The following objects are used in this analysis:

- Generator-level electrons or muons are required to be isolated by ensuring that the sum of the $p_T$ of other final state charged particles within $\Delta R = 10 \text{ GeV} / p_T$ around the lepton is less than 6% of the lepton $p_T$. Lepton identification efficiencies are applied to the selected isolated electrons and muons. Both electrons and muons are required to pass the tight identification criteria [36], which is the most effective to reduce mis-identified leptons. Once the identification efficiencies are applied, the energies of the remaining leptons are smeared according to the expected detector resolution. They are both required to have $p_T > 27 \text{ GeV}$ and be within the acceptance of the inner detector ($|\eta| < 1.37$ or $1.52 < |\eta| < 2.47$ for electrons and $|\eta| < 2.5$ for muons). The $\eta$ acceptance cuts are chosen to match those used in previous searches even though the HL-LHC acceptances are expected to increase since the leptons in our signal models are expected to be mainly produced centrally in the detector.

- Small-$R$ jets (denoted by $j$ below): The anti-$k_t$ algorithm [38] with a radius parameter of $R = 0.4$ is used to reconstruct small-$R$ jets from final state generator-level particles. Pile-up jets are included from a pileup library built with the assumption of the average 200 proton-proton interactions per bunch crossing. The transverse momentum of the jets is smeared by 10-25% using an $\eta/p_T$-dependent parameterization; the jets are requested to satisfy $|\eta| < 2.5$ and have a minimum $p_T$ of 20 GeV. The identification of jets originating from $b$-quarks is done by finding jets with generator-level $b$-hadron within a cone of $\Delta R < 0.4$ around the jet direction. The $b$-tagging performance for these jets is then modeled by applying ($\eta/p_T$-dependent) $b$-tagging efficiency function corresponding to a mean efficiency of 70% in simulated $t\bar{t}$ events. The $b$-tagging mis-identification rate is also applied to light flavor quark and gluon jets (including pile-up jets) to account for jets that do not contain $b$-hadrons but are accidentally identified as $b$-jets. A track confirmation algorithm is used to mitigate pile-up by selecting jets with generator-level charged hadrons that can be traced back to the primary vertex; the track confirmation efficiencies are applied to jets from hard-scattering and pile-up interactions.

- Large-$R$ jets (denoted by $J$ below): The anti-$k_t$ algorithm with a radius parameter of $R = 1.0$ is used to reconstruct large-$R$ jets. The large-$R$ jets are trimmed using the standard ATLAS trimming parameters of $p_T$ fraction = 0.05 and $R = 0.2$ [39]. It is assumed that the performance of a future $W/Z$-boson tagger at the HL-LHC conditions will have similar, if not better, performance as existing boson taggers. To simulate the effect of Run-2 $W/Z$-boson tagging performance [40, 41] on local-calibrated topologically-clustered jets [42], events which contain a large-$R$ jet are scaled by the expected boson tagging efficiency for the $V \rightarrow qq$ with kinematics corresponding to the large-$R$ jet. The tagging efficiencies are calculated from fully-simulated 13 TeV Monte-Carlo (MC) samples as the fraction of events with a large-$R$ jet passing the tagger to the number of events with large-$R$ jets within $|m(J) - m(W/Z)| < 50 \text{ GeV}$, where $m(J)$ is the large-$R$ jet mass. The mass cut imposed by the tagger is always smaller then the 50 GeV window applied. The mass window cut is applied whenever the $W/Z$-boson tagger scale factors are applied and used to incorporate the shaping effect of a mass cut on the background distributions. Only the leading large-$R$ jet is considered for the tagging efficiency calculation. Separate efficiencies are calculated for each background and signal processes and applied as scale factors on the 14 TeV simulated samples. The $p_T$ (mass) of the
large-\(R\) jets is smeared using a Gaussian (Log-Normal) distribution with scale parameters derived as a function of \(p_T\) and \(m(J)/p_T\). The large-\(R\) jets in events must have \(p_T > 200\) GeV and \(|\eta| < 2.0\).

- Missing transverse momentum (with its magnitude \(E_T^{\text{miss}}\), referred to as the missing transverse energy below): The missing transverse momentum is determined as the negative sum of the transverse momenta of all generator-level particles, except neutrinos, within the detector acceptance. The \(x\) and \(y\) components of the missing transverse momentum are smeared with the detector resolution and are used to obtain the total missing transverse energy in the event [43].

- Overlap Removal: Energy deposits in the calorimeter from electrons and muons can be reconstructed as jets. In this analysis, the jets are reconstructed from stable generator-level particles excluding muons and electrons from the decay of \(W\), \(Z\), Higgs and \(\tau\) particles as well as neutrinos. To avoid double counting an electron as a jet, the nearest small-\(R\) jet to an electron is removed from the list of jets if \(\Delta R(e, \text{jet}) < 0.2\). Additionally, small-\(R\) jets within \(\Delta R = 1.0\) of any large-\(R\) jet in the event are removed from the list of jets.

## 4 Event Selection

Events are required to have exactly one lepton satisfying the selection criteria described above. It is assumed that the effect of trigger thresholds is negligible for the selected leptons with \(p_T\) studied in this note. Events are further required to contain a hadronically-decaying \(W/Z\) candidate, reconstructed either from two small-\(R\) jets, defined as the resolved channel, or from one large-\(R\) jet, designated the boosted channel (see below).

The missing transverse energy \(E_T^{\text{miss}}\) has to be greater than 60 GeV, which suppresses multijet background to a negligible level. By constraining the \(E_T^{\text{miss}} + \text{lepton}\) system to be consistent with the \(W\) mass, the \(z\) component of the neutrino (\(\nu\)) momentum can be reconstructed by solving a quadratic equation. The smallest solution is chosen and in the case where the solution is imaginary, only the real part is taken.

The analyses for the resonance search are detailed in Section 4.1 and the VBS search in Section 4.2. The event selections for the two analyses are considered separately and events can be selected by both analyses.

### 4.1 Resonance Search

The presence of narrow resonances is searched for in the distribution of reconstructed diboson mass using the signal shapes extracted from simulation of benchmark models. The invariant mass of the diboson system \(m(WV)\) is reconstructed from the leptonic \(W\) candidate and hadronic \(W/Z\) candidate, the latter of which is obtained from two small-\(R\) jets in the resolved channel \((m(\ell\nu jj))\) or large-\(R\) jet in the boosted channel \((m(\ell\nu J))\). The background shape and normalization are obtained from MC simulation with dedicated control regions to constrain systematic uncertainties of the background modeling and normalization. The following control regions are used in the final fit:

- If the event satisfies all the selection criteria except the \(W/Z\)-boson mass-window cut with no b-jets (b-veto) then the event is categorized as a \(W\) control region event.
If the event satisfies all the selection criteria and has additional b-jets then the event is categorized as an *a top control region event.* These regions are used to constrain the top and W+jets background normalization and shape uncertainties as described in Section 5.

The search is divided into two orthogonal categories to identify the ggF/q\bar{q} and VBF production modes by identifying additional forward jets. If an event passes the VBF category selection for the additional forward jets (defined below) it is categorized as a VBF candidate event, otherwise as a ggF/q\bar{q} candidate event. Events are then processed by a merged-jet selection then a two resolved-jet selection if they fail the merged selection. This prioritization strategy provides the optimum signal sensitivity as it favors the merged selection which contains less background contribution. A summary of the selection in the resonance search is presented in Table 2. The final distributions in the signal regions for the resonance search can be seen in Figure 2. The acceptance curves for the resonance search as function of VBF and \((q\bar{q})\) produced HVT W' signal masses can be found in Figure 4.

### 4.1.1 VBF Selection

Before any further selection, if an event contains two non-b-tagged small-R jets with \(\eta(j_{1}^{tag}) \cdot \eta(j_{2}^{tag}) < 0\), a pseudorapidity separation of \(\Delta \eta = |\eta(j_{1}^{tag}) - \eta(j_{2}^{tag})| > 4.7\) and an invariant mass greater than 770 GeV, then the event is categorized as a VBF candidate event. If more than one such pairs of jets are found in the event, the one with the highest dijet invariant mass is chosen. These jets are not considered when searching for \(V \rightarrow q\bar{q}\) candidates.

### 4.1.2 Merged selection

In the merged selection, events are required to have at least one large-R jets with \(p_T(J) > 200\) GeV and \(|\eta(J)| < 2\). If two or more large-R jets are found, the one with the highest \(p_T\) is chosen as a hadronically decaying W/Z boson candidate. A mass window cut of \(|m(J) - m(W/Z)| < 50\) GeV is then applied and the selected events are then scaled by the expected efficiency of a W/Z boson tagger as described in Sec 3. If the selected large-R jet contains a b-quark within \(\Delta R < 1\) around the jet, then the event is rejected to reduce contribution from t\bar{t} background.

Events are further required to pass the stricter \(E_T^{miss}\) cut of \(> 100\) GeV and have \(p_T(\ell\nu) > 200\) GeV. If the lepton candidate is an electron, \(E_T^{miss}/p_T(\ell\nu) > 0.2\) is required to reduce the multijet background contribution to a negligible level, as shown in the 13 TeV search [8]. Additional requirements that the \(p_T\) of both hadronic and leptonic V candidates are greater than 40% (30%) of \(m(VV)\) for the ggF/q\bar{q} (VBF) selection are also applied.

### 4.1.3 Resolved selection

Events which fail the merged selection and have at least two small-R jets are then processed by the resolved selection. In the resolved selection, the hadronically decaying W/Z candidate is reconstructed from the pair of small-R jets with the mass \(m(jj)\) closest to the W/Z mass among all combinations of jets with \(p_T > 20\) GeV. This jet pairing strategy is chosen as it gives the best signal sensitivity. The leading (sub-leading) signal jet is further required to have \(p_T > 60(40)\) GeV after the jet pairs are selected to...
improve separation between the signal and the background. These signal jets are then required to be in either the W mass window of \( 66 < m(jj) < 94 \) GeV or the Z mass window of \( 82 < m(jj) < 106 \) GeV. To suppress backgrounds containing top quarks, events are vetoed if they contain any \( b \)-tagged jets not part of the hadronic W/Z-boson candidate. In addition, if the dijet mass is within the W mass window and both jets are \( b \)-tagged, the event is removed. This cut is not applied to the Z-boson candidate in order to retain signal with \( Z \to bb \) decay.

The selected event is further required to fulfill the following angular conditions to enhance signal-like topology: \( \Delta\phi(j_i, \ell) > 1 \), \( \Delta\phi(j_i, \nu) > 1 \), \( \Delta\phi(j_1, j_2) < 1 \) and \( \Delta\phi(\ell, \nu) < 1 \). Furthermore, the leptonic W candidate is required to have \( p_T(W) > 75 \) GeV and if the lepton candidate is an electron there is an additional requirement of \( E_T^{\text{miss}}/p_T(\ell\nu) > 0.2 \). Similarly to the merged selection, both V candidates are required to have \( p_T(\ell\nujj)/m(\ell\nujj) > 0.35 \) (0.3) for the ggF/q\( \bar{q} \) (VBF) selection.

### 4.2 Vector boson scattering search

Experimentally, VBS is characterized by the presence of a pair of vector bosons (\( W, Z \), or \( \gamma \)) and two forward jets with a large separation in pseudorapidity and a large dijet invariant mass. Therefore the VBS search is required to have 2 additional forward VBS-topology tagging jets in the event in addition to jets associated with the boson decay, similar to the resonant VBF search.

The VBS tagging jets are required to be non-\( b \)-tagged, in order to suppress the contribution of diagrams with a \( Wtb \) vertex (especially the electroweak \( t\bar{t} \) production) in the electroweak \( VVjj \) production. Tagging jets must be in the opposite hemispheres, \( \eta(j^\text{tag}_1) \cdot \eta(j^\text{tag}_2) < 0 \), and to have the highest dijet invariant mass among all pairs of jets remaining in the event after the \( V \to jj \) jet selection. This jet prioritization scheme is the reverse of the resonant VBF scheme and offers better background rejection in the \( p_T \) regime of interest in the VBS search. After the tagging jet pair are selected, it is required that both tagging jets should have \( p_T > 30 \) GeV, in order to suppress the contribution from pile-up, and that the invariant mass of the two tagging jets system is greater than 400 GeV. In the VBS search the VBS-tagging jets are selected after the signal jets and are required to be \( \Delta R > 1 \) away from signal large-\( R \) jets.

To optimize the signal sensitivity, Boosted Decision Trees (BDT) for the resolved and merged searches were trained on the background and signal MC samples in the respective regions. Four variables are included in the merged BDT: the invariant mass of the \( l\nu J \) system, the lepton \( \eta \), the second tag jet \( p_T \) and the boson centrality \( \zeta_V \). The boson centrality is defined as \( \zeta_V = \min(\Delta\eta_+, \Delta\eta_-) \) where \( \Delta\eta_+ = \max(\eta(j^\text{tag}_1), \eta(j^\text{tag}_2)) - \max(\eta(\ell\nu), \eta(J)) \) and \( \Delta\eta_- = \min(\eta(\ell\nu), \eta(J)) - \min(\eta(j^\text{tag}_1), \eta(j^\text{tag}_2)) \). In the resolved BDT, eight variables were used: the invariant mass of the \( WWjj \) system, the lepton \( \eta \), the \( p_T \) of both VBS-tagging jets and sub-leading signal jet, the boson centrality defined similarly to above, the \( \Delta\eta \) between signal jets, and the \( \Delta R \) between the lepton and neutrino candidate. These variables were chosen as they are the minimal subset of variables with the greatest separation between the signal and background, that provide significant improvement when added during the training. The BDT were trained using a gradient descent BDT algorithm, maximizing the the Gini index, in the TMVA package [44]. The BDT are chosen as the discriminants and their distributions are used in the final fit for the VBS search. Similar to the resonance search, if any event fails either a mass-window cut or a \( b \)-veto but passes all other events then the event is categorized as a W or top control region. The normalized BDT response and the invariant mass distribution of the diboson pair are displayed in Figure 3 for the VBS search. A summary of the selection in the VBS search is presented in Table 3.
4.2.1 Merged selection

In the merged selection, events are required to have at least one large-R jet with $p_T(J) > 200$ GeV and $|\eta(J)| < 2$. From those candidate large-R jets, the one with the smallest $|m(J) - m(W/Z)|$ is selected as the signal large-R jet. Mass window cuts and boson tagging efficiencies are applied in the same way as the resonance search.

To suppress backgrounds with top quarks, an event is rejected if any of the reconstructed jets outside the large R jet, is identified as containing a $b$-quark.

4.2.2 Resolved selection

If events fail the merged VBS selection, the resolved selection is then applied. Signal jets are chosen in the same way as the resolved resonance search, except that the additional $p_T$ requirements on the signal jets are not imposed. The signal jet pairs are then required to have $|m(jj) - m(W/Z)| < 15$ GeV. To suppress backgrounds with top quarks, an event is rejected if any of the reconstructed jets is identified as containing a $b$-quark.

<table>
<thead>
<tr>
<th>Selection</th>
<th>Resonance Resolved</th>
<th>Resonance Merged</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W \rightarrow \ell \nu$</td>
<td>1 isolated “tight” lepton</td>
<td>1 isolated “tight” lepton</td>
</tr>
<tr>
<td></td>
<td>0 additional “loose” leptons</td>
<td>0 additional “loose” leptons</td>
</tr>
<tr>
<td></td>
<td>$E_T^{\text{miss}} &gt; 60$ GeV</td>
<td>$E_T^{\text{miss}} &gt; 100$ GeV</td>
</tr>
<tr>
<td></td>
<td>$p_T(\ell \nu) &gt; 75$ GeV</td>
<td>$p_T(\ell \nu) &gt; 200$ GeV</td>
</tr>
<tr>
<td></td>
<td>$E_T^{\text{miss}} / p_T^{\ell \nu} &gt; 0.2$</td>
<td>$E_T^{\text{miss}} / p_T^{\ell \nu} &gt; 0.2$</td>
</tr>
<tr>
<td>$V \rightarrow jj$</td>
<td>2 small-R jets</td>
<td>large-R jet</td>
</tr>
<tr>
<td></td>
<td>$\min</td>
<td>m(jj) - m(W/Z)</td>
</tr>
<tr>
<td></td>
<td>$p_T(jj) &gt; 60$ GeV, $p_T(j_2) &gt; 40$ GeV</td>
<td>$m(J) - m(W/Z) &lt; 50$ GeV</td>
</tr>
<tr>
<td></td>
<td>$66 &lt; m(jj) &lt; 94$ GeV</td>
<td>Scale by $W/Z$-tagger efficiency</td>
</tr>
<tr>
<td></td>
<td>or $82 &lt; m(jj) &lt; 106$ GeV</td>
<td></td>
</tr>
</tbody>
</table>

Tagged jets (VBF Category)

- $\eta(j_1, j_2) < 0$, highest $m(jj)$
- $p_T(j_1^{\text{tag}}, j_2^{\text{tag}}) > 30$ GeV, $m(jj) > 770$ GeV, $\Delta \eta(j_1, j_2) > 4.7$

Toplogy

- $p_T(\ell \nu)/m(\ell \nu jj) > 0.35$ (0.3 for VBF)
- $p_T(jj)/m(\ell \nu jj) > 0.35$ (0.3 for VBF)
- $\Delta \phi(i, j, l) > 1$, $\Delta \phi(i, j, E_T^{\text{miss}}) > 1$
- $\Delta \phi(i, j, l, E_T^{\text{miss}}) < 1$

b-veto

- No $b$-tagged jets in the event beside 1 (2) from $W(Z) \rightarrow jj$

Table 2: Summary of the event selection for the resonance search.

5 Systematics

Two types of systematic uncertainties are considered in the analysis: experimental uncertainties associated with the detector response and calibration of reconstructed objects, and uncertainties on the background
Table 3: Summary of the event selection for the VBS search.

<table>
<thead>
<tr>
<th>Selection</th>
<th>VBS Resolved</th>
<th>VBS Merged</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W \to \ell \nu$</td>
<td>1 isolated “tight” lepton 0 additional “loose” leptons $E_{T}^{\text{miss}} &gt; 80$ GeV</td>
<td>2 small-R jets $\min</td>
</tr>
<tr>
<td>$V \to jj$</td>
<td>Non-b-tagged $\eta(j_{1}^{\text{tag}}) \cdot \eta(j_{2}^{\text{tag}}) &lt; 0$, highest $m(jj)$ $p_{T}(j_{1,2}^{\text{tag}}) &gt; 30$ GeV, $m(jj) &gt; 400$ GeV</td>
<td>Tagged jets $\Delta R(j_{1,2}^{\text{tag}}, J) &gt; 1.0$</td>
</tr>
<tr>
<td>b-veto</td>
<td>No b-tagged jets in the event</td>
<td></td>
</tr>
</tbody>
</table>

modeling. Among those uncertainties, the most dominant systematic sources are considered for each type.

For experimental sources, the jet energy resolution uncertainties are considered for the small (large)-R jets used in the resonance and VBS searches with the resolved (merged) selections. In addition, the large-R jet mass resolution uncertainties are considered for the merged selections. The resolution uncertainties are taken from the corresponding Run 2 search and reduced by 50% to account for the expected size at the time of the HL-LHC.

For theoretical uncertainties, the normalization uncertainties are considered for all backgrounds as well as the signal normalization uncertainty originating from choice of pdf set. The uncertainties on the background distribution shapes are taken into account for $W$+jets and $t\bar{t}$ processes by taking the variation of the $m(VV)$ and BDT distributions. The shape uncertainties for both $W$+jets and $t\bar{t}$ are based on generator comparisons with respect to SHERPA [45] and MADGRAPH respectively. The values of the normalization and shape uncertainties are taken to be half of those from the Run-2 search except for the $W$+jet which is taken to be reduced by a factor of 10. The different scaling of $W$+jet shape uncertainty is chosen since the Madgraph-Sherpa shape systematic is known to be overly conservative in the phase space of interest [46], which is expected to greatly improve with further data-MC comparisons. Likewise the $W$+jet normalization uncertainty is reduced by factor 10 to represent the expected increase in cross-section uncertainty for this process, which corresponds to ~ 90% of the expected background, with a factor of 10 or 100 increase in statistics with 300 and 3000 fb$^{-1}$. The uncertainties due to limited statistical accuracy of simulation predictions are not considered in the analysis.

The dominant uncertainties in the VBS search and low-mass regime of the Resonant search are diboson normalization and $W$+jet modeling uncertainties In the high-mass regime the $W$+jet and $t\bar{t}$ modeling uncertainties dominate.
Figure 2: Final $m(\ell v jj)$ and $m(\ell v J)$ distributions in the resolved (left) and merged (right) signal regions respectively for the VBF resonance search (top) and ggF/$q\bar{q}$ resonance search (bottom). Background distributions are separated into production type. HVT signal for mass 0.5, 1, and 3 TeV are overlayed as dashed curves where appropriate.
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6 Results

6.1 Fit description

The results are extracted by performing a simultaneous binned maximum-likelihood fit to the $m(WV)$ distributions (BDT for the VBS search) in the signal regions and the $W+$jets and $t\bar{t}$ control regions. The $WW$ and $WZ$ channels for the resonance search are treated individually because they partially overlap. A test statistic based on the profile likelihood ratio [47] is used to test hypothesized values of the signal cross-section, separately for each model considered. The likelihood is defined as the product of the Poisson likelihoods for all signal and control regions for a given production mechanism category and channel. The fit includes five background contributions, corresponding to $W+$jets, $t\bar{t}$, single-top, $Z+$jets, and diboson.

Systematic uncertainties are taken into account as constrained nuisance parameters with Gaussian or log-normal distributions. For each source of systematic uncertainty, the correlations across bins of $m(WV)$ distributions and between different kinematic regions, as well as those between signal and background, are taken into account. The main background modelling systematics, namely the $W+$jets and $t\bar{t}$ shape uncertainties, are constrained by the corresponding control regions and are treated as uncorrelated among the resolved and merged signal regions.

The number of bins and the bin widths in each signal region are optimized according to the expected background event distribution and detector resolution. In all regions, the overflow events are included in the last bin.

6.2 Resonance search

For the resonance search, a statistical analysis is performed using the CLs [48] method to determine the expected upper limits that can be set on the signal cross section in the absence of signal. The expected upper limit set on the signal cross section is the greatest value of the signal cross-section that is not excluded with 95% confidence. This procedure is carried out for each signal mass.

The expected upper limits set on the signal cross section times branching ratio as a function of the signal mass are shown in Figure 5-6 for the ggF/$q\bar{q}$ and VBF categories at $L=300$ fb$^{-1}$ and $L=3000$ fb$^{-1}$ assuming pile-up conditions of 200 additional collisions per-crossing. A line showing the theoretical cross section for the HVT and Bulk Randall-Sundrum Graviton via ggF/$q\bar{q}$ production at each mass is overlayed and indicates the mass reach of the search.

For the HVT $W'$ and $Z'$ the limits are estimated to be 4.3 TeV with $L=300$ fb$^{-1}$ and and 4.9 TeV with $L=3000$ fb$^{-1}$ of $pp$ collisions, using the same detector configuration and pileup conditions. For the Bulk graviton the expected limits are estimated as 2.8 and 3.3 TeV at $L=300$ fb$^{-1}$ and $L=3000$ fb$^{-1}$. The values at $L=3000$ fb$^{-1}$ show an expected increase to the sensitivity of the search to the benchmark signals by $\sim 1$ TeV with respect to existing limits in this channel [8].

In the circumstance that HL-LHC sees an excess, the expected sensitivity can also be characterized. The discovery significance is defined as the luminosity required to see a $5\sigma$ effect of the signal. Here the signal significance is the quadratic sum of $s/\sqrt{s+b}$, for each bin of the final discriminant distribution at that luminosity, $s(b)$ representing the number of signal(background) events in the bin.
Figure 7 shows the expected discovery significance for the resonant search. In addition to the expected values, dashed curves shows the expected values for a future W/Z-tagger which has a 50% increase in signal efficiency and a further factor of 2 in background rejection. These values are representative of improvements seen in a recent diboson resonance search in the fully-hadronic VV → qqqq analysis[49] by using track-calocluusters[49] as opposed to locally-calibrated topologically-clustered calorimeter jets. Other possible improvements in W/Z-tagging in the HL-LHC era can originate from usage of more advanced machine-learning techniques to discriminate against the background contribution and better understanding of jet substructure variables with measurements at higher integrated luminosities.

Figure 5: 95% Upper limit for the HVT (top left), HVT Z’ (top right), Scalar (bottom left), and Graviton (bottom right) via ggF/qq production.

6.3 VBS search

For the VBS search, the statistical analysis is done on the signal strength of the SM VBS (WW/WZ → ℓνqq) processes.

The expected significance for the SM VBS process is 5.7σ at 300 fb−1. The expected cross-section uncertainties are 18% at 300 fb−1 and 6.5% at 3000 fb−1. The effects of unfolding were not considered for the cross-section estimates.
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Figure 6: 95% Upper limit for the HVT $W'$ (left), HVT $Z'$ (right) and VBF Scalar(bottom) via VBF production.

Figure 7: Expected luminosity required to observe a 5$\sigma$ signal significance for the HVT $W'$ (black), HVT $Z'$ (blue) and $G_{RS}$ (red). The solid curves shows the sensitivity using the current $W/Z$-tagger and the dashed curves for a future tagger that has a 50% increased signal efficiency and a factor 2 increased rejection of background.
If control regions are not used to constrain the systematics the expected significance is reduced to 3.6σ at 300 fb$^{-1}$. Likewise the cross-section uncertainty are increased to 28% at 300 fb$^{-1}$ and 10% at 3000 fb$^{-1}$ when control regions are ignored.

Fig 8 shows the expected signal sensitivity and cross-section uncertainty as a function of integrated luminosity. In addition to the ℓνqq channel, curves representing the estimated combined sensitivity including the other semi-leptonic channels, ℓℓqq and ννqq, are shown assuming they have equal sensitivity as the ℓνqq channel. Here actual p-value calculations were done in comparison to Fig 7.

Figure 8: a) Expected signal significance as a function of integrated luminosity up to 300 fb$^{-1}$. The solid black curve is the significance from the ℓνqq channel, while the black dashed curve shows the expected significance from all semi-leptonic channels assuming equal sensitivity. The grey dashed curve highlights the 5σ value. b) The expected cross-section uncertainty as function of integrated luminosity up to 3000 fb$^{-1}$. The solid black curve is the uncertainty from the ℓνqq channel, while the dashed curve shows the expected uncertainty from all semi-leptonic channels assuming equal sensitivity. The grey dashed curve highlights the values at 300 fb$^{-1}$ and 3000 fb$^{-1}$. The effects of unfolding are not considered.

7 Conclusion

The prospects of searches for new heavy resonances decaying to diboson (WW/WZ) and measurements of electroweak WW/WZ production via vector boson scattering in the semileptonic final states have been presented. The electroweak WW/WZ production in vector boson scattering processes is expected to be observed with a significance of more than 5 standard deviations at 300 fb$^{-1}$ and the expected cross-section measured to within 6.5% at 3000 fb$^{-1}$. The diboson resonance searches are interpreted for sensitivity to a heavy scalar singlet, a simplified phenomenological model with a heavy gauge boson and a Randall-Sundrum model with a spin-2 graviton. With 3000 fb$^{-1}$ of pp data, the mass limits for the new resonance is extended to 4.9 TeV for the HVT W′/Z′, and 3.4 TeV for the Bulk Graviton.
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Vector Boson Scattering prospective studies in the ZZ fully leptonic decay channel for the High-Luminosity and High-Energy LHC upgrades

The CMS Collaboration

Abstract

Prospective studies for the vector boson scattering (VBS) in the ZZ channel at the HL-LHC are presented, where the Z bosons are identified and measured through their leptonic decays, $\ell = e, \mu$. The results obtained from the 2016 analysis with an integrated luminosity of 36 fb$^{-1}$ are projected to the HL-LHC luminosity of 3000 fb$^{-1}$ and center-of-mass energy of 14 TeV, taking into account the increased acceptance of the CMS detector. The projected uncertainty in the VBS ZZ cross section is 8.5–10.3% depending on the lepton $\eta$ coverage and assumptions made for the systematic uncertainties. A study is performed to separate the longitudinal polarization ($Z_L$) from the dominant transverse polarizations. The expected sensitivity for the VBS $Z_L Z_L$ fraction is 1.4 standard deviations. The foreseen upgrade coverage of up to $|\eta| = 3(2.8)$ for electrons (muons) leads to a 13% improvement in sensitivity compared to the Run 2 acceptance. Extending the coverage for electrons up to $|\eta| = 4$ would result in a modest increase in the sensitivity. Finally, the HE-LHC option would allow to bring the sensitivity at the 5$\sigma$ level for this process.
1 Introduction

The high-luminosity LHC (HL-LHC) will operate at the center-of-mass (c.o.m) energy of 14 TeV and is expected to deliver to each experiment integrated luminosities of up to 3000 fb$^{-1}$. It will provide a unique opportunity to search for rare physics processes. Weak vector boson scattering (VBS) is intimately related to the electroweak (EW) symmetry breaking mechanism (EWSB), the longitudinal mode of the gauge bosons being identified in the standard model (SM) with the Goldstone bosons of the EWSB. Unitarity restoration in the scattering of longitudinal weak bosons relies on the interference of the scattering amplitudes involving gauge couplings and couplings to the Higgs boson. While the studies of VBS have already been performed at the LHC Run 2 [1–4], the HL-LHC is expected to provide the first opportunity to study the longitudinal scattering of weak bosons.

Figure 1 shows some of the Feynman diagrams that contribute to EW production of the ZZjj signature, involving quartic (top left) and trilinear vertices (top right), as well as diagrams involving the Higgs boson (bottom left). The qq $\rightarrow$ ZZjj process can also be mediated through the strong interaction (bottom right in Fig. 1), which leads to the same final state as the VBS signal, and therefore constitutes an irreducible background.

This note presents prospective studies performed for VBS in the ZZ fully leptonic decay channel at the HL-LHC. It is based on the experimental investigation of VBS in the ZZ channel performed using data corresponding to an integrated luminosity of 36 fb$^{-1}$ collected in 2016 and exploiting the fully leptonic final state, where both Z bosons decay into electrons or muons, ZZ $\rightarrow$ $\ell\ell\ell'\ell'$ ($\ell, \ell' = e$ or $\mu$) [1]. Despite a low cross section, a small Z $\rightarrow$ $\ell\ell$ branching fraction, and a large irreducible QCD background, this channel provides a favorable laboratory to
study EWSB since all final-state particles are precisely reconstructed. In addition to a negligible reducible background, this channel provides a precise knowledge of the scattering energy through the measurement of $m_{4\ell}$. Furthermore, the measurement of the spin correlations of the final state fermions enables to identify the longitudinal contribution, which is the main interest of such studies. The longitudinal $Z$ bosons ($Z_L$) are expected to be dominantly produced in the forward region [5], therefore a particular attention is payed on the lepton pseudorapidity coverage in the presented study.

The projected sensitivity for VBS ZZ is estimated by scaling the expected yields for the signal and the background processes, taking into account the increase in luminosity and scattering energy as well as the changes in acceptance and selection efficiencies between the Run 2 (13 TeV) and the Phase-2 (14 TeV) configurations. The Delphes simulation [6] is then used to assess the sensitivity to VBS $Z_LZ_L$.

After a brief reminder of the CMS detector Phase-2 upgrade in Section 2, the simulated samples used in this analysis are described in Section 3. The event selection and analysis strategy are then presented in Section 4. The effect of the increased acceptance and center-of-mass energy are discussed in Section 5 and the systematic uncertainties are addressed in Section 6. The sensitivity results for the VBS ZZ measurement at HL-LHC are presented in Section 7. The separation of the longitudinal component and results for the expected sensitivity and precision for the VBS $Z_LZ_L$ measurement are presented in Section 9. A summary of the analysis and results is given in Section 10.

## 2 CMS detector upgrade

The upgraded CERN High-Luminosity LHC is expected to deliver a peak instantaneous luminosity of up to $7.5 \times 10^{34}$ cm$^{-2}$ s$^{-1}$ [7], which is an increase in instantaneous luminosity of about four times with respect to the LHC Run 2 performance. With this increase in instantaneous luminosity, the number of overlapping proton-proton interactions per bunch crossing, or pileup (PU), is expected to increase from its mean value of about 40 at the LHC to a mean value of up to 200 at the HL-LHC. Similarly, the levels of radiation are expected to significantly increase in all regions of the detector, in particular in its forward regions.

The CMS detector [8] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions at the HL-LHC [9–13]. In particular, in order to sustain the increased PU rate and associated increase in flux of particles, the upgrade will provide the detector with: higher granularity to reduce the average channel occupancy, increased bandwidth to accommodate the higher data rates, and improved trigger capability to keep the trigger rate at an acceptable level without compromising physics potential. The upgrade will also provide an improved radiation hardness to withstand the increased radiation levels.

The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively. The upgraded L1 will also feature inputs from the silicon strip tracker, allowing for real-time track fitting and particle-flow reconstruction [14] of objects at the trigger level. The high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz.

The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. 

---
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In addition, the tracker will provide information on tracks above a configurable transverse momentum threshold to the L1 trigger, information presently only available at the HLT. It will also allow for including tracks with low momentum (≈ 2 GeV).

The muon system will be enhanced by upgrading the electronics of the cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about |\eta| = 2.8, and improve the trigger and reconstruction performance in the forward region.

The barrel electromagnetic calorimeter (ECAL) will be operated at lower temperatures to mitigate noise in avalanche photodiodes (APDs) due to radiation damage. Its upgraded front-end electronics will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide an increased sampling rate of 160 MHz and high-precision timing capabilities. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs).

The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide coverage in pseudorapidity from about |\eta| = 1.5 up to |\eta| = 3. The new calorimeter will be based on a lead tungsten followed by stainless steel absorber with silicon sensors as the active material in the front section, and it will feature plastic scintillator tiles readout by SiPMs towards its back section at large distances from the beam. It will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as 160 MHz sampling allowing high-precision timing capability for photons, which will allow for improved PU rejection and identification of electrons, photons, tau leptons, and jets.

Finally, the addition of a new precision timing detector for minimum ionizing particles (MTD) in both the barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high PU rates. The MTD is expected to achieve timing resolution of about 30 to 40 ps, and will provide coverage up to pseudorapidities of about |\eta| = 3.

A detailed overview of the CMS detector upgrade program is presented in Ref. [9–13]. The expected performance of the reconstruction algorithms and PU mitigation with the CMS detector is summarized in Ref. [15].

3 Monte Carlo samples and simulation

In addition to the samples used for the 13 TeV 2016 analysis and described in Ref. [1], simulated signal samples were produced for center-of-mass energies of \( \sqrt{s} = 14 \) and 13 TeV with polarization information on the outgoing Z bosons. Samples of simulated events for the main QCD background process were also produced for the center-of-mass energy of \( \sqrt{s} = 14 \) TeV.

The signal samples from purely electroweak VBS production, referred to as EW ZZ, are generated using MADGRAPH version 5.4.2 [16] and leading order (LO) version of PDFset NNPDF3.0 [17] with \( \alpha_s = 0.13 \) and using the 4-flavour scheme. The polarization information of individual Z bosons is kept by using the DECAY package from MADGRAPH5_AMC@NLO version 1.5.14 instead of MADSPIN. The 14 TeV sample is used to study the kinematics of polarized EW ZZ production and optimize the separation of the longitudinal component. The signal sample at 13 TeV is used to assess the effect of the change in center-of-mass energy.
Samples of events for the main irreducible QCD-induced \( pp \to ZZjj \) process, referred to as QCD qqZZ, are produced at 14 TeV at next-to-leading-order (NLO) with up to two extra parton emissions with MadGraph5_aMCatNLO [18], and merged with parton showers using the FxFx scheme [19]. The jet multiplicities are simulated separately, in a similar way as was done in Ref. [1]. These samples are used to assess the effect of the change of center-of-mass energy.

The PYTHIA v8.2 [20, 21] package is used for parton showering, hadronization and underlying event simulation. The fast-simulation package Delphes [6], with the CMS detector configuration corresponding to a number of pileup interactions of 200 (referred to as the 200PU configuration), is then used to simulate the expected response of the upgraded CMS detector.

4 Event selection and analysis

The analysis is based on the Run 2 investigation of VBS in the ZZ channel described in Ref. [1], with a data set corresponding to an integrated luminosity of 36 fb\(^{-1}\). Run 2 results are projected into HL-LHC conditions, taking into account the effects of the increased lepton acceptance and center-of-mass energy in addition to the expected integrated luminosity.

The final state should contain at least two pairs of oppositely charged isolated leptons and at least two hadronic jets. The ZZ selection used is similar to that used in the CMS inclusive ZZ cross section measurement [22]. Events are required to contain at least two Z candidates, each formed from pairs of isolated and identified electrons or muons of opposite charges. Only reconstructed electrons (muons) with a \( p_T > 7 \) (5) GeV are considered. Among the four leptons, the highest \( p_T \) lepton must have \( p_T > 20 \) GeV, and the second-highest \( p_T \) lepton must have \( p_T > 12 \) (10) GeV if it is an electron (muon). Each pair of oppositely charged same-flavor leptons, is required to satisfy \( 60 < m_{\ell\ell} < 120 \) GeV. At least two jets with \( p_T > 30 \) GeV and \( |\eta| < 4.7 \) are additionally required. The two highest \( p_T \) jets are referred to as the tagging jets and their invariant mass is required to be larger than 100 GeV. The above loose requirements defined the ZZjj selection used to extract the VBS signal.

The dominant background to the VBS search is the QCD-induced production of two Z bosons in association with jets. The yield and shape of the multivariate discriminant of this irreducible background is taken from simulation, but ultimately constrained by the data in the fit that extracts the EW signal. Reducible backgrounds arise from processes in which heavy-flavor jets produce secondary leptons or from processes in which jets are misidentified as leptons. The lepton identification and isolation and invariant mass requirements strongly suppress these backgrounds, which, after the selection, have a negligible impact on the results.

The determination of the signal strength for the EW production (ratio of the measured cross section to the SM expectation) employs a multivariate discriminant based on a boosted decision tree (BDT) to optimally separate the signal and the QCD background. Seven observables are used in the BDT, including \( m_{jj}, |\Delta\eta_{jj}|, m_{ZZ}, \) as well as the Zeppenfeld variables [23] \( \eta_{Zi} = \eta_{Zi} - (\eta_{\text{jet}_1} + \eta_{\text{jet}_2})/2 \) of the two Z bosons, and the ratio between the \( p_T \) of the tagging jet system and the scalar \( p_T \) sum of the tagging jets \( R(p_T)^{\text{hard}} \). The BDT also exploits the event balance \( R(p_T)^{\text{balance}} \), which is defined as the transverse component of the vector sum of the Z bosons and tagging jets momenta, normalized to the scalar \( p_T \) sum of the same objects [24]. The tunable hyper-parameters of the BDT training algorithm are optimized via a grid-search algorithm and the BDT performance was checked using a matrix element approach [25–27].

A maximum likelihood fit of the BDT distributions for signal and backgrounds is used to extract the signal strength. The shape and normalization of each distribution are allowed to vary...
within their respective uncertainties. The systematic uncertainties are treated as nuisance parameters in the fit and profiled.

5 Effect of the increased energy and acceptance

In addition to the luminosity scaling, a first effect comes from the difference in center-of-mass energy for the Run 2 (13 TeV) and the HL-LHC (14 TeV) configurations. The cross sections are evaluated at LO with MadGraph (v5.4.2) [16] for the EW signal and the QCD qqZZ background, and with MCFM [28] for the QCD ggZZ background. The cross section ratio for the different processes are reported in Table 1. The signal cross section increases by about 15% while for the QCD qqZZ (ggZZ) background the increase is of about 17% (13%). The cross section ratios for the HE-LHC configuration (27 TeV) with respect to the HL-LHC configuration (14 TeV) is also reported.

Table 1: Cross section ratios $\sigma_{14\,\text{TeV}} / \sigma_{13\,\text{TeV}}$ and $\sigma_{27\,\text{TeV}} / \sigma_{14\,\text{TeV}}$ for the EW signal and the QCD background processes.

<table>
<thead>
<tr>
<th></th>
<th>EW ZZ</th>
<th>QCD qqZZ</th>
<th>QCD ggZZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{14,\text{TeV}} / \sigma_{13,\text{TeV}}$</td>
<td>1.15</td>
<td>1.17</td>
<td>1.13</td>
</tr>
<tr>
<td>$\sigma_{27,\text{TeV}} / \sigma_{14,\text{TeV}}$</td>
<td>3.25</td>
<td>3.41</td>
<td>3.57</td>
</tr>
</tbody>
</table>

A second order effect arises from the difference in event acceptance between the two energies. It is estimated for each process at the reconstructed level with the 200PU configuration. The corrections are found to be small, up to $\sim 6\%$. It has been checked for all the observables used as input to the BDT that the shape differences induced by the change in center-of-mass energy are small.

The ratio of acceptances for various $\eta$ coverage configurations and for a center-of-mass energy of 13 TeV are reported in Table 2.

Table 2: Acceptance ratios for the Phase-2 detector with respect to Run 2 for various $\eta$ coverage configurations. The first number denotes the cut value for electrons while the number in parentheses denotes the cut value for muons. The numbers are for the center-of-mass energy of 13 TeV.

<table>
<thead>
<tr>
<th></th>
<th>EW ZZ</th>
<th>QCD qqZZ</th>
<th>QCD ggZZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 3.0(2.8)$/$</td>
<td>\eta</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 4.0(2.8)$/$</td>
<td>\eta</td>
</tr>
</tbody>
</table>

The increase in signal yield from the increased lepton acceptance for the Phase-2 detector is up to $\sim 20\%$. One can see also that an extension of up to $|\eta| < 4$ provides a sizeable increase in signal event yield, compared to $|\eta| < 3$. The event yield increase for the QCD qqZZ background is $\sim 10\%$ higher than for the signal. The increase for the loop-induced ggZZ background is significantly lower, due to the Z production being more central for this process.

The shape differences induced on the variables used in the BDT by the change in detector acceptance at a given energy are found to be small. The most important difference appears for
the Zeppenfeld variables as can be expected since these variables directly relate to the pseudo-
rapidity of the final state Z bosons and therefore on the decay leptons. The change in $m_{jj}$ and
$\Delta \eta_{jj}$, which weigh the most in the BDT discriminant, is very small.

## Systematic uncertainties

In order to project the expected significance to HL-LHC configuration, two scenarios are con-
sidered for the systematic uncertainties. The first scenario (‘Run 2 scenario’) consists in using
the same systematic uncertainties as that used for the Run 2 analysis, apart from the uncertainty
in the QCD ggZZ background yield. In the second scenario (‘YR18 scenario’), improved sys-
tematic uncertainties are assumed to be obtained from the more data and better understanding
of the detector. In this scenario, the theory systematic uncertainties (PDF and QCD scales) are
furthermore halved with respect to the Run 2 scenario.

Both shape and yield variations of the BDT output distributions for the signal and the various
background are considered, in the same way as done for the Run 2 analysis [1].

For all processes apart from the sub-leading QCD ggZZ background, theoretical uncertainties
were estimated by simultaneously varying the renormalization and factorization scales up and
down by a factor of two with respect to the nominal value. As a VBS process the signal exhibits
a weak dependence on the QCD scales choice and the size of the observed effect was found
compatible with the NLO-LO comparison carried out in Ref. [29]. Uncertainties related to the
choice of the PDF and strong coupling constant were evaluated following the PDF4LHC [30, 31]
prescription and using the NNPDF [32] PDF sets. This procedure is also applied to the minor
ttZ and WWZ backgrounds which have a negligible impact on the signal sensitivity.

The uncertainty associated to the QCD ggZZ background deserved a particular treatment. The
$gg \rightarrow ZZjj$ loop-induced background, despite being suppressed by two order in $\alpha_S$ compared
to the leading $qq \rightarrow ZZjj$, contributes significantly in the signal region. The kinematical distri-
butions and in particular $m_{jj}$ appeared to be more signal-like. Being an $\alpha_4^S$ process at LO, this
process is difficult to model and a flat uncertainty of 40% was assigned from the comparison of
an MCFM simulation of $gg \rightarrow ZZ$ [28], therefore with the two extra jets from parton showers,
and a MADGRAPH simulation of the QCD ggZZ background $gg \rightarrow ZZjj$.

The large uncertainty in the ggZZ loop-induced background yield has the highest impact on
the significance, and is among the dominant uncertainties for the cross section measurement.
Therefore, in addition to the values quoted in Table 3 for the YR18 scenario, the precision on the
cross section measurement is also presented as a function of the uncertainty in the QCD
ggZZ loop-induced background yield.

The experimental uncertainties are taken from the Run 2 analysis [1]. They include an uncer-
tainty in the trigger efficiency, an uncertainty in the lepton selection efficiency (the numbers
given in Table 3 stands for the 4e/2e2$\mu$/4$\mu$ final states, respectively) and an uncertainty in
the pileup modeling estimated by varying the minimum bias cross section in the simulation
by $\pm 4.6\%$. The jet energy scale (JES) uncertainty was estimated by varying the $p_T$ of the tag-
ging jets by their respective uncertainty. The jet energy resolution (JER) in the simulation was
corrected to match the distribution observed in the data and the uncertainty in the JER scal-
ing factor is propagated to the simulated jets. The uncertainty in the data-driven reducible
background, dominated by the statistic available in the control region, is sizeable but had a
negligible effect on the sensitivity. The uncertainty in the luminosity is included as well.

The main source of systematic uncertainties and their effect on the signal and background
yields are listed in Table 3. Other uncertainties in the minor ttZ and WWZ backgrounds are considered as well but are not listed in Table 3 as they have a negligible impact on the sensitivity.

Table 3: Effect of the systematic uncertainties on the signal and backgrounds yields for the two considered scenarios.

<table>
<thead>
<tr>
<th>Systematic source</th>
<th>Run 2 scenario</th>
<th>YR18 scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCD scale, EW ZZ signal</td>
<td>1–10% (shape)</td>
<td>5%</td>
</tr>
<tr>
<td>PDF, EW ZZ signal</td>
<td>8% (shape)</td>
<td>4%</td>
</tr>
<tr>
<td>QCD scale, QCD qqZZ background</td>
<td>8–12% (shape)</td>
<td>6%</td>
</tr>
<tr>
<td>PDF, QCD qqZZ background</td>
<td>3% (shape)</td>
<td>1.5%</td>
</tr>
<tr>
<td>QCD ggZZ background</td>
<td>10%</td>
<td>10% or varied</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.6%</td>
<td>1%</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>Lepton reco and selection efficiency</td>
<td>6/4/2%</td>
<td>2/1/0.5%</td>
</tr>
<tr>
<td>JES, EW ZZ signal</td>
<td>1–5% (shape)</td>
<td>1%</td>
</tr>
<tr>
<td>JER, EW ZZ signal</td>
<td>1–2% (shape)</td>
<td>1%</td>
</tr>
<tr>
<td>JES, QCD qqZZ background</td>
<td>10–20% (shape)</td>
<td>10%</td>
</tr>
<tr>
<td>JER, QCD qqZZ background</td>
<td>3–6% (shape)</td>
<td>1%</td>
</tr>
</tbody>
</table>

For the cross section measurement, it is assumed that a fiducial cross section will be measured in a fiducial volume close to the detector level, such that the measurement is to first order insensitive to the theoretical uncertainties in the EW ZZ signal. Therefore, for this measurement, the nuisances corresponding to the EW ZZ signal uncertainties are frozen in the fit.

7 Results for VBS ZZ

The projected signal and background yields for the ZZjj selection defined in Section 5 and used in the statistical analysis, as well as for a VBS-enriched cut-based selection also requiring \( m_{jj} > 400 \text{ GeV} \) and \( |\Delta\eta_{jj}| > 2.4 \), are reported in Table 4. The yields are given for an integrated luminosity of 3000 \( \text{fb}^{-1} \). The reported uncertainties correspond to the Run 2 scenario, together with an uncertainty of 40% on the QCD ggZZ background yield as used for the Run 2 analysis. The reported event yields include the correction factors to account for the extended acceptance and the increase in center-of-mass energy as presented in Section 5. For the minor Z+X, ttZ and WWZ backgrounds, a correction factor similar to that evaluated for qqZZ is used. The corrections for the yields of these minor backgrounds lead to a change in projected significance of less than 1%.

A total of \( \sim 705 \) events are expected for the VBS ZZ process in the fully leptonic final states for an integrated luminosity of 3000 \( \text{fb}^{-1} \).

Figure 2 shows the scaled BDT output distribution for the signal and the various backgrounds for an integrated luminosity of 3000 \( \text{fb}^{-1} \). The points represent pseudodata generated from the sum of the expected contributions of each process.

Figure 3 shows the projected significance for a 10% uncertainty in QCD ggZZ background yield, as a function of the integrated luminosity and for the two scenarios described in Section 6, as well as for a scenario with only the statistical uncertainty included. A sensitivity of 5\( \sigma \), where \( \sigma \) stands for the standard deviation, is reached for an integrated luminosity of 225 \( \text{fb}^{-1} \).
Table 4: Signal and background yields projections for the ZZjj inclusive selection used in the statistical analysis and for a VBS cut-based selection also requiring $m_{jj} > 400$ GeV and $|\Delta \eta_{jj}| > 2.4$. Quoted uncertainties correspond to the systematic uncertainties for the Run 2 scenario together with a 40% uncertainty in the QCD ggZZ background yield, as used for the Run 2 analysis.

<table>
<thead>
<tr>
<th>Selection</th>
<th>t\bar{t}Z and WWZ</th>
<th>QCD qqZZ + ggZZ</th>
<th>Total bkg.</th>
<th>EW ZZ signal</th>
<th>Total expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZZjj</td>
<td>876 ± 99</td>
<td>11900 ± 1700</td>
<td>13600 ± 1700</td>
<td>706 ± 79</td>
<td>14300 ± 1700</td>
</tr>
<tr>
<td>VBS cuts</td>
<td>111 ± 25</td>
<td>2340 ± 490</td>
<td>2530 ± 510</td>
<td>456 ± 57</td>
<td>2990 ± 480</td>
</tr>
</tbody>
</table>

Figure 2: Expected distribution of the BDT output for 3000 fb$^{-1}$. The points represent pseudo data generated from the sum of the expected contributions for each process. The purple filled histogram represents the EW signal, the dark blue the QCD ggZZ background, the light blue the QCD qqZZ background, the yellow the ttZ plus WWZ backgrounds and the green the reducible background.

if considering the statistical uncertainties only. It is reached for 280 (260) fb$^{-1}$ if considering the systematic uncertainties of the Run 2 (YR18) scenario.

The expected significance for the Run 2 (YR18) scenario and for a 10% uncertainty in the QCD ggZZ background yield is 13.0 (13.6) for an integrated luminosity of 3000 fb$^{-1}$.

Figure 4 shows the projected relative uncertainty in the cross section measurement for 3000 fb$^{-1}$ as a function of the dominant systematic uncertainty, considering the YR18 scenario for the other uncertainties. Improving the uncertainty in the QCD ggZZ background from 40% to 5% leads to an improvement on the projected uncertainty in the cross section measurement of $\sim$ 13%.
8. VBS $Z_L Z_L$ analysis

The decay angle $\cos \theta^*$ of the lepton direction in the $Z$ decay rest frame with respect to the $Z$ momentum direction in the laboratory frame is the most distinctive feature of the $Z$ bosons polarisation states. The $Z$ $p_T$ and $\eta$ distributions also carry information on the $Z_L Z_L$ production, in particular longitudinal $Z$ bosons are produced with a lower $p_T$ and more forward, as compared to transverse polarizations ($Z_T$).

The distributions of $\cos \theta^*$, $p_T$ and $\eta$ of both $Z$ bosons, together with the distributions of all observables previously used to separate the VBS process from the QCD backgrounds (see Section 4) are employed as input to a BDT to separate the VBS $Z_L Z_L$ signal from the VBS and QCD backgrounds.
Figure 4: Projected relative uncertainty in the cross section for 3000 fb$^{-1}$ as a function of the uncertainty in the QCD ggZZ background yield (right). The YR18 scenario is used for the other systematic uncertainties.

backgrounds. Reducible backgrounds are expected to be very small and are therefore neglected in this study.

Figure 6 presents the distributions of some of the discriminant variables used, as obtained from Delphes simulation with 200PU configuration. $Z_1$ ($Z_2$) refers to the $p_T$-leading ($p_T$-subleading) Z boson. The inclusive ZZ$jj$ selection that requires $m_{jj} > 100$ GeV is applied. The distributions are normalized to unity for shape comparison.

The BDT is trained separately to discriminate the LL signal from the QCD backgrounds (QCD BDT) and to discriminate the LL signal from the VBS background (VBS BDT). For the training of the QCD BDT a single background is considered, constituted by a weighted mixture of the QCD qqZZ and QCD ggZZ backgrounds.

Cut values are defined on the QCD BDT and on the VBS BDT output values, which maximize the overall significance estimator $S/\sqrt{B}$ for the selected events. The corresponding signal efficiency is 14.1% and the VBS, QCD qqZZ and QCD ggZZ background efficiencies are 1.6%, 0.03% and 0.05%, respectively.

It is assumed that the VBS $Z_L Z_L$ fraction, defined as VBS $Z_L Z_L /$ VBS $(Z_L Z_L + Z_L Z_T + Z_T Z_T)$ will be measured, rather than the absolute VBS $Z_L Z_L$ cross section. In such ratio measurement, the systematic uncertainties from luminosity, and selection efficiency, as well as theoretical uncertainties on the VBS and VBS background cross section cancel out, such that among the sources of systematic uncertainties listed in Table 3 only the uncertainties in the QCD qqZZ and ggZZ background yields are considered.
Figure 5: Projected relative uncertainty in the cross section as a function of the integrated luminosity and for all other systematic uncertainties according to the Run 2 scenario (blue line and circles), and according to the YR18 scenario (red line and triangles). Results are shown for 10% uncertainty uncertainty in the QCD ggZZ background yield. The magenta line and filled squares show the results with only the statistical uncertainties included.

9 Results for VBS $Z_L Z_L$

Figure 7 shows the expected significance for the VBS $Z_L Z_L$ fraction as a function of the integrated luminosity and for the scenarios described in Section 6 and for a 10% uncertainty in the ggZZ loop-induced background yield, as well as for a scenario with only the statistical uncertainty included. A significance of 1.4$\sigma$ is reached for 3000 $fb^{-1}$. As expected from the ratio measurement, the effect of systematic uncertainties is very small. Results are also shown for an integrated luminosity of 6000 $fb^{-1}$, which would approximately correspond to combining ATLAS and CMS after 3000 $fb^{-1}$.

Figure 8 shows the expected relative uncertainty for the VBS $Z_L Z_L$ fraction measurement as a function of the integrated luminosity and for the YR18 scenario described in Section 6 with a 10% uncertainty in the ggZZ loop-induced background yield. The effect of systematic uncertainties is negligible. The result is also shown for an integrated luminosity of 6000 $fb^{-1}$, which would approximately correspond to combining ATLAS and CMS after 3000 $fb^{-1}$.

Table 5 presents the expected significance and relative uncertainty in the VBS $Z_L Z_L$ fraction for various $\eta$ coverage configurations. The foreseen coverage extension of up to $|\eta| = 3(2.8)$ for electrons (muons) leads to a significant improvement for the significance and uncertainty in the VBS $Z_L Z_L$ fraction. An extension of up to $|\eta| = 4$ for electrons would allow to further improve by $\sim 4\%$ both the significance and the cross section measurement uncertainty.

Finally, a simple scaling of the signal and background cross sections is performed to assess the sensitivity to the VBS $Z_L Z_L$ fraction at HE-LHC. An integrated luminosity of 15 $ab^{-1}$ is
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Figure 6: Distributions of some of the discriminant variables for the VBS Z_LZ_L signal, the VBS Z_LZ_T and Z_TZ_T background and the QCD backgrounds from Delphes simulation and for the ZZjj inclusive selection that requires m_{jj} > 100 GeV. The distributions are normalized to unity for shape comparison.

Table 5: Significance and measurement uncertainty in the VBS Z_LZ_L fraction for different lepton coverage configurations. The first configuration corresponds to the Run 2 configuration, the second to the Phase-2 upgrade and the third to an option for which the electron coverage would be extended up to |\eta| = 4. In the quoted |\eta| coverages, the first number corresponds to electrons, while the number in parentheses corresponds to muons.

<table>
<thead>
<tr>
<th>\eta coverage</th>
<th>significance</th>
<th>VBS Z_LZ_L fraction uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>\eta</td>
<td>&lt; 2.5 (2.4)</td>
</tr>
<tr>
<td></td>
<td>\eta</td>
<td>&lt; 3.0 (2.8)</td>
</tr>
<tr>
<td></td>
<td>\eta</td>
<td>&lt; 4.0 (2.8)</td>
</tr>
</tbody>
</table>

considered, together with a c.o.m energy of 27 TeV. The cross section ratios \sigma_{27 \text{ TeV}} / \sigma_{14 \text{ TeV}} are evaluated at LO with MADGRAPH (v5.4.2) [16] for the EW signal and the QCD qqZZ background, and with MCFM [28] for the QCD ggZZ background and reported in Table 1.

Table 6 shows the expected significance and relative uncertainty for the measurement of the VBS Z_LZ_L fraction at HE-LHC, compared to HL-LHC. The HE-LHC machine would allow to bring the sensitivity (uncertainty) for the measurement of the VBS Z_LZ_L fraction at the level of \sim 5\sigma (\sim 20%).
10. Summary

We presented prospective studies for the vector boson scattering at the HL-LHC in the ZZ fully leptonic decay channel.

The analysis is based on the measurement performed using data recorded by the CMS experiment in 2016. The results previously obtained are projected to the expected integrated luminosity at HL-LHC of 3000 fb$^{-1}$ at the center-of-mass energy of 14 TeV, taking into account the increased acceptance of the new detector for the leptons and considering two scenario for the systematic uncertainties. The projected relative uncertainty in the VBS ZZ cross section measurement is 9.8% (8.8%) for the Run 2 (YR18) scenario and for a 10% uncertainty in the QCD ggZZ background yield, for an integrated luminosity of 3000 fb$^{-1}$ and a coverage of up to $|\eta| = 3$ for electrons. Extending the coverage up to $|\eta| = 4$ for electrons, the projected measurement uncertainty would be 9.5% and 8.5%, respectively.
The sensitivity for the longitudinal scattering $VV \rightarrow Z_LZ_L$ is assessed. The VBS $Z_LZ_L$ signal is separated from the VBS and QCD backgrounds by means of a multivariate discriminant that combines observables that discriminate VBS from QCD processes as well as observables that discriminate longitudinal from transverse $Z$ boson polarizations. The expected significance for the VBS $Z_LZ_L$ fraction is $1.4\sigma$ for an integrated luminosity of $3000 \text{ fb}^{-1}$. With such integrated luminosity we enter measurement era for the VBS $Z_LZ_L$ fraction, with relative uncertainty below $100\%$. The measurement of such rare processes will of course benefit greatly of the highest luminosities. The lepton pseudorapidity coverage foreseen for the CMS detector upgrade leads to a significant improvement of the significance and cross section uncertainty for the VBS $Z_LZ_L$ process. Extending the coverage for electrons up to $|\eta| = 4$ would result in a modest improvement in the performance. Finally, the HE-LHC option would allow to bring the sensitivity at the $5\sigma$ level for this process.
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1 Introduction

Measurements of the multi-boson production at the Large Hadron Collider (LHC) provide an excellent test of the electroweak sector of the Standard Model (SM). The triple gauge couplings (TGCs) and quartic gauge couplings (QGCs) that describe the strengths of the triple and quartic gauge boson self-interactions are completely determined by the non-Abelian nature of the electroweak SU(2)\(_L\)×U(1)\(_Y\) gauge structure in the SM. These interactions contribute directly to diboson and triboson production at colliders. Studies of triboson production can test these interactions and any possible observed deviation from the theoretical prediction would provide hints of new physics at a high energy scale. Triboson production also represents a source of irreducible background in many searches for physics beyond the SM (BSM).

The production of multiple heavy gauge bosons \(V (= W^{\pm}, Z)\) opens up a multitude of potential decay channels categorised according to the number of leptons and jets in the final state. Only charged leptons (electrons and muons) are considered in the studies. In this document we focus on the production of \(W^{\pm}W^{\pm}W^{\mp}, W^{\pm}W^{\mp}Z\) or \(W^{\pm}ZZ\) where at most one boson decays hadronically: \(W^{\pm}W^{\mp}W^{\mp} \rightarrow \ell^{\pm}\nu\ell^{\pm}\nu\ell^{\mp}\nu\), \(W^{\pm}W^{\mp}W^{\mp} \rightarrow \ell^{\pm}\nu\ell^{\pm}\nu j j\), \(W^{\pm}W^{\mp}Z \rightarrow \ell^{\pm}\nu j\ell^{\pm}\nu\ell^{-}\), \(W^{\pm}W^{\mp}Z \rightarrow \ell^{\pm}\nu\ell^{\pm}\ell^{\pm}\ell^{-}\), \(W^{\pm}ZZ \rightarrow \ell^{\pm}\nu\ell^{\pm}\nu\nu\), \(W^{\pm}ZZ \rightarrow j j\ell^{\pm}\ell^{\pm}\ell^{-}\) and \(W^{\pm}ZZ \rightarrow \ell^{\pm}\nu j j\ell^{\pm}\nu\ell^{-}\), with \(\ell = e\) or \(\mu\). The ZZZ channel is not included in these studies due to its very small cross-section. The leading order (LO) Feynman diagrams for the processes of interest are shown in Figure 1. Prospect studies have been performed, using a cut-based analysis, corresponding to an integrated luminosity of 3000 fb\(^{-1}\) and 4000 fb\(^{-1}\) of proton–proton collisions at a centre-of-mass energy of \(\sqrt{s} = 14\) TeV, expected to be collected by the ATLAS detector at the the High-Luminosity Large Hadron Collider (HL-LHC) [1, 2].

![Feynman diagrams](image)

Figure 1: The LO Feynman diagrams for the production of three massive vector boson at the LHC.

2 The HL-LHC and the ATLAS detector

In the Run-2 data-taking period, the ATLAS detector collected \(\sim 140\) fb\(^{-1}\) of proton-proton collisions with a peak instantaneous luminosity of \(2 \times 10^{34}\) cm\(^{-2}\)s\(^{-1}\) and an average number of collisions per bunch crossing of \(\langle \mu \rangle \sim 35\). A second long shutdown (LS2) will follow, after which the Run-3 will start. The data collected up to the next long shutdown (LS3) will amount to \(\sim 300\) fb\(^{-1}\) with an increase of the centre-of-mass energy to the designed value of 14 TeV. During LS3, the accelerator is foreseen to be upgraded to achieve instantaneous luminosities of \(5–7\times 10^{34}\) cm\(^{-2}\)s\(^{-1}\) after which the HL-LHC phase will start. At the HL-LHC the average number of pile-up interactions per bunch crossing is expected to reach 200 and the data collected will amount to \(\sim 3000\) fb\(^{-1}\).

The ATLAS detector [3] is a multi-purpose particle detector with a cylindrical geometry.\(^1\) It consists of layers of inner tracking detectors surrounded by a superconducting solenoid, calorimeters, and a muon

\(^1\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector.
spectrometer, and will need several upgrades to cope with the expected higher luminosity at the HL-LHC and its associated high pileup and intense radiation environment. The primary motivation for the upgrade design studies is to maximise the potential of the experiment for searches and measurements despite these harsh conditions. A new inner tracking system (ITk) [4], extending the tracking region up to $|\eta| \leq 4$, will provide the ability to reconstruct forward charged particle tracks, which can be matched to calorimeter clusters for forward electron reconstruction, or associated to forward jets. A new detector, the high granularity timing detector (HGTD) [5], designed to mitigate the pile-up, is also foreseen. The other planned upgrades to the ATLAS detector are described in detail in Ref. [6].

3 Simulation samples

Monte Carlo (MC) simulated event samples are used to predict the background from SM processes and to model the multi-boson signal production. Simulation samples were generated at 14 TeV $pp$ centre-of-mass energy, with a number of events equivalent to at least 3000 fb$^{-1}$ integrated luminosity.

For the generation of triboson signal events, matrix elements for all combinations of $pp \rightarrow VVV$ have been generated using Sherpa v2.2.2 [7] with up to two additional partons in the final state, including next-to-leading-order calculations (NLO) in QCD [8–10] accuracy for the inclusive process, as described in Ref. [11]. All diagrams with three electroweak bosons are taken into account, including diagrams involving Higgs propagators, as in Figure 1. However, since these samples use factorised decays with on-shell vector bosons, the resonant contribution from those diagrams cannot be reached from the 125 GeV Higgs boson. In order to account for the contribution coming from these diagrams, the corresponding production of $VH$ bosons is added to the signal. Electroweak NLO corrections to the signal production are not considered in this analysis. The diboson processes are generated with the Sherpa event generator following the approach described in Ref. [11]. For the simulation of the top-quark pair and the production of $VH$ bosons Powheg [12–14] + Pythia [15] was used as described in Ref. [16], while for $t\bar{t} + V$ and $t\bar{t} + H$, MadGraph5_aMC@NLO [17] interfaced to Pythia was used as in Ref. [18]. The top quark pair-production contribution is normalised to approximate NNLO+NNLL accuracy [19, 20].

4 Object and event selection

The generated events are overlaid with additional inelastic $pp$ collisions per bunch-crossing which are simulated with Pythia. Parameterisations of the expected performance of the ATLAS detector during the HL-LHC runs have been derived with dedicated studies based on the simulation of the ATLAS detector using the Geant4 program [21]. These parameterisations can be found in Ref. [22].

Lepton trigger and identification efficiencies are derived as a function of $\eta$ and $p_T$ and used to estimate the likelihood of a given lepton to fulfil either the trigger or identification requirement, respectively. The muon transverse momentum and the electron energy resolutions are also parameterised as a function of $\eta$ and either the transverse momentum (for muons) or transverse energy (for electrons).

The positive x-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive y-axis pointing upwards, while the beam direction defines the z-axis. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis. The pseudorapidity $\eta$ is defined in terms of the polar angle $\theta$ by $\eta = -\ln \tan(\theta/2)$. 
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Final-state particles with lifetime greater than 10 ps are clustered into jets (denoted as particle-level jets) using the anti-\( k_T \) jet clustering algorithm [23] with a radius parameter of 0.4. Final-state muons and neutrinos are not included in the truth jet clustering. To avoid double-counting of jets associated with electrons, an overlap requirement is applied to exclude jets within a cone of \( \Delta R(e,j) < 0.2 \) to any electron with transverse energy greater than 7 GeV. To account for detector effects, the truth jet momentum is smeared as a function of \( p_T \) and \( \eta \). To identify jets originating from the fragmentation of a \( b \)-quark (\( b \)-jets), an algorithm which has an efficiency of 70% was used. The corresponding rejection factor for jets originating from the fragmentation of a \( c \) (light) quark is about 20 (750) [4].

The contribution of jets misidentified as electrons is derived as a function of \( p_T \) and \( \eta \).

The missing transverse momentum, \( E_T^{\text{miss}} \), with magnitude \( E_T^{\text{miss}} \), is defined at particle level as the transverse component of the vectorial sum of the momenta of non-interacting particles in the event. The \( E_T^{\text{miss}} \) resolution is parameterised as a function of the overall event activity.

The experimental signature of the triboson processes considered in this analysis consists of at least three charged leptons (or two leptons with the same electric charge in the case of the \( W^± W^± W^± \) channel, where one \( W \) boson decays hadronically), moderate \( E_T^{\text{miss}} \) originating from the leptonic decay of \( W \) bosons or neutrino decay of \( Z \) bosons, and jets in case one of the vector bosons decays hadronically. Events are preselected by either a single-muon or single-electron trigger. The forward tracking is considered, allowing to select electron candidates up to \( |\eta| \leq 4 \) and muon candidates up to \( |\eta| \leq 2.7 \). In order to suppress contributions from the background processes and to increase the signal acceptance, the preselected electron or muon candidates are required to fulfil either tight or loose identification criteria described in Ref. [22]:

- for the \( WW \) channel two same-sign tight or three tight leptons are required, for the \( WWZ \) two tight and one or two loose leptons, and for the \( WZZ \) channel three, four or five loose leptons are required. Jets with \( p_T > 30 \) GeV and \( |\eta| < 4.5 \) are considered for the analysis if not stated otherwise.

The event selection criteria are based upon the one used in the ATLAS \( W^± W^± W^± \) analysis at 8 TeV centre-of-mass energy, published in Ref. [24], but considers tighter selection criteria on the transverse momentum of the selected jets and missing transverse momentum of the event, in order to suppress higher pile-up contributions expected at the HL-LHC. Several kinematic variables have been considered in order to suppress events with non-prompt leptons and off-shell vector boson decays. The final selection requirements used to define the signal regions described in the following are obtained from an optimization to maximize the sensitivity to the \( W^± W^± W^± \), \( W^± W^± Z \) and \( W^± ZZ \) processes and to reduce the contributions from SM background. In the case of the \( W^± W^± W^± \rightarrow \ell^± v \ell^± v \ell^± v \) channel, three separate signal regions are defined based on the number of same-flavour opposite-sign (SFOS) lepton pairs in the event:

- 0SFOS \( (e^± e^± \mu^±, \mu^± e^± e^±) \),
- 1SFOS \( (e^± e^± \mu^±, e^± e^± \mu^±, \mu^± \mu^± e^±, \mu^± \mu^± e^±, \mu^± \mu^± e^±) \) and
- 2SFOS \( (e^± e^± e^±, \mu^± e^± e^±) \).

Similarly, in the \( W^± W^± Z \rightarrow \ell^± v \ell^± v \ell^± \ell^- \) channel, two signal regions are defined based on the selection of SFOS or different-flavour opposite-sign (DFOSS) lepton pairs events:

- SFOS \( (e^± e^± \mu^± \mu^±, e^± e^± \mu^± \mu^±, \mu^± \mu^± \mu^± \mu^±) \) and
- DFOSS \( (e^± e^± \mu^± e^±, \mu^± \mu^± \mu^± e^±) \). To select \( W^± W^± W^± \rightarrow \ell^± v \ell^± v jj \) candidates, events are required to have exactly two leptons with the same electric charge, and at least two jets. Three different final states are considered based on the lepton flavour, namely \( e^± e^±, e^± \mu^± \) and \( \mu^± \mu^± \). In the case of the \( W^± ZZ \) process, a separate set of selection criteria is defined, depending on the decay of the bosons. In all channels, events are rejected if they have identified \( b \)-jets. This selection requirement suppresses background with top quarks, and it has a marginal impact on the signal efficiency. Tables 1 to 6 show the kinematic selection criteria used for the channels considered in this analysis.
### Preselection

- Exactly 3 tight leptons with $p_T > 30$ GeV and $|\eta| < 4$
- $E_T^{miss} > 90$ GeV
- $E_T^{miss} > 80$ GeV
- SFOS dilepton mass $m_{\ell\ell}^{SFOS} > 20$ GeV
- Angle between the trilepton system and $E_T^{miss}$ $|\phi^{3\ell} - \phi^{E_T^{miss}}| > 2.5$
- $Z$ boson veto $|m_{ee} - m_Z| > 15$ GeV or $m_{\ell\ell}^{SFOS} - m_Z > 20$ GeV
- $|m_{\ell\ell}^{SFOS} - m_Z| > 20$ GeV
- Jet veto At most one jet with $p_T > 30$ GeV and $|\eta| < 2.5$
- $b$-jet veto No identified $b$-jets with $p_T > 30$ GeV

### Table 1: Event selection criteria for $WWW \rightarrow 3\ell 3\nu$ candidate events.

### Preselection

- Exactly 4 same-charge tight leptons with $p_T > 30$ GeV and $|\eta| < 4$
- $m_{\ell\ell} > 40$ GeV
- $E_T^{miss} > 80$ GeV
- $m_{jj} < 120$ GeV
- $\Delta\eta_{jj} < 1.5$
- $Z$ boson veto $|m_{ee} - m_Z| > 10$ GeV
- Third lepton veto No third loose lepton with $p_T > 7$ GeV and $|\eta| < 2.5$
- $b$-jet veto No identified $b$-jets with $p_T > 30$ GeV

### Table 2: Event selection criteria for $WWW \rightarrow 2\ell 2\nu 2j$ candidate events.

### Preselection

- Exactly 4 loose (3rd and 4th tight) leptons with $|\eta| < 4$ and $p_T(1, 2) > 30$ GeV, $p_T(3, 4) > 25$ GeV
- SFOS dilepton mass $|m_{\ell\ell}^{SFOS} - 91$ GeV$| < 15$ GeV
- DFOS dilepton mass $m_{\ell\ell}^{DFOS} > 40$ GeV
- Four-lepton mass $m_{4\ell} > 250$ GeV
- $b$-jet veto No identified $b$-jets with $p_T > 30$ GeV

### Table 3: Event selection criteria for $WWZ \rightarrow 4\ell 2\nu$ candidate events. The four-lepton mass $m_{4\ell}$ is calculated as invariant mass of the four-lepton system.

<table>
<thead>
<tr>
<th>$W^±W^±Z \rightarrow ℓ±νj jℓ+ℓ−$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preselection</strong></td>
</tr>
<tr>
<td>Exactly 3 loose leptons (2\textsuperscript{nd} and 3\textsuperscript{rd} tight)</td>
</tr>
<tr>
<td>with $</td>
</tr>
<tr>
<td><strong>SFOS dilepton mass</strong></td>
</tr>
<tr>
<td>Exactly one $</td>
</tr>
<tr>
<td><strong>Jets</strong></td>
</tr>
<tr>
<td>Exactly 2 jets with $p_T &gt; 40$ GeV and $</td>
</tr>
<tr>
<td><strong>Dijet mass</strong></td>
</tr>
<tr>
<td>$50 &lt; m_{jj} &lt; 100$ GeV</td>
</tr>
<tr>
<td><strong>Transverse mass</strong></td>
</tr>
<tr>
<td>$m_T &gt; 20$ GeV</td>
</tr>
<tr>
<td><strong>b-jet veto</strong></td>
</tr>
<tr>
<td>No identified b-jets with $p_T &gt; 30$ GeV</td>
</tr>
</tbody>
</table>

Table 4: Event selection criteria for $WWZ \rightarrow 3\ell 3ν$ candidate events. The transverse mass is calculated as $m_T = \sqrt{2p_T^E_{miss}(1 − \cos(ϕ − ϕ_{E_{miss}}))}$, where $ℓ$ is the lepton that does not fulfil the SFOS dilepton mass requirement.

<table>
<thead>
<tr>
<th>$W^±ZZ \rightarrow$</th>
<th>$ℓ^±νℓ^+ℓ−$</th>
<th>$ℓ^±νℓ^+ℓ−νν$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preselection</strong></td>
<td>Exactly 5 loose (4\textsuperscript{th} and 5\textsuperscript{th} tight) leptons with $</td>
<td>η</td>
</tr>
<tr>
<td><strong>SFOS dilepton mass</strong></td>
<td>$</td>
<td>m_{ℓℓ}^{SFOS} − 91$ GeV$</td>
</tr>
<tr>
<td><strong>$E_{miss}^ℓ$</strong></td>
<td>$-$</td>
<td>$E_{miss}^ℓ &gt; 100$ GeV</td>
</tr>
<tr>
<td><strong>Transverse mass</strong></td>
<td>$m_T &gt; 40$ GeV</td>
<td>$m_T &gt; 50$ GeV</td>
</tr>
<tr>
<td><strong>b-jet veto</strong></td>
<td>No identified b-jets with $p_T &gt; 30$ GeV</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Event selection criteria for $WZZ$ fully leptonic candidate events. For the $5\ell 1ν$ channel two lepton pairs of the same flavour and opposite sign have to satisfy the dilepton mass selection requirement, while in $3\ell 3ν$ exactly one pair is required to satisfy the given requirement. The transverse mass is calculated from the $E_{miss}^ℓ$ and the lepton that does not fulfil dilepton mass requirement.

<table>
<thead>
<tr>
<th>$W^±ZZ \rightarrow$</th>
<th>$jjℓ^+ℓ−jℓ^−$</th>
<th>$ℓ^±νℓ^+ℓ−jj$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lepton preselection</strong></td>
<td>Exactly 4 loose leptons with $p_T &gt; 20$ GeV and $</td>
<td>η</td>
</tr>
<tr>
<td><strong>Jet preselection</strong></td>
<td>At least two jets with $p_T &gt; 30$ GeV and $</td>
<td>η</td>
</tr>
<tr>
<td><strong>SFOS dilepton mass</strong></td>
<td>$</td>
<td>m_{ℓℓ}^{SFOS} − 91$ GeV$</td>
</tr>
<tr>
<td><strong>b-jet veto</strong></td>
<td>No identified b-jets with $p_T &gt; 30$ GeV</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Event selection criteria for $WZZ \rightarrow 4ℓ2j$ and $WZZ \rightarrow 3ℓ1νjj$ candidate events.
5 Results

The SM processes that mimic the multi-boson signal signatures by producing at least three prompt leptons or two prompt leptons with the same electric charge, can be grouped into the following categories:

- The $WZ$ and $ZZ$ processes, referred to as “diboson background”;
- The $WWW$, $WWZ$, $WZZ$, $ZZZ$ processes, excluding the signal process under study, referred to as “triboson background”;
- The $VH$ and $t\bar{t}H$ processes, excluding the processes which are added to the signal, referred to as “Higgs+X background”;
- The production of four top quarks, top quark associated with $W$ or $Z$ bosons or $t\bar{t}$ associated with $W$, $Z$, $WZ$ or $W^+W^-$ bosons, referred to as “top background”;
- Processes that have non-prompt leptons (electrons) originating from misidentified jets (referred to as “fake-lepton background”);
- Processes that produce prompt charged leptons, but the charge of one lepton is misidentified (referred to as “charge-flip background”).

The contributions from the $WW$ and $t\bar{t}$ processes are accounted for in the fake-lepton and charge-flip backgrounds. The diboson, triboson, Higgs+X and top background sources are estimated using simulated events, with the dominant irreducible background in most of the channels originating from the diboson processes. In some channels the contribution of the fake-lepton background, which is derived by applying the pre-defined ($p_T$, $\eta$)-dependent likelihood as described in Section 4, becomes significant. The charge-flip background has been investigated and found to be negligible in all considered processes.

Regarding the $WWW \rightarrow 3\ell 3\nu$ channel, one can observe that the 0SFOS signal region has the best signal-to-background ratio due to the requirement that suppresses $Z$ boson decays. Background is dominated by the diboson irreducible background and the fake-lepton contribution. The fake-lepton contribution mainly arises from $t\bar{t} \rightarrow \ell\ell$+jets events, with a jet misidentified as an electron. The contribution of signal events containing Higgs decays is at the level of 40%, and consistent between the three signal regions. In the $WWW \rightarrow 2\ell 2\nu 2j$ channel, the signal-to-background ratio is worse than in the leptonic one, with the dominant background from the $WZ$ diboson process. The total number of signal and background events expected after the full event selection in each channel, for an integrated luminosity of 3000 fb$^{-1}$ is shown in Table 7. Figure 2 shows the transverse mass distributions of the trilepton system, $m_{3\ell}^T$, for the $WWW \rightarrow 3\ell 3\nu$ channel after summing over the three signal regions and separately for 0SFOS events, and the distribution of the sum of the scalar $p_T$ for all selected objects, $\Sigma p_T = p_{\ell 1}^T + p_{\ell 2}^T + p_{\ell 3}^T + p_j^T + E_{\text{miss}}^T$ for the $WWW \rightarrow 2\ell 2\nu 2j$ channel.

In the $WWZ$ process the largest signal-to-background ratio is obtained in the four lepton channel, with two leptons being of different flavour, as this requirement suppresses a large fraction of the diboson background. The contribution of Higgs+X is smaller with respect to the $WWW \rightarrow 3\ell 3\nu$ case due to the invariant mass requirement $m_{\ell\ell}^\text{BFOS} > 40$ GeV. A very large fraction of the background arises from the production of top quarks in association with $Z$ and $W$ bosons. The selection requirement on high $E_T^\text{miss}$ has been checked and found to show no discrimination power between signal and background. The $WWZ \rightarrow 3\ell 1\nu 2j$ channel is dominated by the irreducible diboson background. The total number of signal and background events expected after the full event selection in each channel, for an integrated luminosity of 3000 fb$^{-1}$ is shown in Table 8. The expected signal and background distributions of the leading lepton
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Table 7: Expected number of signal and background events in the WWW channels, after applying the selection criteria from Tables 1 and 2.

<table>
<thead>
<tr>
<th>WWW $\rightarrow$</th>
<th>3$\ell$ 3$\nu$</th>
<th>2$\ell$ 2$\nu$ 2$j$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0SFOS</td>
<td>1SFOS</td>
</tr>
<tr>
<td><strong>Signal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WWW</td>
<td>191</td>
<td>146</td>
</tr>
<tr>
<td>WH</td>
<td>121</td>
<td>98</td>
</tr>
<tr>
<td>Total signal</td>
<td>312</td>
<td>244</td>
</tr>
<tr>
<td><strong>Background</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diboson</td>
<td>208</td>
<td>3454</td>
</tr>
<tr>
<td>Triboson</td>
<td>37</td>
<td>37</td>
</tr>
<tr>
<td>Higgs+X</td>
<td>25</td>
<td>64</td>
</tr>
<tr>
<td>Top</td>
<td>60</td>
<td>48</td>
</tr>
<tr>
<td>Fake-lepton</td>
<td>97</td>
<td>163</td>
</tr>
<tr>
<td>Total background</td>
<td>427</td>
<td>3766</td>
</tr>
</tbody>
</table>

Figure 2: The distribution of $m_3^T$ for the WWW $\rightarrow$ 3$\ell$ 3$\nu$ channel after summing over the three signal regions (top left) and separately for 0SFOS events (top right), and the distribution of $\Sigma p_T$ for the WWW $\rightarrow$ 2$\ell$ 2$\nu$ 2$j$ channel (bottom) as expected from the signal and background processes at 3000 fb$^{-1}$, after applying the selection criteria from Tables 1 and 2 respectively.
\[ p_T, \text{ the two-lepton system transverse momenta } p_T^{\ell\ell} \text{ and the } \Sigma p_T = p_T^{\ell_1} + p_T^{\ell_2} + p_T^{\ell_3} + p_T^{\ell_4} + E_{\text{miss}}^T \text{ for the } \text{DFOS events in } WWZ \rightarrow 4\ell 2\nu \text{ channel, after applying the selection criteria from Table 3, are shown in Figure 3.} \]

<table>
<thead>
<tr>
<th>WWZ $\rightarrow$</th>
<th>4$\ell$ 2$\nu$</th>
<th>3$\ell$ 3$\nu$2$j$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SFOS</td>
<td>DFOS</td>
</tr>
<tr>
<td>Signal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WWZ</td>
<td>197</td>
<td>146</td>
</tr>
<tr>
<td>ZH</td>
<td>98</td>
<td>22</td>
</tr>
<tr>
<td>Total signal</td>
<td>295</td>
<td>168</td>
</tr>
<tr>
<td>Background</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diboson</td>
<td>42 757</td>
<td>357</td>
</tr>
<tr>
<td>Triboson</td>
<td>78</td>
<td>11</td>
</tr>
<tr>
<td>Higgs+X</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Top</td>
<td>650</td>
<td>390</td>
</tr>
<tr>
<td>Fake-lepton</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>Total background</td>
<td>43 523</td>
<td>784</td>
</tr>
</tbody>
</table>

Table 8: Expected number of signal and background events in the WWZ channels, after applying the selection criteria from Tables 3 and 4.

<table>
<thead>
<tr>
<th>WZZ $\rightarrow$</th>
<th>5$\ell$1$\nu$</th>
<th>3$\ell$3$\nu$</th>
<th>4$\ell$2$j$</th>
<th>3$\ell$1$\nu$2$j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WWZ</td>
<td>19</td>
<td>124</td>
<td>117</td>
<td>459</td>
</tr>
<tr>
<td>WH</td>
<td>0.1</td>
<td>9.1</td>
<td>0.3</td>
<td>18</td>
</tr>
<tr>
<td>Total signal</td>
<td>19</td>
<td>133</td>
<td>117</td>
<td>477</td>
</tr>
<tr>
<td>Background</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diboson</td>
<td>4.0</td>
<td>97 766</td>
<td>18 481</td>
<td>166 270</td>
</tr>
<tr>
<td>Triboson</td>
<td>3.0</td>
<td>477</td>
<td>25</td>
<td>1 766</td>
</tr>
<tr>
<td>Higgs+X</td>
<td>0.3</td>
<td>668</td>
<td>30</td>
<td>1 196</td>
</tr>
<tr>
<td>Top</td>
<td>15</td>
<td>2 371</td>
<td>174</td>
<td>7 347</td>
</tr>
<tr>
<td>Fake-lepton</td>
<td>3.0</td>
<td>376</td>
<td>6.0</td>
<td>2 966</td>
</tr>
<tr>
<td>Total background</td>
<td>25</td>
<td>101 658</td>
<td>18 716</td>
<td>179 545</td>
</tr>
</tbody>
</table>

Table 9: Expected number of signal and background events in the WZZ channels after applying the selection criteria from Tables 5 and 6.

Similarly, in the WZZ channel the signal region with the largest signal-to-background ratio is the one with five charged leptons. In this case, the fake-lepton contribution becomes significant. The background is dominated by rare top production of $t\bar{t}WZ$. The other channels suffer from low signal-to-background ratio. The total number of signal and background events expected after the full event selection in each channel, for an integrated luminosity of 3000 fb$^{-1}$ is shown in Table 9. Figure 4 shows the distributions of the two-lepton invariant mass $m_{\ell\ell}$, selected to give the mass closest to the mass of the Z boson, and of the W boson decay lepton $p_T$ for the WZZ $\rightarrow$ 5$\ell$1$\nu$, as expected from the signal and background processes at 3000 fb$^{-1}$ after applying the selection criteria from Table 5.

Figure 3: The distribution of the leading lepton transverse momentum $p_{T}^{\ell}$ (top left), the distribution of the transverse momentum of the two-lepton system $p_{T}^{\ell\ell}$ (top right) and the distribution of $\Sigma p_{T}$ (bottom) for the DFOS events in $WWZ \rightarrow 4\ell 2\nu$ channel as expected from the signal and background processes at 3000 fb$^{-1}$ after applying the selection criteria from Table 3.

Figure 4: The distribution of the two-lepton invariant mass, $m_{\ell\ell}$, selected to give the mass closest to the mass of the $Z$ boson (left) and the distribution of the $W$ boson decay lepton $p_{T}$ for $WZZ \rightarrow 5\ell 1\nu$, as expected from the signal and background processes at 3000 fb$^{-1}$, after applying the selection criteria from Table 5.
Systematic uncertainties in the signal and background predictions arise from the uncertainties in the measurement of the integrated luminosity, from the experimental modelling of the signal acceptance and detection efficiency, and from the background normalisation. With the much larger integrated luminosity and a sophisticated understanding of the detector performance and backgrounds at the HL-LHC, we expect experimental uncertainties related to the lepton reconstruction and identification efficiencies as well as lepton energy/momentum resolution and scale modelling of 1%, to the $E_T^{\text{miss}}$ modelling of 1%, to the jet energy scale and resolution of 1.5% and 5% in the fully leptonic and leptons+jets channels, respectively, to the luminosity measurement of 1% and to the expected pileup of 1% [22]. Based on the extrapolations of current ATLAS measurements and assuming a reduction of the uncertainty at the level of 15–80%, depending on the process and the origin of the systematics, the following systematic uncertainties on the cross-section normalisation for each of the background processes are assumed: 4% on $\sigma_{\text{diboson}}$, 30% on $\sigma_{\text{triboson}}$, 3% on $\sigma_{t\bar{t}j}$, 20% on $\sigma_{t\bar{t}H}$, 6% on $\sigma_{t\bar{t}Z}$, and 11% on $\sigma_{t\bar{t}W}$. The uncertainty on the level of the fake-lepton background is estimated to be 10%. Taking these assumptions into account, we estimate the total systematic uncertainty on the background of 9%, 6% and 5% for the 0SFOS, 1SFOS and 2SFOS categories, respectively, in the $3\ell\nu$ channel and 7% in the $2\ell\nu$ channel.

Assuming that the number of signal events follows a Poisson distribution and taking into account an estimated total systematic uncertainty on the background ($\sigma_B$) explained above, the signal significance $Z_\sigma$ is calculated from the number of estimated signal and background events, indicated by $N_{\text{sig}}$ and $N_{\text{bkg}}$, respectively [25]:

$$Z_\sigma = \sqrt{\sum \left[ \left( N_{\text{sig}} + N_{\text{bkg}} \right) \log \left( \frac{N_{\text{sig}} + N_{\text{bkg}}}{B_0} + B_0 - N_{\text{sig}} - N_{\text{bkg}} \right) + \frac{(N_{\text{bkg}} - B_0)^2}{\sigma_B^2} \right] + \frac{(N_{\text{sig}} - B_0)^2}{\sigma_B^2}}.$$  

(1)

where $B_0 = \frac{1}{2} \left( N_{\text{bkg}} - \sigma_B^2 + \sqrt{(N_{\text{bkg}} - \sigma_B^2)^2 + 4(N_{\text{sig}} + N_{\text{bkg}})^2} \right)$. The estimated precision on the signal strength measurement, $\frac{\Delta \mu}{\mu}$, is calculated as

$$\frac{\Delta \mu}{\mu} = \sqrt{\frac{N_{\text{sig}} + N_{\text{bkg}} + \sum_{i=0}^{b} \left( N_{i} \sigma_{i} \right)^2 + \sum_{j=0}^{s} \left( N_{j} \sigma_{j} \right)^2}{N_{\text{sig}}}}.$$  

(2)

where the SM backgrounds originating from the diboson, triboson, $t\bar{t}$, $t\bar{t}H$, $t\bar{t}W$, $t\bar{t}Z$ and fake-lepton are taken into account separately in the summation, assuming the systematic uncertainties on the cross-section normalisation listed above. Only experimental uncertainties are taken into account separately for the VVV and VH signal events. Uncertainties related to the limited number of simulated events are neglected. The expected signal significance is calculated separately for every channel and shown in Table 10. The expected precision on the signal strength measurement is calculated for integrated luminosities of 3000 fb$^{-1}$ and 4000 fb$^{-1}$ only for channels with $Z_\sigma > 3$, assuming the same values for the systematic uncertainties in both cases. The results are shown in Table 11.

The HL-LHC offers a large improvement to multi-boson production, as demonstrated by this simple cut-based analysis. Sensitivities larger than 3$\sigma$ are expected in two channels and larger than 5$\sigma$ in one channel. It should be noted that more mature analysis techniques such as MVA, would likely improve
Channel $\sigma$ at 3000 fb$^{-1}$ (4000 fb$^{-1}$)

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\sigma$ at 3000 fb$^{-1}$</th>
<th>$\sigma$ at 4000 fb$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WWW \rightarrow 3\ell 3\nu$</td>
<td>0SFOS: 6.7 (7.0)</td>
<td>1SFOS: 1.0 (1.0)</td>
</tr>
<tr>
<td></td>
<td>2SFOS: 0.7 (0.7)</td>
<td></td>
</tr>
<tr>
<td>$WWW \rightarrow 2\ell 2\nu 2j$</td>
<td>$e^+e^-$: 0.8 (0.8)</td>
<td>$e^+\mu^-$: 1.2 (1.2)</td>
</tr>
<tr>
<td></td>
<td>$\mu^+\mu^-$: 1.8 (1.8)</td>
<td></td>
</tr>
<tr>
<td>$WWZ \rightarrow 4\ell 2\nu$</td>
<td>SFOS: 0.1 (0.1)</td>
<td>DFOS: 3.0 (3.1)</td>
</tr>
<tr>
<td>$WWZ \rightarrow 3\ell 3\nu 2j$</td>
<td>0.3 (0.3)</td>
<td></td>
</tr>
</tbody>
</table>

Table 10: Expected signal significance $Z_\sigma$ for an integrated luminosity of 3000 fb$^{-1}$ and 4000 fb$^{-1}$, calculated separately for each channel.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\Delta \mu/\mu$ (3000 fb$^{-1}$)</th>
<th>$\Delta \mu/\mu$ (4000 fb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WWW \rightarrow 3\ell 3\nu$ (0SFOS)</td>
<td>11%</td>
<td>10%</td>
</tr>
<tr>
<td>$WWZ \rightarrow 4\ell 2\nu$ (DFOS)</td>
<td>27%</td>
<td>25%</td>
</tr>
<tr>
<td>$WZZ \rightarrow 5\ell 1\nu$</td>
<td>36%</td>
<td>31%</td>
</tr>
</tbody>
</table>

Table 11: Expected precision on the signal strength measurement $\Delta \mu/\mu$ for an integrated luminosity of 3000 fb$^{-1}$ and 4000 fb$^{-1}$, in the channels with $Z_\sigma > 3$.

these results further. However, it is expected that precise estimations of the main backgrounds, i.e. from dibosons and fake-leptons, will be needed in HL-LHC data analysis, in order to obtain a high level of precision.

6 Conclusion

Prospect studies of the searches for the production of three vector bosons, $W^\pm W^\mp W^\mp$, $W^\pm W^\mp Z$ or $W^\pm ZZ$, in fully leptonic and channels with jets are reported. Results correspond to an integrated luminosity of 3000 fb$^{-1}$ and 4000 fb$^{-1}$, expected to be collected at a centre-of-mass energy of 14 TeV by the ATLAS detector during the HL-LHC run. Signal regions have been defined for every channel separately, based on the selection requirements optimized to maximize the sensitivity to the $W^\pm W^\mp W^\mp$, $W^\pm W^\mp Z$ and $W^\pm ZZ$ processes and to reduce the contributions from SM background processes. Results in terms of the expected signal and background yields, the significance and the the signal strength measurement are given. Three channels, $W^\pm W^\mp W^\mp \rightarrow 3\ell 3\nu$ and $W^\pm W^\mp Z \rightarrow 4\ell 2\nu$ and $W^\pm ZZ \rightarrow 5\ell 1\nu$, are expected to provide sensitivities larger than $3\sigma$ with the precisions of the corresponding cross section measurements of 11%, 27% and 36%, respectively, at 3000 fb$^{-1}$. 
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Projections for measurements of Higgs boson cross sections, branching ratios, coupling parameters and mass with the ATLAS detector at the HL-LHC

The ATLAS Collaboration

A study is presented on the ATLAS experimental prospects for measuring Higgs boson cross sections, signal strengths and branching ratios, and determining couplings to individual fermions and bosons, at the High Luminosity LHC (HL-LHC) with 3000 fb$^{-1}$ collected at 14 TeV. The results shown here are extrapolated from the Run 2 results using datasets of 36 fb$^{-1}$ and 80 fb$^{-1}$ collected at 13 TeV. The different analyses are combined to compute the expected precision of the measurement of the cross-sections for the main production processes of the Higgs boson and of the branching ratios into its main decay modes as well as their interpretation in terms of modifiers to Higgs boson couplings. It is assumed that the upgraded detector produces the same physics capabilities at HL-LHC as were achieved for Run 2, despite the increased pileup. The one exception for some of the measurements is muons, where an improved momentum resolution is anticipated. The baseline scenario for the expected systematic uncertainties assumes a reduction of many uncertainties compared to the extrapolated analyses. As a conservative benchmark, the results with Run 2 systematic uncertainty values are given as well. A similar exercise is also done for the Higgs boson mass measurement expected at HL-LHC.
1 Introduction

One of the main motivations for the planned high-luminosity upgrade of the LHC (HL-LHC), is to enable precise measurements of Higgs boson properties. In the Standard Model (SM), all properties of the Higgs boson are defined once its mass is known. However, this model leaves many open questions such as the hierarchy problem and the nature of dark matter. Many alternative theories addressing these issues make different predictions for the properties of one or more Higgs bosons. Precise measurements in the Higgs sector are therefore a high priority in the future programme of particle physics.

A comprehensive study of the projected precision of measurements of the Higgs boson production cross section times branching ratios and Higgs boson couplings was presented by the ATLAS Collaboration in 2014 [1]. It was based on the extrapolation of the Run 1 results to the 3000 fb$^{-1}$ integrated luminosity expected at HL-LHC.

The aim of this note is to update the expected measurement precision at HL-LHC of the above measurements taking advantage of the analysis improvements developed for Run 2 analyses. An extrapolation from the data samples collected in 2015 and 2016, the two first years of the LHC programme, corresponding to 36 fb$^{-1}$, was performed. This was implemented for the $WW, Z\gamma, t\bar{t}H$ and $\tau\tau$ final states. The extrapolation for the remaining channels ($\gamma\gamma, ZZ, VH$ with $H \rightarrow b\bar{b}$ and $\mu\mu$) used the latest results based on the data samples collected in 2015, 2016 and 2017 (80 fb$^{-1}$).

In addition to the increase in integrated luminosity, this extrapolation accounts for the increase in total cross sections from 13 to 14 TeV. The signal yields have been scaled by the ratio of Higgs boson production cross sections values at 13 and 14 TeV, reported in Ref. [2]. The background yields have been scaled according to the parton luminosity ratio between 13 and 14 TeV, reported in Ref. [3], taking into account whether the background process is predominantly quark pair or gluon pair initiated.

To simplify the extrapolation, object reconstruction efficiencies, resolutions and fake rates are assumed to be similar in the Run 2 and HL-LHC environments. This is based on the assumption that the improved performance of the ATLAS detector at HL-LHC will compensate for the degradation induced by higher pile up. The extrapolated measurement precision from Run 2 to HL-LHC integrated luminosity has been obtained by means of a likelihood fit to an Asimov data set based on the Run 2 model with the corrections described above applied.

Systematic uncertainties are separated into components for experimental uncertainties and theory uncertainties on signal and background processes. Their values in the baseline scenario considered for the HL-LHC (scenario S2) are reduced compared to those currently used in Run 2, reflecting the situation that is expected to be reached at the end of the HL-LHC programme. The correction factors, discussed with CMS and the theory community, are reported in Ref. [4]. By default, in scenario S2, all theory uncertainties for signal and background are halved. Exceptions are the PDF uncertainties for which reduction factors depend on the quark/gluon initial states and on energy scale values [5], and the uncertainties on the $t\bar{t}+\text{heavy flavour}$ cross section, as explained in Section 2.6.

The uncertainty on the integrated luminosity is set to 1%. The uncertainties due to the limited size of simulation samples are assumed to be negligible. In the relevant analyses, the uncertainty on the modeling of the continuum background using a functional form description is also assumed to become negligible. To demonstrate the importance of the reduction of the systematic uncertainties in the HL-LHC era compared to Run 2, expected measurement uncertainties are provided for a scenario in which systematic uncertainties are kept at their current Run 2 values (called scenario S1). The exceptions are the uncertainties due to
the size of simulation samples and the uncertainty on the modeling of the continuum background using a functional form description, which are assumed to be negligible, not only in the scenario S2, but also in scenario S1.

It should be noted that for this note, the breakdown of systematic uncertainties has been done in a sequential way, first separating the theory background uncertainties first from the total uncertainty, then theory signal uncertainties and finally the experimental uncertainties. In case of correlations between the experimental and theoretical uncertainty components, the quoted experimental and theory uncertainties in scenario S1 might differ significantly from those quoted in the corresponding Run 2 papers and conference notes, if a different procedure has been used there. In these cases, the different procedure will be highlighted in the relevant sections. Expected precision both of the measured signal strength $\mu$, defined as the ratio of the total Higgs boson signal yield to its SM prediction, and of the measured cross sections is reported for most channels.

All the extrapolated single-channel results are combined to compute the cross sections per production mode and the branching ratios. The measured production modes are gluon-gluon fusion (ggF), vector-boson fusion (VBF), Higgs boson production in association with a vector boson ($VH$: sum of $WH$, $q\bar{q} \to ZH$, and $gg \to ZH$ processes), and Higgs boson production in association with a top-antitop quark pair ($t\bar{t}H$) or a single top quark ($tH$). The measured decays modes are the decays of the Higgs boson to $\gamma\gamma$, $ZZ$, $WW$, $\tau\tau$, $bb$, $\mu\mu$ and $Z\gamma$. These results are interpreted in a framework of multiplicative modifiers $\kappa$ applied to the SM values of Higgs boson couplings [3] and as limits on Beyond Standard Model (BSM) effects.

The last section of the note addresses the expected precision of the Higgs boson mass measurement at HL-LHC based on the $H \to ZZ' \to 4\ell$ channel, which is the least sensitive to systematic uncertainties.

## 2 Single channels

### 2.1 $H \to \gamma\gamma$

The measurement of Higgs boson properties in the diphoton decay channel, using a dataset with an integrated luminosity of 80 fb$^{-1}$ from Run 2, has been recently released in Ref. [6]. The cross sections have been measured for several production modes of the Higgs boson: ggF, VBF, VH and $t\bar{t}H + tH$ later labelled as ‘top’.

Higgs boson production in association with a bottom–antibottom quark pair ($b\bar{b}H$) is merged with the ggF production mode. Simplified template cross sections (STXS) in the so-called strong merging scheme of Stage-1 have been measured as well. The analysis uses 29 event categories, that are optimised to be as pure as possible in STXS regions.

The signal in each category is parametrised using a double-sided Crystal Ball [7] function, whose parameters are fixed from a fit to the MC distributions. Its mean and width are allowed to vary within the systematic uncertainties on the photon energy scale (PES) and within the systematic uncertainties on the photon energy resolution (PER), respectively.

The background estimation uses fully data-driven techniques; an analytic function was chosen in each category to provide an accurate descriptions of the $m_{\gamma\gamma}$ shape in simulated background samples. This is the main source of systematic uncertainty, as described in Ref. [6] and labelled as ‘spurious signal’, and is
often dominated by the uncertainty related to the limited size of the simulated samples. Since this latter uncertainty is assumed to be negligible at HL-LHC and moreover an improved modeling strategy of the $m_{\gamma\gamma}$ shape is expected, the spurious signal uncertainty is neglected in this extrapolation.

The other important systematic uncertainties are QCD scale uncertainties causing event migrations between categories, photon isolation efficiencies and jet energy uncertainties.

The luminosity and the signal cross sections have been scaled as described in Section 1. Due to the data-driven background estimation, no accurate studies have been performed on the exact background composition in each category. The relative fractions of each component are scaled within their uncertainties, but this is shown to have a negligible impact on the fitted event yield.

In the Run 2 analysis, a conservative uncertainty of 100% on the Higgs boson production in association with heavy flavour jets for the resonant background in $mH$ categories is used. Future measurements of the heavy flavour content of jets produced in association with the Higgs boson are expected to constrain these values. For scenario S2, the above uncertainty related to heavy flavour quark production modeling has been divided by two. In scenario S2, the photon isolation efficiency and the jet flavour composition uncertainties become the biggest source of systematics.

The results for the extrapolation of the production cross-section measurements times $H \rightarrow \gamma\gamma$ branching ratio at HL-LHC for scenario S2 and for Higgs-boson absolute rapidity $|y_H| < 2.5$ are:

\[
\begin{align*}
\sigma_{ggF+bbH} \times B(H \rightarrow \gamma\gamma) &= 114.3^{+4.2}_{-4.0} \text{ fb} = 114.3^{+2.0}_{-2.0} \text{ (stat)} \times 1^{+3.6}_{-3.4} \text{ (exp)} \times 1^{+0.7}_{-0.7} \text{ (sig) fb} \\
\sigma_{VBF} \times B(H \rightarrow \gamma\gamma) &= 9.03^{+0.86}_{-0.80} \text{ fb} = 9.03^{+0.40}_{-0.39} \text{ (stat)} \times 1^{+0.57}_{-0.50} \text{ (exp)} \times 1^{+0.52}_{-0.48} \text{ (sig) fb} \\
\sigma_{VH} \times B(H \rightarrow \gamma\gamma) &= 5.01^{+0.47}_{-0.45} \text{ fb} = 5.01^{+0.40}_{-0.40} \text{ (stat)} \times 1^{+0.19}_{-0.17} \text{ (exp)} \times 1^{+0.15}_{-0.14} \text{ (sig) fb} \\
\sigma_{top} \times B(H \rightarrow \gamma\gamma) &= 1.61^{+0.13}_{-0.12} \text{ fb} = 1.61^{+0.08}_{-0.08} \text{ (stat)} \times 1^{+0.08}_{-0.08} \text{ (exp)} \times 1^{+0.07}_{-0.06} \text{ (sig) fb}
\end{align*}
\]

These results are compared to the SM prediction in Figure 1: the SM uncertainties on cross sections and branching ratio are divided by two compared to their current values, which approximately corresponds to the scaling expected for scenario S2. Table 1 shows the relative uncertainties on the cross-section measurements with Run 2 data and their expected values at HL-LHC with both systematic uncertainty scenarios. The last column displays the expected impact of signal theory uncertainties on the measured signal strength ($\Delta \mu_{\text{sig}}$). For the cross-section measurements, only signal theory uncertainties on the fiducial acceptance are considered, while for the signal strength measurements, in addition, also the uncertainty on the predicted SM production-mode cross sections times $H \rightarrow \gamma\gamma$ branching ratio is taken into account.

The expected ranking of the 10 systematic uncertainties for scenario S2 with the largest impact on the measured production-mode cross sections times $H \rightarrow \gamma\gamma$ branching ratio and on the measured production-mode signal strengths can be seen in Figures 2-3, respectively.
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Figure 1: For each production mode, expected result for the measurement of the cross section times branching ratio normalised to their SM expectation for the $\gamma\gamma$ final state in scenario S2 at HL-LHC is shown for Higgs boson absolute rapidity $|y_H| < 2.5$. The statistical (yellow) and systematic (blue) uncertainty components are displayed as well as the theory uncertainty on the SM prediction (grey). The blue band of the systematic uncertainty includes both experimental and theory uncertainties.

<table>
<thead>
<tr>
<th>Prod. mode</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{stat}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{exp}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{sig}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\mu_{\text{sig}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF+bbH</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>+0.15</td>
<td>+0.11</td>
<td>+0.09</td>
<td>+0.03</td>
<td>+0.08</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>-0.14</td>
<td>-0.11</td>
<td>-0.08</td>
<td>-0.02</td>
<td>-0.06</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.06</td>
<td>-0.02</td>
<td>-0.05</td>
<td>-0.01</td>
<td>-0.06</td>
</tr>
<tr>
<td>VBF</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>+0.36</td>
<td>+0.30</td>
<td>+0.16</td>
<td>+0.13</td>
<td>+0.15</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>-0.31</td>
<td>-0.28</td>
<td>-0.11</td>
<td>-0.09</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.14</td>
<td>+0.04</td>
<td>+0.08</td>
<td>+0.11</td>
<td>+0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.13</td>
<td>-0.04</td>
<td>-0.07</td>
<td>-0.10</td>
<td>-0.10</td>
</tr>
<tr>
<td>VH</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>+0.59</td>
<td>+0.54</td>
<td>+0.22</td>
<td>+0.12</td>
<td>+0.18</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>-0.54</td>
<td>-0.50</td>
<td>-0.20</td>
<td>-0.09</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.11</td>
<td>+0.08</td>
<td>+0.06</td>
<td>+0.05</td>
<td>+0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.00</td>
<td>-0.08</td>
<td>-0.05</td>
<td>-0.04</td>
<td>-0.08</td>
</tr>
<tr>
<td>top</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>+0.37</td>
<td>+0.34</td>
<td>+0.10</td>
<td>+0.10</td>
<td>+0.18</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>-0.32</td>
<td>-0.30</td>
<td>-0.07</td>
<td>-0.07</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.11</td>
<td>+0.05</td>
<td>+0.07</td>
<td>+0.07</td>
<td>+0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.10</td>
<td>-0.05</td>
<td>-0.06</td>
<td>-0.07</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.08</td>
<td>+0.05</td>
<td>+0.05</td>
<td>+0.04</td>
<td>+0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.08</td>
<td>-0.05</td>
<td>-0.04</td>
<td>-0.04</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

Table 1: Expected precision of the production-mode cross-section measurements in the $H \to \gamma\gamma$ channel with 80 fb$^{-1}$ of Run 2 data and at HL-LHC. Uncertainties are reported relative to the SM cross section at the corresponding center-of-mass energy. Both scenarios S1 and S2 have been considered for the systematic uncertainties in the HL-LHC extrapolation. The spurious signal uncertainty is removed in both cases. The last column shows the signal theory uncertainty component when the measurement parameters are production-mode signal strengths instead of cross sections.
Figure 2: Ranking of the 10 systematic uncertainties (scenario S2) with the largest impact on the expected cross-section times branching ratio measurement in the $H \rightarrow \gamma\gamma$ decay channel for the ggF+$b\bar{b}H$ (a), VBF (b), $VH$ (c) and top (d) production modes.
Figure 3: Ranking of the 10 systematic uncertainties (scenario S2) with the largest impact on the expected signal strength measurement in the $H \rightarrow \gamma\gamma$ decay channel for the ggF+$b\bar{b}H$ (a), VBF (b), VH (c) and top (d) production modes.
2.2 $H \rightarrow ZZ^*$

Using a dataset with an integrated luminosity of 80 fb$^{-1}$ at Run 2, the measurement of the Higgs boson production cross section in the $H \rightarrow ZZ^* \rightarrow 4\ell$ decay channel [8] has been performed within the framework of the simplified template cross sections [2]. For the results in this note, the Stage 0 - Simplified Template Cross Sections framework (STXS Stage 0) has been used and the four main production modes are considered: ggF, VBF, VH and $t\bar{t}H$.

In the Run 2 analysis [8], for the Stage-0 ggF bin, the dominant systematic uncertainties on the cross-section measurements come from electron/muon reconstruction and identification efficiency and pile-up modeling uncertainties. For VBF and VH, jet energy scale/resolution and QCD scale uncertainties related to bin migration are the largest uncertainties. In the $t\bar{t}H$ production bin, the largest impact comes from the theory uncertainties related to parton shower and to the heavy flavour quark production modeling for the ggF background contribution.

The expected results obtained for HL-LHC projections for scenario S1 (S2) and for Higgs boson absolute rapidity $|y_H| < 2.5$ are:

\[
\sigma_{ggF} \times B(H \rightarrow ZZ^*) = 1.305^{+0.073}_{-0.072} (^{+0.057}_{-0.056}) \text{ pb} \\
= 1.305^{+0.026}_{-0.026} \text{ (stat)}^{+0.055}_{-0.056} \text{ (exp)}^{+0.046}_{-0.046} \text{ (sig)}^{+0.034}_{-0.031} \text{ (exp)}^{+0.021}_{-0.020} \text{ (sig)}^{+0.009}_{-0.009} \text{ (exp)}^{+0.008}_{-0.008} \text{ (bkg)} \text{ pb} \\
\sigma_{VBF} \times B(H \rightarrow ZZ^*) = 0.104^{+0.015}_{-0.014} (^{+0.013}_{-0.012}) \text{ pb} \\
= 0.104^{+0.010}_{-0.010} \text{ (stat)}^{+0.006}_{-0.006} \text{ (exp)}^{+0.005}_{-0.005} \text{ (exp)}^{+0.009}_{-0.008} \text{ (exp)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.001}_{-0.001} \text{ (bkg)} \text{ pb} \\
\sigma_{VH} \times B(H \rightarrow ZZ^*) = 0.058^{+0.012}_{-0.011} (^{+0.011}_{-0.010}) \text{ pb} \\
= 0.058^{+0.010}_{-0.010} \text{ (stat)}^{+0.003}_{-0.002} \text{ (exp)}^{+0.002}_{-0.002} \text{ (exp)}^{+0.005}_{-0.004} \text{ (exp)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.004}_{-0.003} \text{ (exp)}^{+0.001}_{-0.001} \text{ (bkg)} \text{ pb} \\
\sigma_{t\bar{t}H} \times B(H \rightarrow ZZ^*) = 0.016^{+0.004}_{-0.003} (^{+0.004}_{-0.003}) \text{ pb} \\
= 0.016^{+0.003}_{-0.003} \text{ (stat)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.001}_{-0.001} \text{ (exp)}^{+0.001}_{-0.001} \text{ (bkg)} \text{ pb}
\]

These results are compared to the SM prediction in Figure 4; the SM uncertainties are divided by two compared to their current values, which approximately corresponds to the scaling expected from scenario S2.

To better compare the results of the Run 2 analysis and the extrapolated results with scenarios S1 and S2, Table 2 shows the uncertainties on the measured cross-section results divided by the predicted SM values.
Figure 4: For each production mode, expected result for the measurement of the cross section times branching ratio normalised to their SM expectation for the \(ZZ^*\) final state in scenario S2 at HL-LHC is shown for Higgs boson absolute rapidity \(|y_H| < 2.5\). The statistical (yellow) and systematic (blue) uncertainty components are displayed as well as the theory uncertainty on the SM prediction (grey). The blue band of the systematic uncertainty includes both experimental and theory uncertainties.
Table 2: Expected precision of the production-mode cross-section measurements in the $H \rightarrow ZZ^*$ channel with 80 fb$^{-1}$ of Run 2 data and at HL-LHC. Uncertainties are reported relative to the SM cross section at the corresponding center-of-mass energy. Both scenarios S1 and S2 have been considered for the systematic uncertainties in the HL-LHC extrapolation. The last column shows the theory uncertainty component when the measurement parameters are production mode signal strengths instead of cross sections. The value for the $t\bar{t}H$ channel with Run 2 data corresponds to the 95% CL limit.

<table>
<thead>
<tr>
<th>Prod. mode</th>
<th>Analysis</th>
<th>$\Delta_{\text{tot}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{stat}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{exp}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{sig}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{bkg}}/\sigma_{\text{SM}}$</th>
<th>$\Delta\mu_{\text{sig}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>$+0.160$</td>
<td>$+0.143$</td>
<td>$+0.053$</td>
<td>$+0.043$</td>
<td>$+0.111$</td>
<td>$+0.070$</td>
</tr>
<tr>
<td>HL-LHC S1</td>
<td>$-0.152$</td>
<td>$-0.136$</td>
<td>$-0.052$</td>
<td>$-0.036$</td>
<td>$-0.014$</td>
<td>$-0.052$</td>
<td></td>
</tr>
<tr>
<td>HL-LHC S2</td>
<td>$+0.056$</td>
<td>$+0.020$</td>
<td>$+0.042$</td>
<td>$+0.026$</td>
<td>$+0.007$</td>
<td>$+0.062$</td>
<td></td>
</tr>
<tr>
<td>VBF</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>$+0.043$</td>
<td>$+0.020$</td>
<td>$+0.035$</td>
<td>$+0.016$</td>
<td>$+0.006$</td>
<td>$+0.030$</td>
</tr>
<tr>
<td>HL-LHC S1</td>
<td>$-0.043$</td>
<td>$-0.020$</td>
<td>$-0.035$</td>
<td>$-0.015$</td>
<td>$-0.006$</td>
<td>$-0.028$</td>
<td></td>
</tr>
<tr>
<td>HL-LHC S2</td>
<td>$-0.753$</td>
<td>$+0.157$</td>
<td>$+0.136$</td>
<td>$+0.144$</td>
<td>$+0.161$</td>
<td>$+0.101$</td>
<td></td>
</tr>
<tr>
<td>VH</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>$+0.147$</td>
<td>$+0.097$</td>
<td>$+0.059$</td>
<td>$+0.088$</td>
<td>$+0.007$</td>
<td>$+0.087$</td>
</tr>
<tr>
<td>HL-LHC S1</td>
<td>$-0.135$</td>
<td>$-0.094$</td>
<td>$-0.054$</td>
<td>$-0.078$</td>
<td>$-0.008$</td>
<td>$-0.072$</td>
<td></td>
</tr>
<tr>
<td>HL-LHC S2</td>
<td>$+0.125$</td>
<td>$+0.097$</td>
<td>$+0.057$</td>
<td>$+0.051$</td>
<td>$+0.007$</td>
<td>$+0.053$</td>
<td></td>
</tr>
<tr>
<td>t\bar{t}H</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>$+1.410$</td>
<td>$+1.381$</td>
<td>$+0.155$</td>
<td>$+0.228$</td>
<td>$+0.012$</td>
<td>$+0.283$</td>
</tr>
<tr>
<td>HL-LHC S1</td>
<td>$-0.959$</td>
<td>$-0.946$</td>
<td>$-0.075$</td>
<td>$-0.137$</td>
<td>$-0.008$</td>
<td>$-0.144$</td>
<td></td>
</tr>
<tr>
<td>HL-LHC S2</td>
<td>$+0.200$</td>
<td>$+0.176$</td>
<td>$+0.051$</td>
<td>$+0.082$</td>
<td>$+0.002$</td>
<td>$+0.124$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-0.185$</td>
<td>$-0.167$</td>
<td>$-0.042$</td>
<td>$-0.070$</td>
<td>$-0.001$</td>
<td>$-0.084$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$+0.190$</td>
<td>$+0.176$</td>
<td>$+0.043$</td>
<td>$+0.064$</td>
<td>$&lt;0.001$</td>
<td>$+0.077$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-0.178$</td>
<td>$-0.167$</td>
<td>$-0.033$</td>
<td>$-0.056$</td>
<td>$&lt;0.001$</td>
<td>$-0.062$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$&lt; 5.75$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td></td>
</tr>
</tbody>
</table>
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For the ggF production mode, both scenarios S1 and S2 have larger systematic uncertainties than statistical uncertainties. For the other production modes, the statistical uncertainty dominates. For scenario S2, the signal theory (experimental) uncertainty is the largest systematic component for the $t\bar{t}H$ and $VH$ production modes (VBF production mode).

For scenario S2, the plots with the largest systematic uncertainties impacting the cross section and the signal strength respectively are shown in Figures 5 and 6 for the four production modes.

For the ggF production mode, the dominant systematic uncertainties for the cross-section measurement are the electron reconstruction and identification efficiencies, and the luminosity uncertainty. For the signal strength measurement the largest uncertainty is related to QCD scale uncertainty. The second largest source of signal theory uncertainty is related to the PDF uncertainties. These two theory uncertainties affect mostly the signal normalisation and therefore have a negligible impact on the ggF cross-section measurement accuracy.

For the VBF mode, the uncertainties related to the jet energy scale, the underlying event tune and parton shower and the QCD scale uncertainty for ggF events with jet bin migration passing the VBF selection, impact significantly both for the cross section and signal strength measurement.

For the $VH$ mode the QCD scale uncertainty for ggF events with jet bin migration passing the $VH$ event selection is the largest systematic uncertainty. The QCD scale uncertainty on the predicted $VH$ cross section has a large impact only on $\mu_{VH}$.

For the $t\bar{t}H$ production mode, the uncertainty related to heavy flavour quark production modeling for the ggF background contribution has a large impact on the cross-section measurement. In addition to this last uncertainty, the QCD scale uncertainty on the total cross-section prediction also impacts the $t\bar{t}H$ signal strength measurement.
Figure 5: Ranking of the 10 systematic uncertainties (scenario S2) with the largest impact on the expected cross-section times branching ratio measurement of the $H \rightarrow ZZ^*$ decay channel for the ggF (a), VBF (b), $VH$ (c) and $t\bar{t}H$ (d) production modes.
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Figure 6: Ranking of the 10 systematic uncertainties (scenario S2) with the largest impact on the expected signal strength measurement of the $H \rightarrow ZZ^*$ decay channel for the ggF (a), VBF (b), VH (c) and $t\bar{t}H$ (d) production modes.
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2.3 $H \to WW^*$

Using a dataset corresponding to an integrated luminosity of 36.1 fb$^{-1}$ at Run 2, measurements of the cross sections times $H \to WW^*$ branching ratio have been reported in Ref. [9] for Higgs bosons produced via gluon-gluon fusion ggF and vector-boson fusion VBF and decaying via the $H \to WW^* \to e\nu\nu$ channel. Signal regions for the measurement of gluon-gluon-fusion production are selected within events with less than 2 jets. A vector-boson-fusion enriched category is defined using events with two or more jets. The normalisation of (non-resonant) WW, top ($t\bar{t}$ and $Wt$), and $Z \to \tau\tau$ backgrounds are set using dedicated control regions enriched with events from ggF and VBF processes, using similar selections as that used for the corresponding signal regions.

The expected results obtained for HL-LHC projections for scenarios S1(S2) are:

\[
\sigma_{ggF} \times B(H \to WW^*) = 11.7^{+0.75}_{-0.76} \left( ^{+0.54}_{-0.52} \right) \text{ pb} 
\]
\[
= 11.7^{+0.12}_{-0.12} \text{ (stat)} \times 10^{+0.35}_{-0.34} \text{ (exp)} \times 10^{+0.29}_{-0.29} \text{ (sig)} \times 10^{+0.47}_{-0.46} \text{ (bkg)} \text{ pb} 
\]
\[
\sigma_{VBF} \times B(H \to WW^*) = 0.916^{+0.099}_{-0.100} \left( ^{+0.061}_{-0.060} \right) \text{ pb} 
\]
\[
= 0.916^{+0.030}_{-0.030} \text{ (stat)} \times 10^{+0.050}_{-0.044} \text{ (exp)} \times 10^{+0.027}_{-0.027} \text{ (sig)} \times 10^{+0.059}_{-0.030} \text{ (bkg)} \text{ pb} 
\]

These results are compared to the SM prediction in Figure 7; the SM uncertainties are divided by two compared to their current values, which approximately corresponds to the scaling expected from scenario S2. The figure shows that, at HL-LHC, the ggF cross-section measurement will reach a level of precision which is similar to that of the theory predictions.
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Figure 7: For each production mode, expected result for the measurement of the cross section times branching ratio normalised to their SM expectation for the $WW^*$ final state in scenario S2 at HL-LHC is shown. The statistical (yellow) and systematic (blue) uncertainty components are displayed as well as the theory uncertainty on the SM prediction (grey). The blue band of the systematic uncertainty includes both experimental and theory uncertainties.

Table 3 lists the total expected uncertainties on the cross section times branching ratio, as well as the contributions from statistical, experimental, signal and background theory uncertainties.
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<table>
<thead>
<tr>
<th>Prod. mode</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{stat}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{exp}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{sig}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{bkg}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\mu_{\text{sig}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF</td>
<td>Run 2, 36 fb$^{-1}$</td>
<td>+0.191</td>
<td>+0.099</td>
<td>+0.112</td>
<td>+0.047</td>
<td>+0.092</td>
<td>+0.077</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>-0.189</td>
<td>-0.098</td>
<td>-0.110</td>
<td>-0.036</td>
<td>-0.096</td>
<td>-0.058</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.064</td>
<td>+0.010</td>
<td>+0.037</td>
<td>+0.040</td>
<td>+0.033</td>
<td>+0.068</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.065</td>
<td>-0.010</td>
<td>-0.037</td>
<td>-0.039</td>
<td>-0.036</td>
<td>-0.064</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.046</td>
<td>+0.010</td>
<td>+0.030</td>
<td>+0.023</td>
<td>+0.025</td>
<td>+0.035</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.044</td>
<td>-0.010</td>
<td>-0.029</td>
<td>-0.020</td>
<td>-0.025</td>
<td>-0.033</td>
</tr>
<tr>
<td>VBF</td>
<td>Run 2, 36 fb$^{-1}$</td>
<td>+0.391</td>
<td>+0.332</td>
<td>+0.122</td>
<td>+0.115</td>
<td>+0.106</td>
<td>+0.119</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>-0.360</td>
<td>-0.311</td>
<td>-0.110</td>
<td>-0.098</td>
<td>-0.093</td>
<td>-0.099</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.108</td>
<td>+0.033</td>
<td>+0.055</td>
<td>+0.070</td>
<td>+0.056</td>
<td>+0.073</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.109</td>
<td>-0.033</td>
<td>-0.048</td>
<td>-0.067</td>
<td>-0.064</td>
<td>-0.070</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.067</td>
<td>+0.033</td>
<td>+0.029</td>
<td>+0.038</td>
<td>+0.032</td>
<td>+0.039</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.066</td>
<td>-0.033</td>
<td>-0.029</td>
<td>-0.037</td>
<td>-0.033</td>
<td>-0.038</td>
</tr>
</tbody>
</table>

Table 3: Expected precision of the production-mode cross-section measurements in the $H \to WW^*$ channel with 36 fb$^{-1}$ of Run 2 data and at HL-LHC. Uncertainties are reported relative to the SM cross section at the corresponding center-of-mass energy. Both HL-LHC scenarios have been considered for the systematic uncertainties. The last column shows the theory uncertainty component when the measurement parameters are production-mode signal strengths instead of cross sections.

Figures 8 and 9 show the expected ranking of the leading sources of systematic uncertainties for the measured cross section times branching ratio and signal strength respectively, for the gluon-gluon fusion and vector-boson fusion processes.
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**Figure 8:** Ranking of the 10 systematic uncertainties (scenario S2) with the largest impact on the expected cross-section times branching ratio measurement of the $H \to WW^*$ decay channel for the ggF (a) and VBF (b) production modes. All +1$\sigma$ (-1$\sigma$) post-fit effects are displayed as having a positive (negative) values.

For the measured ggF cross section, the uncertainty related to the estimation of background contributions due to jets misidentified as muons, so called fake muons, and to the efficiency for actual muons are ranked higher in scenario S2, as these particular uncertainties are unchanged with respect to their Run 2 values. While the yield of $Z/\gamma^*$ events in the ggF enriched signal regions is small the corresponding $Z/\gamma^*$
Figure 9: Ranking of the 10 systematic uncertainties (scenario S2) with the largest impact on the expected signal strength measurement of the $H \rightarrow WW^*$ decay channel for the ggF (a) and VBF (b) production modes. All $+1\sigma$ ($-1\sigma$) post-fit effects are displayed as having a positive (negative) values.

enriched control regions contain a non-negligible number of events with fake leptons. The normalisation of the $Z/\gamma^*$ background can therefore indirectly affect the measured signal via fake lepton related nuisance parameters. Similarly the $t\bar{t} + Wt$ enriched control region with $\geq 2$ jets can provide additional constraints to the identification efficiency of jets originating from bottom quarks and thus on the $t\bar{t} + Wt$ event yield in the signal regions. Theory uncertainties on the parton shower modeling and PDFs also have a similar impact on the ggF cross-section measurement.

The measurement in the vector-boson fusion channel shows similar rankings of systematic uncertainty sources for both the cross-section and signal strength measurements.

Besides the uncertainty due to the dependency of the jet energy scale on the jet flavour composition, the leading sources of uncertainties are mostly related to the acceptance of different signal and background processes in the VBF enriched phase space.
2.4 $H \rightarrow \tau \tau$

The measurement of the total cross section of the Higgs boson in the $H \rightarrow \tau \tau$ channel has been published in Ref. [10]. The analysis was performed on data collected in 2015 and 2016 corresponding to 36.1 fb$^{-1}$ at $\sqrt{s} = 13$ TeV.

For the Higgs boson decay products all the leptonic ($\tau_{\text{lep}}$) and hadronic ($\tau_{\text{had}}$) decays of the $\tau$’s are considered. The analysis is done by splitting events into three categories depending on the possible $\tau \tau$ final states: ($\tau_{\text{lep}}, \tau_{\text{lep}}$), ($\tau_{\text{lep}}, \tau_{\text{had}}$) and ($\tau_{\text{had}}, \tau_{\text{had}}$).

The main backgrounds differ significantly between these three channels, as do the techniques used to determine them. For all final states, two categories targeting the VBF and ggF production modes are used. These two categories are further split in 13 exclusive signal regions, dependent on the decay channel.

The dominant uncertainties in Run 2 for the measured cross-section are theory uncertainties on the signal model, the uncertainty due to jets and $E_T^{\text{miss}}$ and the uncertainty due to background statistics, which include statistical uncertainties both of the simulated backgrounds and of the misidentified $\tau$ backgrounds, estimated using data.

The expected results for the cross sections times $H \rightarrow \tau \tau$ branching ratio of the two production modes at HL-LHC for the scenario S1 (S2) are:

\[
\sigma_{\text{ggF}} \times B(H \rightarrow \tau \tau) = 3.43^{+0.79}_{-0.63} \left( +0.42_{-0.37} \right) \text{ pb} \\
= 3.43^{+0.11}_{-0.11} \text{ (stat)}^{+0.21}_{-0.21} \left( +0.14_{-0.13} \right) \text{ (exp)}^{+0.70}_{-0.55} \left( +0.36_{-0.31} \right) \text{ (sig)}^{+0.27}_{-0.19} \left( +0.11_{-0.08} \right) \text{ (bkg) pb} \\
\sigma_{\text{VBF}} \times B(H \rightarrow \tau \tau) = 0.268^{+0.025}_{-0.025} \left( +0.021_{-0.020} \right) \text{ pb} \\
= 0.268^{+0.009}_{-0.009} \text{ (stat)}^{+0.014}_{-0.015} \left( +0.013_{-0.012} \right) \text{ (exp)}^{+0.017}_{-0.014} \left( +0.007_{-0.008} \right) \text{ (sig)}^{+0.009}_{-0.009} \left( +0.010_{-0.010} \right) \text{ (bkg) pb}
\]

These results are compared to the SM prediction in Figure 10; the SM uncertainties are divided by two compared to their current values, which approximately corresponds to the scaling for the scenario S2.

Table 4 lists the total expected uncertainties on the cross section normalised to their SM values as well as the contributions from each uncertainty component. It’s worthwhile to note that for this channel the breakdown of the systematics uncertainties for the scenarios S1 and S2 has been done differently from that used in the Run 2 analysis [10].

In Figure 11 the expected ranking of the systematic uncertainties for the scenario S2 with the largest impact on the measured inclusive ggF and VBF cross sections times $H \rightarrow \tau \tau$ branching ratio and signal strength is shown. Both measurements are largely affected by the QCD uncertainties related to the signal acceptance. The largest contribution to the total uncertainty comes from the theory signal uncertainty.
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Figure 10: For each production mode, expected result for the measurement of the cross section times branching ratio normalised to their SM expectation for the $\tau\tau$ final state in scenario S2 at HL-LHC is shown. The statistical (yellow) and systematic (blue) uncertainty components are displayed as well as the theoretical uncertainty on the SM prediction (grey). The blue band of the systematic uncertainty includes both experimental and theory uncertainties.

Table 4: Expected precision of the production mode cross-section measurements in the $H \to \tau\tau$ channel with 36 fb$^{-1}$ of Run 2 data and at HL-LHC. Uncertainties are reported relative to the SM cross section at the corresponding center-of-mass energy. Both scenarios S1 and S2 have been considered for the systematic uncertainties in the HL-LHC extrapolation. The last column shows the theory uncertainty component when the measurement parameters are production mode signal strengths instead of cross sections.
3.1. Higgs boson couplings and properties (ATL-PHYS-PUB-2018-054)
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Figure 11: Ranking of the 10 systematic uncertainties with the largest impact on the inclusive ggF and VBF cross sections times $H \rightarrow \tau \tau$ branching ratio (a) and signal strength (b) extrapolated at HL-LHC with the scenario S2.
2.5 $VH, H \rightarrow b\bar{b}$

The HL-LHC projections for the $VH, H \rightarrow b\bar{b}$ channel are performed using extrapolations based on the results of the analysis of 79.8 fb$^{-1}$ of pp collision data collected at $\sqrt{s} = 13$ TeV [11]. The same statistical framework and analysis approach are used. In particular the same selection and event categories, for both signal and control regions are utilised.

The three cross sections for $WH, q\bar{q} \rightarrow ZH$ and $gg \rightarrow ZH$ production times the $H \rightarrow b\bar{b}$ branching ratio are determined from a fit where the three parameters are left free.

The measured product of the cross-section times the $H \rightarrow b\bar{b}$ branching ratio for each signal process, are the following, where the uncertainties outside (inside) the parentheses correspond to scenario S1 (S2):

$$\sigma(WH) \times B(H \rightarrow b\bar{b}) = 0.877 \pm^{+0.131}_{-0.121}^{(0.091)} \, \text{pb}$$

$$= 0.877 \pm^{+0.036}_{-0.036}^{(0.036)} \text{ (stat)} \pm^{+0.042}_{-0.041}^{(0.039)} \text{ (exp)}$$

$$+^{+0.070}_{-0.061}^{(0.036)} \text{ (sig)} +0.095^{+0.063}_{-0.088} (bkg) \, \text{pb}$$

$$\sigma(q\bar{q} \rightarrow ZH) \times B(H \rightarrow b\bar{b}) = 0.488 \pm^{+0.067}_{-0.064}^{(0.059)} \, \text{pb}$$

$$= 0.488 \pm^{+0.044}_{-0.043}^{(0.044)} \text{ (stat)} \pm^{+0.032}_{-0.031}^{(0.026)} \text{ (exp)}$$

$$+^{+0.030}_{-0.027}^{(0.015)} \text{ (sig)} +0.026^{+0.023}_{-0.025} \text{ (bkg)} \, \text{pb}$$

$$\sigma(gg \rightarrow ZH) \times B(H \rightarrow b\bar{b}) = 0.084 \pm^{+0.042}_{-0.041}^{(0.036)} \, \text{pb}$$

$$= 0.084 \pm^{+0.028}_{-0.028}^{(0.028)} \text{ (stat)} \pm^{+0.021}_{-0.021}^{(0.017)} \text{ (exp)}$$

$$+^{+0.015}_{-0.012}^{(0.008)} \text{ (sig)} +0.017^{+0.015}_{-0.018} \text{ (bkg)} \, \text{pb}$$

These numbers are translated in relative precision in Table 5. It’s worthwhile to note that for this channel the breakdown of the systematics uncertainties for the scenarios S1 and S2 has been done differently from that used in the Run 2 analysis [11].
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<table>
<thead>
<tr>
<th>Prod. mode</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{stat}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{exp}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{sig}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{bkg}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\mu_{\text{sig}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WH</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>+0.462</td>
<td>+0.272</td>
<td>+0.157</td>
<td>+0.176</td>
<td>+0.224</td>
<td>+0.180</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>+0.149</td>
<td>+0.041</td>
<td>+0.048</td>
<td>+0.080</td>
<td>+0.108</td>
<td>+0.085</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.104</td>
<td>+0.041</td>
<td>+0.044</td>
<td>+0.046</td>
<td>+0.072</td>
<td>+0.050</td>
</tr>
<tr>
<td>$q\bar{q} \rightarrow ZH$</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>+0.667</td>
<td>+0.578</td>
<td>+0.129</td>
<td>+0.175</td>
<td>+0.143</td>
<td>+0.180</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>+0.138</td>
<td>+0.090</td>
<td>+0.065</td>
<td>+0.061</td>
<td>+0.054</td>
<td>+0.067</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.121</td>
<td>+0.090</td>
<td>+0.057</td>
<td>+0.031</td>
<td>+0.048</td>
<td>+0.037</td>
</tr>
<tr>
<td>$gg \rightarrow ZH$</td>
<td>Run 2, 80 fb$^{-1}$</td>
<td>+2.629</td>
<td>+2.105</td>
<td>+0.606</td>
<td>+0.658</td>
<td>+1.012</td>
<td>+1.269</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S1</td>
<td>+0.498</td>
<td>+0.333</td>
<td>+0.249</td>
<td>+0.181</td>
<td>+0.207</td>
<td>+0.495</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.432</td>
<td>+0.333</td>
<td>+0.208</td>
<td>+0.096</td>
<td>+0.177</td>
<td>+0.222</td>
</tr>
</tbody>
</table>

Table 5: Expected precision of the production-mode cross-section measurements in the WH, $q\bar{q} \rightarrow ZH$ and $gg \rightarrow ZH$ production modes for the $H \rightarrow b\bar{b}$ decay channel with 80 fb$^{-1}$ of Run 2 data and at HL-LHC. Uncertainties are reported relative to the SM cross section at the corresponding center-of-mass energy. Both HL-LHC scenarios have been considered for the systematic uncertainties. The last column shows the theory uncertainty component when the measurement parameters are production mode signal strengths instead of cross sections.

Figures 12 and 13 show the ranking, for each production mode, of the systematic uncertainties with the largest impact on the cross section times branching ratio and signal strength in the scenario S2, respectively.
Figure 12: Ranking of the 15 systematic uncertainties (scenario S2) with the largest impact on the expected cross section times branching ratio measurement of the $H \rightarrow b\bar{b}$ decay channel for the $WH$ (a), $q\bar{q} \rightarrow ZH$ (b), $gg \rightarrow ZH$ (c) production modes.

Figure 14 summarises the expected precision of the measured cross sections for the three production
Figure 13: Ranking of the 15 systematic uncertainties (scenario S2) with the largest impact on the expected signal strength measurement of the $H \rightarrow b\bar{b}$ decay channel for the $WH$ (a), $q\bar{q} \rightarrow ZH$ (b), $gg \rightarrow ZH$ (c) production modes.
modes. Figure 15 shows the expected precision of the measured cross sections when the $gg$ and $q\bar{q}$ to $ZH$ production modes are combined. It’s worthwhile to note that in this latter fit, the uncertainty on the inclusive $ZH$ signal process is much smaller than the uncertainties on the single $q\bar{q} \rightarrow ZH$ and $gg \rightarrow ZH$ processes, due to correlations between their measurements.

![Figure 14](image1.png)

(a) Scenario S1

(b) Scenario S2

Figure 14: The fitted values of the Higgs boson cross section divided by their SM values for the $WH$, $q\bar{q} \rightarrow ZH$ and $gg \rightarrow ZH$ processes expected with 3000 fb$^{-1}$ at the HL-LHC in the (a) scenario S1 and (b) S2 extrapolations. The individual cross section values for the three processes are obtained from a simultaneous fit in which the cross section parameters for the $WH$, $q\bar{q} \rightarrow ZH$ and $gg \rightarrow ZH$ processes are floating independently.
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(a) Scenario S1

(b) Scenario S2

Figure 15: The fitted values of the Higgs boson cross section divided by their SM values for the $WH$ and $ZH$ processes expected with 3000 fb$^{-1}$ at the HL-LHC in the (a) scenario S1 and (b) S2 extrapolations. The individual cross section values for the two processes are obtained from a simultaneous fit in which the cross section parameters for the $WH$ and $ZH$ processes are floating independently.
2.6 $t\bar{t}H$

The ATLAS Collaboration has searched for the $t\bar{t}H$ production with LHC Run 2 data collected in 2015, 2016, and 2017, and observed Higgs boson production in association with a top-quark pair \[12\]. This analysis is sensitive to a large variety of final-state event topologies, $H \rightarrow WW^*$, $H \rightarrow ZZ^*$, $H \rightarrow \tau^{+}\tau^{-}$, $H \rightarrow b\bar{b}$ and $H \rightarrow \gamma\gamma$. They are all considered in what follows except the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^*$ final states which were covered in the Section 2.1 and 2.2, respectively.

The projection studies performed in this section are based on the extrapolation to HL-LHC of the published Run 2 results \[13, 14\] using the 2015-2016 dataset ($36 \text{ fb}^{-1}$) for the $t\bar{t}H, H \rightarrow b\bar{b}$ and the $t\bar{t}H, H \rightarrow ML$ (multi-lepton final state) channels. This latter channel includes the $H \rightarrow WW^*, H \rightarrow ZZ^*, H \rightarrow \tau^{+}\tau^{-}$ final states, which are categorised according to the number of hadronically decaying $\tau$ leptons and the number of electrons or muons candidates in the event.

For the $t\bar{t}H, H \rightarrow ML$ channel, the rankings of the top 10 nuisance parameters when fitting the cross section and the signal strength as a parameter of interest are reported in Figures 16 and 17 respectively, separating the selections which include (a) or exclude (b) hadronically decaying $\tau$ leptons. In the $t\bar{t}H, H \rightarrow ML$ including $\tau$ channel the dominant uncertainties are related to the treatment of the reconstruction of the $\tau$ leptons in the final state. In the $t\bar{t}H, H \rightarrow ML$ excluding $\tau$ channel the modeling for the $t\bar{t}Z$ background is the largest systematic uncertainty. Leading uncertainties for both ML channels relate to the treatment of misidentified leptons in the control and signal regions. These uncertainties are not reduced in scenario S2 and some of them are constrained with $3000 \text{ fb}^{-1}$, as shown in Figures 16 and 17. It’s worthwhile to note that those uncertainties are dominated by the statistics from control regions and therefore they are expected to decrease significantly at HL-LHC.

For the extrapolation of the $t\bar{t}H, H \rightarrow b\bar{b}$ channel, the large dataset of $3000 \text{ fb}^{-1}$ causes significant constraints on the background theoretical uncertainties, mostly those related to the description of the $t\bar{t}$+heavy flavour background component, as shown in Figures 16 and 17. This component is estimated in the Run 2 analysis as a large two-point systematics which encompasses the differences between several Monte Carlo simulations with respect to the nominal Powheg Pythia8 simulation and dominates the total uncertainty. The constraints on those uncertainties at $3000 \text{ fb}^{-1}$ induce a large reduction of the post-fit impact for the background theoretical uncertainties, which lead to a non realistic extrapolation. Therefore, the extrapolation of the $t\bar{t}H, H \rightarrow b\bar{b}$ channel has been performed injecting an additional uncertainty to get a reduction of a factor two (three) on the post-fit impact of the background theoretical uncertainties, respectively for scenario S1(S2). Such factors are consistent with the expected theory improvement on the uncertainty on the $\tilde{t}\tilde{t}$+heavy flavour channel, as reported in Ref. \[15\]. The other uncertainties are treated as for the other channels in the note. The next largest experimental uncertainties in scenario S2 are related to flavour tagging and jet reconstruction.

Table 6 reports the value of the uncertainty on the cross section, normalised to the SM value, split in total uncertainty, statistical, experimental, and theory components, for both the $t\bar{t}H, H \rightarrow b\bar{t}$ and the $t\bar{t}H, H \rightarrow ML$ channels. The last column reports the theory signal uncertainty on the signal strength, which includes also the theoretical error on the predicted SM cross-section.
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(a) $t\bar{t}H, H \rightarrow ML$ (no $\tau$)  
(b) $t\bar{t}H, H \rightarrow ML$ (with $\tau$)  
(c) $t\bar{t}H, H \rightarrow bb$ (single lepton)  
(d) $t\bar{t}H, H \rightarrow bb$ (dilepton)

Figure 16: Ranking of the 10 systematic uncertainties with the largest impact on the $t\bar{t}H$ cross section at HL-LHC for scenario S2 for the $t\bar{t}H, H \rightarrow ML$ (no $\tau$) (a), $t\bar{t}H, H \rightarrow ML$ (with $\tau$) (b), $t\bar{t}H, H \rightarrow bb$ (single lepton) (c) and $t\bar{t}H, H \rightarrow bb$ (dilepton) (d) processes.
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- Figure 17: Ranking of the 10 systematic uncertainties with the largest impact on the $t\bar{t}H$ signal strength at HL-LHC for scenario S2 for the $t\bar{t}H, H \to ML$ (no $\tau$) (a), $t\bar{t}H, H \to ML$ (with $\tau$) (b), $t\bar{t}H, H \to b\bar{b}$ (single lepton) (c) and $t\bar{t}H, H \to b\bar{b}$ (dilepton) (d) processes.
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Table 6: Expected precision of the measurement of the $t\bar{t}H$ cross section for the $H \to ML$ (first two rows) and $H \to b\bar{b}$ (last two rows) decay channels with 36 fb$^{-1}$ of Run 2 data and at HL-LHC. Uncertainties are reported relative to the SM cross section at the corresponding center-of-mass energy. For the HL-LHC extrapolation, both scenarios S1 and S2 have been considered for the systematic uncertainties. The last column shows the theory uncertainty component when the measurement parameters are production-mode signal strengths instead of cross sections.
2.7 $H \rightarrow \mu \mu$

ATLAS has presented a search for the decay of the Higgs boson to a pair of muons using 79.8 fb$^{-1}$ of data collected at center-of-mass energy of $\sqrt{s} = 13$ TeV [16]. The event selection is loose both at the muon object level and event level in order to retain as much signal as possible and the selected events are categorised to improve sensitivity. VBF-like events are first selected using a multivariate BDT classifier and split into two VBF-like categories of different purity. The remaining events are further split in 6 orthogonal categories based on signal purity and muon momentum resolution. The invariant mass distribution of the $m_{\mu\mu}$ signal is modelled using a weighted sum of a Gaussian and a Crystal Ball function, with parameter sets for each category based on the dimuon pseudorapidities and determined by a fit to simulated events. Background estimation, dominated by $Z/\gamma^* \rightarrow \mu\mu$, is fully data driven and is modelled using a weighted sum of a Breit-Wigner convolved by a Gaussian and an exponential function. The Run 2 analysis is limited by the statistical uncertainty, while the leading systematic uncertainty is the bias introduced by the choice of the function describing the background. This contribution is set to zero for the HL-LHC extrapolation. The other important uncertainties on the signal strength measurement include QCD scale, jet binning and Higgs boson $p_T$ theoretical uncertainties.

This analysis is used as baseline to extrapolate the expected precision of the measurement at HL-LHC. In addition to the standard extrapolation procedure, the widths of the signal dimuon mass peaks are reduced in the Central and VBF categories by 30% and by 15% in the Forward categories to account for expected improvements in the muon $p_T$ resolution in the new tracker system used at HL-LHC [17].

In the scenario S2 case, the most important reductions on systematic uncertainties are related to the signal modeling, namely Higgs boson $p_T$, jet binning, and QCD scale, which are all reduced by 50%.

The results of the Run 2 analysis with 79.8 fb$^{-1}$ of data at $\sqrt{s} = 13$ TeV are compared to the results at HL-LHC with 3000 fb$^{-1}$ of data at $\sqrt{s} = 14$ TeV in Table 7.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{stat}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{exp}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\mu_{\text{sig}}}/\sigma_{\text{SM}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 2, 79.8 fb$^{-1}$</td>
<td>+1.04</td>
<td>+0.99</td>
<td>+0.03</td>
<td>+0.32</td>
</tr>
<tr>
<td></td>
<td>-1.06</td>
<td>-1.03</td>
<td>-0.03</td>
<td>-0.27</td>
</tr>
<tr>
<td>HL-LHC S1</td>
<td>+0.15</td>
<td>+0.12</td>
<td>+0.03</td>
<td>+0.08</td>
</tr>
<tr>
<td></td>
<td>-0.14</td>
<td>-0.13</td>
<td>-0.03</td>
<td>-0.05</td>
</tr>
<tr>
<td>HL-LHC S2</td>
<td>+0.13</td>
<td>+0.12</td>
<td>+0.02</td>
<td>+0.05</td>
</tr>
<tr>
<td></td>
<td>-0.13</td>
<td>-0.13</td>
<td>-0.02</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

Table 7: Expected precision of the measurement of the signal strength in the $H \rightarrow \mu \mu$ decay channel with 79.8 fb$^{-1}$ of Run 2 and 3000 fb$^{-1}$ of HL-LHC data. Both systematic uncertainty scenarios S1 and S2 for HL-LHC have been considered. For the HL-LHC extrapolation, the improved ITk resolution has been emulated.

Figure 18 shows the 10 systematic uncertainties with the largest impact on the signal strength measurement for scenario S2.

In both systematic uncertainty scenarios at HL-LHC, the expected precision of the measurement will be limited by the statistical uncertainty.
Figure 18: Ranking of the 10 systematic uncertainties (scenario S2) with the largest impact on the expected signal strength measurement in the $H \rightarrow \mu \mu$ decay channel.
2.8 $H \rightarrow Z\gamma$

The search for the $Z\gamma$ decay of the Higgs boson was performed using $36.1 \text{ fb}^{-1}$ at $\sqrt{s} = 13 \text{ TeV}$ [18]. The observed (expected assuming SM Higgs hypothesis) upper limit on the production cross section times the branching ratio for $pp \rightarrow H \rightarrow Z\gamma$ is 6.6 (5.2) at the 95% confidence level for a Higgs boson mass of 125.09 GeV.

In this analysis, the event categorisation was optimised to improve the search sensitivity. VBF events were selected using a BDT. The analysis is strongly driven by the statistical uncertainty. The main systematic uncertainty comes from the bias induced by the choice of the background function.

The extrapolation to HL-LHC is performed with a simple scaling scenario. The modelings of the signal and background shape are kept as the above analysis. All the experimental and systematic uncertainties are also the same as before except the uncertainty from the background function choice which is taken to be negligible. With this scenario, the expected significance of the SM Higgs boson is $4.9 \sigma$ with 3000 fb$^{-1}$.

As summarised in Table 8 for the cross section times branching ratio for $pp \rightarrow H \rightarrow Z\gamma$, the precision for this measurement is expected to be 0.23 times the SM prediction. No number is provided for the current Run 2 integrated luminosity as the significance is too small. The expected measurement precision on the signal strength is evaluated to be 0.24.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{stat}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{syst}}/\sigma_{\text{SM}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HL-LHC S1</td>
<td>0.23</td>
<td>0.20</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 8: Expected precision of the measurement of the production cross section times the branching ratio for $pp \rightarrow H \rightarrow Z\gamma$ with 3000 fb$^{-1}$ of HL-LHC data.

Even with the whole HL-LHC dataset, the analysis sensitivity is strongly limited by the statistical component even with the conservative scenario S1. Among those different systematic uncertainty sources, the uncertainty from missing higher order corrections is the dominant one. To simplify the combination with other channels in Section 3, the systematic uncertainties for scenario S2 are assumed to be equal to the scenario S1 values.
3 Combination

3.1 Introduction

The results on the combination are obtained from a likelihood function defined as the product of the likelihoods of each input analysis. These are themselves products of likelihoods computed in mutually exclusive regions selected in the analysis, referred to as analysis categories. Since the input analyses are all based on scaling up expected results from the corresponding Run 2 versions, the correlation of nuisance parameters between channels is largely unchanged with respect to Ref. [19]. In particular, the branching ratio uncertainties have been broken down into different sources in order to take their correlations properly into account. The only differences are the following:

1. All the nuisance parameters corresponding to experimental uncertainties in the $t\bar{t}H, H \to b\bar{b}$ channel are uncorrelated from other channels due to the large constraints introduced at high luminosity in this channel.

2. All the nuisance parameters in the $H \to Z\gamma$ channel are uncorrelated from other channels. The impact from potential correlations is negligible, as this channel is limited by its statistical uncertainty.

Two sets of combinations, differing in signal theory uncertainty implementation and also in input channels, are performed.

1. **Cross-section combination**: the first combination is for measuring production mode cross sections and decay branching ratios. The exact configuration of theory uncertainties vary according to the assumptions involved in each measurement:

   - When measuring ratios of production-mode cross sections times decay branching ratios or the production-mode cross section in each decay channel, only theory uncertainties affecting the acceptance are considered. Neither QCD scale and PDF+$\alpha_S$ uncertainties on the cross sections, nor branching ratio uncertainties are included, since they affect only the signal normalisation.

   - When measuring production mode cross sections, in addition to the uncertainties related to the signal acceptance considered in the first case, the uncertainties on the assumed SM branching ratios are included.

   - When measuring decay branching ratios, in addition to the uncertainties related to the signal acceptance considered in the first case, uncertainties on the assumed SM cross sections, related to QCD scale and PDF+$\alpha_S$ uncertainties are included.

The two rare decay channels, $H \to \mu\mu$ and $H \to Z\gamma$, are excluded from the combination of production mode measurements because their sensitivities are negligible. They are not used in the combination for the production mode cross sections per different decay channel measurement due to their negligible correlation with other channels but their results are added to the plots and tables for completeness.

2. **Signal strength combination**: the second combination is used to perform the combined measurement of the Higgs signal strength, as well as the interpretation of the measurements within the $\kappa$ model. The full theory uncertainties on the predicted cross sections and branching ratios are included. All the input channels, including $H \to \mu\mu$ and $H \to Z\gamma$, are included in the combination.
For each combination, the two systematic uncertainty scenarios S1 and S2 are considered. The same statistical methods as those used for the Run 2 combined measurements in Ref. [19] are used. Unless otherwise specified, projections discussed in the following sub-sections are based on an integrated luminosity of 3000 fb$^{-1}$.

### 3.2 Global signal strength

The global signal strength $\mu$ is defined as the ratio of the observed yields to their SM expectations. It corresponds to a global scaling of the expected Higgs boson yield in all categories by a single value. Its value depends on the SM predictions for each production-mode cross section and decay branching ratio.

The expected precision of the measurement of the global signal strength for the systematic scenario S1 (S2) is:

$$\mu = 1.000^{+0.038}_{-0.037} \left( ^{+0.025}_{-0.024} \right)$$

$$= 1.000 \pm 0.006 \text{ (stat)} \pm 0.016 \text{ (0.013) (exp)} \pm 0.030 \left( ^{+0.017}_{-0.017} \right) \text{ (sig)} \pm 0.016 \left( ^{+0.010}_{-0.010} \right) \text{ (bkg)}$$

### 3.3 Production cross sections

In this model, the measurement parameters are the cross sections for the five studied Higgs boson production modes: ggF, VBF, $WH$, $ZH$ and combination of $t\bar{t}H$ and $tH$ ($t\bar{t}H+tH$). The latter assumes their relative fractions to be as in the SM and for simplicity is labelled as $t\bar{t}H$ in the following for all the models. The small contribution from $b\bar{b}H$ is grouped with ggF. The $ZH$ process includes $ZH$ production with gluon-gluon initial state. The measurement is performed assuming SM values for its decay branching fractions. The expected production cross-section uncertainties obtained with 3000 fb$^{-1}$ are shown in Table 9 for scenarios S1 and S2.

The expected precision of the production cross-section measurement with only 300 fb$^{-1}$ at $\sqrt{s} = 14$ TeV is shown in Table 10. Concerning the systematic uncertainties, the same scenarios S1 and S2 are considered. The expected production cross-section uncertainties obtained with 3000 fb$^{-1}$ are summarised in Figure 19. Figure 20 summarises the total uncertainties for both scenarios. Even for scenario S2, all production-mode cross-section measurements are limited by systematic uncertainties. All correlations are 0.08 or less, with the exception of that of $t\bar{t}H$ and ggF which is 0.16.
3.1. Higgs boson couplings and properties (ATL-PHYS-PUB-2018-054)

Table 9: Expected uncertainty on the cross-section measurements for the ggF, VBF, WH, ZH and ttH production modes normalised to their SM predictions for an integrated luminosity of 3000 fb⁻¹ for both systematic scenarios S1 and S2, assuming SM values for its decay branching fractions. The total uncertainties are decomposed into statistical uncertainties (stat), experimental systematic uncertainties (exp), and theory uncertainties in the modeling of the signal (sig) and background (bkg) processes.

<table>
<thead>
<tr>
<th>POI (300 fb⁻¹)</th>
<th>Scenario</th>
<th>Δ̂_{tot}</th>
<th>Δ̂_{stat}</th>
<th>Δ̂_{exp}</th>
<th>Δ̂_{sig}</th>
<th>Δ̂_{bkg}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{ggF}/\sigma_{ggF}^{SM}$</td>
<td>HL-LHC S1</td>
<td>+0.059</td>
<td>+0.027</td>
<td>+0.037</td>
<td>+0.023</td>
<td>+0.028</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.057</td>
<td>-0.027</td>
<td>-0.036</td>
<td>-0.022</td>
<td>-0.027</td>
</tr>
<tr>
<td>$\sigma_{VBF}/\sigma_{VBF}^{SM}$</td>
<td>HL-LHC S1</td>
<td>+0.102</td>
<td>+0.066</td>
<td>+0.052</td>
<td>+0.045</td>
<td>+0.034</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.098</td>
<td>-0.066</td>
<td>-0.048</td>
<td>-0.044</td>
<td>-0.031</td>
</tr>
<tr>
<td>$\sigma_{WH}/\sigma_{WH}^{SM}$</td>
<td>HL-LHC S1</td>
<td>+0.220</td>
<td>+0.129</td>
<td>+0.100</td>
<td>+0.089</td>
<td>+0.118</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.207</td>
<td>-0.127</td>
<td>-0.093</td>
<td>-0.070</td>
<td>-0.115</td>
</tr>
<tr>
<td>$\sigma_{ZH}/\sigma_{ZH}^{SM}$</td>
<td>HL-LHC S1</td>
<td>+0.142</td>
<td>+0.109</td>
<td>+0.047</td>
<td>+0.039</td>
<td>+0.068</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.138</td>
<td>-0.108</td>
<td>-0.042</td>
<td>-0.032</td>
<td>-0.067</td>
</tr>
<tr>
<td>$\sigma_{ttH}/\sigma_{ttH}^{SM}$</td>
<td>HL-LHC S1</td>
<td>+0.112</td>
<td>+0.061</td>
<td>+0.059</td>
<td>+0.033</td>
<td>+0.065</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.108</td>
<td>-0.061</td>
<td>-0.057</td>
<td>-0.028</td>
<td>-0.063</td>
</tr>
</tbody>
</table>

Table 10: Expected uncertainty on the cross-section measurements for the ggF, VBF, WH, ZH and ttH production modes normalised to their SM predictions for an integrated luminosity reduced to 300 fb⁻¹. Concerning the systematic uncertainties, the same scenarios S1 and S2 as those used for Table 9 are considered. The branching fractions are assumed to be as predicted by the SM. The total uncertainties are decomposed into statistical uncertainties (stat), experimental systematic uncertainties (exp), and theory uncertainties in the modeling of the signal (sig) and background (bkg) processes.
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Figure 19: Expected result for the measured cross sections for the ggF, VBF, WH, ZH and $t\bar{t}H$ production modes normalised to their SM predictions assuming SM branching fractions for scenarios S1 (a) and S2 (b). The black bars, yellow boxes and pink boxes show the total, statistical and systematic uncertainties respectively.

Figure 20: Expected uncertainty on the measurements of the cross sections for the ggF, VBF, WH, ZH and $t\bar{t}H$ production modes normalised to their SM predictions assuming SM branching fractions for the scenarios S1 (red) and S2 (black).
3.4 Branching ratio

In this model, the POIs are the branching ratios for the seven Higgs boson decay channels to $\gamma\gamma$, $ZZ$, $WW$, $\tau\tau$, $bb$, $\mu\mu$ and $Z\gamma$. The measurement is performed assuming SM values for Higgs boson production cross sections.

The expected precision of branching ratio measurements for 3000 fb$^{-1}$ are shown in Table 11 for scenarios S1 and S2. Figure 21 summarises the expected results with the statistical and systematic components. In Figure 22, the total uncertainties for the branching ratios are summarised for scenarios S1 and S2.

<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}$</th>
<th>$\Delta_{\text{stat}}$</th>
<th>$\Delta_{\text{exp}}$</th>
<th>$\Delta_{\text{sig}}$</th>
<th>$\Delta_{\text{bkg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{BR}<em>{bb}/\text{BR}</em>{\text{bb,SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.079</td>
<td>+0.020</td>
<td>+0.025</td>
<td>+0.052</td>
<td>+0.050</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.072</td>
<td>-0.020</td>
<td>-0.024</td>
<td>-0.047</td>
<td>-0.045</td>
</tr>
<tr>
<td>$\text{BR}<em>{\tau\tau}/\text{BR}</em>{\tau\tau,SM}$</td>
<td>HL-LHC S1</td>
<td>+0.062</td>
<td>+0.017</td>
<td>+0.028</td>
<td>+0.046</td>
<td>+0.025</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.058</td>
<td>-0.017</td>
<td>-0.027</td>
<td>-0.043</td>
<td>-0.023</td>
</tr>
<tr>
<td>$\text{BR}<em>{WW}/\text{BR}</em>{WW,SM}$</td>
<td>HL-LHC S1</td>
<td>+0.059</td>
<td>+0.010</td>
<td>+0.028</td>
<td>+0.044</td>
<td>+0.026</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.057</td>
<td>-0.010</td>
<td>-0.028</td>
<td>-0.041</td>
<td>-0.026</td>
</tr>
<tr>
<td>$\text{BR}<em>{\gamma\gamma}/\text{BR}</em>{\gamma\gamma,SM}$</td>
<td>HL-LHC S1</td>
<td>+0.063</td>
<td>+0.012</td>
<td>+0.049</td>
<td>+0.035</td>
<td>+0.014</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.058</td>
<td>-0.012</td>
<td>-0.045</td>
<td>-0.032</td>
<td>-0.013</td>
</tr>
<tr>
<td>$\text{BR}<em>{ZZ}/\text{BR}</em>{ZZ,SM}$</td>
<td>HL-LHC S1</td>
<td>+0.053</td>
<td>+0.016</td>
<td>+0.027</td>
<td>+0.039</td>
<td>+0.018</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.053</td>
<td>-0.016</td>
<td>-0.033</td>
<td>-0.036</td>
<td>-0.016</td>
</tr>
<tr>
<td>$\text{BR}<em>{\mu\mu}/\text{BR}</em>{\mu\mu,SM}$</td>
<td>HL-LHC S1</td>
<td>+0.157</td>
<td>+0.127</td>
<td>+0.036</td>
<td>+0.084</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.141</td>
<td>-0.127</td>
<td>-0.028</td>
<td>-0.053</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\text{BR}<em>{\gamma\gamma}/\text{BR}</em>{\gamma\gamma,SM}$</td>
<td>HL-LHC S1</td>
<td>+0.256</td>
<td>+0.203</td>
<td>+0.054</td>
<td>+0.146</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.228</td>
<td>-0.203</td>
<td>-0.036</td>
<td>-0.099</td>
<td>-0.000</td>
</tr>
</tbody>
</table>

Table 11: Expected uncertainty on the measurements of the branching ratios of the Higgs boson normalised to their SM predictions, assuming SM values for its production cross section. The total uncertainties are decomposed into statistical uncertainties (stat), experimental systematic uncertainties (exp), and theory uncertainties in the modeling of the signal (sig) and background (bkg) processes. For the $\text{BR}_{\gamma\gamma}$ measurement, dominated by statistical uncertainties, the systematic uncertainties for scenario S2 are assumed to be equal to those used for the scenario S1.
Figure 21: Expected result for the measured branching ratios of the $H \to \gamma \gamma, ZZ, WW, \tau \tau, bb, \mu \mu$ and $Z\gamma$ decay channels normalised to their SM predictions assuming SM production cross section for scenarios S1 (a) and S2 (b). The black bars, yellow boxes and pink boxes show the total, statistical and systematic uncertainties respectively. For the BR$_{Z\gamma}$ measurement, dominated by statistical uncertainties, the systematic uncertainties for scenario S2 are assumed to be equal to those used for the scenario S1.

Figure 22: Expected uncertainty on the branching ratio measurements for the $\gamma \gamma, ZZ, WW, \tau \tau, bb, \mu \mu$ and $Z\gamma$ decay channels normalised to their SM predictions assuming SM production cross section for scenarios S1 (red) and S2 (black). For the BR$_{Z\gamma}$ measurement, dominated by statistical uncertainties, the systematic uncertainties for scenario S2 are assumed to be equal to those used for the scenario S1.
3.5 Production-mode cross sections in different decay channels

In this model, the measured parameters are the combined production cross sections times branching fraction for ggF, VBF, WH, ZH and tH production in each relevant decay mode, normalised to their SM predictions. The results are obtained from a simultaneous fit to all decay channels, using as parameters

<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}$</th>
<th>$\Delta_{\text{stat}}$</th>
<th>$\Delta_{\text{exp}}$</th>
<th>$\Delta_{\text{sig}}$</th>
<th>$\Delta_{\text{bk}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(\text{ggF, } H \to \gamma\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.054</td>
<td>+0.017</td>
<td>+0.048</td>
<td>+0.012</td>
<td>+0.012</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.050</td>
<td>-0.017</td>
<td>-0.045</td>
<td>-0.011</td>
<td>-0.011</td>
</tr>
<tr>
<td>$\sigma(\text{ggF, } H \to ZZ)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.037</td>
<td>+0.017</td>
<td>+0.031</td>
<td>+0.009</td>
<td>+0.006</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.035</td>
<td>-0.017</td>
<td>-0.029</td>
<td>-0.009</td>
<td>-0.005</td>
</tr>
<tr>
<td>$\sigma(\text{ggF, } H \to WW)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.049</td>
<td>+0.020</td>
<td>+0.035</td>
<td>+0.020</td>
<td>+0.020</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.049</td>
<td>-0.020</td>
<td>-0.038</td>
<td>-0.016</td>
<td>-0.018</td>
</tr>
<tr>
<td>$\sigma(\text{ggF, } H \to \tau\tau)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.043</td>
<td>+0.022</td>
<td>+0.027</td>
<td>+0.021</td>
<td>+0.024</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.043</td>
<td>-0.022</td>
<td>-0.027</td>
<td>-0.020</td>
<td>-0.024</td>
</tr>
<tr>
<td>$\sigma(\text{ggF, } H \to \mu\mu)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.210</td>
<td>+0.179</td>
<td>+0.322</td>
<td>+0.105</td>
<td>+0.050</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.188</td>
<td>-0.179</td>
<td>-0.024</td>
<td>-0.054</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\sigma(\text{ggF, } H \to Z\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.110</td>
<td>+0.053</td>
<td>+0.105</td>
<td>+0.051</td>
<td>+0.026</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.080</td>
<td>-0.053</td>
<td>-0.044</td>
<td>-0.051</td>
<td>-0.026</td>
</tr>
<tr>
<td>$\sigma(\text{VBF, } H \to \gamma\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.044</td>
<td>+0.077</td>
<td>+0.087</td>
<td>+0.023</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.014</td>
<td>-0.077</td>
<td>-0.070</td>
<td>-0.019</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\sigma(\text{VBF, } H \to ZZ)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.093</td>
<td>+0.018</td>
<td>+0.065</td>
<td>+0.009</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.085</td>
<td>-0.018</td>
<td>-0.051</td>
<td>-0.009</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\sigma(\text{VBF, } H \to WW)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.089</td>
<td>+0.054</td>
<td>+0.072</td>
<td>+0.023</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.012</td>
<td>-0.054</td>
<td>-0.069</td>
<td>-0.020</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\sigma(\text{VBF, } H \to \tau\tau)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.066</td>
<td>+0.029</td>
<td>+0.040</td>
<td>+0.028</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.065</td>
<td>-0.029</td>
<td>-0.040</td>
<td>-0.028</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\sigma(\text{VBF, } H \to \mu\mu)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.079</td>
<td>+0.050</td>
<td>+0.033</td>
<td>+0.037</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.076</td>
<td>-0.050</td>
<td>-0.031</td>
<td>-0.035</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\sigma(\text{VBF, } H \to Z\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.386</td>
<td>+0.325</td>
<td>+0.142</td>
<td>+0.151</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.388</td>
<td>-0.325</td>
<td>-0.092</td>
<td>-0.192</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\sigma(\text{VBF, } H \to Z\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.677</td>
<td>+0.625</td>
<td>+0.153</td>
<td>+0.208</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.688</td>
<td>-0.625</td>
<td>-0.165</td>
<td>-0.293</td>
<td>-0.000</td>
</tr>
</tbody>
</table>

Table 12: Expected uncertainty on the measurements of the production cross section times branching fraction for the ggF and VBF production modes, normalised to their SM predictions, for scenarios S1 and S2. The total uncertainties are decomposed into statistical uncertainties (stat), experimental uncertainties (exp), and theory uncertainties in the modeling of the signal (sig) and background (bk) processes. The values are obtained from a simultaneous fit to all decay channels. For the Z$\gamma$ measurement, dominated by statistical uncertainties, the systematic uncertainties for scenario S2 are assumed to be equal to those used for the scenario S1.
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<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}$</th>
<th>$\Delta_{\text{stat}}$</th>
<th>$\Delta_{\text{exp}}$</th>
<th>$\Delta_{\text{sig}}$</th>
<th>$\Delta_{\text{bkg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(\text{WH}, H \rightarrow \gamma\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.146</td>
<td>+0.044</td>
<td>+0.050</td>
<td>+0.078</td>
<td>+0.104</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.141</td>
<td>+0.135</td>
<td>+0.037</td>
<td>+0.030</td>
<td>+0.007</td>
</tr>
<tr>
<td>$\sigma(\text{WH}, H \rightarrow bb)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.146</td>
<td>+0.044</td>
<td>+0.050</td>
<td>+0.078</td>
<td>+0.104</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.141</td>
<td>+0.135</td>
<td>+0.037</td>
<td>+0.030</td>
<td>+0.007</td>
</tr>
<tr>
<td>$\sigma(\text{ZH}, H \rightarrow \gamma\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.177</td>
<td>+0.151</td>
<td>+0.059</td>
<td>+0.070</td>
<td>+0.014</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.164</td>
<td>+0.147</td>
<td>+0.044</td>
<td>+0.056</td>
<td>+0.011</td>
</tr>
<tr>
<td>$\sigma(\text{ZH}, H \rightarrow bb)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.177</td>
<td>+0.151</td>
<td>+0.056</td>
<td>+0.041</td>
<td>+0.006</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.164</td>
<td>+0.147</td>
<td>+0.044</td>
<td>+0.056</td>
<td>+0.011</td>
</tr>
<tr>
<td>$\sigma(\text{VH}, H \rightarrow ZZ)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.193</td>
<td>+0.177</td>
<td>+0.045</td>
<td>+0.057</td>
<td>+0.023</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.187</td>
<td>+0.177</td>
<td>+0.037</td>
<td>+0.043</td>
<td>+0.018</td>
</tr>
<tr>
<td>$\sigma(\bar{t}tH, H \rightarrow \gamma\gamma)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.104</td>
<td>+0.047</td>
<td>+0.063</td>
<td>+0.066</td>
<td>+0.016</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.096</td>
<td>+0.046</td>
<td>+0.056</td>
<td>+0.061</td>
<td>+0.014</td>
</tr>
<tr>
<td>$\sigma(\bar{t}tH, H \rightarrow WW, \tau\tau)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.235</td>
<td>+0.063</td>
<td>+0.193</td>
<td>+0.085</td>
<td>+0.084</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.206</td>
<td>+0.063</td>
<td>+0.171</td>
<td>+0.055</td>
<td>+0.077</td>
</tr>
<tr>
<td>$\sigma(\bar{t}tH, H \rightarrow ZZ)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.213</td>
<td>+0.063</td>
<td>+0.189</td>
<td>+0.052</td>
<td>+0.054</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.213</td>
<td>+0.063</td>
<td>+0.189</td>
<td>+0.052</td>
<td>+0.054</td>
</tr>
<tr>
<td>$\sigma(\bar{t}tH, H \rightarrow bb)/\sigma_{\text{SM}}$</td>
<td>HL-LHC S1</td>
<td>+0.219</td>
<td>+0.196</td>
<td>+0.046</td>
<td>+0.085</td>
<td>+0.018</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.203</td>
<td>+0.196</td>
<td>+0.035</td>
<td>+0.041</td>
<td>+0.010</td>
</tr>
</tbody>
</table>

Table 13: Expected uncertainty on the measurements of the production cross section times branching fraction for the $VH$ and $\bar{t}tH$ production modes, normalised to their SM predictions, for scenarios S1 and S2. The total uncertainties are decomposed into statistical uncertainties (stat), experimental uncertainties (exp), and theory uncertainties in the modeling of the signal (sig) and background (bkg) processes. The values are obtained from a simultaneous fit to all decay channels.

of interest the $(\sigma \times B)_{ij}$ for each measured production mode $i$ and decay final state $f$. 
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Figure 23: Expected results for the measured cross sections times branching fraction for the ggF, VBF, WH, ZH and tth production modes in each relevant decay channel, normalised to their SM predictions for scenarios S1 (a) and S2 (b). The values are obtained from a simultaneous fit to all decay channels. The black bars, yellow boxes and pink boxes show the total, statistical and systematic uncertainties respectively. For the Zγ measurement, dominated by statistical uncertainties, the systematic uncertainties for scenario S2 are assumed to be equal to those used for the scenario S1.

The expected precision of the combined production cross sections times branching fraction for scenarios S1 and S2 is shown in Tables 12,13 and in Figure 23 as well. The total uncertainties for both scenarios are summarised in Figure 24.
Figure 24: Expected uncertainty on the measurements of the cross sections times branching fraction for the ggF, VBF, WH, ZH and $t\bar{t}H$ production modes in the different decay channels, normalised to their SM predictions for scenarios S1 (red) and S2 (black). The values are obtained from a simultaneous fit to all decay channels.

3.6 Ratios of cross sections and branching fractions

Ratios of cross sections and of branching fractions are measured using as reference the cross section of the $gg \rightarrow H \rightarrow ZZ^*$ process, $\sigma_{Z \gamma}^{ggF}$. The products $(\sigma \times B)_{if}$ of production cross sections in the process $i$ and branching fraction into the final state $f$ are expressed as

\[
(\sigma \times B)_{if} = \sigma_{ggF}^{Z \gamma} \cdot \left( \frac{\sigma_i}{\sigma_{ggF}} \right) \cdot \left( \frac{B_f}{B_{Z \gamma}} \right),
\]

in terms of the ratios of the production cross sections for VBF, WH, ZH and $t\bar{t}H$ normalised to that of ggF and the ratios of the branching fractions into the $\gamma\gamma$, $WW^*$, $bb$ and $\tau\tau$ final states normalised to that of $H \rightarrow ZZ^*$. The uncertainties on the measurements of these parameters for scenario S1 and S2 are shown in Table 14 and well as in Figure 25. The uncertainties for the two scenarios are summarized in Figure 26.
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<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{stat}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{exp}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{sig}}/\sigma_{\text{SM}}$</th>
<th>$\Delta_{\text{bkg}}/\sigma_{\text{SM}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{ggF}^{ZZ}$</td>
<td>HL-LHC S1</td>
<td>+0.044</td>
<td>+0.016</td>
<td>+0.031</td>
<td>+0.019</td>
<td>+0.018</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.044</td>
<td>-0.016</td>
<td>-0.034</td>
<td>-0.017</td>
<td>-0.016</td>
</tr>
<tr>
<td>$\sigma_{VBF}/\sigma_{ggF}$</td>
<td>HL-LHC S1</td>
<td>+0.065</td>
<td>+0.026</td>
<td>+0.031</td>
<td>+0.044</td>
<td>+0.025</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.062</td>
<td>-0.026</td>
<td>-0.029</td>
<td>-0.043</td>
<td>-0.023</td>
</tr>
<tr>
<td>$\sigma_{WH}/\sigma_{ggF}$</td>
<td>HL-LHC S1</td>
<td>+0.102</td>
<td>+0.054</td>
<td>+0.047</td>
<td>+0.054</td>
<td>+0.050</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.097</td>
<td>-0.052</td>
<td>-0.044</td>
<td>-0.049</td>
<td>-0.048</td>
</tr>
<tr>
<td>$\sigma_{ZH}/\sigma_{ggF}$</td>
<td>HL-LHC S1</td>
<td>+0.106</td>
<td>+0.051</td>
<td>+0.043</td>
<td>+0.051</td>
<td>+0.064</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.097</td>
<td>-0.049</td>
<td>-0.040</td>
<td>-0.047</td>
<td>-0.057</td>
</tr>
<tr>
<td>$\sigma_{tH}/\sigma_{ggF}$</td>
<td>HL-LHC S1</td>
<td>+0.067</td>
<td>+0.026</td>
<td>+0.038</td>
<td>+0.036</td>
<td>+0.031</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.064</td>
<td>-0.026</td>
<td>-0.037</td>
<td>-0.034</td>
<td>-0.030</td>
</tr>
<tr>
<td>$B_{\gamma\gamma}/B_{ZZ}$</td>
<td>HL-LHC S1</td>
<td>+0.061</td>
<td>+0.020</td>
<td>+0.053</td>
<td>+0.018</td>
<td>+0.016</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.057</td>
<td>-0.019</td>
<td>-0.049</td>
<td>-0.017</td>
<td>-0.014</td>
</tr>
<tr>
<td>$B_{WW}/B_{ZZ}$</td>
<td>HL-LHC S1</td>
<td>+0.065</td>
<td>+0.019</td>
<td>+0.042</td>
<td>+0.036</td>
<td>+0.028</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.061</td>
<td>-0.018</td>
<td>-0.038</td>
<td>-0.034</td>
<td>-0.027</td>
</tr>
<tr>
<td>$B_{tt}/B_{ZZ}$</td>
<td>HL-LHC S1</td>
<td>+0.061</td>
<td>+0.019</td>
<td>+0.042</td>
<td>+0.036</td>
<td>+0.028</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.062</td>
<td>-0.024</td>
<td>-0.038</td>
<td>-0.033</td>
<td>-0.026</td>
</tr>
<tr>
<td>$B_{bb}/B_{ZZ}$</td>
<td>HL-LHC S1</td>
<td>+0.053</td>
<td>+0.024</td>
<td>+0.037</td>
<td>+0.023</td>
<td>+0.019</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.050</td>
<td>-0.024</td>
<td>-0.035</td>
<td>-0.022</td>
<td>-0.017</td>
</tr>
</tbody>
</table>

Table 14: Expected uncertainties on the measurements of $\sigma_{ggF}^{ZZ}$, of the ratios of production cross sections normalised to $\sigma_{ggF}$ and of the ratios of branching fractions normalised to $B_{ZZ}$ for both systematic scenarios S1 and S2. All measurements are normalised to their SM predictions. The total uncertainties are decomposed into statistical uncertainties (stat), experimental systematic uncertainties (exp), and theory uncertainties in the modeling of the signal (sig) and background (bkg) processes.
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Figure 25: Expected result for the measurements of $\sigma_{ZZ}^{\text{eff}}$, of the ratios of production cross sections normalised to $\sigma_{\text{eff}}$ and of the ratios of branching fractions normalised to $B_{ZZ}$ for scenarios S1 (a) and S2 (b). The fit results are normalised to the SM predictions. The black error bars, yellow boxes and pink boxes show the total, statistical and systematic uncertainties, respectively.

Figure 26: Expected uncertainty on the measurements of $\sigma_{ZZ}^{\text{eff}}$, of the ratios of production cross sections normalised to $\sigma_{\text{eff}}$ and of the ratios of branching fractions normalised to $B_{ZZ}$ for scenarios S1 (red) and S2 (black). The fit results are normalised to the SM predictions.
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3.7 Measurement of coupling parameters in the $\kappa$ framework

This section discusses the measurements of coupling parameters in the "$\kappa$ framework" [3], as already included in the Run 1 combination [1]. In this framework, the $(\sigma \times B)$ for the various Higgs boson production and decay modes are expressed in the narrow-width approximation as

$$\sigma_i \times B(H \rightarrow f) = \frac{\sigma_i \times \Gamma_f}{\Gamma_H} = \frac{\kappa_i^2 \kappa_f^2}{\kappa_H^2} \sigma_i^{SM} \times B^{SM}(H \rightarrow f)$$  \hspace{1cm} (2)$$

where $\kappa_i$ and $\kappa_f$ are multiplicative factors applied on the SM production and decay amplitudes respectively, and the factor $\kappa_H^2$ is applied on the total Higgs boson decay width $\Gamma_H$.

The $\kappa_i$, $\kappa_f$ are then expressed in terms of multiplicative factors applied to the Higgs boson couplings to SM particles, using expressions inspired by the leading-order Feynman diagrams for the corresponding processes. Factors related to fundamental couplings in the SM are $\kappa_W$, $\kappa_Z$, $\kappa_t$, $\kappa_b$, $\kappa_\tau$ and $\kappa_\mu$.

Couplings $\kappa_g$ for the $ggF$ vertex, $\kappa_{\gamma}$ for the $H\gamma\gamma$ vertex and $\kappa_{Z\gamma}$ for the $HZ\gamma$ vertex are expressed either as a function of the more fundamental factors $\kappa_W$, $\kappa_Z$, $\kappa_t$, $\kappa_b$, $\kappa_\tau$ and $\kappa_\mu$ or kept as effective modifiers.

The $\kappa_H^2$ parameter can be expressed as

$$\kappa_H^2 = \sum_f \frac{\kappa_f^2 B^{SM}(H \rightarrow f)}{1 - B_{BSM}}$$  \hspace{1cm} (3)$$

where $B_{BSM}$ includes both invisible decays and modifications to visible decays which are not measured in the analyses included in the combination.

The measurement of the $\kappa_f$ requires knowledge of $\kappa_H$: since on-shell Higgs boson $\sigma \times B$ measurements only measure $\kappa_i/\kappa_H$, the $\kappa_i$ would otherwise be known only up to a common multiplicative factor. Since $B_{BSM}$ cannot be unambiguously measured at LHC, this requires specific assumptions. These assumptions can be any of the following:

- Assume $B_{BSM} = 0$, so that $\kappa_H$ can be expressed simply in terms of the measured $\kappa_f$.
- Include BSM contributions to the Higgs boson total width through the parameter $B_{BSM}$, constrained by assuming $B_{BSM} \geq 0$ and $\kappa_W, Z \leq 1$. The latter condition holds true for a broad class of extensions of the SM and disfavors large values of $B_{BSM}$ [3].
- Use off-shell measurements to constrain the Higgs boson total width and therefore $\kappa_H^2$, as was done in the ATLAS Run 1 combination [1].
- Probe ratios of coupling modifiers, which can be measured without any assumption on the total width of the Higgs boson

The formulas for each case are listed in Ref. [2].
3.7.1 Couplings to fermions vs. couplings to weak vector bosons

In this model, we assume a single coupling modifier for all fermions ($\kappa_F$) and for all weak vector bosons ($\kappa_V$). In addition, we assume only SM particles contribute to the total width of the Higgs boson so that $B_{BSM} = 0$. The effective couplings $\kappa_g$ and $\kappa_\gamma$ and the total width modifier $\kappa_H$ are expressed in terms of $\kappa_F$ and $\kappa_V$. The cross sections for the ggF and $t\bar{t}H$ production processes scale with $\kappa_F^2$, while those of VBF and $VH$ productions are proportional to $\kappa_V^2$. The $H \rightarrow ZZ^*$ and $H \rightarrow WW^*$ partial widths are proportional to $\kappa_V^2$, while those of $H \rightarrow b\bar{b}$ and $H \rightarrow \tau\tau$ scale with $\kappa_F^2$. The $H \rightarrow \gamma\gamma$ branching fraction depends on a combination of $\kappa_V^2$, $\kappa_F^2$, and $\kappa_V \cdot \kappa_F$ due to contributions from top-quark loops, $W$-boson loops and their interference to the decay process. The $\kappa_V$ parameter is assumed to be positive without loss of generality, and $\kappa_F$ is assumed to be positive since its negative range was excluded by previous measurements [20].

The expected contours at 68 and 95% CL in the $\kappa_V$ and $\kappa_F$ plane for scenarios S1 and S2 are shown in Figure 27.
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Figure 27: Expected contours at 68% and 95% CL in the ($\kappa_F$, $\kappa_V$) plane for scenarios S1 (a) and S2 (b) using a model with single coupling modifiers for fermions and weak vector bosons and assuming $B_{BSM} = 0$.

3.7.2 Probe BSM contributions to the production and decay loops

In this model, the coupling modifiers $\kappa_g$ for the ggF vertex and $\kappa_\gamma$ for the $H \rightarrow \gamma\gamma$ vertex are used as effective coupling modifiers.

The two modifiers are assumed to be positive without loss of generality. All other coupling modifiers related to SM particles are fixed to their SM values. No BSM contribution is included in the Higgs boson total width. Contours in the plane of $\kappa_\gamma$ and $\kappa_g$ for scenarios S1 and S2 are shown in Figure 28.
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Figure 28: Expected contours at 68% and 95% CL in the \((\kappa_g, \kappa_\gamma)\) plane for scenarios S1 (a) and S2 (b) using a model with effective coupling modifiers for the ggF and \(H \rightarrow \gamma\gamma\) loops, with other coupling modifiers fixed to their SM values, and assuming \(B_{\text{BSM}} = 0\).

### 3.7.3 Parametrisation assuming SM structure of the loops and no BSM contributions in decays

In this model, separate modifiers \(\kappa_W\) and \(\kappa_Z\) are considered for couplings to \(W\) and \(Z\) bosons, respectively. Separate couplings \(\kappa_t\), \(\kappa_b\), \(\kappa_\tau\) and \(\kappa_\mu\) are also introduced, respectively, for couplings to top and charm quarks, bottom and strange quarks, \(\tau\) leptons, and muons. SM values are assumed for couplings to first-generation fermions and no BSM contribution to the Higgs boson total width is included. All couplings are assumed to be positive except \(\kappa_W\) and \(\kappa_Z\). The results are shown in Table 15.

Reduced coupling strength modifiers are defined for fermions \((F = t, b, \tau, \mu)\) as \(\kappa_F \frac{m_F}{v}\), and for gauge bosons \((V = W, Z)\) as \(\sqrt{\kappa_V \frac{m_V}{v}}\), where \(\kappa_F\) (\(\kappa_V\)) is the coupling modifier, \(m_F\) (\(m_V\)) is the mass of the fermion (boson), and \(v = 246\) GeV is the vacuum expectation value of the Higgs field. The SM prediction is given by \(m/v\) for both cases, where \(m\) is the mass of the fermion or boson. Reduced couplings strengths are shown as a function of mass for the scenarios S1 and S2 in Figure 29.
Table 15: Expected precision of the measurements of \( \kappa_Z, \kappa_W, \kappa_b, \kappa_t, \kappa_\tau \) and \( \kappa_\mu \) for scenarios S1 and S2 using a model where the couplings modifiers \( \kappa_F \) and \( \kappa_V \) are measured assuming no BSM contribution to the Higgs boson decays, and the SM structure of loop processes such as ggF, \( H \rightarrow \gamma\gamma \) and \( H \rightarrow gg \).

<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_W )</td>
<td>HL-LHC S1</td>
<td>+0.028</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>−0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.019</td>
</tr>
<tr>
<td>( \kappa_Z )</td>
<td>HL-LHC S1</td>
<td>+0.026</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>−0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.017</td>
</tr>
<tr>
<td>( \kappa_t )</td>
<td>HL-LHC S1</td>
<td>+0.043</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>−0.041</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.030</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.029</td>
</tr>
<tr>
<td>( \kappa_b )</td>
<td>HL-LHC S1</td>
<td>+0.064</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>−0.060</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.043</td>
</tr>
<tr>
<td>( \kappa_\tau )</td>
<td>HL-LHC S1</td>
<td>+0.038</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>−0.036</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.027</td>
</tr>
<tr>
<td>( \kappa_\mu )</td>
<td>HL-LHC S1</td>
<td>+0.079</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>−0.076</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.070</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.071</td>
</tr>
</tbody>
</table>

Figure 29: Reduced coupling strength modifiers \( \kappa_F \frac{m_F}{v} \) for fermions \( (F = t, b, \tau, \mu) \) and \( \sqrt{\kappa_V \frac{m_V}{v}} \) for weak gauge bosons \( (V = W, Z) \) as function of their masses \( m_F \) and \( m_V \), respectively, and the vacuum expectation value of the Higgs boson field \( v = 246 \) GeV. The SM prediction for both cases is also shown (dotted line). The uncertainties in the scenarios S1 and S2 are displayed in (a) and (b). The couplings modifiers \( \kappa_F \) and \( \kappa_V \) are measured assuming no BSM contribution to the Higgs boson decays, and the SM structure of loop processes such as ggF, \( H \rightarrow \gamma\gamma \) and \( H \rightarrow gg \).
3.7.4 Parametrisation including effective photon and gluon couplings with and without BSM contributions in decays

The two models considered in this section are based on the same parametrisation as the one in Section 3.7.3 but the ggF, \( H \to gg, H \to \gamma\gamma \) and \( H \to Z\gamma \) loop processes are parametrised using the \( \kappa_g, \kappa_\gamma \) and \( \kappa_{Z\gamma} \) modifiers in the same way as for the model of Section 3.7.2.

In the first model, no BSM contribution to the Higgs boson total width are considered (\( B_{BSM} = 0 \)). The measured parameters are \( \kappa_Z, \kappa_W, \kappa_b, \kappa_t, \kappa_\gamma, \kappa_g, \kappa_\mu \) and \( \kappa_{Z\gamma} \). The sign of \( \kappa_t \) can be either positive or negative, while \( \kappa_Z \) is assumed to be positive without loss of generality. The uncertainties of the first model without BSM contributions in the Higgs boson total width for scenario S1 and S2 are shown in Table 16.

<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>( \Delta_{\text{tot}} )</th>
<th>( \Delta_{\text{stat}} )</th>
<th>( \Delta_{\text{exp}} )</th>
<th>( \Delta_{\text{ag}} )</th>
<th>( \Delta_{\text{bkg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_W )</td>
<td>HL-LHC S1</td>
<td>+0.032</td>
<td>+0.008</td>
<td>+0.014</td>
<td>+0.019</td>
<td>+0.020</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.031</td>
<td>-0.008</td>
<td>-0.013</td>
<td>-0.019</td>
<td>-0.019</td>
</tr>
<tr>
<td>( \kappa_Z )</td>
<td>HL-LHC S1</td>
<td>+0.026</td>
<td>+0.008</td>
<td>+0.011</td>
<td>+0.019</td>
<td>+0.012</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.025</td>
<td>-0.009</td>
<td>-0.011</td>
<td>-0.017</td>
<td>-0.012</td>
</tr>
<tr>
<td>( \kappa_t )</td>
<td>HL-LHC S1</td>
<td>+0.068</td>
<td>+0.011</td>
<td>+0.016</td>
<td>+0.056</td>
<td>+0.033</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.058</td>
<td>-0.011</td>
<td>-0.016</td>
<td>-0.041</td>
<td>-0.036</td>
</tr>
<tr>
<td>( \kappa_b )</td>
<td>HL-LHC S1</td>
<td>+0.064</td>
<td>+0.016</td>
<td>+0.023</td>
<td>+0.038</td>
<td>+0.043</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.060</td>
<td>-0.016</td>
<td>-0.022</td>
<td>-0.036</td>
<td>-0.040</td>
</tr>
<tr>
<td>( \kappa_\gamma )</td>
<td>HL-LHC S1</td>
<td>+0.043</td>
<td>+0.011</td>
<td>+0.016</td>
<td>+0.028</td>
<td>+0.026</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.040</td>
<td>-0.011</td>
<td>-0.014</td>
<td>-0.024</td>
<td>-0.027</td>
</tr>
<tr>
<td>( \kappa_g )</td>
<td>HL-LHC S1</td>
<td>+0.038</td>
<td>+0.011</td>
<td>+0.017</td>
<td>+0.026</td>
<td>+0.019</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.037</td>
<td>-0.011</td>
<td>-0.016</td>
<td>-0.025</td>
<td>-0.018</td>
</tr>
<tr>
<td>( \kappa_\mu )</td>
<td>HL-LHC S1</td>
<td>+0.038</td>
<td>+0.009</td>
<td>+0.025</td>
<td>+0.022</td>
<td>+0.022</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.036</td>
<td>-0.009</td>
<td>-0.024</td>
<td>-0.021</td>
<td>-0.014</td>
</tr>
<tr>
<td>( \kappa_{Z\gamma} )</td>
<td>HL-LHC S1</td>
<td>+0.024</td>
<td>+0.009</td>
<td>+0.017</td>
<td>+0.011</td>
<td>+0.009</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.023</td>
<td>-0.009</td>
<td>-0.017</td>
<td>-0.011</td>
<td>-0.009</td>
</tr>
</tbody>
</table>

Table 16: Expected uncertainties on each Higgs boson coupling modifier per particle type with effective photon, gluon and \( Z\gamma \) couplings for scenarios S1 and S2. No BSM contribution to the Higgs boson total width is considered. The systematic uncertainties related to the \( Z\gamma \) channel for scenario S2 are assumed to be equal to those used for the scenario S1, since the \( Z\gamma \) measurement is dominated by statistical uncertainties.

The uncertainties of the second model which considers BSM in the Higgs boson total width are shown for scenarios S1 and S2 in Table 17. The restricted range of the \( W \) and \( Z \) couplings translates into asymmetric errors on parameters such as \( \kappa_b \) which are largely measured in combination with vector bosons.
### 3.1. Higgs boson couplings and properties (ATL-PHYS-PUB-2018-054)

The uncertainties for the models with and without BSM contributions to the Higgs boson total width for scenarios S1 and S2 are summarised in Table 18.

The results with the total, statistical and systematic uncertainties per $\kappa$ for a model not including BSM contributions to the Higgs boson total width are displayed in Figure 30 for scenarios S1 and S2. The same information for the model in which BSM contributions to the Higgs boson total width is provided in Figure 31. Figures 32 and 33 summarise the expected uncertainties for both models without and with BSM contributions. The results in the model with the BSM contributions can be translated into an upper limit for $B_{\text{BSM}}$: $B_{\text{BSM}} < 0.064$ (0.093) at 95% CL for scenario S2 (S1).

---

<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}$</th>
<th>$\Delta_{\text{stat}}$</th>
<th>$\Delta_{\text{exp}}$</th>
<th>$\Delta_{\text{sig}}$</th>
<th>$\Delta_{\text{bkg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_W$</td>
<td>HL-LHC S1</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.030</td>
<td>-0.008</td>
<td>-0.013</td>
<td>-0.019</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.022</td>
<td>-0.008</td>
<td>-0.011</td>
<td>-0.011</td>
<td>-0.012</td>
</tr>
<tr>
<td>$\kappa_Z$</td>
<td>HL-LHC S1</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.025</td>
<td>-0.008</td>
<td>-0.011</td>
<td>-0.017</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
<td>+0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.017</td>
<td>-0.008</td>
<td>-0.009</td>
<td>-0.010</td>
<td>-0.007</td>
</tr>
<tr>
<td>$\kappa_t$</td>
<td>HL-LHC S1</td>
<td>+0.063</td>
<td>+0.013</td>
<td>+0.017</td>
<td>+0.054</td>
<td>+0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.058</td>
<td>-0.011</td>
<td>-0.016</td>
<td>-0.041</td>
<td>-0.036</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.039</td>
<td>+0.013</td>
<td>+0.015</td>
<td>+0.027</td>
<td>+0.020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.040</td>
<td>-0.011</td>
<td>-0.014</td>
<td>-0.024</td>
<td>-0.026</td>
</tr>
<tr>
<td>$\kappa_b$</td>
<td>HL-LHC S1</td>
<td>+0.043</td>
<td>+0.013</td>
<td>+0.018</td>
<td>+0.028</td>
<td>+0.023</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.059</td>
<td>-0.016</td>
<td>-0.022</td>
<td>-0.035</td>
<td>-0.039</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.031</td>
<td>+0.013</td>
<td>+0.015</td>
<td>+0.017</td>
<td>+0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.042</td>
<td>-0.016</td>
<td>-0.020</td>
<td>-0.020</td>
<td>-0.027</td>
</tr>
<tr>
<td>$\kappa_T$</td>
<td>HL-LHC S1</td>
<td>+0.032</td>
<td>+0.010</td>
<td>+0.016</td>
<td>+0.022</td>
<td>+0.014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.036</td>
<td>-0.011</td>
<td>-0.016</td>
<td>-0.025</td>
<td>-0.017</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.042</td>
<td>+0.012</td>
<td>+0.013</td>
<td>+0.036</td>
<td>+0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.043</td>
<td>-0.010</td>
<td>-0.014</td>
<td>-0.033</td>
<td>-0.021</td>
</tr>
<tr>
<td>$\kappa_g$</td>
<td>HL-LHC S1</td>
<td>+0.028</td>
<td>+0.012</td>
<td>+0.011</td>
<td>+0.020</td>
<td>+0.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.030</td>
<td>-0.010</td>
<td>-0.011</td>
<td>-0.021</td>
<td>-0.016</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.029</td>
<td>+0.008</td>
<td>+0.024</td>
<td>+0.013</td>
<td>+0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.035</td>
<td>-0.009</td>
<td>-0.024</td>
<td>-0.013</td>
<td>-0.019</td>
</tr>
<tr>
<td>$\kappa_Y$</td>
<td>HL-LHC S1</td>
<td>+0.020</td>
<td>+0.008</td>
<td>+0.016</td>
<td>+0.008</td>
<td>+0.004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.023</td>
<td>-0.009</td>
<td>-0.017</td>
<td>-0.010</td>
<td>-0.009</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.078</td>
<td>+0.062</td>
<td>+0.021</td>
<td>+0.041</td>
<td>+0.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.071</td>
<td>-0.066</td>
<td>-0.018</td>
<td>-0.031</td>
<td>-0.012</td>
</tr>
<tr>
<td>$\kappa_{\mu}$</td>
<td>HL-LHC S1</td>
<td>+0.123</td>
<td>+0.096</td>
<td>+0.031</td>
<td>+0.070</td>
<td>+0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.123</td>
<td>-0.098</td>
<td>-0.049</td>
<td>-0.056</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>+0.049</td>
<td>+0.014</td>
<td>+0.019</td>
<td>+0.034</td>
<td>+0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>$B_{\text{BSM}}$</td>
<td>HL-LHC S1</td>
<td>+0.033</td>
<td>+0.015</td>
<td>+0.015</td>
<td>+0.019</td>
<td>+0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
</tr>
</tbody>
</table>

Table 17: Expected uncertainties on the measurement of each Higgs boson coupling modifier per particle type with effective photon, gluon and $Z\gamma$ couplings for scenarios S1 and S2. $B_{\text{BSM}}$ is included as a free parameter in the fit, assuming $B_{\text{BSM}} \geq 0$ and $\kappa_W, Z \leq 1$. The systematic uncertainties related to the $Z\gamma$ channel for scenario S2 are assumed to be equal to those used for the scenario S1, since the $Z\gamma$ measurement is dominated by statistical uncertainties.
### Table 18: Expected uncertainties on the measurement of each Higgs boson coupling modifier per particle type with effective photon, gluon and $Z\gamma$ couplings for scenarios S1 and S2 either including $B_{\text{BSM}}$ as a free parameter or fixing it to zero. The SM corresponds to $B_{\text{BSM}}=0$ and all $\kappa$ parameters equal to unity. All parameters except $\kappa_t$ are assumed to be positive. In case BSM contributions are allowed, the conditions $\kappa_W Z \leq 1$ are also applied. The systematic uncertainties related to the $Z\gamma$ channel for scenario S2 are assumed to be equal to those used for the scenario S1, since the $Z\gamma$ measurement is dominated by statistical uncertainties.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scenario S1</th>
<th>Scenario S2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no BSM with BSM</td>
<td>no BSM with BSM</td>
</tr>
<tr>
<td>$\kappa_W$</td>
<td>$+0.032$ $-0.030$</td>
<td>$+0.022$ $-0.022$</td>
</tr>
<tr>
<td>$\kappa_Z$</td>
<td>$-0.031$ $-0.025$</td>
<td>$-0.018$ $-0.017$</td>
</tr>
<tr>
<td>$\kappa_t$</td>
<td>$+0.026$ $+0.063$</td>
<td>$+0.018$ $+0.039$</td>
</tr>
<tr>
<td>$\kappa_b$</td>
<td>$-0.038$ $-0.058$</td>
<td>$-0.043$ $-0.040$</td>
</tr>
<tr>
<td>$\kappa_g$</td>
<td>$+0.064$ $+0.043$</td>
<td>$+0.044$ $+0.031$</td>
</tr>
<tr>
<td>$\kappa_t$</td>
<td>$-0.060$ $-0.059$</td>
<td>$-0.043$ $-0.042$</td>
</tr>
<tr>
<td>$\kappa_b$</td>
<td>$+0.043$ $+0.042$</td>
<td>$+0.032$ $+0.028$</td>
</tr>
<tr>
<td>$\kappa_g$</td>
<td>$-0.041$ $-0.043$</td>
<td>$-0.030$ $-0.030$</td>
</tr>
<tr>
<td>$\kappa_t$</td>
<td>$+0.038$ $+0.029$</td>
<td>$+0.024$ $+0.020$</td>
</tr>
<tr>
<td>$\kappa_b$</td>
<td>$-0.036$ $-0.035$</td>
<td>$-0.023$ $-0.023$</td>
</tr>
<tr>
<td>$\kappa_g$</td>
<td>$+0.079$ $+0.078$</td>
<td>$+0.070$ $+0.069$</td>
</tr>
<tr>
<td>$\kappa_t$</td>
<td>$-0.076$ $-0.076$</td>
<td>$-0.071$ $-0.071$</td>
</tr>
<tr>
<td>$\kappa_b$</td>
<td>$+0.128$ $+0.127$</td>
<td>$+0.124$ $+0.123$</td>
</tr>
<tr>
<td>$\kappa_g$</td>
<td>$-0.126$ $-0.126$</td>
<td>$-0.123$ $-0.123$</td>
</tr>
<tr>
<td>$B_{\text{BSM}}$</td>
<td>$+$ $+0.049$</td>
<td>$-$ $+0.033$</td>
</tr>
</tbody>
</table>

(a) Scenario S1
(b) Scenario S2

Figure 30: Expected result for the measurement of each Higgs boson coupling modifier per particle type with effective photon, gluon and $Z\gamma$ couplings, and without BSM contribution to the Higgs boson total width. The SM corresponds to all $\kappa$ parameters equal to unity. All parameters except $\kappa_t$ are assumed to be positive. Plot (a) corresponds to scenario S1 and (b) to scenario S2.
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Figure 31: Expected result for the measurement of each Higgs boson coupling modifier per particle type with effective photon, gluon and $Z\gamma$ couplings, including BSM contribution to the Higgs boson total width. All parameters except $\kappa_t$ are assumed to be positive. The conditions $\kappa_W, \kappa_Z \leq 1$ are applied. The SM corresponds to $B_{BSM} = 0$ and all $\kappa$ parameters equal to unity. Plot (a) corresponds to scenario S1 and (b) to scenario S2.

Figure 32: Expected uncertainty on the measurement of each Higgs boson coupling modifier per particle type with effective photon, gluon and $Z\gamma$ couplings, and without BSM contribution in the Higgs boson total width for scenarios S1 (red) and S2 (black). The SM corresponds to all $\kappa$ parameters equal to unity. All parameters except $\kappa_t$ are assumed to be positive.
Figure 33: Expected uncertainty on the measurement of each Higgs boson coupling modifier per particle type with effective photon, gluon and $Z\gamma$ couplings, and with BSM contribution in the Higgs boson total width for scenarios S1 and S2. The conditions $\kappa_{W,Z} \leq 1$ are applied. The SM corresponds to $B_{\text{BSM}} = 0$ and all $\kappa$ parameters equal to unity.
3.7.5 Parametrisation using ratios of coupling modifiers

Finally, a model based on ratios of coupling modifiers is defined analogously to the cross-section ratio model of Section 3.4. The model parameters are the scaling factors defined in Table 19. The parametrisation requires no assumption on the Higgs boson total width. All parameters are assumed to be positive except $\lambda_{tg}$ and $\lambda_{WZ}$. The results for both scenarios S1 and S2 are summarised in Table 20 and Figures 34-35.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition in terms of $\kappa$ modifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa gZ$</td>
<td>$k_g k_Z / k_H$</td>
</tr>
<tr>
<td>$\lambda_{tg}$</td>
<td>$k_t / k_g$</td>
</tr>
<tr>
<td>$\lambda_{Zg}$</td>
<td>$k_Z / k_g$</td>
</tr>
<tr>
<td>$\lambda_{WZ}$</td>
<td>$k_W / k_Z$</td>
</tr>
<tr>
<td>$\lambda_{yZ}$</td>
<td>$k_y / k_Z$</td>
</tr>
<tr>
<td>$\lambda_{rZ}$</td>
<td>$k_r / k_Z$</td>
</tr>
<tr>
<td>$\lambda_{bZ}$</td>
<td>$k_b / k_Z$</td>
</tr>
<tr>
<td>$\lambda_{\mu Z}$</td>
<td>$k_\mu / k_Z$</td>
</tr>
<tr>
<td>$\lambda_{Z\gamma Z}$</td>
<td>$k_b / k_Z$</td>
</tr>
</tbody>
</table>

Table 19: Definitions of ratios of coupling modifiers.
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<table>
<thead>
<tr>
<th>POI</th>
<th>Scenario</th>
<th>( \Delta_{\text{tot}} )</th>
<th>( \Delta_{\text{stat}} )</th>
<th>( \Delta_{\text{exp}} )</th>
<th>( \Delta_{\text{sig}} )</th>
<th>( \Delta_{\text{bkg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_{gZ} )</td>
<td>HL-LHC S1</td>
<td>+0.033</td>
<td>+0.008</td>
<td>+0.013</td>
<td>+0.029</td>
<td>+0.009</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.033</td>
<td>-0.008</td>
<td>-0.016</td>
<td>-0.027</td>
<td>-0.009</td>
</tr>
<tr>
<td>( \lambda_{tg} )</td>
<td>HL-LHC S1</td>
<td>+0.066</td>
<td>+0.013</td>
<td>+0.018</td>
<td>+0.059</td>
<td>+0.017</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.057</td>
<td>-0.013</td>
<td>-0.018</td>
<td>-0.048</td>
<td>-0.020</td>
</tr>
<tr>
<td>( \lambda_{Zg} )</td>
<td>HL-LHC S1</td>
<td>+0.046</td>
<td>+0.013</td>
<td>+0.016</td>
<td>+0.038</td>
<td>+0.017</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.044</td>
<td>-0.013</td>
<td>-0.015</td>
<td>-0.036</td>
<td>-0.015</td>
</tr>
<tr>
<td>( \lambda_{WZ} )</td>
<td>HL-LHC S1</td>
<td>+0.027</td>
<td>+0.009</td>
<td>+0.016</td>
<td>+0.016</td>
<td>+0.013</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.026</td>
<td>-0.009</td>
<td>-0.014</td>
<td>-0.015</td>
<td>-0.013</td>
</tr>
<tr>
<td>( \lambda_{YZ} )</td>
<td>HL-LHC S1</td>
<td>+0.031</td>
<td>+0.010</td>
<td>+0.024</td>
<td>+0.016</td>
<td>+0.007</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.030</td>
<td>-0.010</td>
<td>-0.023</td>
<td>-0.014</td>
<td>-0.006</td>
</tr>
<tr>
<td>( \lambda_{tZ} )</td>
<td>HL-LHC S1</td>
<td>+0.035</td>
<td>+0.012</td>
<td>+0.019</td>
<td>+0.023</td>
<td>+0.014</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.033</td>
<td>-0.012</td>
<td>-0.017</td>
<td>-0.022</td>
<td>-0.013</td>
</tr>
<tr>
<td>( \lambda_{bZ} )</td>
<td>HL-LHC S1</td>
<td>+0.026</td>
<td>+0.012</td>
<td>+0.017</td>
<td>+0.013</td>
<td>+0.010</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.026</td>
<td>-0.012</td>
<td>-0.016</td>
<td>-0.012</td>
<td>-0.009</td>
</tr>
<tr>
<td>( \lambda_{\mu Z} )</td>
<td>HL-LHC S1</td>
<td>+0.009</td>
<td>+0.017</td>
<td>+0.021</td>
<td>+0.019</td>
<td>+0.024</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.039</td>
<td>-0.016</td>
<td>-0.020</td>
<td>-0.018</td>
<td>-0.023</td>
</tr>
<tr>
<td>( \lambda_{Z\gamma} )</td>
<td>HL-LHC S1</td>
<td>+0.128</td>
<td>+0.097</td>
<td>+0.029</td>
<td>+0.077</td>
<td>+0.010</td>
</tr>
<tr>
<td></td>
<td>HL-LHC S2</td>
<td>-0.126</td>
<td>-0.107</td>
<td>-0.023</td>
<td>-0.061</td>
<td>-0.009</td>
</tr>
</tbody>
</table>

Table 20: Expected uncertainty on the measurements of the ratios of Higgs boson coupling modifiers for scenarios S1 and S2. The systematic uncertainties related to the \( Z\gamma \) channel for scenario S2 are assumed to be equal to those used for the scenario S1, since the \( Z\gamma \) measurement is dominated by statistical uncertainties.

Figure 34: Expected result for the measurements of the coupling modifier ratios for scenarios S1 (a) and S2 (b).
Figure 35: Expected uncertainty on the measurements of ratios of coupling modifiers for scenarios S1 (red) and S2 (black). The systematic uncertainties related to the Zγ channel for scenario S2 are assumed to be equal to those used for the scenario S1, since the Zγ measurement is dominated by statistical uncertainties.
4 Higgs boson mass with $ZZ^* \rightarrow 4$ leptons

The Higgs boson invariant mass has been measured with data collected in 2015 and 2016 ($36 \text{ fb}^{-1}$) and published in Ref. [21]. The result is $m_{H}^{ZZ^*} = 124.79 \pm 0.36 \text{ (stat.)} \pm 0.05 \text{ (syst.) GeV}$. The above analysis has been extrapolated to $3000 \text{ fb}^{-1}$ considering four scenarios. In the first scenario, the current systematic uncertainties and the current detector performance are assumed, as in the S1 scenario considered in this note. For the other scenarios, an improvement of 30% in the transverse momentum resolution for muons of 45 GeV is considered, as expected thanks to the new tracking detector foreseen to be used at HL-LHC and whose performances are documented in the Technical Design Report for the ATLAS Inner Tracker Pixel Detector [17]. In the last two scenarios, a reduction of 50% and 80% on the muon transverse momentum uncertainty is assumed.

The total, statistical and systematic uncertainties are shown in Table 21.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\Delta_{\text{tot}}$ (MeV)</th>
<th>$\Delta_{\text{stat}}$ (MeV)</th>
<th>$\Delta_{\text{syst}}$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Detector</td>
<td>52</td>
<td>39</td>
<td>35</td>
</tr>
<tr>
<td>$\mu$ momentum resolution improvement by 30% or similar</td>
<td>47</td>
<td>30</td>
<td>37</td>
</tr>
<tr>
<td>$\mu$ momentum resolution/scale improvement of 30% / 50%</td>
<td>38</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>$\mu$ momentum resolution/scale improvement 30% / 80%</td>
<td>33</td>
<td>30</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 21: Expected uncertainty on the measured mass of the Higgs boson for the S1 and upgraded detector scenarios with $3000 \text{ fb}^{-1}$ of HL-LHC data.

It should be noted that a detailed study of the calibration of the muons, electrons and photons with the very large HL-LHC sample has not been done. The large dataset available by the end of HL-LHC will give the opportunity to further optimise the analysis and to significantly reduce the systematic uncertainties on the muon transverse momentum scale.
5 Conclusion

The measurements of several Higgs boson properties have been extrapolated to the 3000 fb$^{-1}$ of integrated luminosity expected at HL-LHC. This large dataset will allow both to improve the measurement precision of the Higgs boson production and decay modes already observed, and to observe the currently unobserved decay modes $H \rightarrow \mu\mu$ and $H \rightarrow Z\gamma$.

In this extrapolation the expected improvements on the theory and experimental systematic uncertainties are taken into account. A precision at the level of few percents will be reached on all the production-mode cross sections and on the main decay channels. Only the measurement precision for the $W(Z)H, H \rightarrow \gamma\gamma, VH, H \rightarrow ZZ^*$ and $t\bar{t}H, H \rightarrow ZZ^*$ channels, beside the two aforementioned rare decays, will be limited by statistical uncertainty. These results highlight the importance of reaching, and eventually further improving, the expected theory and experimental systematic uncertainties in the next decade.

The projected measurement precision on the cross section times branching ratio is interpreted in terms of Higgs boson couplings to fermions and bosons in a variety of models. Projections of the measured ratios of couplings, branching ratios and cross sections are also reported. Finally, the Higgs boson mass is expected to be measured with a precision of the order of few tens of MeV.
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Abstract

The expected sensitivities of Higgs boson measurements at the High-Luminosity LHC with integrated luminosities of up to 3000 fb$^{-1}$ are presented. These are determined by the extrapolation of analyses of 13 TeV collision data, amounting to 35.9 fb$^{-1}$, collected during Run 2 of the LHC. Projections are given for a combined measurement of coupling modifiers and signal strengths, with additional studies for $t\bar{t}H$ and $VH$ production with $H \rightarrow bb$ decay, and for production in association with a single top quark. Projections are also given for the measurement of the Higgs boson transverse momentum differential cross section, and expected constraints on anomalous couplings and the total width are determined using on- and off-shell $H \rightarrow ZZ$ measurements.
1 Introduction

The discovery of the Higgs boson in 2012 by the ATLAS and CMS Collaborations [1–3] marked the beginning of a detailed programme to thoroughly measure its properties and to perform consistency tests with the predictions of the standard model (SM). The data delivered in Run 1 and Run 2 of the LHC has provided important measurements of Higgs boson properties including the mass, couplings to fermions and bosons, the tensor structure of the interaction with electroweak gauge bosons and differential production cross sections. So far no significant deviations from the SM predictions have been observed. However, a number of issues with the SM have motivated many theories beyond the SM (BSM) that can alter the properties of the Higgs boson. One such issue is the hierarchy problem, in which fine-tuning is required for the Higgs boson mass to be at the electroweak scale in the presence of large radiative corrections.

A significantly larger data set than currently available offers the possibility of new measurements, such as the Higgs trilinear self-coupling, as well as providing significant gains to existing measurements. A percent-level sensitivity to the couplings would allow discrimination between the SM predictions and many BSM theories. Detailed measurements of the rarer production processes, such as where the Higgs boson is produced in association with top quarks or a vector boson, are an important part of this programme.

The High-Luminosity LHC (HL-LHC) will provide such an opportunity. The instantaneous luminosity will increase substantially, resulting in a data set of 3000 fb$^{-1}$ by the end of the HL-LHC programme. This increase implies up to 200 pp interactions per bunch crossing, denoted as pileup (PU), and this constitutes a major experimental challenge. The HL-LHC is expected to operate with a centre-of-mass energy of 14 TeV for proton-proton collisions. The studies reported here assume the current 13 TeV energy of Run 2, though the increase in signal and background cross sections at 14 TeV is not expected to have a significant effect on the projected sensitivities.

The CMS detector [4] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [5], and to cope with the demanding operational conditions this will bring [6–10]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta|=4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta|=2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionising particles (MTD) in
both barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade programme is presented in Refs. [6–10], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [11].

The expected HL-LHC sensitivity for a range of Higgs boson measurements at CMS has previously been studied using both projections of existing analyses and dedicated simulation of the Phase-2 detector using DELPHES [12]. Previous projections have been based on 8 TeV measurements using Run 1 data [6, 13] and more recently on 13 TeV measurements using up to 12.9 fb$^{-1}$ of data [14]. The results presented here are produced in the context of an upcoming CERN Yellow Report (YR18) on the HL-LHC physics potential. They are based on analyses of up to 35.9 fb$^{-1}$ of 13 TeV data extrapolated to an integrated luminosity of 3000 fb$^{-1}$. They utilise the most recent analysis techniques and performance improvements, complementing and in some cases repeating the previous studies. Extrapolations to 300 fb$^{-1}$, the target integrated luminosity for the LHC, are also given for comparison.

The document is organized as follows. Section 2 contains a description of the systematic uncertainty extrapolation scenarios employed. Section 3 presents projections for Higgs boson production and decay rate measurements, as well as for coupling modifiers. These are based on analyses targeting production via the gluon fusion (ggH), vector boson fusion (VBF), vector boson associated (VH, $V = W$ or $Z$), and top quark pair associated (ttH) modes, with decays into ZZ, WW, $\gamma\gamma$, $\tau\tau$, bb and $\mu\mu$ pairs. Here and throughout this note particles and antiparticles are not distinguished in the notation for particle pairs. Section 4 details the projection for a measurement of Higgs boson production in association with a single top quark (tH). The projected sensitivity to the distribution of the Higgs boson transverse momentum and the derivation of constraints on the couplings are reported in Section 5. Section 6 details the expected sensitivity to anomalous couplings and to the Higgs boson total width using on-shell and off-shell measurements in the $H \rightarrow ZZ$ channel.

## 2 Extrapolation procedure

In order to estimate the physics potential of the CMS detector by the end of LHC Run 3 and at the HL-LHC, projections are presented in different scenarios for the evolution of systematic uncertainties with increased data samples and improved theoretical predictions. The baseline scenarios assume that the CMS upgrades will provide the same level of detector and trigger performance as in the Run 2 data taking period [6–10]. Uncertainties due to the limited number of simulated events in the current analyses are neglected, under the assumption that sufficiently large samples of events will be available in future analyses. The two scenarios evaluated are:

- **“Run 2 systematic uncertainties” scenario (S1):** All systematic uncertainties are kept constant with integrated luminosity. The performance of the CMS detector is assumed to be unchanged with respect to the reference analysis;

- **“YR18 systematic uncertainties” scenario (S2):** Theoretical uncertainties are scaled down by a factor of two, while experimental systematic uncertainties are scaled down with the square root of the integrated luminosity until they reach a defined minimum value based on estimates of the achievable accuracy with the upgraded detector [11].
2. Extrapolation procedure

Table 1 summarises the Run 2 uncertainties for which a minimum value is set in S2. Systematic uncertainties in the identification and isolation efficiencies for electrons and muons are expected to be reduced to approximately 0.5%. The hadronic \( \tau \) lepton \((\tau_h)\) identification uncertainty is assumed to be reduced to approximately 2.5%. The uncertainty in the overall jet energy scale (JES) is expected to reach approximately 1% precision for jets with \( p_T > 30 \text{ GeV} \), driven primarily by improvements in the absolute scale and jet flavour calibrations. The missing transverse momentum uncertainty is obtained by propagating the JES uncertainties in its computation, yielding a reduction by up to a half of the Run 2 uncertainty. For the identification of b-tagged jets the uncertainty in the selection efficiency of b (c) quarks, and in misidentifying a light jet is expected to remain similar to the current level, with only the statistical component reducing with increasing integrated luminosity. The uncertainty in the integrated luminosity of the data sample could be reduced down to 1% thanks to a better understanding of the calibration and fit models employed in its determination, and making use of the finer granularity and improved electronics of the upgraded detectors.

<table>
<thead>
<tr>
<th>Source</th>
<th>Component</th>
<th>Run 2 uncertainty</th>
<th>Projection minimum uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon ID</td>
<td></td>
<td>1–2%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Electron ID</td>
<td></td>
<td>1–2%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Photon ID</td>
<td></td>
<td>0.5–2%</td>
<td>0.25–1%</td>
</tr>
<tr>
<td>Hadronic tau ID</td>
<td></td>
<td>6%</td>
<td>2.5%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>Absolute</td>
<td>0.5%</td>
<td>0.1–0.2%</td>
</tr>
<tr>
<td></td>
<td>Relative</td>
<td>0.1–3%</td>
<td>0.1–0.5%</td>
</tr>
<tr>
<td></td>
<td>Pileup</td>
<td>0–2%</td>
<td>Same as Run 2</td>
</tr>
<tr>
<td></td>
<td>Method and sample</td>
<td>0.5–5%</td>
<td>No limit</td>
</tr>
<tr>
<td></td>
<td>Jet flavour</td>
<td>1.5%</td>
<td>0.75%</td>
</tr>
<tr>
<td></td>
<td>Time stability</td>
<td>0.2%</td>
<td>No limit</td>
</tr>
<tr>
<td>Jet energy res.</td>
<td></td>
<td>Varies with ( p_T ) and ( \eta )</td>
<td>Half of Run 2</td>
</tr>
<tr>
<td>MET scale</td>
<td></td>
<td>Varies with analysis selection</td>
<td>Half of Run 2</td>
</tr>
<tr>
<td>b-Tagging</td>
<td>b-/c-jets (syst.)</td>
<td>Varies with ( p_T ) and ( \eta )</td>
<td>Same as Run 2</td>
</tr>
<tr>
<td></td>
<td>light mis-tag (syst.)</td>
<td>Varies with ( p_T ) and ( \eta )</td>
<td>Same as Run 2</td>
</tr>
<tr>
<td></td>
<td>b-/c-jets (stat.)</td>
<td>Varies with ( p_T ) and ( \eta )</td>
<td>No limit</td>
</tr>
<tr>
<td></td>
<td>light mis-tag (stat.)</td>
<td>Varies with ( p_T ) and ( \eta )</td>
<td>No limit</td>
</tr>
<tr>
<td>Integrated lumi.</td>
<td></td>
<td>2.5%</td>
<td>1%</td>
</tr>
</tbody>
</table>

Theoretical uncertainties follow the prescriptions of the LHC Yellow Report 4 [15] in S1 and and are halved in S2 to account for future theoretical developments. In both scenarios the intrinsic statistical uncertainty on any measurement scales with \( 1 / \sqrt{R_L} \), where \( R_L \) is the projected integrated luminosity divided by that of the Run 2 analysis.

2.1 Statistical treatment

The results in this note are calculated using the standard statistical methods employed by the ATLAS and CMS Collaborations and described in detail in [16]. These are implemented in the ROOFIT [17] and ROOSTATS [18] software frameworks.

Expected uncertainties on parameters of interest (POIs), denoted \( \tilde{\alpha} \), are defined as the 1\( \sigma \) confidence level (CL) intervals determined using the profile likelihood ratio test statistic \( q(\tilde{\alpha}) \) [19], in which experimental and theoretical uncertainties are incorporated via nuisance parameters \( \tilde{\theta} \).
4

\[ q(\vec{\alpha}) = -2 \ln \left( \frac{L(\hat{\alpha}, \hat{\theta})}{L(\hat{\alpha}, \hat{\theta})} \right). \]  

(1)

The quantities \( \hat{\alpha} \) and \( \hat{\theta} \) denote the unconditional maximum likelihood estimates of the parameter values, while \( \hat{\theta}_a \) denotes the conditional maximum likelihood estimate for fixed values of the parameters of interest \( \vec{\alpha} \). The likelihood is evaluated for an Asimov data set [19] defined by the nominal model with the expected signal and background yields scaled to the projection integrated luminosity and with the SM expectation for the POIs. The 1\( \sigma \) CL interval for the measurement of each POI is determined as the interval for which \( q(\vec{\alpha}) < 1 \).

The uncertainties calculated with this method can also be decomposed into separate sources. To isolate the contribution from a group of systematic uncertainties, the corresponding nuisance parameters are first fixed to their maximum likelihood estimates, and the calculation of the interval is repeated but with only the remaining nuisance parameter values allowed to vary with \( \vec{\alpha} \). This results in a smaller uncertainty that is subtracted in quadrature from the total to yield the contribution of the chosen group. By extension, the statistical uncertainty on a measurement is defined as the uncertainty obtained when all nuisance parameters are fixed to their maximum likelihood values.

3 Production and decay rate signal strengths and coupling modifiers

The projections documented in this section are based on extrapolations of the following analyses:

- \( H \to \gamma\gamma \), with ggH, VBF, VH and ttH production [20],
- \( H \to ZZ(\ast) \to 4\ell, \) with ggH, VBF, VH and ttH production [21],
- \( H \to WW(\ast) \to \ell\ell\nu\nu, \) with ggH, VBF and VH production [22],
- \( H \to \tau\tau, \) with ggH and VBF production [23],
- VH production with \( H \to bb \) decay [24],
- Boosted H production with \( H \to bb \) decay [25],
- ttH production with \( H \to \) leptons [26],
- ttH production with \( H \to bb \) [27, 28],
- \( H \to \mu\mu, \) with ggH and VBF production [29].

The projected results given in Section 3.1 are based on the combined measurement of these channels [30]. The projections for the ttH(bb) and VH(bb) measurements are studied further in Sections 3.2 and 3.3 respectively. A precise future measurement of ttH production is important as it offers the best direct probe of the top-Higgs Yukawa coupling with minimal model dependence. Measuring the bottom quark coupling precisely is also important due to the large \( H \to bb \) branching fraction, around 58\% in the SM, which also impacts the achievable precision of couplings from other decay channels. This is best measured using the VH production mode, where the overwhelming multijet background at the LHC is suppressed.

For the projected results at 1000 and 3000 fb\(^{-1}\) the signal model in the \( H \to \mu\mu \) channel is modified to account for the improved dimuon mass resolution in the Phase-2 tracker upgrade [7].
3. Production and decay rate signal strengths and coupling modifiers

is estimated that the reduced material budget and improved spatial resolution of the upgraded tracker will yield a 40% improvement in the relative dimuon mass resolution, for example a reduction from 1.1% to 0.65% for muons in the barrel region.

In the combined results in Section 3.1 the background theory uncertainty in the $t\bar{t}H(bb)$ analysis is modified such that in the maximum likelihood fit it is not reduced by more than a factor 2 (3) in S1 (S2) with respect to the current uncertainty in the $35.9\,fb^{-1}$ result. This is in order to reflect the expected theory improvements for the background cross-section uncertainty.

3.1 Combined measurements

The results in this section are presented under the two systematic uncertainty scenarios S1 and S2 as described in Section 2. Projections are made for three parametrisations of the signal. Two are based on signal strength modifiers $\mu$, defined as the ratio between the measured Higgs boson yield and its SM expectation. One set of parameters $\mu_j$, where $j = ZZ, WW, \gamma\gamma, \tau\tau$, $bb$ and $\mu_{\mu}$, are introduced to scale the branching fractions of each decay mode independently, assuming the SM cross sections for the production modes. Another set, $\mu_i$, where $i = ggH, VBF, WH, ZH$ and $t\bar{t}H$, scale each production cross section independently, assuming the SM values of the branching fractions. The third parametrisation is based on the coupling modifier, or $\kappa$-framework [31]. A set of coupling modifiers, $\kappa_j$, is introduced to parametrise potential deviations from the SM predictions of the Higgs boson couplings to SM bosons and fermions. For a given production process or decay mode $j$, a coupling modifier $\kappa_j$ is defined such that,

$$\kappa_j^2 = \sigma_j / \sigma_j^{SM} \text{ or } \kappa_j^2 = \Gamma_j / \Gamma_j^{SM}. \tag{2}$$

In the SM, all $\kappa_j$ values are positive and equal to unity. Six coupling modifiers corresponding to the tree-level Higgs boson couplings are defined: $\kappa_W$, $\kappa_Z$, $\kappa_\tau$, $\kappa_{\nu_b}$, $\kappa_T$ and $\kappa_{\mu}$. In addition, the effective coupling modifiers $\kappa_2$ and $\kappa_B$ are introduced to describe $ggH$ production and $H \rightarrow \gamma\gamma$ decay loop processes. The total width of the Higgs boson, relative to the SM prediction, varies with the coupling modifiers as $\Gamma_H / \Gamma_H^{SM} = \sum_j B_j^{SM} \kappa_j^2 / (1 - B_{BSM})$, where $B_j^{SM}$ is the SM branching fraction for the $H \rightarrow jj$ channel and $B_{BSM}$ is the Higgs boson branching fraction to BSM final states. In the results for the $\kappa_j$ parameters presented here $B_{BSM}$ is fixed to zero and only decays to SM particles are allowed. Projections are also given for the upper limit on $B_{BSM}$ when this restriction is relaxed, in which an additional constraint that $|\kappa_V| < 1$ is imposed. A constraint on $\Gamma_H / \Gamma_H^{SM}$ is also obtained in this model by treating it as a free parameter in place of one of the other $\kappa$ parameters.

3.1.1 Signal strength per-decay mode

The expected $\pm 1\sigma$ uncertainties on the per-decay-mode signal strength parameters in S1 and S2 for $300\,fb^{-1}$ and $3000\,fb^{-1}$ are summarised in Fig. 1 with numerical values given in Table 2. The table additionally gives the breakdown of the uncertainty into four components: statistical, signal theory, background theory and experimental. At $300\,fb^{-1}$ all S2 uncertainties are at or below 10%, with the exception of $\mu_{\mu}$ at 42%. At $3000\,fb^{-1}$ the S2 uncertainties range from 3–4%, again with the exception of that on $\mu_{\mu}$ at 10%. The S1 uncertainties are up to a factor of 1.5 larger than those in S2, reflecting the larger systematic component. The dominant uncertainty contribution is found to vary with the scenario and the integrated luminosity of the projection. At $300\,fb^{-1}$ the statistical, signal and experimental uncertainties tend to be of similar order in S1, whereas in S2 the latter two are reduced and the statistical becomes the largest component.
At 3000 fb$^{-1}$ the systematic uncertainties generally dominate in both S1 and S2. In S2 the signal theory uncertainty is the largest, or joint-largest, component for all parameters except $\mu^{\mu\mu}$, which remains limited by statistics due to the small $H \rightarrow \mu\mu$ branching fraction. The $\mu^{\mu\mu}$ uncertainty at 3000 fb$^{-1}$ using the Run 2 dimuon mass resolution instead of the Phase-2 expectation is 14%.

Figures 18 and 19 in Appendix A give the evolution of the uncertainty components for each parameter in S1 and S2. This shows that for many parameters the experimental component reduces continuously with integrated luminosity. This is due to the expected data providing a stronger constraint on some of the systematic uncertainties than that which comes from the external measurements.

Another important aspect of the projected measurements is how the correlations between the measured parameters are expected to evolve. Correlations arise when analysis channels are sensitive to more than one production or decay mode and the chosen fit observables do not fully distinguish between these. In addition, correlations may arise when the same systematic uncertainties apply to multiple production or decay modes. Figure 2 shows the correlation coefficients between the signal strength parameters in S2 for 300 fb$^{-1}$ and 3000 fb$^{-1}$. At 300 fb$^{-1}$ the correlations are small, at most $+0.2$, since the statistical uncertainties are relatively large and each decay channel is measured in dedicated analyses with low contamination from other final states. At 3000 fb$^{-1}$ the correlations increase up to $+0.44$, and is largest between modes where the sensitivity is dominated by gluon-fusion production. This reflects the impact of the theory uncertainties affecting the SM prediction of the gluon-fusion production rate.

### 3.1.2 Signal strength per-production mode

The expected ±1σ uncertainties on the per-production-mode signal strength parameters in S1 and S2 for 300 fb$^{-1}$ and 3000 fb$^{-1}$ are summarised in Fig. 3 with numerical values given in...
Table 2: The expected ±1σ uncertainties, expressed as percentages, on the per-decay-mode signal strength parameters. Values are given for both S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and experimental (Exp).

<table>
<thead>
<tr>
<th></th>
<th>Total Stat SigTh BkgTh Exp</th>
<th>Total Stat SigTh BkgTh Exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu^{\gamma\gamma}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>7.9 4.1 4.8 0.3 4.8</td>
<td>4.6 1.3 3.5 0.3 2.6</td>
</tr>
<tr>
<td>S2</td>
<td>5.6 4.1 2.7 0.3 2.6</td>
<td>3.1 1.3 2.1 0.3 1.7</td>
</tr>
<tr>
<td>$\mu^{WW}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>7.1 3.2 4.9 1.8 3.5</td>
<td>4.2 1.0 3.7 1.0 1.4</td>
</tr>
<tr>
<td>S2</td>
<td>5.2 3.2 2.7 1.4 2.8</td>
<td>2.8 1.0 2.2 0.9 1.1</td>
</tr>
<tr>
<td>$\mu^{ZZ}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>8.5 5.1 5.1 0.4 4.5</td>
<td>5.0 1.6 3.5 1.9 2.5</td>
</tr>
<tr>
<td>S2</td>
<td>6.4 5.1 2.9 0.3 2.7</td>
<td>3.3 1.6 2.1 0.7 1.7</td>
</tr>
<tr>
<td>$\mu^{bb}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>12.2 6.6 4.8 7.0 5.6</td>
<td>7.2 2.1 5.4 3.6 2.3</td>
</tr>
<tr>
<td>S2</td>
<td>10.2 6.6 2.4 5.6 4.9</td>
<td>4.7 2.1 2.5 2.9 1.7</td>
</tr>
<tr>
<td>$\mu^{\tau\tau}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>8.8 5.0 5.1 0.9 5.0</td>
<td>5.9 1.6 2.6 1.5 1.9</td>
</tr>
<tr>
<td>S2</td>
<td>7.4 5.0 3.3 0.9 4.3</td>
<td>3.9 1.6 1.8 0.6 1.4</td>
</tr>
<tr>
<td>$\mu^{\mu\mu}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>43.0 42.0 5.7 0.8 5.9</td>
<td>13.0 9.1 5.2 0.8 7.6</td>
</tr>
<tr>
<td>S2</td>
<td>42.2 42.0 3.0 0.8 2.6</td>
<td>9.6 9.1 2.6 0.8 1.7</td>
</tr>
</tbody>
</table>

Figure 2: Correlation coefficients ($\rho$) between parameters in the signal strength per-decay-mode parametrisation for S2 (with YR18 systematic uncertainties) at 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right).
Table 3. The projections for 300 fb$^{-1}$ show that $\mu_{ggH}$ and $\mu_{ttH}$ will be limited by the signal theory uncertainty in S1. In S2, where this uncertainty is halved, it remains the largest component for $\mu_{ggH}$ whereas for $\mu_{ttH}$ it becomes the smallest, with the statistical, background theory and experimental contributions all at the 5–6% level. The other production modes are statistically limited in both scenarios. At 3000 fb$^{-1}$ in S1 the signal theory is the main contribution for all modes except WH which remains limited by statistics. In S2 $\mu_{VBF}$ and $\mu_{WH}$ are also statistically limited. Figures 20 and 21 in Appendix A show the evolution of the uncertainty components for each parameter in S1 and S2.

Figure 3: Summary plot showing the total expected $\pm 1\sigma$ uncertainties in S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties) on the per-production-mode signal strength parameters for 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right). The statistical-only component of the uncertainty is also shown.

Figure 4 shows the correlation coefficients between the signal strength parameters in S2 for 300 fb$^{-1}$ and 3000 fb$^{-1}$. The correlations in this case are small compared to the per-decay measurements since production modes are generally well-isolated by independent analysis categories and the main theoretical uncertainties on the SM signal expectation are uncorrelated.

### 3.1.3 Coupling modifiers

The expected uncertainties for the coupling modifier parametrisation are summarised in Fig. 5 with numerical values given in Table 4. At 300 fb$^{-1}$ the total uncertainties on the $k$ parameters, assuming $B_{BSM} = 0$, range from 4–10%, and at 3000 fb$^{-1}$ from 2–5%, with the exception of $k_\mu$ which is 22% and 5% respectively in S2. The largest uncertainty component at 3000 fb$^{-1}$ is generally the signal theory in S1, whereas in S2 all four components contribute at a similar level for $k_\gamma$, $k_W$, $k_Z$ and $k_\tau$. The signal theory remains the main component for $k_t$ and $k_g$, and $k_\mu$ is limited by statistics. Figures 22 and 23 in Appendix A show the evolution of the uncertainty components for each $k$ parameter in S1 and S2.

Table 4 also gives the expected uncertainties on $B_{BSM}$ and $\Gamma_H/\Gamma_H^{SM}$ for the parametrisation with $B_{BSM} \geq 0$ and $|k_V| \leq 1$. At 3000 fb$^{-1}$ the $1\sigma$ uncertainty on $B_{BSM}$ is 0.035 in S1 and 0.027 in S2, where in the latter case the statistical uncertainty is the largest component. The corresponding 95% CL expected upper limit is $B_{BSM} = 0.077(0.057)$ in S1 (S2) at 3000 fb$^{-1}$. The uncertainty
Table 3: The expected ±1σ uncertainties, expressed as percentages, on the per-production-mode signal strength parameters. Values are given for both S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and experimental (Exp).

<table>
<thead>
<tr>
<th></th>
<th>300 fb$^{-1}$ uncertainty [%]</th>
<th></th>
<th>3000 fb$^{-1}$ uncertainty [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Stat</td>
<td>SigTh</td>
</tr>
<tr>
<td>$\mu_{ggH}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>7.1</td>
<td>2.6</td>
<td>5.8</td>
</tr>
<tr>
<td>S2</td>
<td>4.6</td>
<td>2.6</td>
<td>3.1</td>
</tr>
<tr>
<td>$\mu_{VBF}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>10.8</td>
<td>8.2</td>
<td>4.8</td>
</tr>
<tr>
<td>S2</td>
<td>9.5</td>
<td>8.2</td>
<td>3.2</td>
</tr>
<tr>
<td>$\mu_{WH}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>20.2</td>
<td>14.6</td>
<td>3.1</td>
</tr>
<tr>
<td>S2</td>
<td>17.7</td>
<td>14.6</td>
<td>2.3</td>
</tr>
<tr>
<td>$\mu_{ZH}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>15.7</td>
<td>12.4</td>
<td>6.3</td>
</tr>
<tr>
<td>S2</td>
<td>14.0</td>
<td>12.4</td>
<td>3.3</td>
</tr>
<tr>
<td>$\mu_{ttH}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>14.7</td>
<td>5.6</td>
<td>8.4</td>
</tr>
<tr>
<td>S2</td>
<td>10.7</td>
<td>5.6</td>
<td>4.1</td>
</tr>
</tbody>
</table>

Figure 4: Correlation coefficients ($\rho$) between parameters in the signal strength per-production-mode parametrisation for S2 (with YR18 systematic uncertainties) at 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right).
on $\Gamma_H/\Gamma_{SM}^H$ is 0.05 in S1 and 0.04 in S2, equivalent to 0.16 and 0.21 MeV respectively, assuming the SM width of 4.1 MeV. The main contribution is the statistical uncertainty, followed by the experimental one.

Figure 5: Summary plot showing the total expected $\pm 1\sigma$ uncertainties in S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties) on the coupling modifier parameters for 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right). The statistical-only component of the uncertainty is also shown.

Figure 6 gives the correlation coefficients for the coupling modifiers for S2 at 300 fb$^{-1}$ and 3000 fb$^{-1}$. In contrast to the per-decay signal strength correlations in Fig. 2 the correlations here are larger, up to $+0.74$. One reason for this is that the normalisation of any signal process depends on the total width of the Higgs boson, which in turn depends on the values of the other coupling modifiers. The largest correlations involve $\kappa_B$, as this gives the largest contribution to the total width in the SM. Therefore improving the measurement of the $H \to bb$ process will improve the sensitivity of many of the other coupling modifiers at the HL-LHC.

Projections have also been determined for an alternative parametrisation, based on ratios of the coupling modifiers ($\lambda_{ij} = \kappa_i / \kappa_j$). A reference combined coupling modifier is defined which scales the yield of a specific production and decay process. This is chosen to be $\kappa_{gZ} = \kappa_g \kappa_Z / \kappa_H$, where $\kappa_H = \sum_j B_{SM}^j \kappa_j^2$. The results of this projection are given in Appendix B.

### 3.2 ttH production with $H \to bb$

This section focuses on the analysis targeting ttH production with the $H \to bb$ decay channel and the single- and dilepton decay channels of the tt system using 35.9 fb$^{-1}$ of data collected at $\sqrt{s} = 13$ TeV [27]. In order to identify the signal against the background of tt-jets production, the analysis relies on dedicated multivariate techniques, including boosted decision trees and deep neural networks, that combine the information of several discriminating variables. The output of a matrix element method is also utilised. An excess of events above the background-only hypothesis with an observed (expected) significance of 1.6 (2.2) standard deviations is
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Table 4: The expected ±1σ uncertainties, expressed as percentages, on the coupling modifier parameters, as well as $B_{BSM}$ and $\Gamma_{BSM}/\Gamma_{SM}$. The values for the $B_{BSM}$ parameter correspond to the +1σ uncertainties only. Values are given for both S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and experimental (Exp).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>S1</th>
<th>S2</th>
<th>S1</th>
<th>S2</th>
<th>S1</th>
<th>S2</th>
<th>S1</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{\gamma}$</td>
<td>5.5</td>
<td>4.4</td>
<td>3.5</td>
<td>3.5</td>
<td>2.0</td>
<td>2.2</td>
<td>1.8</td>
<td>2.2</td>
</tr>
<tr>
<td>$k_{W}$</td>
<td>4.9</td>
<td>4.2</td>
<td>3.3</td>
<td>3.3</td>
<td>1.8</td>
<td>2.5</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>$k_{Z}$</td>
<td>4.6</td>
<td>3.9</td>
<td>3.2</td>
<td>3.2</td>
<td>1.9</td>
<td>2.5</td>
<td>1.7</td>
<td>2.5</td>
</tr>
<tr>
<td>$k_{g}$</td>
<td>6.3</td>
<td>6.0</td>
<td>3.3</td>
<td>3.3</td>
<td>3.6</td>
<td>3.0</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>$k_{t}$</td>
<td>8.0</td>
<td>7.2</td>
<td>3.1</td>
<td>3.1</td>
<td>4.3</td>
<td>3.8</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>$k_{b}$</td>
<td>10.5</td>
<td>8.8</td>
<td>6.2</td>
<td>6.2</td>
<td>3.9</td>
<td>4.5</td>
<td>3.9</td>
<td>4.5</td>
</tr>
<tr>
<td>$k_{\tau}$</td>
<td>6.0</td>
<td>5.2</td>
<td>3.8</td>
<td>3.8</td>
<td>2.6</td>
<td>2.8</td>
<td>1.9</td>
<td>2.0</td>
</tr>
<tr>
<td>$k_{\mu}$</td>
<td>22.3</td>
<td>21.8</td>
<td>21.7</td>
<td>21.7</td>
<td>2.7</td>
<td>2.7</td>
<td>1.4</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Figure 6: Correlation coefficients ($\rho$) between parameters in the coupling modifier parametrisation for S2 (with YR18 systematic uncertainties) at 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right).
observed, corresponding to a best-fit signal strength of $\mu = 0.72 \pm 0.45$. This result is among the most sensitive to date and contributes significantly to the first observation of $ttH$ production [32]. In this section, an extrapolation of the analysis to $3000 \text{ fb}^{-1}$ of data collected at the HL-LHC conditions is presented.

The dominant $tt+jets$ background is estimated from simulation and separated into five distinct processes based on the flavour of the additional jets in the event within acceptance that do not originate from the top quark decays. These are events with two ($tt+bb$) or one ($tt+b$) additional $b$-quark jets, events with one additional jet that contains two $b$ quarks ($tt+2b$), events with additional $c$-quark jets and no additional $b$-quark jets ($tt+cc$), and all other events ($tt + \text{LF}$). The $tt+bb$, $tt+b$, $tt+2b$, and $tt+cc$ processes are collectively referred to as $tt + \text{heavy-flavour}$ ($tt+HF$) in the following and represent important sources of background. The final precision is limited to a large extent by the modelling of these background processes, which suffer from large theory uncertainties. Neither previous measurements of $tt+HF$ production [33] nor higher-order theoretical calculations can currently constrain the normalisation of these contributions to better than 35% accuracy [34, 35]. Therefore, to account for differences in the phase space with respect to Ref. [33], a conservative extra 50% rate uncertainty is assigned to each of the four $tt+HF$ processes in addition to the common theory uncertainties assigned to the inclusive $tt + jets$ prediction. The statistical model is constructed such that these large conservative uncertainties can be constrained in the fit to data.

The expected precision of the signal strength measurement for the different integrated luminosities and scenarios is presented in Fig. 7 and also listed in Table 5. Shown are the total expected uncertainty as well as contributions from the following individual sources of uncertainties:

- **Stat**: the statistical uncertainty of the fit;
- **SigTh**: theoretical uncertainties related to generation of the $ttH$ signal samples, including inclusive cross-section and PDF uncertainties;
- **BkgTh**: theoretical uncertainties related to the generation of the $tt$ samples, including the pileup modelling, their inclusive cross-sections as well as parton shower modelling, and the additional 50% cross-section uncertainties for the $tt+HF$ processes;
  - **Add. $tt+HF$ XS**: subset of the BkgTh uncertainties containing only the additional 50% $tt+HF$ cross-section uncertainties, motivated by their significant contribution to the analysis sensitivity;
- **Exp**: experimental uncertainties related to detector effects;
  - **Luminosity**: subset of the experimental uncertainties related to the integrated luminosity estimate;
  - **B tagging**: subset of the experimental uncertainties related to the $b$ tagging;
  - **JES**: subset of the experimental uncertainties related to the jet energy scale measurement.

Additional sources of uncertainties considered in the analysis, including lepton identification, isolation, trigger, and jet energy resolution uncertainties, are not shown here due to their small impact on the final result.

Under the conservative S1 scenario, the expected total uncertainty on $\mu$ decreases from 0.49 at $35.9 \text{ fb}^{-1}$ to 0.20 and 0.11 at $300 \text{ fb}^{-1}$ and $3000 \text{ fb}^{-1}$, respectively. A rather sizeable reduction
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Figure 7: Expected uncertainties on the ttH signal strength as a function of the integrated luminosity under the S1 (left, with Run 2 systematic uncertainties [27]) and S2 (right, with YR18 systematic uncertainties) scenarios. Shown are the total uncertainty (black) and contributions of different groups of uncertainties. Results with 35.9 fb$^{-1}$ are intended for comparison with the projections to higher luminosities and differ in parts from [27] for consistency with the projected results: uncertainties due to the limited number of MC events have been omitted and theory systematic uncertainties have been halved in case of the scenario S2.

Table 5: Breakdown of the contributions to the expected uncertainties on the ttH signal-strength $\mu$ at different luminosities for S1 (with Run 2 systematic uncertainties [27]) and S2 (with YR18 systematic uncertainties). The uncertainties are given in percent relative to $\mu = 1$. Results with 35.9 fb$^{-1}$ are intended for comparison with the projections to higher luminosities and differ in parts from [27] for consistency with the projected results: uncertainties due to the limited number of MC events have been omitted and theory systematic uncertainties have been halved in case of the scenario S2.

<table>
<thead>
<tr>
<th>Source</th>
<th>35.9 fb$^{-1}$</th>
<th>S1</th>
<th>300 fb$^{-1}$</th>
<th>3000 fb$^{-1}$</th>
<th>S2</th>
<th>300 fb$^{-1}$</th>
<th>3000 fb$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>48.7</td>
<td>20.4</td>
<td>11.1</td>
<td>46.1</td>
<td>17.6</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td>Stat</td>
<td>26.7</td>
<td>9.3</td>
<td>2.9</td>
<td>26.7</td>
<td>9.3</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>SigTh</td>
<td>10.8</td>
<td>9.3</td>
<td>8.7</td>
<td>5.0</td>
<td>4.5</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>BkgTh</td>
<td>28.6</td>
<td>10.3</td>
<td>4.1</td>
<td>25.6</td>
<td>9.6</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Add. tt+HF XS</td>
<td>14.6</td>
<td>2.6</td>
<td>0.8</td>
<td>16.5</td>
<td>4.1</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>Exp</td>
<td>17.4</td>
<td>8.7</td>
<td>4.2</td>
<td>16.6</td>
<td>6.7</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>Luminosity</td>
<td>1.6</td>
<td>1.8</td>
<td>1.8</td>
<td>0.5</td>
<td>0.7</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>B tagging</td>
<td>12.0</td>
<td>6.1</td>
<td>2.8</td>
<td>10.8</td>
<td>4.4</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>JES</td>
<td>10.9</td>
<td>4.5</td>
<td>1.6</td>
<td>11.3</td>
<td>4.4</td>
<td>1.6</td>
<td></td>
</tr>
</tbody>
</table>
of the uncertainty with increased integrated luminosity is observed, even though the 35.9 fb$^{-1}$
result is dominated by systematic uncertainties. This is attributed to the increasing power of the
profile likelihood fit to constrain the uncertainties due to the significantly increased number of
events entering the fit. For example, relevant nuisance parameters, such as the ones describing
the additional tt+HF cross-section uncertainties, are constrained to a few percent of their prior
value.

The background model has been developed to describe the data sufficiently well given the
statistical precision obtained with 35.9 fb$^{-1}$. The results of this extrapolation illustrate that
the background modelling will need to be refined at 3000 fb$^{-1}$, requiring improved simulations
or more sophisticated control-region measurements. The observed constraints show that
there will be enough data to obtain further information about the background beyond the current
modelling, either by measuring the background directly or by sufficiently constraining
the parameters of a model with more freedom. The predicted cross-section uncertainty of a
few percent demonstrates the level of sensitivity at which the data will be able to distinguish
different models. The results presented here have to be interpreted taking into account these
considerations.

Under the more optimistic S2 scenario, the expected total uncertainties on $\mu$ are 0.46, 0.18, and
0.07 at 35.9 fb$^{-1}$, 300 fb$^{-1}$, and 3000 fb$^{-1}$, respectively, showing a clear improvement over the
S1 scenario. The difference between S1 and S2 at 35.9 fb$^{-1}$ is due to the reduction of several
theory uncertainties in scenario S2.

In both scenarios, the ttH(bb) process can be observed with a significance of approximately six
standard deviations with 300 fb$^{-1}$ of data.

At each integrated luminosity value, the statistical uncertainties are the same in the two sce-
narios. A similar behaviour is observed for the uncertainties related to the jet energy scale,
which indicates that the scaled components do not have a large impact on the overall sensitiv-
ity. Since several of the $b$ tagging related uncertainties are reduced in scenario S2, their impact
also decreases between scenarios S1 and S2. The total contribution of background modelling
uncertainties (BkgTh) decreases between scenarios S1 and S2. As expected, the impact of the
signal modelling uncertainty is reduced by about 50% between scenarios S1 and S2.

A key element of the background model are the large additional prior uncertainties on the nor-
malisation of the tt+HF processes. By design these prior uncertainties are large, in order to
provide the fit with enough freedom to cover potential differences between the data and the
nominal tt background prediction. While the fit is able to constrain these uncertainties, they still
have a major impact on the final result. To estimate the effect due to improvements in theory
predictions, the extrapolation is also performed as a function of the tt+HF cross-section uncer-
tainty, while all other uncertainties are set according to the S2 scenario. Already at 35.9 fb$^{-1}$,
the gain in precision when reducing the prior tt+HF uncertainty is small: a factor 10 reduction
of the prior uncertainty translates into only an 8% relative improvement of the total post-fit
uncertainty. At 3000 fb$^{-1}$, the corresponding improvement is 3%. This is expected since the
large prior uncertainties can be strongly constrained during the fit already with 35.9 fb$^{-1}$. The
result supports the conclusion that a substantial improvement in analysis precision requires a
further refinement of the background model beyond a mere reduction of the prior inclusive
cross-section uncertainties.

The statistical power of the future data to extract further information on the background has
been demonstrated with a modified background model, where the tt+bb normalisation is treated
as a freely floating parameter in the final fit and the corresponding 50% prior rate uncertainty
is omitted. Thus, the ttH signal-strength modifier $\mu$ and the tt+bb cross section were extracted simultaneously, while the other tt+HF processes remained constrained by a 50% prior rate uncertainty. In this case, the resulting statistical uncertainty after the fit was increased, since more information is extracted directly from the data, and the BkgTh uncertainty was reduced, while other uncertainties remained as in the nominal model. The resulting change in total uncertainty is negligible, and the expected overall significance at 300 fb$^{-1}$ is still close to six standard deviations in both scenarios. This example illustrates that the data at the HL-LHC will be sufficient to utilise a less constrained model at no substantial loss in sensitivity to the ttH signal.

### 3.3 VH production with $H \to bb$

The ATLAS and CMS Collaborations have both reported the observation of the $H \to bb$ decay [36, 37]. The studies presented here are performed based on a previous analysis, in which the CMS Collaboration reported evidence for the $H \to bb$ decay in the VH production mode using the 2016 proton-proton collision data set collected at $\sqrt{s} = 13$ TeV, which corresponds to an integrated luminosity of 35.9 fb$^{-1}$ [24]. This analysis makes use of leptonic decays of the vector boson which is produced in association with the Higgs boson. The final states of the VH system covered in this analysis always contain two $b$ jets and either zero, one or two electrons or muons. Both leptons are required to have the same flavour in the two lepton selection. The $b$ jets are identified using a combined multivariate (CMVA) tagging algorithm. The inputs include track impact parameter and secondary vertex information from the jet. Three thresholds on the CMVA discriminant are used in the analysis, denoted tight, medium and loose, which have efficiencies for tagging $b$ jets ranging from 50–75% and for light quark or gluon jets from 0.15–3%.

Major backgrounds arising from SM production of vector boson plus heavy- or light-flavour jets, in addition to tt production, are controlled and constrained for each vector boson decay channel independently via dedicated control regions. Multivariate energy regression techniques are used to improve the $b$ jet energy resolution, and a boosted decision tree is used to improve the discrimination between signal and background. The distribution of this multivariate discriminator is used as the discriminating variable in the signal extraction fit. The signal strength observed in this analysis is $\mu_{VHbb} = 1.19^{+0.21}_{-0.20} \text{ (stat)} \pm 0.34_{-0.32} \text{ (syst)}$. Here the projected uncertainty on the signal strength up to 3000 fb$^{-1}$ is reported, assuming $\mu_{VHbb} = 1$.

Figure 8 shows the uncertainty on $\mu_{VHbb}$ as a function of integrated luminosity, for scenario S1 (green points), scenario S2 (red points) and a scenario where all systematic uncertainties are ignored (blue points). In both scenarios S1 and S2 systematic uncertainties start to dominate very quickly, thus moving the projected uncertainty away from the statistical-only scaling curve.

Figure 9(a) shows the expected uncertainties on the signal strength at 300 and 3000 fb$^{-1}$ under the different uncertainty scenarios. Figure 9(b) shows the per-process and per-channel signal strength uncertainty at 3000 fb$^{-1}$, showing results for all three scenarios described above. The large improvement in the signal strength uncertainty for the 1-lepton channel, which is most sensitive to the WH production mode, is caused by the integrated luminosity scaling of an uncertainty in the modelling of the $W$ boson $p_T$ distribution. This uncertainty dominates this channel in scenario S1.

The contributions of different sources of uncertainty at 3000 fb$^{-1}$ in scenarios S1 and S2 are shown in Table 6. Both in scenario S1 and S2 the largest component of the systematic uncertainty is theoretical. Moving from S1 to S2 the total signal theoretical uncertainty reduces to half its size. This is expected as in scenario S2 the input uncertainties are scaled down to half
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Figure 8: Uncertainty on the signal strength $\mu_{VHbb}$ as a function of integrated luminosity for S1 (with Run 2 systematic uncertainties [24]) and S2 (with YR18 systematic uncertainties). Results with 35.9 fb$^{-1}$ are intended for comparison with the projections to higher luminosities and differ in parts from [24] for consistency with the projected results: uncertainties due to the limited number of MC events have been omitted and theory systematic uncertainties have been halved in case of the scenario S2.

Figure 9: Uncertainties in the overall signal strength $\mu_{VHbb}$ at 300 and 3000 fb$^{-1}$ (left) and per-process and per-channel signal strengths at 3000 fb$^{-1}$ (right). Values are given for the S1 (with Run 2 systematic uncertainties [24]) and S2 (with YR18 systematic uncertainties) scenarios, as well as a scenario in which all systematic uncertainties are removed.
the current size. In the case of the background theory, where the input uncertainties are also scaled to half their original size when going from scenario S1 to scenario S2, the total uncertainty due to this component is not halved. This is because at 3000 fb$^{-1}$ some of the theoretical uncertainties on the backgrounds can be constrained in the fit. The same is true for the experimental uncertainties, which in some cases are already moderately constrained in the current analysis.

Looking in more detail at the dominant signal theoretical uncertainties, the largest component in the uncertainty arises from the uncertainty in the gluon-induced ZH (ggZH) production cross section due to QCD scale variations. The ggZH process contributes a small fraction of the total ZH process. Despite this, the uncertainty in the production cross section for this process due to QCD scale variations becomes dominant because it is very large: 25% for the ggZH process, compared to approximately 4% for the ZH process [15]. The next most important uncertainties are category-acceptance uncertainties in the dominant Z+bb and W+bb backgrounds due to QCD scale variations, as well as the uncertainty in the ZH and WH production cross section due to QCD scale variations. In scenario S2 these four most important uncertainties contribute 1.6%, 1.5%, 1.3% and 1.2% (absolute) to the total uncertainty of 5.1%, respectively. To improve the precision of the measurement it is therefore important to improve these theoretical uncertainties.

Table 6: Contributions of particular groups of uncertainties, expressed as percentages, at an integrated luminosity of 3000 fb$^{-1}$ in S1 (with Run 2 systematic uncertainties [24]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four components: signal theory, background theory, experimental and statistical. The signal theory uncertainty is further split into inclusive and acceptance parts, and the contributions of the b tagging and JES/JER uncertainties to the experimental component are also given.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total uncertainty</td>
<td>7.3%</td>
<td>5.1%</td>
</tr>
<tr>
<td>Signal theory</td>
<td>5.4%</td>
<td>2.6%</td>
</tr>
<tr>
<td>Inclusive</td>
<td>4.6%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Acceptance</td>
<td>2.7%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Background theory</td>
<td>2.8%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Experimental</td>
<td>2.6%</td>
<td>2.2%</td>
</tr>
<tr>
<td>b-tagging</td>
<td>2.2%</td>
<td>2.0%</td>
</tr>
<tr>
<td>JES and JER</td>
<td>0.7%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Statistical</td>
<td>3.2%</td>
<td>3.2%</td>
</tr>
</tbody>
</table>

In the future, and at the HL-LHC in particular, the b tagging efficiency may change. The conditions could worsen the efficiency, but at the same time new detectors and new techniques could also lead to an improvement in the b tagging efficiency. The effect of changes in b tagging efficiency on the overall signal strength uncertainty is evaluated. Changes in b tagging efficiency are emulated by scaling the rates of processes with a single b tag by the change in b tagging efficiency, and scaling the rates of processes with two b tags by the change in b tagging efficiency squared. The modifications are applied only to the efficiency to select genuine b jets; the mistagging rates for light quark and gluon jets remain unchanged.

Figure 10 shows the results of the projections to 300 and 3000 fb$^{-1}$, assuming various reductions and improvements in the b tagging efficiency relative to the performance of the three CMVA working points used in the analysis. A 10% improvement in the b tagging efficiency
leads to a relative improvement in the signal strength uncertainty of up to 8.5% at 300 \( \text{fb}^{-1} \) and up to 6% at 3000 \( \text{fb}^{-1} \). The improvements on the signal strength precision are limited because the uncertainty is dominated by theoretical sources. When neglecting inclusive signal theory uncertainties this improvement becomes up to 9.5% at 300 \( \text{fb}^{-1} \) and up to 8% at 3000 \( \text{fb}^{-1} \).

Figure 10: Effect of varying the b tagging efficiency (\( \varepsilon^{b\text{-tag}} \)) on the uncertainty in the signal strength measurement when considering all systematic uncertainties.

4 \( tH \) production

The strongest direct constraint on the absolute value of the top-Higgs Yukawa coupling (\( y_t \)) will be provided by the \( tH \) measurement described in Section 3.2. As the \( tH \) production cross section is only sensitive to the magnitude of this coupling further information is required to determine its sign. The production of the Higgs boson with a single top quark (\( tH \)) in association with either a W boson (\( tHW \)) or a light quark (\( tHq \)) provides unique information regarding the relative sign between \( y_t \) and the Higgs to vector boson coupling (\( g_{HVV} \)). The dominant t-channel production of the \( tHq \) final state proceeds via two interfering leading-order processes involving these couplings, as shown in Fig. 11.

Figure 11: The representative leading-order diagrams for \( tHq \) production.

In the SM, the amplitudes of these processes interfere destructively leading to a very small cross section, approximately 71 fb at \( \sqrt{s} = 13 \text{ TeV} \), and therefore the observation of the \( tH \) process...
is not possible with the current data set. However, anomalous effects in the couplings leading
to an opposite sign between $y_t$ and $g_{HV}$ would cause constructive interference, enhancing the
cross section by an order of magnitude or more, assuming the absolute values of the couplings
remain close to the SM prediction. This would make the channel accessible at the LHC earlier with a smaller data set. This channel can therefore be used to determine the relative sign between the top-Higgs and the W-Higgs coupling modifiers with respect to the SM, denoted $\kappa_t$ and $\kappa_V$ respectively.

The sensitivity to the $tH$ process at the HL-LHC is determined by extrapolating a combination of Run 2 analyses based on 35.9 fb$^{-1}$ of data at $\sqrt{s} = 13$ TeV [38]. Two of these analyses are dedicated searches for $tHq$: one targets a multi-lepton final state [39] in which the Higgs boson decays to WW, ZZ or $\tau\tau$ pairs, and the other targets the $H \rightarrow b\bar{b}$ decay [40]. In both analyses the presence of at least one central $b$ tagged jet and an isolated lepton from the top quark decay is required. Furthermore, the presence of a light quark jet at high pseudorapidity, a unique feature of the $tHq$ production mode, is exploited. Both analyses also rely heavily on multivariate techniques to discriminate the signal against the large $tt+jets$ background. The $\gamma\gamma$ final state is also utilised, via a reinterpretation of the inclusive $H \rightarrow \gamma\gamma$ analysis [20]. In this analysis the $tHq$ and $tHW$ processes primarily contribute to the “$tH$ leptonic” and “$tH$ hadronic” event categories, and these are included in the combination.

With the Run 2 analysis, values of $\kappa_t$ outside the ranges of approximately $[-0.9, -0.5]$ and $[1.0, 2.1]$ are excluded at the 95% CL, assuming $\kappa_V = 1$. To obtain the projected constraints on $\kappa_t$, a scan of the test statistic $q(\kappa_t)$ is performed, assuming $\kappa_V = 1$ and using an Asimov data set corresponding to the SM expectation ($\kappa_t = 1, \kappa_V = 1$). The expected contribution from the $tH$ process is also modified consistently with $\kappa_t$. Figure 12 gives the scan for the S1 and S2 projections, which shows that at 300 fb$^{-1}$ negative values of $\kappa_t$ are excluded at more than the 99% CL in the S1 scenario. The $\kappa_t$ ranges are even more constrained in S2. For 3000 fb$^{-1}$ a negative value of $\kappa_t$ is disfavoured with a significance larger than five standard deviations.

Figure 12: Scan of the test statistic $q$ versus $\kappa_t$ for the Asimov data sets corresponding to $\kappa_V = 1$ for the two integrated luminosity scenarios in S1 (with Run 2 systematic uncertainties [38]) and S2 (with YR18 systematic uncertainties).

With the larger HL-LHC data set it is therefore relevant to assess the sensitivity to the SM rate of $tH$ production. In the Run 2 analysis with 35.9 fb$^{-1}$ of data, the observed upper limit on the $tH$ signal strength relative to the SM ($\mu_{tH}$) is 25 compared to the median expected value of 12,
assuming the ttH signal strength ($\mu_{ttH}$) is fixed to the SM value.

In Fig. 13 the variation of the expected upper limits on $\mu_{ttH}$ is shown as a function of the integrated luminosity for the S1 and S2 scenarios. The limits are determined assuming a background-only hypothesis in which the ttH process is considered as following the SM expectation ($\mu_{ttH} = 1$). In order to minimize further assumptions on the rate of ttH production, $\mu_{ttH}$ is treated as a free parameter in the fit. In the S1 scenario the expected median upper limit on $\mu_{ttH}$ at 300 (3000) fb$^{-1}$ is determined to be 5.60 (2.35). The corresponding value in S2 at 300 (3000) fb$^{-1}$ is 3.98 (1.51). With the 3000 fb$^{-1}$ data set and foreseen reduction in systematic uncertainties in S2, the expected upper limit on $\mu_{ttH}$ improves by about a factor of eight with respect to the current exclusion.

The evolution of the expected uncertainty on the measurement of $\mu_{ttH}$, assuming the SM rate, is given in Table 7. Values are given for two assumptions of the ttH background: one in which $\mu_{ttH}$ is unconstrained in the fit, and one in which it is fixed to the SM value of 1. In the latter case the uncertainties are reduced by around 10% at 3000 fb$^{-1}$, indicating that a precise simultaneous measurement of the ttH signal strength will be needed to obtain the optimal sensitivity to the tH channel. In both cases it is found that the reduced systematic uncertainties in S2 improve the precision by up to 30%.

Table 7: The ±1σ uncertainties on expected $\mu_{ttH}$=1 for scenarios S1 (with Run 2 systematic uncertainties [38]) and S2 (with YR18 systematic uncertainties) at all three luminosities, considering also the case when $\mu_{ttH}$ is fixed at the SM value.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Luminosity (fb$^{-1}$)</th>
<th>$\mu_{ttH}$ floating</th>
<th>$\mu_{ttH}$ fixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>35.9</td>
<td>+6.2</td>
<td>+5.8</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>-5.8</td>
<td>-5.4</td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>+2.9</td>
<td>+2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2.8</td>
<td>-2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.2</td>
<td>+1.1</td>
</tr>
<tr>
<td>S2</td>
<td>35.9</td>
<td>+6.2</td>
<td>+5.8</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>-5.8</td>
<td>-5.3</td>
</tr>
<tr>
<td></td>
<td>3000</td>
<td>+2.2</td>
<td>+2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2.2</td>
<td>-2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.9</td>
<td>+0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.9</td>
<td>-0.8</td>
</tr>
</tbody>
</table>
5 Higgs boson $p_T$ distribution and coupling constraints

The measurement of Higgs boson differential cross sections can provide constraints on physical parameters that have a small effect on inclusive quantities such as total cross sections, but cause larger deviations in the distributions of certain observables. By varying the Higgs couplings, the strength with which quarks and other bosons couple to the Higgs boson, significant distortions in the shapes of differential cross sections appear, in particular for the transverse momentum distribution. The combination of differential cross sections from the $H \rightarrow \gamma\gamma$, $H \rightarrow ZZ$ and boosted gluon-fusion-induced $H \rightarrow bb$, along with an interpretation in the $\kappa$-framework [31], is documented in Ref. [41]. This section describes the projected results of the differential spectra and fits of the Higgs coupling modifiers. The projected differential cross section is computed as a function of $p_T(H)$, for each of the individual decay channels and for the combination. The cross sections in all bins are determined from a simultaneous maximum likelihood fit as described in section 2.1. The unfolding of the number of observed events in each bin to the particle level, to account for detector effects and bin-to-bin migrations, is performed within this fit.

5.1 The differential cross section for $p_T(H)$

The projection of the differential cross section for the $p_T(H)$ spectrum at 3000 fb$^{-1}$ is shown in Fig. 14, for both S1 and S2. The relative uncertainties for both scenarios are given in Tables 8 and 9. With respect to the uncertainties at the current integrated luminosity of 35.9 fb$^{-1}$, the uncertainties at 3000 fb$^{-1}$ in the higher $p_T(H)$ region are about a factor of ten smaller. This is expected, as the uncertainties in this region remain statistically dominated. The uncertainties in the lower $p_T(H)$ region are no longer statistically dominated however, as can been seen by comparing Table 8 with Table 9, where the reduced systematic uncertainties in S2 yield a reduction in the total uncertainty of up to 25% compared to S1.

<table>
<thead>
<tr>
<th>$p_T(H)$ (GeV)</th>
<th>0-15</th>
<th>15-30</th>
<th>30-45</th>
<th>45-80</th>
<th>80-120</th>
<th>120-200</th>
<th>200-350</th>
<th>350-600</th>
<th>600-∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H \rightarrow \gamma\gamma$</td>
<td>7.2%</td>
<td>6.8%</td>
<td>7.1%</td>
<td>6.9%</td>
<td>7.1%</td>
<td>6.7%</td>
<td>7.1%</td>
<td>9.9%</td>
<td>32.5%</td>
</tr>
<tr>
<td>$H \rightarrow ZZ$</td>
<td>6.2%</td>
<td>5.7%</td>
<td>5.0%</td>
<td>5.5%</td>
<td>9.6%</td>
<td>6.7%</td>
<td>7.1%</td>
<td>32.5%</td>
<td></td>
</tr>
<tr>
<td>$H \rightarrow bb$</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Combination</td>
<td>4.7%</td>
<td>4.4%</td>
<td>5.0%</td>
<td>4.7%</td>
<td>4.8%</td>
<td>4.7%</td>
<td>5.2%</td>
<td>8.5%</td>
<td>25.4%</td>
</tr>
</tbody>
</table>

Table 8: Relative uncertainties on the projected $p_T(H)$ spectrum under S1 (with Run 2 systematic uncertainties [41]) at 3000 fb$^{-1}$.

<table>
<thead>
<tr>
<th>$p_T(H)$ (GeV)</th>
<th>0-15</th>
<th>15-30</th>
<th>30-45</th>
<th>45-80</th>
<th>80-120</th>
<th>120-200</th>
<th>200-350</th>
<th>350-600</th>
<th>600-∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H \rightarrow \gamma\gamma$</td>
<td>5.1%</td>
<td>4.6%</td>
<td>5.1%</td>
<td>4.8%</td>
<td>4.9%</td>
<td>4.9%</td>
<td>5.1%</td>
<td>8.6%</td>
<td>32.2%</td>
</tr>
<tr>
<td>$H \rightarrow ZZ$</td>
<td>5.4%</td>
<td>4.8%</td>
<td>4.1%</td>
<td>4.1%</td>
<td>4.7%</td>
<td>9.1%</td>
<td>4.7%</td>
<td>9.1%</td>
<td>32.2%</td>
</tr>
<tr>
<td>$H \rightarrow bb$</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Combination</td>
<td>3.7%</td>
<td>3.3%</td>
<td>4.2%</td>
<td>3.7%</td>
<td>4.0%</td>
<td>3.8%</td>
<td>4.4%</td>
<td>8.0%</td>
<td>24.5%</td>
</tr>
</tbody>
</table>

Table 9: Relative uncertainties on the projected $p_T(H)$ spectrum under S2 (with YR18 systematic uncertainties) at 3000 fb$^{-1}$.

5.2 Constraining Higgs coupling modifiers using the $p_T(H)$ spectrum

Theoretical predictions of differential distributions can be fit to data, and can subsequently be used to constrain physical parameters such as the couplings of the Higgs boson. Two sets of parametrisations are fit to the projected $p_T(H)$ distribution: Parametrisations dependent on $\kappa_b$ and $\kappa_c$, computed in Ref. [42], and parametrisations dependent on $\kappa_t$ and $c_g$, computed in
Figure 14: Projected differential cross section for the $p_T^H$ spectrum at an integrated luminosity of 3000 fb$^{-1}$, under S1 (left, with Run 2 systematic uncertainties [41]) and S2 (right, with YR18 systematic uncertainties).

Ref. [43, 44]. The calculations of the former extend up to 120 GeV in $p_T^H$, and therefore $H \rightarrow bb$ is not used in the fit. The results of the fits of $\kappa_b/\kappa_c$ and $\kappa_1/\kappa_8$ are shown in Fig. 15 and Fig. 16 respectively. Additional theoretical uncertainties on the differential cross section predictions are included in the systematic uncertainties, and are not reduced with integrated luminosity. For this reason, the relative difference between S1 and S2 is expected not to be as pronounced as in the case of the differential $p_T^H$ combination.

6 Constraints on anomalous HZZ couplings and the Higgs boson width using on-shell and off-shell measurements

Anomalous contributions in the spin-0 tensor structure of HVV interactions can be characterized by coefficients $a_2$, $a_3$, $\Lambda_1$, and $\Lambda_Q$ defined in Refs. [45, 46]. The contribution to the total cross section from these coefficients can be parametrised in terms of their fractional contribution to on-shell $H \rightarrow ZZ$ decays via the fractions $f_{ii}$ and phases $\phi_{ii}$ [45, 46]. Constraints on these anomalous contributions can further be improved by including off-shell Higgs boson production. An enhancement of signal events is expected in the presence of either anomalous HVV couplings or large Higgs boson total width, $\Gamma_H$ [15, 46, 47].

In this note, only the tensor structure proportional to $a_3$ is considered using either the combination of on-shell and off-shell events or with only on-shell events with $4\ell$ decay, following the techniques described in Refs. [15, 45, 47]. Constraints are placed in terms of $f_{ii} \cos (\phi_{ii})$ with the assumptions $\phi_{ii} = 0$ or $\pi$, $a_{ii}^{ZZ} = a_{ii}^{WW}$, and $\Gamma_H = \Gamma_H^{SM}$ (in the case of limits from the combined on-shell and off-shell likelihood parametrisation), and on $\Gamma_H$ with the assumption $f_{ii} = 0$.

The projections are shown in Fig. 17 and summarised in Table 10. Systematic uncertainties are
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Figure 15: Projected simultaneous fit for $\kappa_b$ and $\kappa_c$, assuming the branching fractions to be determined by the couplings (left) and the branching fractions implemented as nuisance parameters with no prior constraint (right), under S1 (top) and S2 (bottom). The one standard deviation contour is drawn for the combination ($H \to \gamma\gamma$ and $H \to ZZ$), the $H \to \gamma\gamma$ channel, and the $H \to ZZ$ channel in black, red, and blue, respectively. For the combination the two standard deviation contour is drawn as a black dashed line, and the shading indicates the negative log-likelihood, with the scale shown on the right hand side of the plots.
Figure 16: Projected simultaneous fit for $\kappa_t$ and $c_g$, assuming the branching fractions to be determined by the couplings (left) and the branching fractions implemented as nuisance parameters with no prior constraint (right), under S1 (top) and S2 (bottom). The one standard deviation contour is drawn for the combination ($H \to \gamma\gamma$, $H \to ZZ$, and $H \to bb$), the $H \to \gamma\gamma$ channel, and the $H \to ZZ$ channel in black, red, and blue, respectively. For the combination the two standard deviation contour is drawn as a black dashed line, and the shading indicates the negative log-likelihood, with the scale shown on the right hand side of the plots.
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found to have a negligible effect on the results for \( f_{a3} \cos(\phi_{a3}) \) using either on-shell and off-shell events combined or only on-shell events, so only scenario S1 is shown. In the case of \( \Gamma_H \) limits, theoretical systematic uncertainties are dominant over experimental ones. The dominant theoretical systematic effect comes from the uncertainty in the NLO EW correction on the \( q\bar{q} \rightarrow 4\ell \) simulation above the \( 2m_Z \) threshold, but this uncertainty is also expected to be constrained from data with an integrated luminosity of \( 3000 \text{ fb}^{-1} \). Limits on \( \Gamma_H \) are also given for an approximate S2 in which the experimental uncertainties are not reduced, while the theoretical uncertainties are halved with respect to S1. The 10% additional uncertainty applied on the QCD NNLO K factor on the gg background process is kept the same in this approximated S2 in order to remain conservative on the understanding of these corrections for this background component. It is also noted that the uncertainties on the signal and background QCD NNLO K factors are smaller in the Run 2 analysis [47] than in previous projections using Run 1 data [48].

Table 10: Summary of the 95% CL intervals for \( f_{a3} \cos(\phi_{a3}) \), under the assumption \( \Gamma_H = \Gamma_{SM}^H \), and for \( \Gamma_H \) under the assumption \( f_{ai} = 0 \) for projections at 3000 fb\(^{-1}\). Constraints on \( f_{a3} \cos(\phi_{a3}) \) are multiplied by \( 10^4 \). Values are given for scenarios S1 (with Run 2 systematic uncertainties [47]) and the approximate S2 scenario, as described in the text.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scenario</th>
<th>Projected 95% CL interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{a3} \cos(\phi_{a3}) \times 10^4 )</td>
<td>S1, only on-shell</td>
<td>([-1.8, 1.8])</td>
</tr>
<tr>
<td>( f_{a3} \cos(\phi_{a3}) \times 10^4 )</td>
<td>S1, on-shell and off-shell</td>
<td>([-1.6, 1.6])</td>
</tr>
<tr>
<td>( \Gamma_H ) (MeV)</td>
<td>S1</td>
<td>([2.0, 6.1])</td>
</tr>
<tr>
<td>( \Gamma_H ) (MeV)</td>
<td>S2</td>
<td>([2.0, 6.0])</td>
</tr>
</tbody>
</table>

Figure 17: Likelihood scans for projections on \( f_{a3} \cos(\phi_{a3}) \) (left) and \( \Gamma_H \) (right) at 3000 fb\(^{-1}\). On the left plot, the scans are shown using either the combination of on-shell and off-shell events (red) or only on-shell events (blue). The dashed lines represent the effect of removing all systematic uncertainties. In the right plot, scenarios S2 (solid magenta) and S1 (dotted red) are compared to the case where all systematic uncertainties (dashed black) are removed. The dashed horizontal lines indicate the 68% and 95% CLs. The \( f_{a3} \cos(\phi_{a3}) \) scans assume \( \Gamma_H = \Gamma_{SM}^H \), and the \( \Gamma_H \) scans assume \( f_{ai} = 0 \).
7 Summary

The discovery of the Higgs boson opened a new era of precision measurements of the properties of the new particle, aimed to thoroughly test their consistency with the SM predictions. The present measurements of the Higgs boson couplings to fermions, bosons and of the tensor structure of the Higgs boson interaction with electroweak gauge bosons show no significant deviations with respect to the SM expectations. The HL-LHC will provide a unique environment in which to test the Higgs boson properties.

This summary describes the projected sensitivity to 300 and 3000 fb$^{-1}$ of several Higgs boson analyses performed on the 13 TeV data set collected in 2016. The projections are performed under different scenarios considering the systematic uncertainties under Run 2 and HL-LHC conditions. Results have been presented for a combined measurement of coupling modifiers and signal strengths, with additional studies for $ttH$ and $VH$ production with $H \to bb$ decay, and for production in association with a single top quark. Projections have also been given for the measurement of the Higgs boson transverse momentum differential cross section, and the expected constraints on anomalous couplings and the total width using on- and off-shell $H \to ZZ$ measurements.
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A Evolution of uncertainties with integrated luminosity

Figure 18: Evolution of the uncertainty contribution with integrated luminosity for the per-decay signal strength parameters in S1 (with Run 2 systematic uncertainties [30]).
Figure 19: Evolution of the uncertainty contribution with integrated luminosity for the per-decay signal strength parameters in S2 (with YR18 systematic uncertainties).
3.2. Higgs boson couplings and properties (CMS-FTR-18-011)

Figure 20: Evolution of the uncertainty contribution with integrated luminosity for the per-production signal strength parameters in S1 (with Run 2 systematic uncertainties [30]).
A. Evolution of uncertainties with integrated luminosity

Figure 21: Evolution of the uncertainty contribution with integrated luminosity for the per-production signal strength parameters in S2 (with YR18 systematic uncertainties).
Figure 22: Evolution of the uncertainty contribution with integrated luminosity for the coupling modifier parameters in S1 (with Run 2 systematic uncertainties [30]).
A. Evolution of uncertainties with integrated luminosity

![Graphs showing evolution of uncertainties with integrated luminosity for different parameters.](image)

Figure 23: Evolution of the uncertainty contribution with integrated luminosity for the coupling modifier parameters in S2 (with YR18 systematic uncertainties).
B Results for parametrisation with ratios of coupling modifiers

Figure 24: Summary plot showing the total expected $\pm 1\sigma$ uncertainties in S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties) on the coupling modifier ratio parameters for 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right).

Table 11: The expected $\pm 1\sigma$ uncertainties, expressed as percentages, on the coupling modifier ratio parameters. Values are given for both S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and experimental (Exp).
Figure 25: Evolution of the uncertainty contribution with integrated luminosity for the coupling modifier ratio parameters in S1 (with Run 2 systematic uncertainties [30]).
Figure 26: Evolution of the uncertainty contribution with integrated luminosity for the coupling modifier ratio parameters in S2 (with YR18 systematic uncertainties).
C Cross section and branching fraction results

Figure 27: Summary plot showing the total expected ±1σ uncertainties in S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties) on the branching ratio measurements for 300 fb⁻¹ (left) and 3000 fb⁻¹ (right). The statistical-only component of the uncertainty is also shown.
### Table 12: The expected ±1σ uncertainties on the branching ratio measurements, expressed as percentages, and assuming the SM values for the production cross sections. Values are given for both S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and experimental (Exp). The theory uncertainties on the branching ratios are neglected in these results.

<table>
<thead>
<tr>
<th></th>
<th>Total Stat</th>
<th>Exp</th>
<th>SigTh</th>
<th>BkgTh</th>
<th>Total Stat</th>
<th>Exp</th>
<th>SigTh</th>
<th>BkgTh</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_{\gamma\gamma} ) S1</td>
<td>7.8</td>
<td>4.1</td>
<td>4.8</td>
<td>4.5</td>
<td>0.3</td>
<td>4.4</td>
<td>1.3</td>
<td>2.6</td>
</tr>
<tr>
<td>( B_{\gamma\gamma} ) S2</td>
<td>5.5</td>
<td>4.1</td>
<td>2.6</td>
<td>2.5</td>
<td>0.3</td>
<td>3.0</td>
<td>1.3</td>
<td>1.7</td>
</tr>
<tr>
<td>( B_{WW} ) S1</td>
<td>7.0</td>
<td>3.2</td>
<td>3.5</td>
<td>4.8</td>
<td>1.8</td>
<td>4.0</td>
<td>1.0</td>
<td>1.4</td>
</tr>
<tr>
<td>( B_{WW} ) S2</td>
<td>5.2</td>
<td>3.2</td>
<td>2.8</td>
<td>2.8</td>
<td>1.4</td>
<td>2.8</td>
<td>1.0</td>
<td>1.1</td>
</tr>
<tr>
<td>( B_{ZZ} ) S1</td>
<td>8.4</td>
<td>5.1</td>
<td>4.5</td>
<td>5.0</td>
<td>0.4</td>
<td>5.0</td>
<td>1.6</td>
<td>2.5</td>
</tr>
<tr>
<td>( B_{ZZ} ) S2</td>
<td>6.4</td>
<td>5.1</td>
<td>2.7</td>
<td>2.8</td>
<td>0.3</td>
<td>3.2</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>( B_{bb} ) S1</td>
<td>12.1</td>
<td>6.6</td>
<td>5.6</td>
<td>4.7</td>
<td>7.0</td>
<td>7.0</td>
<td>2.1</td>
<td>2.3</td>
</tr>
<tr>
<td>( B_{bb} ) S2</td>
<td>10.2</td>
<td>6.6</td>
<td>4.9</td>
<td>2.3</td>
<td>5.6</td>
<td>4.7</td>
<td>2.1</td>
<td>1.7</td>
</tr>
<tr>
<td>( B_{\tau\tau} ) S1</td>
<td>8.7</td>
<td>5.0</td>
<td>5.0</td>
<td>4.8</td>
<td>0.9</td>
<td>3.9</td>
<td>1.6</td>
<td>1.9</td>
</tr>
<tr>
<td>( B_{\tau\tau} ) S2</td>
<td>7.4</td>
<td>5.0</td>
<td>4.3</td>
<td>3.3</td>
<td>0.9</td>
<td>2.9</td>
<td>1.6</td>
<td>1.4</td>
</tr>
<tr>
<td>( B_{\mu\mu} ) S1</td>
<td>42.9</td>
<td>42.0</td>
<td>5.9</td>
<td>5.3</td>
<td>0.8</td>
<td>12.8</td>
<td>9.1</td>
<td>7.6</td>
</tr>
<tr>
<td>( B_{\mu\mu} ) S2</td>
<td>42.2</td>
<td>42.0</td>
<td>2.6</td>
<td>2.8</td>
<td>0.8</td>
<td>9.6</td>
<td>9.1</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Figure 28: Summary plot showing the total expected ±1σ uncertainties in S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties) on the cross section measurements for 300 fb\(^{-1}\) (left) and 3000 fb\(^{-1}\) (right). The statistical-only component of the uncertainty is also shown.
Table 13: The expected $\pm 1\sigma$ uncertainties on the cross section measurements, expressed as percentages, and assuming the SM values for the branching fractions. Values are given for both S1 (with Run 2 systematic uncertainties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and experimental (Exp). The theory uncertainties on the production cross sections are neglected in these results.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_{ggH}$</th>
<th></th>
<th>$\sigma_{VBF}$</th>
<th></th>
<th>$\sigma_{WH}$</th>
<th></th>
<th>$\sigma_{ZH}$</th>
<th></th>
<th>$\sigma_{ttH}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total Stat</td>
<td></td>
<td>Exp SigTh</td>
<td>BkgTh</td>
<td>Total Stat</td>
<td></td>
<td>Exp SigTh</td>
<td>BkgTh</td>
<td>Total Stat</td>
<td></td>
</tr>
<tr>
<td>$c_{ggH}$</td>
<td>S1 4.6 2.6 2.8 2.1 1.4</td>
<td></td>
<td>2.4 0.8 1.2 1.6 0.9</td>
<td>S2 3.6 2.6 2.0 1.2 0.8</td>
<td></td>
<td>1.7 0.8 0.9 0.9 0.6</td>
<td>S1 10.6 8.2 4.9 4.4 1.2</td>
<td></td>
<td>4.1 2.6 2.1 2.0 1.3</td>
<td>S2 9.5 8.2 3.6 3.0 0.5</td>
</tr>
<tr>
<td>$c_{VBF}$</td>
<td>S1 15.2 12.4 4.4 5.0 5.7</td>
<td></td>
<td>6.7 3.9 2.1 4.3 2.5</td>
<td>S2 13.8 12.4 4.1 2.5 3.7</td>
<td></td>
<td>5.4 3.9 1.7 2.4 2.3</td>
<td>S1 12.0 5.6 7.4 1.5 7.3</td>
<td></td>
<td>5.8 1.8 3.1 1.9 4.1</td>
<td>S2 9.9 5.6 5.9 0.8 5.6</td>
</tr>
</tbody>
</table>
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Prospects for Higgs boson differential cross section measurements for the full expected High-Luminosity LHC (HL-LHC) luminosity of 3 ab$^{-1}$ are performed using the $H \rightarrow \gamma\gamma$, $H \rightarrow ZZ' \rightarrow 4\ell$ decay channels, as well as their combination. Differential cross section measurements are presented for the Higgs boson transverse momentum, Higgs boson rapidity, number of jets produced together with the Higgs boson, and the transverse momentum of the leading jet.
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1 Introduction

Higgs boson differential cross section measurements are an important probe of the Standard Model (SM) and provide constraints on effects from physics beyond the SM. As almost model independent measurements, they are well suited to be used for a variety of interpretations (e.g. Ref. [1, 2]). In this Note, the projections of Higgs boson differential cross-sections measured in the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^* \rightarrow 4\ell$ decay channels, as well as results obtained from combining the two decay channels, are shown for the full expected High-Luminosity LHC (HL-LHC [3]) integrated luminosity. Cross-sections are obtained from measured event yields by subtracting the backgrounds and taking into account detector efficiencies, resolutions, acceptances and branching fractions following the methods used in Ref. [4] for the $H \rightarrow \gamma\gamma$ decay channel, Ref. [5] and Ref. [6] for the $H \rightarrow ZZ^* \rightarrow 4\ell$, and Ref. [7] for their combination. The projections are obtained by scaling the signal and background Asimov datasets used for the Run2 analyses to the HL-LHC expected integrated luminosity of 3 ab$^{-1}$.

The performance of the future detector will be comparable to or better than the one in Run2. The higher pileup present in the HL-LHC is assumed to be compensated for by new detectors, reconstruction algorithms and analysis strategies to achieve the same performance as in Run2. Two different scenarios in the context of the HL-LHC are studied: in the first, the systematic uncertainties are considered to be the same as the Run2 analyses, while in the second expected improvements in systematic uncertainties are taken into account. In the latter, the current Run2 systematic uncertainties are scaled following Ref. [3]. The observables studied include the Higgs boson transverse momentum $p_T^H$ and rapidity $|y^H|$, the number of jets $N_{jets}$ with jet transverse momentum above 30 GeV, and the leading jet transverse momentum $p_T^{j1}$. For the $H \rightarrow \gamma\gamma$ channel, a different projection was performed in Ref. [8] for the $p_T^H$ using different pileup and systematic uncertainties scenarios, as well as a different estimation technique in the high $p_T^H$ regime. For the $H \rightarrow ZZ^* \rightarrow 4\ell$ channel, projections for the $|y^H|$ and $p_T^H$ were made taking into account improvements in ATLAS Muon Spectrometer [9]. In this note, the $p_T^H$ distribution is further studied by adding a new higher-$p_T$ bin with respect to the previous projections.

The methodology followed for this study is discussed in Section 2. Section 3 presents the results. The conclusions are reported in Section 4.

2 Analysis Strategy

This study aims to provide an estimated precision for the HL-LHC measurements of the $H \rightarrow \gamma\gamma$, $H \rightarrow ZZ^* \rightarrow 4\ell$, and combined differential cross sections for 3 ab$^{-1}$. The projections are performed using Asimov datasets matching the 2015-2017 luminosity, which are scaled to the expected integrated luminosity of 3 ab$^{-1}$ and center-of-mass energy of $\sqrt{s} = 14$ TeV [10]. The extrapolations are based on the Run2 analyses using an integrated luminosity of 36 fb$^{-1}$ [4, 5, 7], with the exception of the $p_T^H$ observable in $H \rightarrow ZZ^* \rightarrow 4\ell$ where the measurement based on 80 fb$^{-1}$ is used [6]. For the combination, since there are some observables where the binning choice is more granular in one channel than in the other, the bins with higher granularity are summed and combined with the corresponding bin of the other channel. Measurements are based on maximizing the profile-likelihood ratio

$$\Lambda(\hat{\sigma}) = \frac{L(\hat{\sigma}, \hat{\theta}(\hat{\sigma}))}{L(\hat{\sigma}, \theta)}$$

where $\hat{\sigma}$ is a vector whose elements correspond to the Higgs boson production cross section of each bin for a given observable, $\theta$ the nuisance parameters, which correspond to the systematic uncertainties considered,
and $L$ the likelihood function, which includes the signal extraction, correction to particle level, and extrapolation to the total phase space. The $\hat{\sigma}$ and $\hat{\theta}$ terms denote the unconditional maximum-likelihood estimate of the parameters, and $\hat{\theta}(\hat{\sigma})$ is the conditional maximum-likelihood estimate for the given parameter values. Under certain assumptions, the effects of foreseen changes to background measurements in each analysis are modeled. Previous measurements in the $H \rightarrow ZZ^* \rightarrow 4\ell$ channel have taken the normalization of the dominant background, non-resonant SM ZZ$^*$ production, from MC simulation: in the future, this normalization will likely be a parameter of the fit, constrained by the $m_4\ell$ sidebands. In the $H \rightarrow \gamma\gamma$ channel, the uncertainties on the background parameterization (spurious signal) are largely due to limited statistics in the MC and the data sidebands: for HL-LHC we expect to develop new methods which should render these uncertainties negligible. As with the Run2 results, the combined cross sections, as well as the cross sections in the individual channels, are extracted for the total phase space, and hence are slightly more model-dependent than the cross section measurements in the individual channels performed in Run2, which are extracted in fiducial phase spaces close to the selection criteria for reconstructed events in the detector. The center-of-mass energy increase is taken into account by applying a scale factor to the event yields, neglecting any change in the kinematic distributions, but taking into consideration the different production process composition for each observable bin. Among the four measured observables, the Higgs boson transverse momentum is of particular importance, since it can be used to test perturbative QCD calculations and it is also sensitive to the Lagrangian structure of the Higgs boson interactions [11]: therefore for this study the $p_T^H$ measurement range was extended up to 1 TeV, with the highest-$p_T^H$ bin defined to be $p_T^H \in [350 \text{ GeV}, 1 \text{ TeV}]$. Such a bin, while already present in the $H \rightarrow ZZ^* \rightarrow 4\ell$ 80 fb$^{-1}$ analysis, is not included in the $H \rightarrow \gamma\gamma$ Run2 measurement, which, as described in Ref. [4], gathered all the events beyond $p_T^H = 350 \text{ GeV}$ in an overflow bin. For the projections, to construct a measurement for a bin $p_T^H \in [350 \text{ GeV}, 1000 \text{ GeV}]$, the signal and background shapes of the overflow bin have been used, as well as the expected background and signal in this $p_T^H$ range.

2.1 Systematic uncertainties

Systematic uncertainties are modeled as nuisance parameters in the fit. The impact of some systematic uncertainties is reduced to reflect expected improvements in the years leading up to the HL-LHC (Table 1) [3]. The theoretical and experimental uncertainties related to jet reconstruction and luminosity determination are expected to be ameliorated due to detector upgrades and measurements. The uncertainties related to the photon energy scale and resolution are scaled down, considering that the large amount of data expected and a better knowledge of the detector itself will allow for a more precise energy calibration. The uncertainties related to photon reconstruction, identification, and isolation are also scaled down, assuming that new methods will mitigate the higher pileup environment, which will allow the achievement of a better precision than the current one. Additionally, changes to the background estimation described in the previous section also affect the associated systematic uncertainties. For the $H \rightarrow \gamma\gamma$ analysis, the uncertainty related to the background modeling is set to zero regardless of whether the other systematic uncertainties are scaled. In the $H \rightarrow ZZ^* \rightarrow 4\ell$ channel, the uncertainties on the ZZ irreducible background are scaled such that their sum in quadrature matches the normalization uncertainty expected from the new estimation procedure. Uncertainties affecting the shape of the ZZ background are neglected.
Table 1: A summary list of the systematic uncertainties expected to be improved. The table briefly describes these uncertainties and specifies the amount by which they are scaled.

<table>
<thead>
<tr>
<th>Systematic Uncertainties</th>
<th>Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet energy scale, forward region</td>
<td>Set to 0</td>
</tr>
<tr>
<td>Jet energy scale, Jet punch-through</td>
<td>Set to 0</td>
</tr>
<tr>
<td>High-(p_T) jet energy scale</td>
<td>Set to 0</td>
</tr>
<tr>
<td>(H \to \gamma\gamma) background modeling</td>
<td>Set to 0</td>
</tr>
<tr>
<td>(4\ell , m_H)</td>
<td>Scaled by 0.25</td>
</tr>
<tr>
<td>PDF</td>
<td>Scaled by 0.41</td>
</tr>
<tr>
<td>Jet flavor</td>
<td>Scaled by 0.5</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>Scaled by 0.5</td>
</tr>
<tr>
<td>Pileup modelling</td>
<td>Scaled by 0.5</td>
</tr>
<tr>
<td>QCD scale</td>
<td>Scaled by 0.5</td>
</tr>
<tr>
<td>Underlying event and parton shower modeling</td>
<td>Scaled by 0.5</td>
</tr>
<tr>
<td>Higgs branching ratios</td>
<td>Scaled by 0.5</td>
</tr>
<tr>
<td>Photon energy scale and resolution</td>
<td>Scaled by 0.8 (^1)</td>
</tr>
<tr>
<td>Photon reconstruction, ID, and isolation</td>
<td>Scaled by 0.8</td>
</tr>
<tr>
<td>(qq \to ZZ) irreducible background</td>
<td>Set to 2%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>Set to 1% of expected integrated luminosity</td>
</tr>
</tbody>
</table>

3 Results

The results of the HL-LHC projection of the differential cross section measurements are shown in Figure 1, for the \(H \to \gamma\gamma\) decay channel, Figure 2, for the \(H \to ZZ^* \to 4\ell\) decay channel, and Figure 3, for the combination of the two aforementioned decay channels. The dominant systematic uncertainties for the \(N_{\text{jets}}\) and \(|y^H|\) measurements are from luminosity and pileup, for \(p_T^{\ell}\) the jet flavour (quark or gluon) composition and the Higgs boson kinematics, and for \(p_T^H\) the photon identification efficiency and the luminosity. A summary of the expected \(p_T^H\) bins sensitivity is presented in Table 2 for the three channels. These results show that the highest \(p_T^H\) bin will be sensitive to the quark top mass effects in the SM loop of the gluon fusion Higgs production according to theoretical predictions \([12, 13]\).

\(^1\) The impact of scaling down the photon energy scale and resolution uncertainty further down from a factor of 0.8 to 0.5 is found to be negligible.
Table 2: Summary of the expected relative uncertainty of the measurements in each $p_T^H$ bin for the (a) $H \rightarrow \gamma \gamma$ decay channel, (b) $H \rightarrow ZZ^* \rightarrow 4\ell$ decay channel, as well as (c) their combination.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 10</td>
<td>4.7</td>
<td>6.5</td>
<td>5.3</td>
</tr>
<tr>
<td>10, 20</td>
<td>3.9</td>
<td>5.9</td>
<td>4.6</td>
</tr>
<tr>
<td>20, 30</td>
<td>4.3</td>
<td>6.2</td>
<td>4.9</td>
</tr>
<tr>
<td>30, 45</td>
<td>4.1</td>
<td>6.0</td>
<td>4.7</td>
</tr>
<tr>
<td>45, 60</td>
<td>4.9</td>
<td>6.5</td>
<td>5.4</td>
</tr>
<tr>
<td>60, 80</td>
<td>5.0</td>
<td>6.7</td>
<td>5.7</td>
</tr>
<tr>
<td>80, 120</td>
<td>4.3</td>
<td>6.0</td>
<td>4.9</td>
</tr>
<tr>
<td>120, 200</td>
<td>3.4</td>
<td>5.4</td>
<td>4.2</td>
</tr>
<tr>
<td>200, 350</td>
<td>3.9</td>
<td>6.3</td>
<td>5.1</td>
</tr>
<tr>
<td>350, 1000</td>
<td>7.4</td>
<td>9.5</td>
<td>8.7</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 10</td>
<td>5.5</td>
<td>9.0</td>
<td>8.3</td>
</tr>
<tr>
<td>10, 15</td>
<td>6.1</td>
<td>8.1</td>
<td>7.6</td>
</tr>
<tr>
<td>15, 20</td>
<td>6.2</td>
<td>8.9</td>
<td>8.3</td>
</tr>
<tr>
<td>20, 30</td>
<td>4.6</td>
<td>6.9</td>
<td>6.3</td>
</tr>
<tr>
<td>30, 45</td>
<td>4.3</td>
<td>6.3</td>
<td>5.7</td>
</tr>
<tr>
<td>45, 60</td>
<td>5.2</td>
<td>6.8</td>
<td>6.2</td>
</tr>
<tr>
<td>60, 80</td>
<td>5.4</td>
<td>6.8</td>
<td>6.3</td>
</tr>
<tr>
<td>80, 120</td>
<td>4.9</td>
<td>6.2</td>
<td>5.7</td>
</tr>
<tr>
<td>120, 200</td>
<td>5.6</td>
<td>6.7</td>
<td>6.4</td>
</tr>
<tr>
<td>200, 350</td>
<td>9.4</td>
<td>13.2</td>
<td>13.1</td>
</tr>
<tr>
<td>350, 1000</td>
<td>23</td>
<td>24</td>
<td>23</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 10</td>
<td>3.2</td>
<td>5.5</td>
<td>4.5</td>
</tr>
<tr>
<td>10, 20</td>
<td>3.0</td>
<td>4.8</td>
<td>3.8</td>
</tr>
<tr>
<td>20, 30</td>
<td>2.8</td>
<td>5.0</td>
<td>3.9</td>
</tr>
<tr>
<td>30, 45</td>
<td>2.7</td>
<td>4.7</td>
<td>3.6</td>
</tr>
<tr>
<td>45, 60</td>
<td>3.2</td>
<td>5.0</td>
<td>4.1</td>
</tr>
<tr>
<td>60, 80</td>
<td>3.3</td>
<td>5.1</td>
<td>4.2</td>
</tr>
<tr>
<td>80, 120</td>
<td>2.9</td>
<td>4.6</td>
<td>3.7</td>
</tr>
<tr>
<td>120, 200</td>
<td>2.7</td>
<td>4.4</td>
<td>3.5</td>
</tr>
<tr>
<td>200, 350</td>
<td>3.4</td>
<td>5.4</td>
<td>4.5</td>
</tr>
<tr>
<td>350, 1000</td>
<td>6.8</td>
<td>8.7</td>
<td>8.2</td>
</tr>
</tbody>
</table>

(c)
Figure 1: Differential cross section measurements in the total phase space extrapolated to the full HL-LHC luminosity for the $H \rightarrow \gamma\gamma$ decay channel for (a) Higgs boson transverse momentum $p_{T}^{H}$, (b) Higgs boson rapidity $|y^{H}|$, (c) number of jets $N_{\text{jets}}$ with $p_{T} > 30$ GeV, and (d) the transverse momentum of the leading jet $p_{T}^{j_1}$. For each point both the statistical (error bar) and total (shaded area) uncertainties are shown. Two scenarios are shown: one with the current Run2 systematic uncertainties and one with scaled systematic uncertainties.
Figure 2: Differential cross section measurements in the total phase space extrapolated to the full HL-LHC luminosity for the $H \rightarrow ZZ^* \rightarrow 4\ell$ decay channel for (a) Higgs boson transverse momentum $p_T^H$, (b) Higgs boson rapidity $|y^H|$, (c) number of jets $N_{jets}$ with $p_T > 30$ GeV, and (d) the transverse momentum of the leading jet $p_T^{j1}$. For each point both the statistical (error bar) and total (shaded area) uncertainties are shown. Two scenarios are shown: one with the current Run2 systematic uncertainties and one with scaled systematic uncertainties.
3.3. Differential Higgs boson cross sections (ATL-PHYS-PUB-2018-040)

Figure 3: Differential cross sections in the total phase space extrapolated to the full HL-LHC luminosity for the combination of the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^{*} \rightarrow 4\ell$ decay channels for (a) Higgs boson transverse momentum $p_{T}^{H}$, (b) Higgs boson rapidity $|y_{H}|$, (c) number of jets $N_{\text{jets}}$ with $p_{T} > 30$ GeV, and (d) the transverse momentum of the leading jet $p_{T}^{1}$. For each point both the statistical (error bar) and total (shaded area) uncertainties are shown. Two scenarios are shown: one with the current Run2 systematic uncertainties and one with scaled systematic uncertainties.
4 Conclusion

Projections for measurements of Higgs boson differential cross sections at the HL-LHC were presented. For a binning similar to what is used in current Run2 measurements, the uncertainties are expected to range between 3% and 20%. Furthermore, the high-$p_T^H$ bin ($p_T^H \in [350 \text{ GeV}, 1 \text{ TeV}]$) will be accessible with a relative precision of about 8% after combining the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ \rightarrow 4\ell$ decay channels, and it will be sensitive to the quark top mass effects in the SM loop of the gluon fusion Higgs production according to theoretical predictions [12, 13]. With the increased statistical precision, systematic uncertainties will play an important role for $|y^H|$, $N_{\text{jets}}$, $p_T^{\text{j}}$, and all $p_T^H$ bins except the one with the highest $p_T$, which will still be statistically limited. Such improved measurements will allow the single and combined measurements to further probe the SM with unprecedented precision and to test for indications of physics beyond the SM.
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Abstract

This note presents a study of the prospects for the measurement of the rare Higgs boson decay $H \rightarrow \mu\mu$ using 3000 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 14$ TeV recorded with the ATLAS detector at the high-luminosity LHC. The studies assume an average number of interactions per bunch crossing $\langle \mu \rangle = 200$. The $H \rightarrow \mu\mu$ signal from gluon fusion and vector-boson fusion is expected to be observed with a significance of more than 9 standard deviations. The uncertainty on the Higgs production cross section times the branching ratio to dimuons normalised by the Standard Model prediction is expected to be around 13%. 
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1. Introduction

In July 2012 a Higgs boson with mass near 125 GeV was discovered by ATLAS and CMS through its decays to di-boson final states, $H \rightarrow \gamma\gamma$, $H \rightarrow ZZ$ and $H \rightarrow WW$ [1, 2]. The analysis of the full Run 1 data collected by ATLAS and CMS [3] consolidated these results and also provided observation of decays to the leptonic final state $\tau\tau$ and evidence of the fermionic final state $b\bar{b}$. All the observed rates so far, even exploiting the 13 TeV $pp$ collisions collected by ATLAS and CMS in 2015 and 2016, are consistent with the Standard Model (SM) predictions. This is also the case for the measured $J^P$ properties of this particle, for which the SM $0^+$ hypothesis is favored over various alternatives, including $0^−$, $1^\pm$, and $2^+$ models [4, 5].

The final states and production modes observed so far are induced by the Higgs boson couplings to either the massive vector bosons ($W, Z$) or to third-generation fermions, either quarks ($b, t$) or leptons ($\tau$). To search for possible deviations from the SM predictions and also to expand the set of measurements of the properties of the discovered particle, it is thus natural to turn to the couplings of the Higgs boson with the other fermion families. In the SM, the largest among such couplings is that to the charm quark, but due to the huge QCD background this is not easily accessible at the LHC. The $H \rightarrow \mu^+\mu^−$ decay is an excellent candidate for such a search, with its small but not insignificant cross section times branching ratio (13.6 fb at $\sqrt{s} = 14$ TeV [6]), smaller backgrounds and excellent invariant mass resolution that allows discrimination between signal and background. The limiting factor to the sensitivity of this search is the small expected signal yield and the very large contribution from the irreducible Drell-Yan background, $pp \rightarrow Z + X, Z \rightarrow \mu^+\mu^-$. With the full dataset collected in Run 1, ATLAS and CMS were not able to find an evidence of a signal, and set upper limits on the product of the Higgs boson production cross section times muonic branching ratio of 7.0 and 7.4 times the SM expectation, respectively [7, 8]. With about 36.1 fb$^{-1}$ of $pp$ collisions collected by ATLAS at 13 TeV during the LHC Run 2, the observed (expected) upper limit on the cross section times branching ratio is 3.0 (3.1) times the SM prediction at the 95% confidence level for a Higgs boson mass of 125 GeV [9]. When combining together the ATLAS Run 1 and Run 2 results, the observed (expected) upper limit is 2.8 (2.9) times the SM prediction.

The sensitivity of the ATLAS experiment to this decay is studied here for a Higgs boson with a mass of $m_H = 125$ GeV, assuming an integrated luminosity of 3000 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 14$ TeV. An average number of 200 additional inelastic $pp$ collisions per bunch-crossing (denoted “pile-up” in the rest of the note) is assumed. The analysis is based on a selection and event classification similar to that used for the Run 1 and Run 2 ATLAS searches, and updates the studies documented in Ref. [10], which were based on a simpler strategy without event categories, and assumed an average of 140 pile-up collisions per bunch-crossing ($\langle \mu \rangle = 140$). The analysis uses generator-level samples of the main signal and background processes, combined with parametrisations of the detector performance (muon and jet reconstruction and selection efficiencies and momentum resolutions) obtained from fully simulated samples. The parametric resolutions are used to smear the generator-level particle transverse momenta, while the parametric efficiencies are used to reweight the selected events. Compared to the previous study of Ref. [10], updated parametrizations of the ATLAS detector efficiencies and resolutions at the high-luminosity LHC – as described in the ATLAS Scoping Document [11] – have been used.

The three possible scenarios of detector upgrades presented in the ATLAS Scoping Document, defined by different costs and different performance and coverage, in term of pseudorapidity $\eta$ regions, are investigated by using the same event selection and classification. Results for the “reference” detector scenario, defined
by an inner tracker coverage up to $|\eta| = 4.0$, and for a muon selection limited to $|\eta| < 2.5$, as in the ATLAS Run 1 and Run 2 analyses, are reported in the main text. The main results for the “low” and “middle” scenarios, characterised by reduced acceptance of the inner tracking system with respect to the reference scenario, and for the “reference” scenario with a muon selection extended to the range $|\eta| < 4.0$, are also summarised succinctly in the main text (Sec. 6), while more details are provided in Appendix A.

## 2. MC Samples

The analysis is performed on generator-level samples of the main signal and background processes. The generated samples, including their theoretical cross sections for $\sqrt{s} = 14$ TeV, and their equivalent luminosities, used to normalise each sample to $3000 \text{ fb}^{-1}$, are summarised in Table 1.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>$\sigma_{\text{theory}}$ [pb]</th>
<th>Order (in QCD) of the theory calculation</th>
<th>$\mathcal{L} dt$ [fb$^{-1}$] of generated events</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H \rightarrow \mu^+ \mu^-$, ggF</td>
<td>Powheg+Pythia</td>
<td>$11.9 \times 10^{-3}$</td>
<td>NLO</td>
<td>$4.20 \times 10^4$</td>
</tr>
<tr>
<td>$H \rightarrow \mu^+ \mu^-$, VBF</td>
<td>Powheg+Pythia</td>
<td>$0.93 \times 10^{-3}$</td>
<td>approx NNLO</td>
<td>$5.36 \times 10^4$</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 0$ jets ($m_{\mu\mu} &gt; 60$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>1516</td>
<td>NLO</td>
<td>3.23</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 1$ jet ($m_{\mu\mu} &gt; 60$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>389</td>
<td>NLO</td>
<td>4.92</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 2$ jets ($m_{\mu\mu} &gt; 60$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>140</td>
<td>NLO</td>
<td>5.31</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 3$ jets ($m_{\mu\mu} &gt; 60$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>47.4</td>
<td>NLO</td>
<td>6.32</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 4$ jets ($m_{\mu\mu} &gt; 60$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>15.1</td>
<td>NLO</td>
<td>7.76</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 5$ jets ($m_{\mu\mu} &gt; 60$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>5.8</td>
<td>NLO</td>
<td>6.34</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 0$ jets ($m_{\mu\mu} &gt; 100$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>57.4</td>
<td>NLO</td>
<td>35</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 1$ jet ($m_{\mu\mu} &gt; 100$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>17.7</td>
<td>NLO</td>
<td>135</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 2$ jets ($m_{\mu\mu} &gt; 100$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>6.70</td>
<td>NLO</td>
<td>140</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 3$ jets ($m_{\mu\mu} &gt; 100$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>2.38</td>
<td>NLO</td>
<td>122</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 4$ jets ($m_{\mu\mu} &gt; 100$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>0.796</td>
<td>NLO</td>
<td>151</td>
</tr>
<tr>
<td>$Z(\rightarrow \mu^+ \mu^-) + 5$ jets ($m_{\mu\mu} &gt; 100$ GeV)</td>
<td>Alpgen+Herwig</td>
<td>0.314</td>
<td>NLO</td>
<td>129</td>
</tr>
</tbody>
</table>

For the $H \rightarrow \mu^+ \mu^-$ signal the Higgs boson mass is assumed to be $m_H = 125$ GeV. Only the dominant gluon fusion and VBF production modes are taken into account. The sum of their SM cross sections (taken from Ref. [6]), computed at N3LO (for ggF) or approximate NNLO (for VBF) in QCD with NLO electroweak corrections,

$$\sigma_{\text{ggF}} + \sigma_{\text{VBF}} = 58.95 \text{ pb},$$

(1)

constitutes about 94% of the total SM Higgs boson production cross section (62.61 pb). The remaining 6% is due to $WH$ (2.4%), $ZH$ (1.6%), $ttH$ and $bbH$ (1% each), where the $WH$ and $ZH$ cross sections are computed at NNLO in QCD with NLO EW corrections included, while the $ttH$ and $bbH$ cross sections are computed at NLO in QCD. The theoretical values of the production cross sections, including their uncertainties, used for this study are listed in Table 2.

Both signal samples are generated with POWHEG [12, 13] interfaced to PYTHIA8 [14] for showering, hadronization and modeling of the underlying event. The Higgs boson is forced to decay to dimuons. The branching ratio predicted by the SM for $m_H = 125$ GeV is

$$BR_{\text{SM}}(H \rightarrow \mu^+ \mu^-) = (2.18 \pm 0.05) \times 10^{-4}.$$  

(2)
Table 2: Theoretical SM Higgs boson production cross sections at the LHC for a centre-of-mass energy of $\sqrt{s} = 14$ TeV, for the dominant production modes.

<table>
<thead>
<tr>
<th>Process</th>
<th>$\sigma$ [pb]</th>
<th>scale uncertainty [%]</th>
<th>PDF+$\alpha_s$ uncertainty [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF</td>
<td>54.7</td>
<td>$+3.9$</td>
<td>$-3.9$</td>
</tr>
<tr>
<td>VBF</td>
<td>4.28</td>
<td>$+0.5$</td>
<td>$-0.3$</td>
</tr>
</tbody>
</table>

Fifty thousand events are generated for both ggF and VBF production modes, corresponding to integrated luminosities of about 5 and 50 ab$^{-1}$, respectively.

The main backgrounds to the signal under study are due to processes that produce isolated muon pairs in the final state. They are, in decreasing order of relevance after the final selection:

- Drell-Yan events, $pp \rightarrow \gamma/\gamma'$ \* $X \rightarrow \mu^+\mu^- X$ (also denoted “Z+jets” events in the following);
- leptonically decayed top quarks: $pp \rightarrow t\bar{t}X \rightarrow \mu^+\mu^- b\bar{b}\nu\bar{\nu}X$;
- leptonically decayed WW pairs: $pp \rightarrow W^+W^- X \rightarrow \mu^+\mu^- \nu\bar{\nu}X$.

The production of $Z/\gamma'$ in association with jets is generated with ALPGEN [15]. Up to five partons are produced in the hard scattering processes, with matrix elements implemented at LO. The $Z$ boson is forced to decay to dimuons. The production of $t\bar{t}$ and WW pairs are generated with MC@NLO [16, 17]. Both ALPGEN and MC@NLO are interfaced to HERWIG [18] for parton showering, fragmentation into particles and to model the underlying event, using JIMMY [19] to generate multiple-parton interactions.

Two sets of $Z(\rightarrow \mu^+\mu^-)+$jet samples are produced. A first one, used to study events passing the final selection, which includes a dimuon invariant mass requirement $m_{\mu^+\mu^-} > 110$ GeV, is produced with a generator-level dimuon invariant mass, before final-state-radiation, greater than 100 GeV, and corresponds to an integrated luminosity of at least 35 fb$^{-1}$. A second set of Z+jet samples, used to study the background $m_{\mu^+\mu^-}$ distribution in a region around the $Z$ boson mass pole, is produced with a generator-level minimum dimuon invariant mass of 60 GeV and corresponds to an integrated luminosity of about 3 fb$^{-1}$. The samples are normalised by scaling the cross sections predicted by ALPGEN by an inclusive $k$-factor obtained as the ratio between the inclusive production cross section for $Z/\gamma'(\rightarrow \mu^+\mu^-)+$jet events (2114 pb) from a calculation performed with MCFM [20] at NNLO in QCD for the study reported in Ref. [10], and the sum of the ALPGEN $Z(\rightarrow \mu^+\mu^-)+n$ parton production cross sections (1822 pb) for the same $m_{\mu^+\mu^-}>60$ GeV requirement.

Nine $W^+W^-$ samples are produced corresponding to the possible combinations of the different $W^\pm$ leptonic decays. The samples are normalised using an NLO calculation of the $W^+W^- \rightarrow \mu^+\nu\mu^-\bar{\nu}_\mu$ cross section (1.419 pb for each leptonic final state) performed with MCFM for the study reported in Ref. [10], and correspond to a luminosity of about 240 fb$^{-1}$.

Generated $t\bar{t}$ events are filtered by requiring that at least one top produces a $W$ boson that decays leptonically. The $t\bar{t}$ production cross section from a NNLL+approximate NNLO calculation is 896 pb (for $m_t = 173.3$ GeV), with about 8.5% uncertainty. The generated number of $t\bar{t}$ events corresponds to an integrated luminosity of about 24 fb$^{-1}$.
3. Analysis strategy

The analysis proceeds through the following steps:

• an event selection aimed at keeping a high signal efficiency while suppressing as much as possible the backgrounds;
• an event classification to split the selected sample in subsets with different signal-to-background ratios \( (S/B) \) in order to improve the total sensitivity of the search;
• a maximum likelihood fit to the di-muon invariant mass distribution of the selected events, to estimate the signal yield and its uncertainty. The fit exploits the property that the invariant mass distribution of background events does not peak at the Higgs boson mass value, unlike the signal.

Systematic uncertainties are incorporated as nuisance parameters in the final fit, as described later. In the following, the three steps of the analysis are briefly reviewed.

3.1. Event selection

The following selection criteria are applied to the generated signal and background events after having applied the parametric efficiency and resolution corrections. The criteria are similar to those used in the Run 1 and Run 2 analyses, but the jet requirements are tighter to cope with the significantly larger number of pile-up jets.

• Events are required to have exactly one pair of reconstructed and identified opposite-sign muons with \( p_T > 15 \text{ GeV} \) and \( |\eta| < 2.5 \). The muon reconstruction and identification efficiency is estimated to be 54\% for \( |\eta| < 0.1 \) and 97\% for \( |\eta| > 0.1 \). Muons overlapping with good jets within a cone of radius \( \Delta R = 0.4 \) are ignored, where good jets are defined as all jets with \( p_T > 30 \text{ GeV} \) passing the track-confirmation algorithm aimed at suppressing pile-up jets. This algorithm uses the tracking information by looking at the ratio \( R_{p_T} \) of the scalar \( p_T \) sum of the tracks that are associated with the jet and originate from the event primary vertex divided by the fully calibrated jet \( p_T \). Small ratios typically arise from pile-up jets, while the ratio is larger for jets from the primary interaction. More details on this method, which in the following is referred to as track-confirmation (TC), and on its performance for different detector layouts are given in Ref. [11]. The track-confirmation requirements are applied to jets with \( p_T < 100 \text{ GeV} \) and pseudorapidity \( |\eta| < 3.8 \).

• The leading-\( p_T \) muon must have \( p_T > 25 \text{ GeV} \).

• The event should pass single or dimuon triggers, which have transverse momentum thresholds of 20 GeV and 11 GeV, respectively. The typical single muon trigger efficiency is around 96\% for \( |\eta| < 2.4 \), with the exception of the region \( |\eta| < 0.05 \) where it drops to 77\%, and is 0 for \( |\eta| > 2.4 \) due to the absence of fast muon chambers with triggering capability.

• For the extraction of the final results from a fit to the di-muon invariant mass, selected events are required to have \( 110 < m_{\mu\mu} < 160 \text{ GeV} \).

The previous requirements define the nominal “signal region”. A \( Z+\text{jet} \) “control region” is also defined by applying the same requirements with the exception of the di-muon invariant mass selection, which is changed to \( 87 < m_{\mu\mu} < 117 \text{ GeV} \).
3.2. Event classification

Events are classified in seven orthogonal categories: one VBF-like category based on the presence of two forward jets with large rapidity gap and six categories based on the muon pseudorapidity and di-muon transverse momentum, $p_T^{\mu\mu}$. The Run 1 category definition is used, with the exception of the VBF-like category, whose definition has been reoptimised. Events considered as VBF candidates must still contain two high-$p_T$ jets, and the two leading-$p_T$ jets are required to be in opposite hemispheres ($\eta_1 + \eta_2 < 0$), but the criteria applied on the minimum invariant mass and the minimum pseudorapidity separation between the leading-$p_T$ and subleading-$p_T$ jet have been tightened. Additional requirements are also applied to:

- the minimum value of the di-muon transverse momentum, since the muon pair from the Higgs boson in a VBF event is recoiling against the two quark-jets and is on average more boosted than muons from Higgs bosons produced through gluon fusion, and
- the maximum value of the quantity $\eta^* = |\eta_{\mu\mu} - \frac{\eta_1 + \eta_2}{2}|$.

The optimisation is performed iteratively, by fixing the requirements on 3 of the four variables $m_{jj}$, $|\Delta \eta_{jj}|$, $p_T^{\mu\mu}$ and $\eta^*$ and finding the value of the cut on the fourth variable that maximises the VBF significance, computed as $N_{VBF}/\sqrt{N_{VBF} + N_{ggF} + B}$ in the VBF-like category. The requirement on the scanned variable is then fixed and the optimisation then proceeds to the next one. Only 2 iterations are performed, in the following order: $m_{jj} \rightarrow |\Delta \eta_{jj}| \rightarrow p_T^{\mu\mu} \rightarrow \eta^* \rightarrow |\Delta \eta_{jj}| \rightarrow m_{jj}$.

The final requirements for the VBF-like category are the following:

- $m_{jj} > 650$ GeV ,
- $|\Delta \eta_{jj}| > 3.6$ ,
- $p_T^{\mu\mu} > 80$ GeV ,
- $\eta^* < 2.0$ .

The events not passing the VBF-like category are classified as either “central” or “non-central” whether both muons have $|\eta| < 1$ (and thus better $p_T$ resolution) or not. These two sub-samples are both split in three categories based on $p_T^{\mu\mu}$:

- low-$p_T^{\mu\mu}$: $p_T^{\mu\mu} < 15$ GeV,
- medium-$p_T^{\mu\mu}$: $15 < p_T^{\mu\mu} < 50$ GeV,
- high-$p_T^{\mu\mu}$: $p_T^{\mu\mu} > 50$ GeV,

to exploit the fact that signal events have on average larger di-muon transverse momentum than $Z/\gamma^*$ background events.
3.3. Signal extraction

The final results are obtained from a simultaneous fit to the invariant mass distribution of the seven event categories for events in the signal region. The signal yield $S$ and the background yield $B$ in each category, as well as the background shape parameters (except for the $Z$ lineshape ones), are floating in the fit.

Given the large number of events, a binned fit (with a sufficiently narrow binning compared to the excellent signal resolution) is performed, in order to reduce drastically the CPU time needed for the fit. The chosen binning is 0.1 GeV.

Two fits are performed:

1. an inclusive fit to all selected events, without categories, in which there is a single parameter of interest, the signal strength $\mu$

$$\mu = \frac{S}{S^{SM}},$$

defined as the ratio between the observed signal yield $S$ and its SM expectation, $S^{SM}$;

2. a simultaneous fit to the selected events classified in the seven categories, using for each one its own signal and background model, with a single parameter of interest $\mu$.

Systematic uncertainties are incorporated in the likelihood function $L$ by introducing a nuisance parameter $\theta$ for each source of uncertainty, so that the signal and background expectations (yields or parameters of the model) become functions of $\theta$. A “penalty” or “constraint” term, which exploits the present estimate or guess of each systematic uncertainty, is then included as a multiplicative factor in the likelihood function. The nuisance parameters are then fitted (“profiled”) to the data, together with the parameter(s) of interest, when minimizing $-\log L$. The systematic uncertainties that are considered in this study are the theoretical uncertainties (currently around 5%) and the experimental luminosity uncertainty (expected to be around 3%). Other systematic uncertainties related to the background modelling and lepton identification efficiency are expected to be small and neglected in this note. Studies performed using 5000 fb$^{-1}$ of background MC samples produced at $\sqrt{s} = 13$ TeV for the analysis of the Run 2 data [9] show no evidence of a significant bias on the fitted signal yield induced by the choice of the background parametrization, and this effect is neglected. With such samples the statistical uncertainty on the estimated bias itself is around 30%. Much larger samples (around 50 ab$^{-1}$) are needed in order to reach a significantly smaller uncertainty on this estimated bias and verify that it is indeed negligible with respect to the other uncertainties considered in this document.

The likelihood function includes nuisance parameters for the theoretical uncertainties on the SM $H \rightarrow \mu^+\mu^-$ branching ratio and on the Higgs production cross sections, separately for gluon-fusion and VBF and separating effects due to the PDF uncertainties from those due to the choice of the renormalisation and factorisation scales in the fixed order calculations. The nominal uncertainties used in the fit are those given in Table 2 and in Eq. 2. A 3% uncertainty on the luminosity is also included. For all the uncertainties, Gaussian constraints are used, since the uncertainties are symmetric or only slightly skewed.

In order to estimate the median expected results and uncertainties, Asimov datasets are created for the signal and background, scaling the fitted signal and background models to the desired luminosity, and then combined.
3.3.1. Signal model

The signal di-muon invariant mass distribution is parametrised with the sum of a Crystal-Ball function and a Gaussian one. The peak position of the two functions are the same for all the seven categories. The parameters are extracted from a simultaneous unbinned maximum likelihood fit to the selected signal events, and then fixed in the final fit.

The signal model fits are illustrated in Fig. 1.

3.3.2. Background model

The background di-muon invariant mass distribution is parametrised with the sum of an exponential function and the convolution of a Breit-Wigner function (whose mass and width parameters are fixed to the nominal $Z$ pole ones) with a Gaussian resolution function.

The Gaussian resolution in each category is extracted through a simultaneous fit to the di-muon invariant mass distribution of simulated $Z$+jet events in the $Z$+jet control region selected in each category, with the model just described after removing the exponential component.

The nominal values of the parameters of the full background model (slope and relative normalisation of the exponential function) are extracted from unbinned maximum likelihood fits to the invariant mass distribution of the selected background events in the signal region, summing together the contribution from Drell-Yan, $t\bar{t}$ and $WW$, normalised to their respective SM cross sections. The parameters of the nominal background model will be used in the following to generate background distribution corresponding to high integrated luminosities, in order to overcome the limitations from the small (35–150 fb$^{-1}$) equivalent luminosity of the generated Drell-Yan MC samples.

In the final $S + B$ fit the slope and relative normalisation of the exponential function, as well as the background yields in each category, will be floating, in order to mimic the procedure adopted in data to extract the background parameters in situ, essentially exploiting the large background in the sidebands of the di-muon invariant mass distribution.

The $Z$ lineshape fits in the range $87 < m_{\mu^+\mu^-} < 117$ GeV, for an integrated luminosity of 3 fb$^{-1}$ (the equivalent luminosity of the Drell-Yan MC samples with a generator-level dimuon mass greater than 60 GeV) are illustrated in Fig. 2.

The background fits used to extract the nominal parameters are illustrated in Fig. 3.
3.4. Measurement of the rare decay $H \rightarrow \mu\mu$ (ATL-PHYS-PUB-2018-006)

Figure 1: Invariant mass distribution of selected signal candidates, scaled to 3000 fb$^{-1}$, and result of the CrystalBall+Gaussian fit, for the reference detector scenario, assuming $\langle \mu \rangle = 200$. The resolution $\sigma_G$ of the Gaussian core of the distribution is overlaid. (a): inclusive sample. (b)-(h): categories.
3.4. Measurement of the rare decay $H \to \mu\mu$ (ATL-PHYS-PUB-2018-006)

Figure 2: Invariant mass distribution of $Z \to \mu\mu$ background candidates, scaled to 3 fb$^{-1}$, and result of the fit with a Breit-Wigner convoluted with a Gaussian response function, for the reference detector scenario, assuming $\langle \mu \rangle = 200$. (a): inclusive sample. (b)-(h): categories.
3.4. Measurement of the rare decay $H \rightarrow \mu \mu$ (ATL-PHYS-PUB-2018-006)

Figure 3: Invariant mass distribution of selected background candidates, scaled to 35 fb$^{-1}$, and result of the fit with the full background model, for the reference detector scenario, assuming $\langle \mu \rangle = 200$. (a): inclusive sample. (b)-(h): categories.
4. Results for the reference detector scenario

The expected signal and background yields after the various selection requirements are given in Table 3. The overall signal efficiency is 59% (59% for ggF events and 62% for VBF ones). The expected background overwhelms the signal: the $B/S$ ratio in the signal region is $\approx 1800$, and it is $\approx 270$ in a $\pm 1.5\sigma_G$ invariant-mass window around $m_{\mu\mu} = 125$ GeV, where $\sigma_G$ is the resolution of the core of the invariant mass distribution of signal events.

The expected transverse momentum and pseudorapidity distributions of the selected muons are shown in Fig. 4. The expected transverse momentum and pseudorapidity distributions of the leading and subleading jets in events with at least two good jets are shown in Fig. 5. The large increase of selected jets for $|\eta| > 3.8$ is due to pile-up jets not being vetoed by the track confirmation algorithm.

The expected signal and background dimuon invariant mass and transverse momentum distributions after the selection are illustrated in Figs. 6 (in the invariant mass range 70–270 GeV) and 7 (in the invariant mass range 110–160 GeV, used for the final fit).

The VBF-like category has an efficiency of about 14% for VBF signal events passing the selection. The VBF fraction of signal in the VBF-like category is around 51%; it is 1% in the low-$p_T^{\mu\mu}$ categories, 4% in the central-$p_T^{\mu\mu}$ and 13% in the high-$p_T^{\mu\mu}$ categories.

The expected yields in each category for $110 < m_{\mu\mu} < 160$ GeV are given in Table 4.

The expected signal and background yields and signal significance for each event category, in a $m_{\mu\mu}$ window of $\pm 1.5\sigma$ around 125 GeV, are given in Table 5. The total signal significance (from the sum in quadrature of $S/\sqrt{S + B}$ in a window of $\pm 1.5\sigma$ around 125 GeV) is $9.5\sigma$.

### Table 3: Expected signal and background yields in the signal region for 3000 fb$^{-1}$ in the reference detector scenario, for $\langle \mu \rangle = 200$.

<table>
<thead>
<tr>
<th>Process</th>
<th>Expected yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF</td>
<td>2.10e+04</td>
</tr>
<tr>
<td>VBF</td>
<td>1.74e+03</td>
</tr>
<tr>
<td>ggF+VBF</td>
<td>2.27e+04</td>
</tr>
<tr>
<td>Z+jets</td>
<td>3.67e+07</td>
</tr>
<tr>
<td>top</td>
<td>4.23e+06</td>
</tr>
<tr>
<td>WW</td>
<td>4.25e+05</td>
</tr>
<tr>
<td>Total bkg</td>
<td>4.14e+07</td>
</tr>
</tbody>
</table>

The expected transverse momentum and pseudorapidity distributions of the leading and subleading jets in events with at least two good jets are shown in Fig. 5. The large increase of selected jets for $|\eta| > 3.8$ is due to pile-up jets not being vetoed by the track confirmation algorithm.

The expected signal and background dimuon invariant mass and transverse momentum distributions after the selection are illustrated in Figs. 6 (in the invariant mass range 70–270 GeV) and 7 (in the invariant mass range 110–160 GeV, used for the final fit).

The VBF-like category has an efficiency of about 14% for VBF signal events passing the selection. The VBF fraction of signal in the VBF-like category is around 51%; it is 1% in the low-$p_T^{\mu\mu}$ categories, 4% in the central-$p_T^{\mu\mu}$ and 13% in the high-$p_T^{\mu\mu}$ categories.

The expected yields in each category for $110 < m_{\mu\mu} < 160$ GeV are given in Table 4.

<table>
<thead>
<tr>
<th>Process</th>
<th>VBF-like</th>
<th>low $p_T^{\mu\mu}$, central</th>
<th>med $p_T^{\mu\mu}$, central</th>
<th>hi $p_T^{\mu\mu}$, central</th>
<th>$p_T^{\mu\mu}$, non central</th>
<th>$p_T^{\mu\mu}$, non central</th>
<th>$p_T^{\mu\mu}$, non central</th>
</tr>
</thead>
<tbody>
<tr>
<td>ggF</td>
<td>2.37e+02</td>
<td>1.12e+03</td>
<td>2.07e+03</td>
<td>1.93e+03</td>
<td>1.90e+03</td>
<td>8.31e+03</td>
<td>4.93e+03</td>
</tr>
<tr>
<td>VBF</td>
<td>2.47e+02</td>
<td>1.28e+01</td>
<td>1.07e+02</td>
<td>2.96e+02</td>
<td>3.55e+01</td>
<td>2.90e+02</td>
<td>7.46e+02</td>
</tr>
<tr>
<td>ggF+VBF</td>
<td>4.84e+02</td>
<td>1.16e+01</td>
<td>2.81e+03</td>
<td>2.23e+03</td>
<td>3.11e+03</td>
<td>7.06e+03</td>
<td>5.56e+03</td>
</tr>
<tr>
<td>Z+jets</td>
<td>8.57e+04</td>
<td>5.67e+06</td>
<td>2.95e+06</td>
<td>1.22e+06</td>
<td>1.36e+07</td>
<td>7.06e+07</td>
<td>4.10e+07</td>
</tr>
<tr>
<td>top</td>
<td>6.28e+04</td>
<td>3.37e+04</td>
<td>2.86e+05</td>
<td>7.13e+05</td>
<td>1.19e+05</td>
<td>9.62e+05</td>
<td>2.03e+06</td>
</tr>
<tr>
<td>WW</td>
<td>2.84e+03</td>
<td>7.37e+03</td>
<td>3.44e+04</td>
<td>3.09e+04</td>
<td>3.42e+04</td>
<td>1.71e+05</td>
<td>1.44e+05</td>
</tr>
<tr>
<td>Total bkg</td>
<td>1.50e+05</td>
<td>3.71e+06</td>
<td>3.27e+06</td>
<td>1.97e+06</td>
<td>1.41e+07</td>
<td>1.19e+07</td>
<td>6.38e+06</td>
</tr>
</tbody>
</table>

The expected signal and background yields and signal significance for each event category, in a $m_{\mu\mu}$ window of $\pm 1.5\sigma$ around 125 GeV, are given in Table 5. The total signal significance (from the sum in quadrature of $S/\sqrt{S + B}$ in a window of $\pm 1.5\sigma$ around 125 GeV) is $9.5\sigma$. 
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![Graphs showing transverse momentum and pseudorapidity distributions](image)

Figure 4: (a,b) Transverse momentum and (c,d) pseudorapidity distributions of selected (a,c) leading and (b,d) subleading muon candidates, normalised to unity, for the reference detector scenario, assuming $\langle \mu \rangle = 200$.

The result of the simultaneous fit to the seven event categories with one parameter of interest is illustrated in Fig. 8. Due to the huge background, the signal is only visible when subtracting the fitted background from the data, as illustrated in the bottom plot of the same figure.

The fitted signal strength in the inclusive fit is equal to $\mu = 1.00 \pm 0.15$.

The fitted signal strength in the simultaneous fit to the event categories is equal to $\mu = 1.00 \pm 0.13$. Compared to the inclusive fit the uncertainties are reduced by $\approx 12\%$.

Redoing the fits without sytematic uncertainties (i.e. without theory uncertainties and the luminosity uncertainty) yields:

- fitted signal strength in the fit to the inclusive sample: $\mu = 1.00 \pm 0.14$.
- fitted signal strength in the fit to the event categories: $\mu = 1.00 \pm 0.12$.

In the Appendix A the impact of extending the $|\eta|$ range for the muon selection from 2.5 to 4.0, profiting from the extended tracker coverage, is also evaluated.
Figure 5: (a,b) transverse momentum and (c,d) pseudorapidity distributions of selected (a,c) leading and (b,d) subleading jet candidates, normalised to unity, for the reference detector scenario, assuming \(\langle \mu \rangle = 200\). Only events with at least two good jets are considered.
Figure 6: Invariant mass distribution of selected signal and background candidates, scaled to 3000 fb$^{-1}$, for the reference detector scenario, assuming $\langle \mu \rangle = 200$.

Table 5: Expected signal and background yields and signal significance in a $\pm 1.5\sigma_G$ invariant-mass window around $m_{\mu\mu} = 125$GeV for each category, where $\sigma_G$ is the resolution of the core of the invariant mass distribution of signal events. The last rows show the total signal and background yields, the average invariant mass resolution, and the sum in quadrature of the significance of each category. The projections correspond to an integrated luminosity $\int L dt = 3000$ fb$^{-1}$ for a center-of-mass energy $\sqrt{s} = 14$ TeV for the reference detector scenario.

<table>
<thead>
<tr>
<th>Category</th>
<th>S</th>
<th>VBF</th>
<th>B</th>
<th>FWHM [GeV]</th>
<th>$\sigma_G$ [GeV]</th>
<th>$S/\sqrt{S+B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBF-like</td>
<td>386</td>
<td>197</td>
<td>19430</td>
<td>4.37</td>
<td>1.88</td>
<td>2.75</td>
</tr>
<tr>
<td>low $p_T$, central</td>
<td>921</td>
<td>11</td>
<td>350500</td>
<td>3.21</td>
<td>1.37</td>
<td>1.55</td>
</tr>
<tr>
<td>med $p_T$, central</td>
<td>2210</td>
<td>84</td>
<td>300500</td>
<td>3.08</td>
<td>1.32</td>
<td>4.01</td>
</tr>
<tr>
<td>hi $p_T$, central</td>
<td>1810</td>
<td>242</td>
<td>211800</td>
<td>3.50</td>
<td>1.56</td>
<td>3.91</td>
</tr>
<tr>
<td>low $p_T$, non central</td>
<td>2460</td>
<td>28</td>
<td>1740500</td>
<td>4.11</td>
<td>1.79</td>
<td>1.86</td>
</tr>
<tr>
<td>med $p_T$, non central</td>
<td>5860</td>
<td>230</td>
<td>1483600</td>
<td>4.24</td>
<td>1.80</td>
<td>4.80</td>
</tr>
<tr>
<td>hi $p_T$, non central</td>
<td>4380</td>
<td>588</td>
<td>829000</td>
<td>4.70</td>
<td>1.92</td>
<td>4.80</td>
</tr>
<tr>
<td>Total</td>
<td>18020</td>
<td>1380</td>
<td>4935500</td>
<td>3.93</td>
<td>1.69</td>
<td>9.53</td>
</tr>
</tbody>
</table>
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Figure 7: Dimuon transverse momentum distribution of selected signal and background candidates, scaled to 3000 fb$^{-1}$, for the reference detector scenario, assuming $\langle \mu \rangle = 200$. 
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Figure 8: Top: invariant mass distribution of the signal+background Asimov dataset corresponding to 3000 fb$^{-1}$ of data (black dots with error bars) for the reference detector scenario, assuming $\langle \mu \rangle = 200$, and result of the simultaneous maximum likelihood fit, summed over the seven categories (blue line). Bottom: data–background-only fit residuals (black dots with error bars).
5. Validation with fully-simulated MC Samples

In this section the kinematic distributions of the selected muons and jets obtained by applying parametrised efficiency and resolution functions to generator-level events are compared to the same distributions obtained by applying the ATLAS reconstruction algorithms to a detailed GEANT4 simulation of the detector response. The comparison is limited to the signal samples, and provides a cross check of the validity of the simplified approach based on the parametrised efficiency and resolution functions. Only the shapes of the distributions are compared: in all the figures, the distributions are normalised to the same area.

The kinematic distributions \((p_T, \eta, \phi)\) of the selected muon candidates, as well as their ratio, are shown in Figure 9.

Figure 10 shows the invariant mass and transverse momentum distributions of the selected muon pairs.

Kinematic distributions of the selected jet pairs belonging to the VBF-dedicated category are shown in Figure 11. Jets are reconstructed with the anti-\(k_t\) algorithm with a distance parameter of 0.4 [21] and fully calibrated. In the study based on full simulation samples, two alternative methods are adopted to suppress pile-up jets. The first one uses the same parametrisation of the efficiency of the track confirmation algorithm (described in the Section 3) applied in the analysis presented in the previous and following sections. The corresponding distributions in the figures are labelled as “Full Sim, with TC”. The second one uses an an explicit evaluation of the \(R_{p_T}\) variable, on which the track confirmation algorithm is based, using tracks and jets from the full simulation. The corresponding distributions in the figures are labelled as “Full Sim, with Rpt”.

Figure 12 shows the same distributions of Figure 11 but only for jets produced by the hard scattering (HS) process. A reconstructed jet is considered to be produced by the HS if a true HS jet is found inside a cone of radius 0.3 in \(\eta - \phi\) centered on the axis of the reconstructed jet.

The shapes of the muon and jet kinematic distributions are in good agreement between the full simulation and the generator-level events corrected with parametrised efficiency and resolution functions.
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Figure 9: Kinematic distributions of the selected muons, using either parametrised efficiency and resolution functions or a full detector simulation. The bottom panels show the ratio between the two distributions shown in the top panels. The distributions are normalised to the same area. (a) shows the muon $p_T$ distribution for the ggF sample and (b) shows the $p_T$ distribution for the VBF sample. (c) shows the $\eta$ distribution for the ggF sample and (d) shows the $\eta$ distribution for the VBF sample. (e) shows the $\phi$ distribution for the ggF sample and (f) shows the $\phi$ distribution for the VBF sample.
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Figure 10: Kinematic distributions of the selected muon pairs, using either parametrised efficiency and resolution functions or a full detector simulation. The bottom panels show the ratio between the two distributions shown in the top panels. The distributions are normalised to the same area. (a) shows the di-muon invariant mass distribution for the ggF sample and (b) shows the di-muon invariant mass distribution for the VBF sample (c) shows the di-muon $p_T$ distribution for the ggF sample and (d) shows the di-muon $p_T$ distribution for the VBF sample.
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Figure 11: Kinematic distributions of the selected jet pairs, in events belonging to the VBF-dedicated category, using either parametrised efficiency and resolution functions or a full detector simulation. In the latter case two alternative methods to suppress pile-up jets are used (see text for more details). The two bottom panels show ratios between two of the three distributions shown in the top panels, either the two from the full simulation but with different pile-up suppression techniques (middle panel) or the distribution based on the parametrised efficiency and resolution functions and that from the full simulation using the $R_{pT}$ computed from reconstructed tracks and jets explicitly. The distributions are normalised to the same area. (a) shows the di-jet invariant mass distribution for the ggF sample and (b) shows the di-jet invariant mass distribution for the VBF sample. (c) shows the di-jet $p_T$ distribution for the ggF sample and (d) shows the di-jet $p_T$ distribution for the VBF sample.
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Figure 12: Kinematic distributions of the selected jet pairs, in events belonging to the VBF-dedicated category, using either parametrised efficiency and resolution functions or a full detector simulation. In the latter case two alternative methods to suppress pile-up jets are used (see text for more details). Only jets from the hard-scattering process are considered. The two bottom panels show ratios between two of the three distributions shown in the top panels, either the two from the full simulation but with different pile-up suppression techniques (middle panel) or the distribution based on the parametrised efficiency and resolution functions and that from the full simulation using the $R_{pp}$ computed from reconstructed tracks and jets explicitly. The distributions are normalised to the same area. (a) shows the di-jet invariant mass distribution for the ggF sample and (b) shows the di-jet invariant mass distribution for the VBF sample. (c) shows the di-jet $p_T$ distribution for the ggF sample and (d) shows the di-jet $p_T$ distribution for the VBF sample.
6. Summary

An updated study has been presented of the prospects for the measurement of the rare Higgs boson decay \( H \to \mu\mu \) using 3000 fb\(^{-1}\) of proton-proton collisions at \( \sqrt{s} = 14 \) TeV recorded with the ATLAS detector at the high-luminosity LHC. The studies assume an average number of interactions per bunch crossing \( \langle \mu \rangle = 200 \) and the latest performance assumptions for the various subdetectors, in three different upgrade scenarios.

The muonic Higgs boson decay has not been observed yet and constitutes the best way at the LHC to access the couplings of the Higgs boson to fermions of the second generation of matter particles.

The results for the estimated signal significance and the uncertainty on the signal strength are summarised in Table 6.

Table 6: The table compares the overall significance and signal strength uncertainty achievable with 3000 fb\(^{-1}\) in the three different detector scenarios defined in the ATLAS Scoping Document, based on the event categories defined in the text.

<table>
<thead>
<tr>
<th>Scoping Scenario</th>
<th>( \langle \mu \rangle )</th>
<th>Overall significance</th>
<th>( \Delta \mu ) w/ syst. errors</th>
<th>( \Delta \mu ) w/o syst. errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>reference</td>
<td>200</td>
<td>9.5</td>
<td>±0.13</td>
<td>±0.12</td>
</tr>
<tr>
<td>middle</td>
<td>200</td>
<td>9.4</td>
<td>±0.14</td>
<td>±0.12</td>
</tr>
<tr>
<td>low</td>
<td>200</td>
<td>9.2</td>
<td>±0.14</td>
<td>±0.13</td>
</tr>
</tbody>
</table>

The muon efficiencies and resolutions between the three detector upgrade scenarios in the selected phase space are quite similar. This translates in significances that improve only slightly between the different scenarios. The overall signal strength uncertainties are very similar in all three scenarios.

No significant gain is found (without further re-optimisation) for the reference detector scenario when selecting muons with rapidities up to 4.0 instead of 2.5 as in the default analysis, due to the poor muon momentum resolution translating into a poor signal-vs-background separation in the distribution of the discriminating variable \( m_{\mu\mu} \).

Finally, the comparison with the full simulation samples method based on parametrized efficiency and resolution functions.
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Appendix

A. Results for alternative detector scenarios or selections

Alternative scenarios with reduced coverage of the inner tracking detector, or with an extended pseudorapidity selection for muons, have also been explored:

- “low” scenario: inner tracking detector acceptance reduced to $|\eta| < 2.5$,
- “middle” scenario: inner tracking detector acceptance reduced to $|\eta| < 3.2$,
- “extended” scenario: reference detector, with muon pseudorapidity selection extended to $|\eta| < 4.0$.

The main results about these alternative scenarios, in terms of expected significance and uncertainty on the signal strengths, have been given in Sec. 6. In this appendix a few more details are provided.

The reduction of the inner tracking detector acceptance has, as a major consequence, the reduction in pile-up jet rejection, which relies on tracking information. This is illustrated in Fig. 13. The purity of VBF signal events in the VBF category is thus worsened, as well as the signal efficiency for the “low” scenario, due to more muons with $|\eta|$ close to 2.5 being discarded by the jet-muon overlap algorithm with respect to the “reference” detector scenario.

In addition to the reduced inner detector acceptance, the “low” and “middle” scenarios are also characterised by lower muon trigger efficiencies and higher muon trigger $p_T$ thresholds (25 GeV instead of 20 GeV for the single muon trigger and 15 GeV instead of 11 GeV for the dimuon trigger). The track momentum resolution of the “low” detector scenario is also worse than in the other cases due to a reduced number of layers in the inner tracking detector.

In the case of the extended scenario, the selection of muon candidates has been loosened to accept muon with absolute pseudorapidity up to 4, as shown in Fig. 14. This translates into a larger signal efficiency. However, the muon momentum resolution for $2.5 < |\eta| < 4.0$ is significantly worse than for $|\eta| < 2.5$, which implies a rather worse signal-to-background ratio for events with at least one forward muon ($2.5 < |\eta| < 4.0$), as the peaks from the Higgs boson (signal) and $Z$ boson (background) decays to dimuons are significantly smeared and their separation is decreased, as shown in Fig. 15. For this reason, in the case of the extended scenario, events with at least one forward muon are classified in three “forward” categories of their own, distinguished by the value of the dimuon transverse momentum in the same way as for the “central” and “non-central” ones. The signal model fits for the three forward categories are illustrated in Fig. 16. The signal invariant mass resolution for events with forward muons is at least two times worse than for events with both muon pseudorapidities within $\pm 2.5$.

The overall signal efficiency for the three alternative scenarios is:

- “low” scenario: 55% (55% for ggF events and 58% for VBF ones);
- “middle” scenario: 58% (58% for ggF events and 61% for VBF ones);
- “extended” scenario: 68% (68% for ggF events and 71% for VBF ones).
3.4. Measurement of the rare decay $H \rightarrow \mu\mu$ (ATL-PHYS-PUB-2018-006)

Figure 13: Pseudorapidity distributions of selected (a,c) leading and (b,d) subleading jet candidates, normalised to unity, for the (a,b) “low” and (c,d) “middle” detector scenarios, assuming $\langle \mu \rangle = 200$. Only events with at least two good jets are considered.
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Figure 14: Pseudorapidity of selected (a) leading and (b) subleading muon candidates, scaled to 3000 fb$^{-1}$, for the extended detector scenario, assuming $\langle \mu \rangle = 200$ and selecting muons with $|\eta|$ up to 4.0.

Figure 15: Invariant mass distribution of selected signal and background candidates, scaled to 3000 fb$^{-1}$, for the extended detector scenario, assuming $\langle \mu \rangle = 200$ and selecting muons with $|\eta|$ up to 4.0.
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Figure 16: Invariant mass distribution of selected signal candidates, scaled to 3000 fb$^{-1}$, and result of the Crystal-Ball+Gaussian fit, for the extended detector scenario, assuming $(\mu) = 200$ and selecting muons with $|\eta|$ up to 4.0, for the three forward categories. The resolution $\sigma_G$ of the Gaussian core of the distribution is overlaid.

The expected $B/S$ ratio in a $\pm 1.5\sigma_G$ invariant-mass window around $m_{\mu\mu} = 125$ GeV after the full selection is $\approx 270, 280$ and $430$ in the low, middle and extended scenarios, respectively.

The expected signal and background yields and signal significance for each event category for the low, middle and extended detector scenarios are given in Tables 7, 8, and 9, respectively.

Table 7: Expected signal and background yields and signal significance in a $\pm 1.5\sigma_G$ invariant-mass window around $m_{\mu\mu} = 125$ GeV for each category, where $\sigma_G$ is the resolution of the core of the invariant mass distribution of signal events. The last rows shows the total signal and background yields, the average invariant mass resolution, and the sum in quadrature of the significance of each category. The projections correspond to an integrated luminosity $\int \mathcal{L} dt = 3000$ fb$^{-1}$ for a center-of-mass energy $\sqrt{s} = 14$ TeV for the “low” detector scenario.

<table>
<thead>
<tr>
<th>Category</th>
<th>$S$</th>
<th>VBF</th>
<th>$B$</th>
<th>FWHM</th>
<th>$\sigma_G$</th>
<th>$S/\sqrt{S+B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBF-like</td>
<td>550</td>
<td>226</td>
<td>34410</td>
<td>4.50</td>
<td>1.97</td>
<td>2.94</td>
</tr>
<tr>
<td>low $p_T$, central</td>
<td>820</td>
<td>10</td>
<td>304300</td>
<td>3.09</td>
<td>1.35</td>
<td>1.48</td>
</tr>
<tr>
<td>med $p_T$, central</td>
<td>1960</td>
<td>75</td>
<td>261900</td>
<td>3.07</td>
<td>1.31</td>
<td>3.82</td>
</tr>
<tr>
<td>hi $p_T$, central</td>
<td>1510</td>
<td>198</td>
<td>179200</td>
<td>3.47</td>
<td>1.54</td>
<td>3.56</td>
</tr>
<tr>
<td>low $p_T$, non central</td>
<td>2350</td>
<td>27</td>
<td>1685200</td>
<td>4.22</td>
<td>1.81</td>
<td>1.81</td>
</tr>
<tr>
<td>med $p_T$, non central</td>
<td>5600</td>
<td>219</td>
<td>1433100</td>
<td>4.31</td>
<td>1.83</td>
<td>4.67</td>
</tr>
<tr>
<td>hi $p_T$, non central</td>
<td>4010</td>
<td>526</td>
<td>780500</td>
<td>4.78</td>
<td>1.96</td>
<td>4.53</td>
</tr>
<tr>
<td>Total</td>
<td>16810</td>
<td>1280</td>
<td>4678700</td>
<td>4.03</td>
<td>1.71</td>
<td>9.15</td>
</tr>
</tbody>
</table>
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Table 8: Expected signal and background yields and signal significance in a $\pm 1.5 \sigma_G$ invariant-mass window around $m_{\mu\mu} = 125$ GeV for each category, where $\sigma_G$ is the resolution of the core of the invariant mass distribution of signal events. The last rows shows the total signal and background yields, the average invariant mass resolution, and the sum in quadrature of the significance of each category. The projections correspond to an integrated luminosity $\int L \, dt = 3000$ fb$^{-1}$ for a center-of-mass energy $\sqrt{s} = 14$ TeV for the “middle” detector scenario.

<table>
<thead>
<tr>
<th>Category</th>
<th>$S$</th>
<th>VBF</th>
<th>$B$</th>
<th>FWHM [GeV]</th>
<th>$\sigma_G$ [GeV]</th>
<th>$S/\sqrt{S + B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBF-like</td>
<td>480</td>
<td>216</td>
<td>27300</td>
<td>4.50</td>
<td>1.91</td>
<td>2.88</td>
</tr>
<tr>
<td>low $p_T$, central</td>
<td>891</td>
<td>11</td>
<td>338400</td>
<td>3.16</td>
<td>1.37</td>
<td>1.53</td>
</tr>
<tr>
<td>med $p_T$, central</td>
<td>2130</td>
<td>82</td>
<td>291400</td>
<td>3.13</td>
<td>1.33</td>
<td>3.93</td>
</tr>
<tr>
<td>hi $p_T$, central</td>
<td>1690</td>
<td>223</td>
<td>199100</td>
<td>3.46</td>
<td>1.54</td>
<td>3.77</td>
</tr>
<tr>
<td>low $p_T$, non central</td>
<td>2440</td>
<td>28</td>
<td>1726600</td>
<td>4.12</td>
<td>1.79</td>
<td>1.85</td>
</tr>
<tr>
<td>med $p_T$, non central</td>
<td>5790</td>
<td>227</td>
<td>1465100</td>
<td>4.25</td>
<td>1.80</td>
<td>4.77</td>
</tr>
<tr>
<td>hi $p_T$, non central</td>
<td>4250</td>
<td>564</td>
<td>806000</td>
<td>4.69</td>
<td>1.93</td>
<td>4.72</td>
</tr>
<tr>
<td>Total</td>
<td>17660</td>
<td>1350</td>
<td>4854000</td>
<td>3.93</td>
<td>1.69</td>
<td>9.42</td>
</tr>
</tbody>
</table>

Table 9: Expected signal and background yields and signal significance in a $\pm 1.5 \sigma_G$ invariant-mass window around $m_{\mu\mu} = 125$ GeV for each category, where $\sigma_G$ is the resolution of the core of the invariant mass distribution of signal events. The last rows shows the total signal and background yields, the average invariant mass resolution, and the sum in quadrature of the significance of each category. The projections correspond to an integrated luminosity $\int L \, dt = 3000$ fb$^{-1}$ for a center-of-mass energy $\sqrt{s} = 14$ TeV, in the reference detector scenario with muon pseudorapidity selection extended to $|\eta| = 4.0$.

<table>
<thead>
<tr>
<th>Category</th>
<th>$S$</th>
<th>VBF</th>
<th>$B$</th>
<th>FWHM [GeV]</th>
<th>$\sigma_G$ [GeV]</th>
<th>$S/\sqrt{S + B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBF-like</td>
<td>397</td>
<td>202</td>
<td>21300</td>
<td>4.60</td>
<td>1.90</td>
<td>2.70</td>
</tr>
<tr>
<td>low $p_T$, central</td>
<td>921</td>
<td>11</td>
<td>347000</td>
<td>3.21</td>
<td>1.37</td>
<td>1.56</td>
</tr>
<tr>
<td>med $p_T$, central</td>
<td>2210</td>
<td>84</td>
<td>300700</td>
<td>3.08</td>
<td>1.32</td>
<td>4.01</td>
</tr>
<tr>
<td>hi $p_T$, central</td>
<td>1810</td>
<td>242</td>
<td>211900</td>
<td>3.50</td>
<td>1.56</td>
<td>3.91</td>
</tr>
<tr>
<td>low $p_T$, non central</td>
<td>2460</td>
<td>28</td>
<td>1739700</td>
<td>4.11</td>
<td>1.79</td>
<td>1.86</td>
</tr>
<tr>
<td>med $p_T$, non central</td>
<td>5860</td>
<td>230</td>
<td>1483000</td>
<td>4.23</td>
<td>1.80</td>
<td>4.80</td>
</tr>
<tr>
<td>hi $p_T$, non central</td>
<td>4380</td>
<td>588</td>
<td>828000</td>
<td>4.68</td>
<td>1.92</td>
<td>4.80</td>
</tr>
<tr>
<td>low $p_T$, forward</td>
<td>398</td>
<td>4</td>
<td>1360900</td>
<td>8.88</td>
<td>3.18</td>
<td>0.34</td>
</tr>
<tr>
<td>med $p_T$, forward</td>
<td>907</td>
<td>36</td>
<td>1664100</td>
<td>8.88</td>
<td>3.06</td>
<td>0.70</td>
</tr>
<tr>
<td>hi $p_T$, forward</td>
<td>615</td>
<td>79</td>
<td>567000</td>
<td>9.34</td>
<td>3.28</td>
<td>0.82</td>
</tr>
<tr>
<td>Total</td>
<td>19950</td>
<td>1500</td>
<td>8523600</td>
<td>4.33</td>
<td>1.74</td>
<td>9.59</td>
</tr>
</tbody>
</table>
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3.4. Measurement of the rare decay $H \rightarrow \mu\mu$ (ATL-PHYS-PUB-2018-006)


The expected sensitivity of a search for decays of the Higgs boson into charm quarks is estimated for the ATLAS detector at the HL-LHC, by extrapolating the results obtained using a dataset with an integrated luminosity of 36.1 fb$^{-1}$ at $\sqrt{s} = 13$ TeV. Associated production of Higgs and $Z$ bosons is targeted, where the $Z$ bosons decay to electrons or muons. Assuming an integrated luminosity of 3000 fb$^{-1}$ of $pp$ collision data at $\sqrt{s} = 14$ TeV, an expected upper limit at the 95% confidence level of 6.3 times the Standard Model expectation for $\sigma(pp \rightarrow ZH) \times B(H \rightarrow c\bar{c})$ is estimated, in the absence of systematic uncertainties. The impact of systematic uncertainties and possible improvements in the flavour tagging performance on the sensitivity are estimated.
1 Introduction

With a Standard Model (SM) branching ratio of 2.9% [1], decays of the Higgs boson to charm (c) quarks represent the fermionic decay mode with the largest branching ratio for which no experimental evidence exists. This decay mode also represents a promising window through which to probe the Yukawa couplings of the Higgs boson to the second generation quarks. Furthermore, given that the branching ratio for Higgs decays to first and second generation quarks is small in the SM, potential new physics affecting this sector could lead to notable modifications [2].

Measurements of the Yukawa couplings of the Higgs boson to second generation quarks are challenging at hadron colliders due to the large hadronic backgrounds, small branching ratios, and challenging jet flavour identification. However, exclusive searches for rare inclusive decays of the Higgs boson to $J/\psi\gamma$ [3], $\rho\gamma$, and $\phi\gamma$ [4] final states have been performed by the ATLAS Collaboration. Inclusive searches for decays of the Higgs boson into $c$ quarks are possible through its associated production with a vector boson, which provides a distinct final state and efficient trigger strategy. Recently, an inclusive Run 2 search based on a $\sqrt{s} = 13$ TeV $pp$ collision dataset corresponding to an integrated luminosity of $36.1$ fb$^{-1}$ collected by the ATLAS experiment [5] set a 95% CL upper limit on $\sigma(pp \rightarrow ZH) \times B(H \rightarrow c\bar{c})$ of $2.7$ pb (110 times the SM expectation) [8].

This note describes the prospects for such an inclusive search at the upgraded HL-LHC ATLAS detector [9, 10], by extrapolating from the signal and background simulation used in the Run 2 analysis [8], to the expected integrated luminosity of $3000$ fb$^{-1}$. The analysis strategy closely follows the Run 2 analysis [8], with any differences stated explicitly. However, in a HL-LHC scenario, both the ATLAS detector and the analysis strategy are expected to change significantly from the Run 2 analysis and it is difficult to make reliable predictions for the systematic uncertainties relevant to the HL-LHC analysis. As such, the main result of this study is a statistical projection of the limit, neglecting possible systematic uncertainties. Where possible, the impact of typical sources of systematic uncertainty on the limit are estimated, based on their Run 2 values. Finally, the effect of expected improvements in the ATLAS flavour tagging performance on the sensitivity of the analysis is explored.

2 Methods

This search targets the production of a Higgs boson in association with a $Z$ boson, in a final state where the $Z$ boson decays to a pair of oppositely charged electrons or muons and the Higgs boson decays to a pair of $c$ quarks. The selection considered for the HL-LHC is almost identical to the Run 2 analysis [8], with single lepton triggers used to collect events, followed by $Z$ and Higgs boson candidates being formed from pairs of leptons and one or two $c$-tagged jets, respectively.

The sensitivity of the search was quantified using a profile likelihood fit (referred to as the fit) to the invariant mass distributions (10 GeV bins between 50 and 200 GeV) of the two highest $p_T$ jets ($M_{c\bar{c}}$), in four event categories. These four event categories are defined as having either 1 or 2 of the Higgs boson candidate jets $c$-tagged, and $75 < p_T^Z < 150$ GeV or $p_T^Z > 150$ GeV, where $p_T^Z$ denotes the transverse momentum of the $Z$ boson candidate. The dominant background to this search is $Z +$ jets, with smaller contributions arising from diboson ($ZZ, ZW, t\bar{t}$, and $ZH(b\bar{b})$) production.

The higher expected signal yield in the HL-LHC scenario is exploited by considering a $c$-jet tagging working point with a greater $b$- and light-flavour jet rejection than that used by the Run 2 analysis.
The tighter working point exhibits efficiencies of 18%, 5% and 0.5% for c-, b-jet and light-flavour jets, respectively. This reduces the relative contribution from the kinematically irreducible $ZH(b\bar{b})$ background, and improves the overall background rejection by a factor of 5.3 for a 54% loss in signal, resulting in a 7% improvement to the expected limit.

The extrapolation from the Run 2 analysis to the expected HL-LHC result is performed by scaling the signal and background expectations from the Run 2 search [8] (using both the Run 2 shapes and normalisations) by process- and category-dependent scale factors (SF). These SFs account for modifications to the integrated luminosity, signal and background production cross sections, and expected c-jet tagging performance. Run 2 performance is assumed for all physics objects relevant to this analysis, with the exception of c-jet tagging, where the effect of performance improvements expected with the HL-LHC detector are investigated.

The increased integrated luminosity is accounted for by scaling the number of expected signal and background events by the ratio of the Run 2 (36.1 fb$^{-1}$) to expected HL-LHC (3000 fb$^{-1}$) integrated luminosities. The increase in the expected LHC center of mass energy $\sqrt{s}$ from 13 TeV to 14 TeV is accounted for with a $p_T^Z$-category dependent scaling of the number of events for the $ZH(c\bar{c})$ and $ZH(b\bar{b})$ processes. The scaling is based on the exclusive $pp \rightarrow ZH$ cross sections from [11], accounting for variations across the two $p_T^Z$-categories using a PYTHIA8-based generator-level Monte Carlo (MC) simulation [12]. The 13 TeV predictions for the $Z +$ jets and diboson backgrounds are scaled using the 14 TeV prediction assuming the ratio of parton luminosities for $q\bar{q}$ initiated processes, and the $t\bar{t}$ background is scaled assuming the ratio of parton luminosities for $gg$ initiated processes [11].

While the normalisation of the diboson and $t\bar{t}$ backgrounds are fixed to the SM expectation, the normalisation of the $Z +$ jets background is free to vary independently in the four fit categories. Given the large number of expected $Z +$ jets background events in the HL-LHC scenario, the normalisation of the $Z +$ jets background is estimated to be determined by the data with an uncertainty of less than 2% in all categories. As the normalisation of this background is determined in data, it is considered as a statistical uncertainty.

For the Run 2 analysis, the $ZH(b\bar{b})$ background normalisation was allowed to vary in the fit within the uncertainties associated with the SM expectation. For the HL-LHC extrapolation, the normalisation of the $ZH(b\bar{b})$ background is instead allowed to vary to within 14% of the SM value, corresponding to the expected uncertainty of the $VH(b\bar{b})$ signal strength (signal yield normalised to SM expectation) measurement for an integrated luminosity of 3000 fb$^{-1}$ at the HL-LHC [13]. This reflects the likely situation that the $VH(b\bar{b})$ normalisation will be determined in data, possibly in a combined $VH(b\bar{b})$ and $VH(c\bar{c})$ fit, hence the corresponding uncertainty is not considered as a systematic uncertainty associated to this analysis directly, but rather as statistical in nature.

### 3 Results

The expected 95% CL$_{sl}$ [7] upper limit on the signal strength in the absence of systematic uncertainties is found to be $\mu_{ZH(c\bar{c})} < 6.3^{+2.8}_{-1.8}$, where the uncertainty corresponds to the ±1σ interval of background-only pseudo-experiments. The best fit value for the $ZH(c\bar{c})$ expected signal strength is $\mu_{ZH(c\bar{c})} = 1.0 \pm 3.2$, and the $m_{c\bar{c}}$ distributions in the four analysis categories are shown in Figure 1. The expected yields for the signal and background processes in each category are shown in Table 1.
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Figure 1: Post-fit $m_{c\bar{c}}$ distributions, for the four analysis categories used in the analysis. The expected signal is scaled by a factor of 100. The Asimov Data corresponds to the sum of expected signal and background events, while the stacked histogram corresponds only to the backgrounds. The error bars represent the statistical uncertainty in the expected number of data events.

Allowing the $Z +$ jets normalisation to float in the fit has an impact of $+21\%$ on the expected limit for an integrated luminosity of 3000 fb$^{-1}$, relative to the case where it is fixed to the nominal prediction in each category. The limit improves by only $\sim 1\%$ when the $ZH(b\bar{b})$ background normalisation is fixed to its SM expectation, showing that the expected $ZH(b\bar{b})$ signal strength measurement is sufficient to constrain this background.

In the context of this study, the sensitivity at the end of Run 3 was also evaluated under the assumption of 300 fb$^{-1}$ of 13 TeV $pp$ collision data. The analysis method and systematic uncertainties assumed are identical to those of the Run 2 analysis. At the end of Run 3 the 95\% CL$_{s}$ expected upper limit on the $ZH(c\bar{c})$ signal strength is $\mu_{ZH(c\bar{c})} < 38^{+18}_{-10}$, estimated with a fit close to that of the Run 2 search [8].

---
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### Table 1

<table>
<thead>
<tr>
<th>Sample</th>
<th>Yield $\sqrt{S+B}$</th>
<th>Yield $S$</th>
<th>Yield $B$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1 \ c$-tag</td>
<td>$2 \ c$-tags</td>
<td>$1 \ c$-tag</td>
</tr>
<tr>
<td>$75 \leq \not{p}_T &lt; 150 \text{ GeV}$</td>
<td>$1 \ c$-tag</td>
<td>$2 \ c$-tags</td>
<td>$75 \leq \not{p}_T &lt; 150 \text{ GeV}$</td>
</tr>
<tr>
<td>$Z + \text{ jets}$</td>
<td>$271 000 \pm 13 500$</td>
<td>$59 300 \pm 2970$</td>
<td>$4350 \pm 217$</td>
</tr>
<tr>
<td>$WZ$</td>
<td>$4080 \pm 204$</td>
<td>$1700 \pm 85.2$</td>
<td>$48.5 \pm 2.42$</td>
</tr>
<tr>
<td>$ZZ$</td>
<td>$2570 \pm 128$</td>
<td>$1020 \pm 50.9$</td>
<td>$95.7 \pm 4.79$</td>
</tr>
<tr>
<td>$\tilde{t}$</td>
<td>$16 000 \pm 827$</td>
<td>$863 \pm 44.6$</td>
<td>$241 \pm 12.4$</td>
</tr>
<tr>
<td>$ZH(b\bar{b})$</td>
<td>$441 \pm 16.8$</td>
<td>$327 \pm 12.4$</td>
<td>$10.7 \pm 0.407$</td>
</tr>
<tr>
<td>$ZH(cc)$</td>
<td>$74.4 \pm 2.83$</td>
<td>$52.6 \pm 2.00$</td>
<td>$8.54 \pm 0.325$</td>
</tr>
<tr>
<td>Total</td>
<td>$294 000 \pm 13 600$</td>
<td>$63 300 \pm 2970$</td>
<td>$4750 \pm 218$</td>
</tr>
<tr>
<td>$S/\sqrt{S+B}$</td>
<td>$0.137 \pm 0.008$</td>
<td>$0.209 \pm 0.013$</td>
<td>$0.124 \pm 0.007$</td>
</tr>
</tbody>
</table>

Table 1: The expected yields for the signal and each background process in each signal region in the range $100 < m_{cc} < 150 \text{ GeV}$. The yields are estimated from MC simulation. The cross section uncertainties (not included in the fit) on the samples are shown. The final row shows the statistical significance of the $ZH(cc)$ signal ($S$), considered within the context of the sum of all background contributions ($B$).

### 4 Systematic Uncertainties

Systematic uncertainties affecting the Run 2 analysis are modelled as nuisance parameters in the fit. Due to the changes to the detector and the analysis strategy expected for the HL-LHC analysis, it is difficult to estimate the precise sources and effects of systematic uncertainties. However, the impact of some of the dominant sources of systematic uncertainty in the Run 2 analysis, estimated based on their impact in the Run 2 analysis, is studied to estimate the susceptibility of the HL-LHC sensitivity to pertinent systematic uncertainties. Individual nuisance parameters from the Run 2 analysis are assigned to broad groups (e.g. $c$-jet tagging and background shape) based on the nature of the systematic uncertainties they correspond to. The effect of each group of nuisance parameters on the $95\% \text{ CL}_{s}$ expected upper limit on the $ZH(cc)$ signal strength is evaluated by repeating the fit with all of the nuisance parameters in a given group introduced to the fit. The impact of these groups of uncertainties on the sensitivity is summarised in Table 2. The uncertainties associated with the nuisance parameters can be constrained in the fit. The largest constraints occur for the nuisance parameters associated with the $Z + \text{ jets}$ background shape, $c$-jet tagging efficiency and jet energy scale and resolution uncertainties, representing the ability to more precisely control these sources of uncertainty using the large amount of data at the HL-LHC. Compared to the Run 2 analysis, the HL-LHC analysis experiences a reduced exposure to the uncertainties associated with the tagging efficiency measurements, due to the reduced light-flavour jet component in the background as a result of the tighter operating point, and due to the uncertainty on the $c$-jet tagging efficiency being constrained in the fit.

The uncertainty in the shape of the $Z + \text{ jets}$ background, due to the modelling of the underlying event and the parton shower, is likely to represent the dominant limitation to the sensitivity of the analysis, and will therefore require careful consideration in a HL-LHC analysis. However, the impact of the experimental systematics uncertainties (e.g. the $c$-jet tagging efficiency uncertainty) in a HL-LHC scenario will likely reduce relative to their effect on the Run 2 analysis given the large datasets available, allowing precise performance studies to be conducted. This effect is estimated in this study through the constraints on the associated nuisance parameters.
Source of uncertainty | Change in limit
---|---
Background shape | +36% 
Jet energy scale and resolution | +17% 
Lepton reconstruction and identification | +12% 
c-jet tagging efficiency | +11%

Table 2: The increase in the nominal limit on the $ZH(c\bar{c})$ signal strength due to the introduction of typical systematic uncertainties, based on their effect on the Run 2 analysis. The “Background shape” uncertainties refer to the shape uncertainty in the $Z + \text{jets}$, diboson, $t\bar{t}$ and $ZH(b\bar{b})$ backgrounds as estimated from MC generator comparisons in the Run 2 analysis. The “c-jet tagging efficiency” uncertainties refer to the uncertainty in the efficiencies of c-, b- and light-flavour jets in data, determined within the context of the Run 2 analysis.

5 Flavour Tagging Improvements

Preliminary studies into the $b$-jet tagging performance of ATLAS at the HL-LHC suggest an improvement of around a factor of 2.5 [14] in the light-flavour jet rejection. Assuming a factor of 2.5 improvement for the light-flavour jet rejection, for a fixed $b$-jet rejection and $c$-jet efficiency, an 8% improvement in the limit can be expected. Furthermore, $c$-jet tagging in a hadron collider environment is a very active area of research which is currently less mature than $b$-jet tagging. Significant improvements in the performance of $c$-jet tagging algorithms can be expected in coming years.

6 Potential Analysis Improvements

This limit likely represents an overestimation of the sensitivity of the analysis, due to the absence of systematic uncertainties. However, various improvements to the analysis strategy could increase the sensitivity significantly. In particular, other production channels, such as $Z(\nu\nu)H$ and $W(\ell\nu)H$, are known to exhibit comparable sensitivity to the $Z(\ell\ell)H$ channel in the analogous analysis for $H \rightarrow b\bar{b}$ decays [15]. Furthermore, the use of multivariate analysis (MVA) techniques (such as Boosted Decision Trees) was also shown to provide further sensitivity improvements. The inclusion of these additional production channels and an MVA-based analysis strategy could provide significantly enhanced sensitivity for the $H \rightarrow c\bar{c}$ analysis if adopted.

7 Conclusions

The expected sensitivity of a search for $pp \rightarrow Z(\ell^+\ell^-)H(c\bar{c})$ has been evaluated by extrapolating the results of a Run 2 search, performed by ATLAS using a $\sqrt{s} = 13$ TeV $pp$ collision dataset corresponding to an integrated luminosity of 36.1 fb$^{-1}$. Assuming an integrated luminosity of 3000 fb$^{-1}$ of $\sqrt{s} = 14$ TeV of $pp$ collision data at the HL-LHC, a 95% CL$_{95}$ upper limit on the $ZH(c\bar{c})$ signal strength of $\mu_{ZH(c\bar{c})} < 6.3$ can be expected, in the absence of systematic uncertainties. While, based on this projection, an observation is not expected, such a limit would provide strong constraints on new physics models, and provide a competitive direct limit on the Yukawa coupling of the Higgs boson to c quarks.
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Measurement prospects of the pair production and self-coupling of the Higgs boson with the ATLAS experiment at the HL-LHC

The ATLAS Collaboration

A prospect study for the search for non-resonant Higgs-boson-pair production, using a statistical combination of the $b\bar{b}bb$, $b\bar{b}\gamma\gamma$ and $b\bar{b}\tau^+\tau^-$ final states, is performed assuming 3000 fb$^{-1}$ of $pp$ collisions at a centre-of-mass energy of 14 TeV in the ATLAS detector at the High Luminosity LHC (HL-LHC). When systematic uncertainties are neglected, the expected signal significance is found to be $3.5\sigma$ while the signal strength relative to the Standard Model prediction is expected to be measured with an accuracy of 31%. The Higgs boson self-coupling can be constrained to $-0.1 \leq \lambda_{HHH}/\lambda_{HHH}^{SM} \leq 2.7 \cup 5.5 \leq \lambda_{HHH}/\lambda_{HHH}^{SM} \leq 6.9$, at 95% confidence level, and the measured value of $\lambda_{HHH}/\lambda_{HHH}^{SM}$ is expected to be $1.0^{+0.7}_{-0.6}$. If systematic uncertainties are included, the signal significance is found to be $3.0\sigma$ while the signal strength relative to the Standard Model expectation is expected to be measured with an accuracy of 40%. In that case, the Higgs boson self-coupling can be constrained to $-0.4 \leq \lambda_{HHH}/\lambda_{HHH}^{SM} \leq 7.3$, at 95% confidence level, and the measured value of $\lambda_{HHH}/\lambda_{HHH}^{SM}$ is expected to be $1.0^{+0.9}_{-0.8}$. The $b\bar{b}\gamma\gamma$ and $b\bar{b}\tau^+\tau^-$ final states are further extrapolated to provide first estimates of the prospects at the High Energy LHC, assuming 15 ab$^{-1}$ of data at a centre-of-mass collision energy of 27 TeV.
1 Introduction

The Standard Model (SM) predicts the existence of a quantum field [1–4] that is responsible for the generation of masses of fundamental particles. This conjecture was tested and confirmed in 2012 with the discovery by the ATLAS and CMS Collaborations at the CERN Large Hadron Collider (LHC) of a particle associated with this field: the Higgs boson [5, 6].

After the observation, a number of measurements have been performed to quantify the properties of this particle, such as: mass, spin and parity quantum numbers, and couplings.

• Mass: The combination of the measurements of the Higgs boson mass performed by the ATLAS and CMS Collaborations using data collected in 2011-2012 (Run 1) yields a value of: $m_H = 125.09 \pm 0.21\text{(stat.)} \pm 0.11\text{(syst.)}\text{ GeV}$ [7]. This value is consistent with indirect constraints from precision electroweak data. Measurements based on a subset of the Run 2 data can be found in Refs. [8, 9].

• Spin and parity quantum numbers: The spin-parity of the observed particle agrees with the SM hypothesis (spin 0, $J^P = 0^+$): the ATLAS and CMS Collaborations exclude several alternative spin and parity hypotheses in favour of the SM hypothesis at more than 99.9% confidence level (CL) [10, 11].

• Couplings: Constraints on the coupling strength of the Higgs boson to vector bosons and fermions based on a combination of measurements by the ATLAS and CMS Collaborations are reported in Ref. [12]. Couplings to vector bosons are found to be compatible with those expected from the SM within an approximate 10% uncertainty, while in the case of the heavier SM fermions (top- and bottom-quarks, and $\tau$-leptons) the uncertainty is of the order of 15-20%. Those measurements are being significantly improved using Run 2 data [13, 14], and the couplings to fermions are now definitely established thanks to the recent observations of the $t\bar{t}H$ production and $H \rightarrow b\bar{b}$ decay mode [15–18]. The measurements of the coupling strengths can be used to constrain Beyond the Standard Model (BSM) scenarios.

In the SM, the physical Higgs field $H$ interacts with itself generating both mass and self-interaction terms. These terms arise from the Higgs potential in the perturbative expansion of the Higgs doublet $\phi$ around the electroweak symmetry breaking vacuum expectation value ($v$):

$$V(\phi^\dagger \phi) = \mu^2 \phi^\dagger \phi + \lambda (\phi^\dagger \phi)^2 \quad (1)$$

$$\supset \lambda v^2 H^2 + \lambda v H^3 + \frac{1}{4} H^4. \quad (2)$$

The first term in the expansion describes the mass of the Higgs boson, $m_H = \sqrt{2\lambda v^2}$. The second and third terms describe the tri-linear and quartic self-interactions of the Higgs boson, with coupling strengths $\lambda_{HHH} = \kappa_{HHHH} = \lambda$. The vacuum expectation value of the Higgs field is related to the Fermi constant and its value can be inferred from measurements of the muon decay: $v \approx 246$ GeV. The perturbative expansion described above implies the following relation between the coupling strengths associated with the Higgs self-interaction vertices, the mass of the Higgs boson and the vacuum expectation value:

$$\lambda_{HHH} = \kappa_{HHHH} = \frac{m_H^2}{2v^2}. \quad (3)$$

Measurements of the Higgs tri-linear and quartic interactions would provide constraints on the shape of the Higgs potential close to the minimum. Measurements of the strengths of the Higgs boson self-interactions

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC

Page 571
and their comparison to SM predictions are necessary to verify the electroweak symmetry breaking mechanism of the SM. The existence of an extended scalar sector or the presence of new dynamics at higher scales could modify the Higgs boson self-couplings.

The parameters $\lambda_{HHH}$ and $\kappa_{HHHH}$ can be constrained via experimental studies of final states arising from the production of two and three Higgs bosons, respectively. However, the corresponding production cross-sections are significantly smaller than those for the production of single Higgs bosons. The production of $HH$ pairs through gluon-gluon fusion ($ggF$) has an expected cross-section of $36.69^{+2.1%}_{-4.9%}$ fb at 14 TeV [19]. Even with the higher LHC centre-of-mass energy of 14 TeV and the integrated luminosity expected to be reached by the end of the LHC era, a meaningful extraction of $\kappa_{HHHH}$ is impossible, but the observation of Higgs-boson-pair production and a determination of $\lambda_{HHH}$ appear to be feasible.

This note presents prospects for studies of Higgs-boson-pair production at the High Luminosity LHC (HL-LHC), assuming an integrated luminosity of 3000 fb$^{-1}$, and using three decay channels: $bb\bar{b}\bar{b}$, $b\bar{b}\gamma\gamma$ and $b\bar{b}\tau^+\tau^-$. The branching fractions of $H \rightarrow b\bar{b}$, $H \rightarrow \gamma\gamma$ and $H \rightarrow \tau^+\tau^-$ are 0.5824, $2.27 \times 10^{-3}$, and $6.272 \times 10^{-2}$, respectively [20]. These SM branching fractions are assumed for all the results presented. Only the dominant production mode via gluon-gluon fusion is examined. Scans are performed over a range of possible tri-linear self-coupling strengths, measured relative to the SM expectation and denoted by $\kappa_A = \lambda_{HHH}/\lambda_{HHH}^{SM}$.

The current Run 2 measurements of the Higgs-boson-pair production are performed with approximately 36 fb$^{-1}$ of data [21, 22], combining different decay channels. The ATLAS collaboration reports the combined observed (expected) limit on the non-resonant Higgs-boson-pair production cross-section of 6.7 (10.4) times the SM expectation. The ratio of the Higgs boson self-coupling to its SM expectation is observed (expected) to be constrained at 95% CL to $-5.0 < \kappa_A < 12.1$ ($-5.8 < \kappa_A < 12.0$). The reported combined observed (expected) limit on the non-resonant Higgs-boson-pair production cross-section by the CMS collaboration is 22.2 (12.8) times the predicted Standard Model cross-section. The ratio of the Higgs boson self-coupling to its SM expectation is observed (expected) to be constrained at 95% CL to $-11.8 < \kappa_A < 18.8$ ($-7.1 < \kappa_A < 13.6$).

The expected performance for the $bb\bar{b}\bar{b}$ and $b\bar{b}\tau^+\tau^-$ channels at the HL-LHC is assessed through extrapolation of measurements [23, 24] performed by the ATLAS Collaboration using 24.3 fb$^{-1}$ and 36.1 fb$^{-1}$ of data, respectively, recorded at $\sqrt{s} = 13$ TeV. The expected performance for the $b\bar{b}\gamma\gamma$ channel is assessed through the use of truth-level Monte Carlo (MC) samples. These MC samples have been adjusted with parameterised functions to estimate the response of the upgraded ATLAS detector at the HL-LHC. The average number of additional proton–proton interactions (pile-up) per bunch crossing is assumed to be $<\mu> = 200$. An 8% improvement in $b$-tagging efficiency is expected for all channels as a result of improvements to the inner tracker (ITk) [25]. This improvement is factored into the $bb\bar{b}\bar{b}$ and $b\bar{b}\tau^+\tau^-$ extrapolations, and it is included in the smearing functions used in the $b\bar{b}\gamma\gamma$ analysis. In this note, the current Run 2 systematic uncertainties are scaled following Ref. [26].

2 $HH \rightarrow bb\bar{b}\bar{b}$

The projections for the $HH \rightarrow bb\bar{b}\bar{b}$ channel presented in this note are extrapolations of the recent results obtained by the ATLAS Collaboration [23] in which 27.5 fb$^{-1}$ of $pp$ collision data recorded at $\sqrt{s} = 13$ TeV in 2015-2016 are used. These results set a 95% CL upper limit of 147 fb (234 fb expected) on the cross-section of SM-like Higgs-boson-pair production, where both Higgs bosons decay to $bb$. This
The extrapolations are set using the same methodology as in Ref. [28], but the analysis upon which they are based is updated in line with the improved Run 2 analysis [23]. The assumption is made that the planned upgrades to the ATLAS detector [25, 29–33] and improvements to reconstruction algorithms will mitigate the effects of higher pile-up, resulting in the same jet reconstruction performance as that achieved in 2015-2016. The \( b \)-tagging efficiency is increased by 8% per jet, while the efficiency to incorrectly tag \( c \)- and light-jets remains the same, in order to reflect the expected improvements in \( b \)-tagging performance afforded by the ITk [25]. Jet transverse momentum (jet-\( p_T \)) thresholds, determined by the trigger requirement, will likely increase for HL-LHC running. The effect of raising jet thresholds is studied below. Furthermore, the assumption is made that the analysis will be unchanged in terms of selection and statistical interpretation – a rather pessimistic assumption given that the analysis will be improved to use new techniques and optimised to make best use of larger datasets (for example the boosted-decision-tree-based background reweighting approach of Ref. [34]).

The results presented here were included in the Pixel Detector TDR [25] and the TDAQ TDR [30].

### 2.1 Run 2 Analysis

The sensitivity of the \( HH \to b\bar{b}b\bar{b} \) process is extrapolated from the analysis performed on 24.3 fb\(^{-1} \) of data, collected during 2016 at a centre-of-mass energy of \( \sqrt{s} = 13 \) TeV and documented in Ref. [23]. MC samples simulated at 13 TeV are used in this analysis to model the signal production and the background from \( t\bar{t} \) events, as described in Ref. [23]. The SM \( HH \) signal sample was generated using Madgraph5\_aMC@NLO at next-to-leading order (NLO) in QCD, with the CT10 NLO [35] parton distribution function (PDF) set. Parton showers and hadronization were simulated with Herwig++ [36] using the UEEES set of tuned parameters (tune) [37]. The events were reweighted to reproduce the \( m_{HH} \) spectrum obtained in Refs. [38, 39], which fully accounts for the finite top-quark mass. The dominant multijet background was modelled using the data-driven techniques described in Ref. [23]. This analysis reconstructs each \( b \)-quark from the Higgs boson decays as a distinct \( R = 0.4 \) anti-\( k_t \) jet [40] and has been optimised to search for low-mass and non-resonant Higgs-boson pairs. The mass of the two Higgs boson candidate system (\( m_{HH} \)) is used as the final discriminant. The remainder of this section briefly summarises this analysis, and the reader is directed to Ref. [23] for more details.

A combination of \( b \)-jet triggers is used to record events. Events are required to feature either one \( b \)-tagged jet with transverse momentum \( p_T > 225 \) GeV, or two \( b \)-tagged jets, either both satisfying \( p_T > 35 \) GeV or both satisfying \( p_T > 55 \) GeV, with different requirements on the \( b \)-tagging. Some triggers require additional non-\( b \)-tagged jets. This combination of triggers is 90% efficient for SM non-resonant signal, after the full offline selection described below.

Higgs boson kinematic properties are reconstructed using pairs of \( R = 0.4 \) anti-\( k_t \) jets built from topological clusters of energy deposits in calorimeters cells [41].

Jets containing \( b \)-hadrons are identified using a score value computed from a multivariate \( b \)-tagging algorithm (MV2c10 [42, 43]), which makes use of observables provided by an impact parameter algorithm, an inclusive secondary vertex finding algorithm and a multi-vertex finding algorithm. The \( b \)-tagging working point of 70% \( b \)-jet identification efficiency is chosen.
The selection begins with the requirement that the event contains at least four $b$-tagged jets with $p_T > 40 \text{GeV}$ and $|\eta| < 2.5$. The four jets with the highest $b$-tagging scores are paired to construct two Higgs boson candidates as described in Ref. [23].

Higgs-boson pairs are reconstructed over a wide range of masses, $200 \text{ GeV} \lesssim m_{HH} \lesssim 1300 \text{ GeV}$. Event selection criteria that vary as a function of the reconstructed mass are used to enhance the analysis sensitivity across this range. Mass-dependent requirements are made on the transverse momentum of the leading and sub-leading (in $p_T$) Higgs boson candidates. The absolute difference in pseudorapidity between the two Higgs boson candidates is then required to be less than 1.5.

A requirement on the masses of the Higgs boson candidates is made:

$$X_{HH} = \sqrt{\left(\frac{m_{2j}^{\text{lead}} - 120 \text{ GeV}}{0.1 m_{2j}^{\text{lead}}}\right)^2 + \left(\frac{m_{2j}^{\text{subl}} - 115 \text{ GeV}}{0.1 m_{2j}^{\text{subl}}}\right)^2} < 1.6$$

where $m_{2j}^{\text{lead}}$ and $m_{2j}^{\text{subl}}$ are the masses of the leading and subleading Higgs boson candidates, respectively. The $0.1 m_{2j}$ terms represent the expected experimental resolution of the Higgs boson candidate mass.

Finally, to reduce the $t\bar{t}$ background, hadronically decaying top-quark candidates are built from any three jets in the event, one of which must be a constituent of a Higgs boson candidate. The event is vetoed if a top-quark candidate is found where the reconstructed top-quark and $W$ boson masses are sufficiently close to their nominal values.

The acceptance times efficiency of the full event selection, including the trigger requirement, is 1.6%. The final analysis discriminant is the invariant mass of the selected four-jet system, $m_{HH}$, after a correction based on the known Higgs boson mass, where each Higgs boson candidate’s four-momentum is multiplied by a correction factor $m_H/m_{2j}$.

After the full event selection, about 95% of the background consists of multijet events. It is difficult to model this background accurately using MC simulation, partly due to the complexity arising from the large number of multijet processes contributing to this background, but mainly due to the need for an extremely large number of events as a result of the large cross-section and high background rejection factor. As a result, the multijet background is modelled using a data-driven method, as described in Ref. [23]. Data featuring Higgs boson candidates reconstructed from exactly two $b$-tagged and two non-$b$-tagged jets (and satisfying all other selection criteria) are reweighted to represent the background in the signal region. The weights are derived in high-statistics control regions defined using mass sidebands in the $m_{2j}^{\text{lead}} - m_{2j}^{\text{subl}}$ plane, as shown in Figure 1.

The remaining 5% of the background originates from $t\bar{t}$ processes. The $m_{2j}$ spectrum is taken from MC simulation, while the event yield is normalised to data. There is negligible background from all other sources – including processes involving single Higgs bosons.

The uncertainties on the signal acceptance comprise: missing higher-order terms in the matrix elements and PDF set, as well as modelling of the underlying event, hadronic showers, initial- and final-state radiation. The total theoretical uncertainty is dominated by the uncertainties associated with the modelling of the initial- and final-state radiation.

The following detector modelling uncertainties are considered for the simulated signal and $t\bar{t}$ background: uncertainties in the jet energy scale (JES) and resolution (JER), uncertainties in the $b$-tagging efficiency and luminosity uncertainties.
Figure 1: Higgs boson candidate mass-plane regions from the 2016 analysis. The signal region is inside the inner (red) dashed curve, and two control regions are defined outside the signal region: one outside the signal region and within the orange circle and the other between the orange and yellow circles. The left plot shows the distribution of events for the SM non-resonant \( HH \) process, and the right plot shows the distribution of events for the estimated multijet background.

Uncertainties in the normalisation of the multijet and \( t\bar{t} \) backgrounds are propagated from the fit which determines their yields. Shape uncertainties are assessed by deriving an alternative background model using the same procedure as in the nominal case, but from an independent control region. The differences between the baseline and the alternative models are used as a background-model shape uncertainty, with a two-sided uncertainty defined by symmetrising the difference about the baseline. The uncertainty is split into two components to allow two independent variations: a low-\( H_T \) and a high-\( H_T \) component, where \( H_T \) is the scalar sum of the \( p_T \) of the four jets constituting the pair of Higgs boson candidates. The boundary value is 300 GeV. The low-\( H_T \) shape uncertainty primarily affects the \( m_{HH} \) spectrum below 400 GeV (close to the kinematic threshold) by up to 5%, and the high-\( H_T \) uncertainty mainly affects \( m_{HH} \) above this by up to 30% relative to nominal. The size of these background normalisation and shape uncertainties are driven by the current statistical precision of the control regions and they were found to be the dominant systematic uncertainties in the analysis of the 2016 dataset.

2.2 Extrapolation Method

The statistical framework used to produce the Run 2 results documented in Ref. [23] is extended to assess the sensitivity of the analysis to non-resonant Higgs-boson-pair production with larger datasets. A test statistic based on the profile likelihood ratio [44] is used to test hypothesised values of the global signal strength factor, \( \mu = \sigma_{HH}/\sigma_{SM}^{HH} \), for the SM non-resonant \( HH \) signal model. Systematic uncertainties are treated using Gaussian or log-normal constraint terms in the definition of the likelihood function. The extended framework is used to produce \( m_{HH} \) distributions for the signal and background, which have been modified to represent different integrated luminosities. These distributions are used to derive expected upper limits on the production cross-section for the signal process using a signal-plus-background fit to the background-only \( m_{HH} \) distribution. Exclusion limits are based on the value of the statistic \( CL_s \) [45], with a value of \( \mu \) regarded as excluded at the 95% CL when \( CL_s \) is less than 5%. The distributions can
also be modified to investigate different assumptions and scenarios, for example assumptions related to
the evolution of the systematic uncertainties.

The systematic uncertainties related to detector modelling – JES, JER, b-tagging, luminosity – are
themselves largely set by the systematic uncertainties of the methods used to determine them. They could
be reduced in the future through dedicated studies and development of new techniques, but since no
reliable predictions of these improvements can be made, they are treated as constant in this extrapolation.
Even with this conservative assumption, these uncertainties have a negligible impact on the analysis
sensitivity.

The multijet and $t\bar{t}$ distributions have uncertainties associated with their normalisation and shape that are
treated as nuisance parameters in the statistical analysis. In order to use the best models of these back-
grounds in the dataset extrapolation process, a signal-plus-background fit is performed to the 2016 data
(assuming $\mu = 1$) and the best-fit values of the nuisance parameters extracted. Background distributions
are then generated to represent different integrated luminosities, using these best-fit nuisance parameter
values. The statistical uncertainties on the data-driven multijet model are set to follow Poisson statistics
corresponding to the dataset size, while the systematic uncertainties are left unchanged (additional con-
straints coming from the fit to 2016 data are ignored). Different assumptions regarding the evolution of
the background uncertainties are explored in Section 2.4.

The signal model statistical uncertainty is dictated by MC resource limitations. As these will be sub-
stantially improved for the final HL-LHC analyses, the statistical uncertainty on the signal distributions is
neglected.

All background distributions are corrected to account for the increase in collision energy from $\sqrt{s} = 13$ TeV
to $\sqrt{s} = 14$ TeV. For simplicity this is done by scaling the number of expected events by 1.18, which
accounts for the increase in cross-sections due to the change in gluon-luminosity. The signal distributions
are normalised to the $\sqrt{s} = 14$ TeV prediction [19]. Possible effects on the $m_{HH}$ shape from the evolution
of the PDFs are neglected for this study.

The $m_{HH}$ distributions extrapolated to 3000 fb$^{-1}$ are shown in Figure 2, and retain the same binning that
was used in the Run 2 analysis. These scaled distributions are used in the statistical analysis along with
those corresponding to systematic uncertainty variations. The signal-to-background ratio for all events is
0.06%, increasing to 0.19% if only events with $m_{HH} > 400$ GeV are considered. The low-$H_T$ uncertainty
is constrained to 0.15 of the prior and the high-$H_T$ uncertainty is constrained to 0.03 of the prior. The
uncertainty on the overall background yield, when the Run 2 uncertainty is extrapolated to 3000 fb$^{-1}$, is
found to be 0.3%.

2.3 Results

The expected 95% CL upper limit on the global SM $HH$ signal strength as a function of the integrated
luminosity is shown in Figure 3 for the best possible scenario where only statistical uncertainties are
considered and for the conservative scenario where the pre-fit uncertainties remain as they were for the
analysis of the 2016 dataset. The potential benefit of reducing the pre-fit systematic uncertainties is
significant and becomes even more pronounced with larger datasets: the sensitivity with 3000 fb$^{-1}$ of
data and the current systematic uncertainties is 2.5 times worse than in the scenario where systematic
uncertainties are negligible. If systematic uncertainties were entirely eliminated, the excluded signal
strength would be 1.4 with 3000 fb$^{-1}$ of data.
Figure 2: Stacked $m_{HH}$ histograms of the $t\bar{t}$ and multijet backgrounds extrapolated from 24.3 fb$^{-1}$ (the 2016 dataset) to 3000 fb$^{-1}$. The predicted SM non-resonant Higgs-boson-pair production signal is shown as the red line.

Figure 3: Expected 95% CL upper limit on $\sigma_{HH}/\sigma_{SM}^{HH}$, as a function of the integrated luminosity of the search between 47 and 3000 fb$^{-1}$. The red line shows the upper limit when evaluated without systematic uncertainties, while the green line assumes that the pre-fit systematic uncertainties remain as they were in 2016. The lower panel shows the ratio between these two limits. The extrapolated sensitivity is shown using a jet $p_T$ threshold of 40 GeV.

Figure 4 shows a similar set of plots for the projected significance of the discrepancy from the background-only hypothesis. The potential benefit of reducing the systematic uncertainties is once again highlighted. If systematic uncertainties were entirely eliminated, the significance would be 1.4\sigma. The corresponding probability, $p_0$, to observe the predicted SM $HH$ signal because of fluctuations in the background is
0.0825. Keeping the current experimental systematic uncertainties, this becomes 0.62\(\sigma\), corresponding to a \(p_0\)-value of 0.269.

Figure 4: Expected significance, \(p_0\), of the discrepancy from the background-only hypothesis when the predicted SM \(HH\) signal is injected, as a function of the integrated luminosity of the search between 47 and 3000 fb\(^{-1}\). The red line shows \(p_0\) when evaluated without systematic uncertainties, while the green line assumes that the pre-fit systematic uncertainties remain as they were in 2016. The black dashed line shows the \(p_0\) value corresponding to a signal significance of 1\(\sigma\). The extrapolated sensitivity is shown using a jet \(p_T\) threshold of 40 GeV.

With 3000 fb\(^{-1}\) of data, a degradation of the \(b\)-tagging efficiency to its Run 2 performance (assessed by removing the 8% improvement that was applied earlier) would result in a relative decrease by 10% (20%) of the significance for the case of current (no) systematic uncertainty.

To assess the sensitivity of the \(HH \rightarrow b\bar{b}b\bar{b}\) analysis to \(\kappa\lambda\), samples for three different values of \(\kappa\lambda\) (\(\kappa\lambda = 0, 1\) and 10) are produced using the leading-order (LO) version of MADGRAPH5\_aMC@NLO [46] generator with the NNPDF 2.3 LO [47] PDF set and PYTHIA 8 [48] for the showering model. Using these three samples, the generator-level \(m_{HH}\) distributions for \(-20 \leq \kappa\lambda \leq 20\) were then produced using the morphing technique documented in Ref. [49]. The binned ratios of \(m_{HH}\) distributions for any given \(\kappa\lambda\) value to the SM case (\(\kappa\lambda = 1\)) are computed at LO and then applied to the fully simulated SM NLO sample to reweight it to different \(\kappa\lambda\) values. In this way the SM NLO QCD and the finite top-quark mass corrections [38, 39] are applied for all \(\kappa\lambda\) signals, i.e. they are assumed to be independent of \(\kappa\lambda\).

An Asimov dataset with the predicted SM \(HH\) signal was created, and maximum likelihood fits to this dataset were performed with different \(\kappa\lambda\) hypotheses. The negative natural logarithm of the ratio of the maximum likelihood for \(\kappa\lambda\) to that for the fit with \(\kappa\lambda = 1\) is shown in Figure 5. The 1\(\sigma\) and 2\(\sigma\) confidence interval (CI) constraints on \(\kappa\lambda\) from these curves, when considering only statistical uncertainties and when considering current pre-fit systematic uncertainties, are shown in Table 1.

The negative natural logarithm of the ratio of the maximum likelihood for \(\kappa\lambda\) to that for the fit with \(\kappa\lambda = 0\) is shown in Figure 6. The confidence intervals on \(\kappa\lambda\) are reported in Table 2.

It can be seen in Figures 5 and 6 that there are typically two minima. The first minimum is located at \(\kappa\lambda = 1\) or 0, respectively, as the signal hypothesis used in the maximum likelihood fit corresponds to the

Figure 5: Negative natural logarithm of the ratio of the maximum likelihood for $\kappa_{1}$ to the maximum likelihood for $\kappa_{1} = 1$ for (left) the fits with only statistical uncertainties and (right) the fits with current systematic uncertainties as nuisance parameters. These extrapolated likelihood curves are produced with a jet $p_T$ threshold of 40 GeV. The dashed lines at $-\ln(L_{\kappa_{1}}/L_{\kappa_{1}=1}) = 0.5$ and 2.0 indicate the values corresponding to a 1$\sigma$ and 2$\sigma$ confidence interval, respectively (assuming an asymptotic $\chi^2$ distribution of the test statistic).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$1\sigma$ CI</th>
<th>$2\sigma$ CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No systematic uncertainties</td>
<td>$-0.4 \leq \kappa_{1} \leq 4.3$</td>
<td>$-1.4 \leq \kappa_{1} \leq 8.2$</td>
</tr>
<tr>
<td>2016 analysis systematic uncert.</td>
<td>$-2.3 \leq \kappa_{1} \leq 6.4$</td>
<td>$-4.7 \leq \kappa_{1} \leq 8.9$</td>
</tr>
</tbody>
</table>

Table 1: Constraints on $\kappa_{1}$ from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the SM HH signal, as shown in Figure 5. Results are presented as a 1$\sigma$ and 2$\sigma$ CI on $\kappa_{1}$ when considering only statistical uncertainties and when considering current pre-fit systematic uncertainties.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$1\sigma$ CI</th>
<th>$2\sigma$ CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No systematic uncertainties</td>
<td>$-1.1 \leq \kappa_{1} \leq 1.6$</td>
<td>$-2.0 \leq \kappa_{1} \leq 8.4$</td>
</tr>
<tr>
<td>2016 analysis systematic uncert.</td>
<td>$-2.8 \leq \kappa_{1} \leq 6.1$</td>
<td>$-5.4 \leq \kappa_{1} \leq 9.0$</td>
</tr>
</tbody>
</table>

Table 2: Constraints on $\kappa_{1}$ from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the $\kappa_{1} = 0$ signal, as shown in Figure 6. Results are presented as a 1$\sigma$ and 2$\sigma$ CI on $\kappa_{1}$ when considering only statistical uncertainties and when considering current pre-fit systematic uncertainties.

signal used to create the Asimov dataset. The second minimum is observed at a $\kappa_{1}$ value that corresponds to a similar fitted signal yield with respect to the $\kappa_{1}$ point at the first minimum, which is a consequence of a higher cross-section, but lower acceptance and worse signal-to-background separation. The degeneracy is lifted because of the different shapes of the $m_{HH}$ distribution at each of the two minima, especially after including the systematic uncertainties.

2.4 Impact of Reducing Background Modelling Uncertainties

Systematic uncertainties related to the data-driven background modelling are dominant, with the other sources (theoretical or detector modelling uncertainties) leading to a negligible change in the results.
The impact of potential reductions in the background modelling uncertainties is shown in Figure 7. The multijet background modelling uncertainties were determined in 2016 by examining the agreement between the background models derived in two different regions of the plane defined by the masses of the two Higgs boson candidates. The uncertainties were essentially limited by the statistical precision of these comparisons. As more data is accumulated, the statistical precision of these comparisons will increase and a reduction in the modelling uncertainties should be possible. Hence, the limit achievable for the case where the background uncertainties are scaled according to the integrated luminosity is also shown as the star in Figure 7.

2.5 Effect of Minimum Jet $p_T$ Thresholds

The high number of pile-up events at HL-LHC cause difficulties in maintaining high acceptance when triggering on multijet final states. Jets produced in the pile-up events cause high trigger rates, potentially necessitating a rise in jet $p_T$ thresholds, which is exacerbated by the deterioration in trigger $p_T$ turn-on curves caused by the additional soft energy deposited in the calorimeters.

The impact of increasing the multijet trigger $p_T$ thresholds has been examined by repeating the analysis using different minimum jet $p_T$ requirements on the constituent jets of the Higgs boson candidates. The expected 95% CL upper limit on $\sigma_{HH}/\sigma_{SM}^{HH}$, as a function of the minimum jet $p_T$ required is shown in Figure 8. Ref. [50] proposes a trigger menu with a multijet trigger that requires four jets, all satisfying a minimum $p_T$ threshold equivalent to demanding $p_T > 75$ GeV for jets reconstructed offline. As can be seen in Figure 8, this high minimum jet $p_T$ threshold would have a significant negative impact on the sensitivity of the $HH \rightarrow b\bar{b}b\bar{b}$ analysis. In the scenario with no systematic uncertainties, this degrades the sensitivity by almost 50% relative to the current analysis threshold of $p_T > 40$ GeV and is equivalent to halving the integrated luminosity of the final dataset. In the scenario with the current systematic uncertainties, the limits are 2.4 times higher, equivalent to reducing the dataset to only 200 fb$^{-1}$. The larger degradation

---

Figure 6: Negative natural logarithm of the ratio of the maximum likelihood for $\kappa_1$ to the maximum likelihood for $\kappa_1 = 0$ for (left) the fits with only statistical uncertainties and (right) the fits with current systematic uncertainties as nuisance parameters. These extrapolated likelihood curves are produced with a jet $p_T$ threshold of 40 GeV. The dashed lines at $-\ln(L_{\kappa_1}/L_{\kappa_1=0}) = 0.5$ and 2.0 indicate the values corresponding to a 1σ and 2σ confidence interval, respectively (assuming an asymptotic $\chi^2$ distribution of the test statistic).
in this case can be quantitatively explained by the background systematic uncertainty being currently dominated by the statistical precision of the comparison between the two models; so increasing the jet $p_T$ threshold results in a loss of sensitivity from diminishing the precision of that comparison, as well as the expected hit from reduced signal region yields.

Figure 8: Expected 95% CL upper limit on $\sigma_{HH}/\sigma_{SM}^{HH}$, as a function of the minimum jet $p_T$ required for the four Higgs boson candidate constituent jets. The left plot shows the case where only statistical uncertainties are considered, while the right plot includes the pre-fit systematic uncertainties as they were in 2016.
3 $HH \rightarrow b\bar{b}\tau^+\tau^-$

The ATLAS $HH \rightarrow b\bar{b}\tau^+\tau^-$ analysis [24] currently sets the world's strongest limit by a single channel on Higgs-boson-pair production. The results, obtained using 36.1 fb$^{-1}$ of $pp$ collision data at $\sqrt{s} = 13$ TeV collected during the LHC Run 2 in 2015 and 2016, constrain the production cross-section for non-resonant Higgs-boson-pair production to be less than 12.7 times the SM prediction, at 95% CL. The expected limit is 14.8 times the SM prediction. The CMS experiment excludes cross-sections greater than 31.4 times the SM prediction, while the expected limit is 25.1 times the SM prediction, under the same experimental conditions and for a similar integrated luminosity [51].

The results from the ATLAS Run 2 (2015+2016) analysis are extrapolated to $\sqrt{s} = 14$ TeV and the HL-LHC target integrated luminosity to obtain an estimate of the expected sensitivity of the $HH \rightarrow b\bar{b}\tau^+\tau^-$ channel to SM $HH$ production and $\lambda_{HHH}$ at the HL-LHC. The $\tau_{lep}\tau_{had}$ and $\tau_{had}\tau_{had}$ decay channels are considered, where the subscripts ($\text{lep} = \text{electron or muon}, \text{had} = \text{hadrons}$) indicate the decay mode of the $\tau$-lepton. The analysis strategy is briefly summarised below for convenience, Ref. [24] should be consulted for full details.

3.1 Run 2 Analysis

Events are characterised by the presence of either an electron or muon plus hadronic $\tau$-object (\(\tau_{\text{had-vis}}\)), or two \(\tau_{\text{had-vis}}\), as well as two $b$-tagged jets, and $E_T^{\text{miss}}$ from neutrinos produced in the $\tau$-lepton decay. Events in the $\tau_{\text{lep}}\tau_{\text{had}}$ channel are required to pass a single-lepton trigger (SLT) or lepton-plus-$\tau_{\text{had-vis}}$ trigger (LTT). The electron or muon that passes the SLT condition is required to have $p_T > 26$ GeV at trigger level. Events that fail this requirement are considered for the LTT category if the electron (muon) has $p_T > 17$ (14) GeV. In the $\tau_{\text{had}}\tau_{\text{had}}$ channel events are required to pass either a single-$\tau_{\text{had-vis}}$ trigger (STT) with the leading $\tau_{\text{had-vis}}$ required to have $p_T > 80 - 160$ GeV (depending on the data-taking period of the Run 2 analysis) or a di-$\tau_{\text{had-vis}}$ trigger (DTT) with the leading (sub-leading) $\tau_{\text{had-vis}}$ required to have $p_T > 35$ (25) GeV. An additional jet with online $p_T > 25$ GeV is required at Level 1 for LTT and DTT events in order to keep manageable rates.

In the SLT and LTT channels, the electron or muon is required to have a minimum $p_T$ of at least 1 GeV more than the trigger threshold. In SLT events the $\tau_{\text{had-vis}}$ is required to have $p_T > 20$ GeV, while in the LTT channel the $\tau_{\text{had}}$ is required to have $p_T > 30$ GeV. In the STT channel the leading $\tau_{\text{had-vis}}$ is required to have $p_T > 100 - 180$ GeV (depending on the data-taking period of the Run 2 analysis) and the sub-leading $\tau_{\text{had-vis}}$ is required to have $p_T > 20$ GeV. In the DTT channel the $p_T$ thresholds for the leading and sub-leading $\tau_{\text{had-vis}}$ are 40 GeV and 30 GeV, respectively. In all cases, the $\tau$-lepton decay products are required to have opposite-sign charge and events with additional electrons, muons or $\tau_{\text{had-vis}}$ are rejected. Signal region (SR) events are required to have two $b$-tagged jets, where the leading (sub-leading) jet $p_T$ is required to be at least 45 (20) GeV. In LTT and DTT channels, the leading jet $p_T$ threshold is raised to 80 GeV in order to be fully efficient with respect to the Level 1 requirements. The invariant mass of the di-$\tau$-lepton system, $m_{\tau\tau}^{\text{MMT}}$, is calculated using the Missing Mass Calculator [52], and is required to be greater than 60 GeV.

The dominant SM background processes are $t\bar{t}$, multijet and $Z$ bosons produced in association with two

jets originating from heavy-flavour quarks \((bb, bc, cc)\), subsequently referred to as \(Z+\text{heavy-flavour}\). The SM Higgs-boson production is also an important background process, in particular when the Higgs boson is produced in association with a \(Z\) boson and the system subsequently decays into a \(b\bar{b}\tau^+\tau^-\) final state. To model the SM \(HH\) signal and background processes containing hadronic \(\tau\)-lepton decays MC samples with a fully simulated detector response are used. The SM \(HH\) signal events were generated using \textsc{Madgraph5} aMC@NLO at NLO in QCD, using the same setup used to generate the SM \(HH \rightarrow b\bar{b}b\bar{b}\) signal events, which is described in Section 2.1. The events were reweighted to reproduce the \(m_{HH}\) spectrum obtained in Refs. \([38, 39]\), which fully accounts for the finite top-quark mass. The complete list of MC samples used in the analysis can be found in Ref. \([24]\). Contributions from processes in which a quark- or gluon-initiated jet is misidentified as a \(\tau\)-jet is estimated using data-driven methods.

A Boosted Decision Tree (BDT) classification is used to separate the signal from background processes. In all channels the BDT uses the mass of the Higgs-boson pair, \(m_{\tau\tau}^{\text{MMC}}\), the di-\(b\)-jet invariant mass, the angular distance \(\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\) between the two visible \(\tau\)-lepton decay products, and the \(\Delta R\) between the two \(b\)-jets. In the \(\tau_{\text{had}}\tau_{\text{had}}\) channel the transverse mass between the electron or muon and the \(E_T^{\text{miss}}\) is also used. In the \(\tau_{\text{had}}\tau_{\text{lep}}\) channel the \(E_T^{\text{miss}}\) centrality that quantifies the angular position of the \(E_T^{\text{miss}}\) relative to the visible \(\tau\)-lepton decay products in the transverse plane is used in the BDT as well. In the \(\tau_{\text{lep}}\tau_{\text{had}}\) channel the BDT is trained against the dominant \(t\bar{t}\) background, while in the \(\tau_{\text{had}}\tau_{\text{had}}\) channel it is trained against \(t\bar{t}, Z/\gamma^* \rightarrow \tau^+\tau^-\), and multijet processes.

### 3.2 Extrapolation Procedure

The expected HL-LHC sensitivity to a SM \(HH\) signal in the \(b\bar{b}\tau^+\tau^-\) final state is estimated by extrapolating the current Run 2 result \([24]\) using the same statistical framework, based on the profile likelihood ratio \([44]\). This framework is used to produce modified BDT distributions for signal and background representing different target luminosities. These distributions are used to set upper limits on the signal strength, \(\sigma_{HH} / \sigma_{SM}^{HH}\) (the \(HH\) production cross-section relative to the SM prediction), using the \(CL_s\) method \([45]\). The expected discovery significance assuming a SM \(HH\) signal is also quoted. Various extrapolation assumptions are investigated.

The Run 2 BDT distributions for signal and background are scaled to luminosities up to 3000 fb\(^{-1}\) by a single multiplicative factor, defined as the ratio of the target luminosity to the luminosity of the Run 2 result. In the baseline scenario, the uncertainty on the luminosity is assumed to be 1%. The performance of the HL-LHC detector is assumed to be broadly similar to that of the current detector, with the exception that the \(b\)-tagging efficiency is expected to improve by 8% for a given \(c\)- and light-jet rejections due to the upgraded inner tracker, after taking into account effects from high pile-up conditions at the HL-LHC. This is taken into account by conservatively assuming all backgrounds have two \(b\)-initiated jets and hence scaling the backgrounds and the signal by \((1.08)^2\). Although there is potential to reduce the systematic uncertainties related to modelling of the detector response by the methods employed, the Run 2 values are used in this study as they are currently limited by the methods rather than statistical precision.

The increase in centre-of-mass energy from \(\sqrt{s} = 13\) TeV to \(\sqrt{s} = 14\) TeV is accounted for by scaling the number of expected signal and background events (estimated using simulations at \(\sqrt{s} = 13\) TeV) by the ratio of the corresponding production cross-sections. In the case of the \(HH\) signal and the single-Higgs-boson

---

1 Equivalently, \(Z\) bosons produced in association with at least one light-flavour quark \((u, d\) or \(s)\) or gluon are referred to as \(Z+\text{light-flavour}\).
backgrounds, the latest LHC Higgs Cross-Section Working Group [19] recommendations are used; for other backgrounds a single factor of 1.18 is applied to account for the approximate cross-section increase arising from the enhanced gluon-luminosity. The effect on the shape of several kinematic and BDT input variables was checked at truth level for both signals and major backgrounds. Since no significant difference was found, the shape of the BDT distributions is assumed to be unchanged. The theoretical uncertainty on the signal cross-section is not taken into account for the presented results, but its potential impact on the expected upper limit on the signal strength was estimated and found to be negligible compared to other systematic uncertainties.

In the Run 2 analysis, the binning used for the fit is determined by checking that the pre-fit relative background statistical uncertainty in each bin of the BDT output score is less than 0.5 (0.4) times the fraction of the signal in that bin for the $\tau_{\text{had}}\tau_{\text{had}}$ ($\tau_{\text{lep}}\tau_{\text{had}}$) channel. Additionally, the number of expected background events in each bin is required to be greater than 5 (10) for the $\tau_{\text{had}}\tau_{\text{had}}$ ($\tau_{\text{lep}}\tau_{\text{had}}$) channel. The binning criteria for the extrapolation is kept the same, but the binning itself changes due to the scaling of expected background events. Therefore, the statistical sensitivity improves beyond what is expected from just an increase in cross-section and luminosity.

In the Run 2 analysis, the normalisation of the simulated background samples from $t\bar{t}$ and $Z+\text{heavy-flavour}$ production is allowed to freely float in the final profile-likelihood fit, as described in Ref. [24]. For simplicity, in the extrapolation the $Z+\text{heavy-flavour}$ background is scaled by the normalisation factor of 1.34 obtained in the Run 2 analysis, while the $t\bar{t}$ normalisation is taken from simulation since its Run 2 normalisation factor is consistent with unity. The relative uncertainty on the normalisation is incorporated in the fit as a nuisance parameter for both backgrounds. Since the normalisations are obtained from a fit to data in a control region, their uncertainty is of statistical nature and therefore expected to be reduced. The extrapolation takes into account the effective increase in luminosity due to the larger dataset, the higher centre-of-mass energy, and the improvement in the $b$-jet identification described above. This increase leads to a reduction factor of approximately 10 in $t\bar{t}$ and $Z+\text{heavy-flavour}$ normalisation uncertainty at 3000 $fb^{-1}$ for the baseline scenario. In the same scenario, the uncertainties accounting for acceptance differences between the control regions and the various signal regions are taken to be 50% of those derived in the Run 2 analysis, based on the assumption that the theoretical modelling of these processes will be improved.

Background processes with a quark- or gluon-initiated jet misidentified as a $\tau_{\text{had-vis}}$ were derived from data using fake-factor and fake-rate methods in the Run 2 analysis. In order to take into account the expected increase in statistics with higher luminosity, the statistical uncertainties on the data-driven fake-$\tau_{\text{had-vis}}$ background model in the baseline scenario are adjusted to follow Poisson statistics corresponding to the target dataset size; the systematic uncertainties are left unchanged. The binning of the BDT discriminant is conservatively always determined using the unscaled relative background MC statistical uncertainty.

In the Run 2 analysis, the uncertainty on the background due to single-Higgs-boson production in the $ZH$ and $t\bar{t}H$ modes was set to approximately the current measured ATLAS uncertainty on the signal strength in the relevant channel, i.e. to 28% and 30% respectively. In order to account for the expected improvement in these measurements with increased luminosity, the baseline scenario instead assumes 5% and 10% respectively, corresponding approximately to the recommended theory uncertainties [19]. The uncertainties on all other minor backgrounds are halved in this scenario. Finally, in the baseline scenario, the MC statistical uncertainties are neglected under the assumption that the size of the MC samples will increase significantly in line with the data luminosity.
In addition to the baseline scenario, an alternative conservative extrapolation is performed. Here, all systematic uncertainties are set to their Run 2 values unless otherwise stated. Analogously, the statistical uncertainties on the data-driven fake-$\tau_{\text{had-\vis}}$ background are also set to their Run 2 value in this case. This extrapolation is split into two scenarios, one where the Run 2 MC statistical uncertainties are conservatively adopted and the other where they continue to be neglected. In all scenarios, additional constraints on the systematic uncertainties coming from the Run 2 fit are not taken into account. In order to show the ultimate limit of the expected performance, a final extrapolation is performed neglecting all systematic uncertainties, including the MC statistical uncertainty.

### 3.3 Systematics and Results

For each extrapolation scenario, a profile-likelihood fit is applied to the BDT score distributions shown in Figure 9 based on a background-only Asimov dataset. The fit is performed simultaneously in the three SRs to extract the signal cross-section. All sources of uncertainties are incorporated in the fit as nuisance parameters, as described in Section 3.2. Table 3 shows the number of events in each event category ($\tau_{\text{lep}}\tau_{\text{had}}$ SLT channel, $\tau_{\text{lep}}\tau_{\text{had}}$ LTT channel, $\tau_{\text{had}}\tau_{\text{had}}$ channel) in the baseline scenario, after applying the selection criteria described in Section 3.1. The numbers for the background are derived after the fit to the background-only Asimov dataset. The signal is estimated using a fit to an Asimov dataset with $\mu = 1$. The numbers are shown first for the entire SR, then for the last two bins of the BDT distribution where the BDT score is higher and finally only for the bin with the highest BDT score.

Figure 10 presents the upper limits on the $HH$ production cross-section normalised to the SM expectation as a function of the luminosity. The four extrapolation scenarios described above are shown: the scenario in which the systematic uncertainties remain the same as for the Run 2 analysis ("current systematic uncertainties"); the scenario with the current systematic uncertainties but neglected MC statistical uncertainties ("MC statistical uncertainty neglected"); the baseline scenario for the systematic uncertainties ("baseline"); and the scenario with no systematic uncertainties considered ("no systematic uncertainties"). In the absence of the SM $HH$ signal, the analysis is expected to set a 95% CL upper limit at 0.99 times the

Due to the large correlations, individual uncertainties can be significantly larger than the total uncertainty.

Table 3: Post-fit expected number of events for the HL-LHC target integrated luminosity of 3000 fb$^{-1}$ after applying the selection criteria described in Section 3.1. The first part of the table shows the total number of events, the second shows the number of events in the last two bins of the BDT distribution and the third shows only the bin with the highest BDT score. In the $\tau_{\text{lep}}\tau_{\text{had}}$ channel, the “Fake-$\tau_{\text{had}}$-vis” background includes all processes ($t\bar{t}$, multijets and $W$+jets) in which a jet is misidentified as a $\tau_{\text{had}}$-vis, while in the $\tau_{\text{had}}\tau_{\text{had}}$ channel the fake-$\tau_{\text{had}}$-vis background from multijet processes (“Multijet Fake-$\tau_{\text{had}}$-vis”) and $t\bar{t}$ production (“$t\bar{t}$ Fake-$\tau_{\text{had}}$-vis”) are derived separately. The $t\bar{t}$ background includes events with true $\tau_{\text{had}}$-vis and the very small contribution from leptons misidentified as $\tau_{\text{had}}$-vis. The ‘Other’ category includes contributions from $W$+jets (including fake $\tau_{\text{had}}$-vis in the $\tau_{\text{had}}\tau_{\text{had}}$ channel), $Z \rightarrow \tau\tau$+light-flavour jets, $Z \rightarrow \ell\ell$+jets and diboson processes. The total background is not identical to the sum of the individual components since the latter are rounded for presentation, while the sum is calculated with the full precision before being subsequently rounded. Systematic uncertainties as defined in the baseline scenario are included in the fit. Due to the large correlations, individual uncertainties can be significantly larger than the total uncertainty.

<table>
<thead>
<tr>
<th>Full signal region</th>
<th>$\tau_{\text{lep}}\tau_{\text{had}}$ channel (SLT)</th>
<th>$\tau_{\text{had}}\tau_{\text{had}}$ channel (LTT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$ fake-$\tau_{\text{had}}$-vis</td>
<td>-</td>
<td>20400 ± 2200</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>221800 ± 13000</td>
<td>176000 ± 2300</td>
</tr>
<tr>
<td>Single top</td>
<td>129200 ± 2800</td>
<td>8240 ± 230</td>
</tr>
<tr>
<td>Multijet fake-$\tau_{\text{had}}$-vis</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fake-$\tau_{\text{had}}$-vis</td>
<td>867000 ± 13000</td>
<td>51100 ± 2300</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$ + (bb, bc, cc)</td>
<td>51800 ± 2100</td>
<td>14600 ± 600</td>
</tr>
<tr>
<td>Other</td>
<td>24300 ± 1000</td>
<td>1710 ± 160</td>
</tr>
<tr>
<td>SM Higgs boson</td>
<td>4280 ± 360</td>
<td>460 ± 40</td>
</tr>
<tr>
<td>Total background</td>
<td>3295300 ± 1800</td>
<td>252050 ± 500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Last two bins</th>
<th>$\tau_{\text{lep}}\tau_{\text{had}}$ channel (SLT)</th>
<th>$\tau_{\text{had}}\tau_{\text{had}}$ channel (LTT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$ fake-$\tau_{\text{had}}$-vis</td>
<td>-</td>
<td>146 ± 19</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>1830 ± 40</td>
<td>1780 ± 30</td>
</tr>
<tr>
<td>Single top</td>
<td>720 ± 20</td>
<td>420 ± 40</td>
</tr>
<tr>
<td>Multijet fake-$\tau_{\text{had}}$-vis</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fake-$\tau_{\text{had}}$-vis</td>
<td>640 ± 40</td>
<td>-</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$ + (bb, bc, cc)</td>
<td>1290 ± 70</td>
<td>1150 ± 70</td>
</tr>
<tr>
<td>Other</td>
<td>460 ± 20</td>
<td>180 ± 20</td>
</tr>
<tr>
<td>SM Higgs boson</td>
<td>220 ± 10</td>
<td>64 ± 3</td>
</tr>
<tr>
<td>Total background</td>
<td>5730 ± 90</td>
<td>4230 ± 90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Last bin</th>
<th>$\tau_{\text{lep}}\tau_{\text{had}}$ channel (SLT)</th>
<th>$\tau_{\text{had}}\tau_{\text{had}}$ channel (LTT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$ fake-$\tau_{\text{had}}$-vis</td>
<td>-</td>
<td>12.9 ± 2.0</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>235 ± 6</td>
<td>360 ± 30</td>
</tr>
<tr>
<td>Single top</td>
<td>283 ± 15</td>
<td>54 ± 3</td>
</tr>
<tr>
<td>Multijet fake-$\tau_{\text{had}}$-vis</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fake-$\tau_{\text{had}}$-vis</td>
<td>300 ± 10</td>
<td>97 ± 9</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$ + (bb, bc, cc)</td>
<td>340 ± 20</td>
<td>470 ± 40</td>
</tr>
<tr>
<td>Other</td>
<td>105 ± 5</td>
<td>61 ± 7</td>
</tr>
<tr>
<td>SM Higgs boson</td>
<td>78 ± 4</td>
<td>31 ± 2</td>
</tr>
<tr>
<td>Total background</td>
<td>1343 ± 25</td>
<td>1069 ± 55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SM $HH$</th>
<th>$\tau_{\text{lep}}\tau_{\text{had}}$ channel</th>
<th>$\tau_{\text{had}}\tau_{\text{had}}$ channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>$32.8 ± 1.6$</td>
<td>$9.8 ± 0.5$</td>
<td>$32 ± 3$</td>
</tr>
</tbody>
</table>
Figure 10: Expected 95% CL upper limit on \(\sigma_{HH}/\sigma_{SM}^{HH}\), as a function of the integrated luminosity of the search between 36.1 and 3000 fb\(^{-1}\). Results are shown for each extrapolation scenario where the \(\tau_{lep}\tau_{had}\) and \(\tau_{had}\tau_{had}\) channels are combined (left) and for the \(\tau_{lep}\tau_{had}\) channel, the \(\tau_{had}\tau_{had}\) channel and their combination separately for the baseline scenario (right).

SM expectation with 3000 fb\(^{-1}\) of data for the baseline scenario. The \(\tau_{had}\tau_{had}\) channel is most sensitive and can set an upper limit at 1.1 times the SM expectation. The expected significance, \(p_0\), is shown in Figure 11 as a function of the integrated luminosity. The 2\(\sigma\) threshold can be reached for the baseline scenario and the full HL-LHC dataset. All results are summarised in Table 4.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>-1(\sigma)</th>
<th>Expected limit</th>
<th>+1(\sigma)</th>
<th>Significance [(\sigma)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No systematic uncert.</td>
<td>0.58</td>
<td>0.80</td>
<td>1.12</td>
<td>2.5</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.71</td>
<td>0.99</td>
<td>1.37</td>
<td>2.1</td>
</tr>
<tr>
<td>MC statistical uncert. neglected</td>
<td>0.8</td>
<td>1.2</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>Current systematic uncert.</td>
<td>1.9</td>
<td>2.7</td>
<td>3.7</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 4: Expected 95% CL upper limit on \(\sigma_{HH}/\sigma_{SM}^{HH}\), and significance at 3000 fb\(^{-1}\) for the four extrapolation scenarios.

The effects of various categories of uncertainty in the baseline scenario are summarised in Table 5. The individual sources of uncertainty making up the categories listed in the table are grouped in the final fit to determine their correlated combined effect on the signal strength. The statistical uncertainty on the data is the dominant uncertainty in the fit.

The degradation of the \(b\)-tagging efficiency to its Run 2 values was assessed by removing the 8% improvement that was applied earlier. This would result in a relative decrease by up to 8% of the significance for 3000 fb\(^{-1}\) of data.

### 3.4 Sensitivity to the Self-Coupling \(\lambda_{HHH}\)

Variations in the tri-linear Higgs boson self-coupling strength, \(\kappa_A = \lambda_{HHH}/\lambda_{SM}^{HHH}\), can be probed in addition to testing for the presence of a SM \(HH\) signal. When probing \(\lambda_{HHH} \neq \lambda_{SM}^{HHH}\), the top-quark
Yukawa coupling is set to its SM value, while the effective Higgs boson self-coupling is changed by applying $\kappa_4$ as a scale factor.

Samples for three different values of $\kappa_4$ ($\kappa_4 = 0, 1$ and $20$) are produced at the generator-level using the LO version of Madgraph5_aMC@NLO [46] with the same setup as described in Section 2.3. Samples for any other $\kappa_4$ value of interest are emulated by a linear combination of these three samples. Furthermore, following the procedure described in Section 2.3, the binned ratios of $m_{HH}$ distributions for any given $\kappa_4$ value to the SM case ($\kappa_4 = 1$) are computed at LO and then applied to the fully simulated SM NLO sample to reweight it to different $\kappa_4$ values, taking into account the SM NLO QCD and the finite top-quark mass corrections and assuming them to be independent of $\kappa_4$.

The Run 2 results are extrapolated in order to estimate the sensitivity of the analysis to the Higgs boson self-coupling strength at the HL-LHC. Only the two most sensitive event categories are used for the extrapolation: the SLT category in the $\tau_{\text{lep}}\tau_{\text{had}}$ channel and the $\tau_{\text{had}}\tau_{\text{had}}$ channel. The default BDT trained with the SM $HH$ signal with $\kappa_4 = 1$ is replaced by another BDT trained with the BSM $HH$ signal generated with $\kappa_4 = 20$. The new BDT training increases the sensitivity of the analysis to the softer $m_{HH}$ spectrum and provides a similar performance as BDTs trained specifically for each $\kappa_4$ value. The signal acceptance times efficiency varies significantly as a function of $m_{HH}$ as shown in Figure 12. The analysis sensitivity is driven by the high $m_{HH}$ region with a low background contamination. Therefore there is no significant gain from targeting a specific ($\kappa_4$ dependent) $m_{HH}$ distribution.

The 95% CL expected upper limits on the $HH$ production cross-section as a function of $\kappa_4$ are shown in Figure 13. The limits become significantly weaker for values of $\kappa_4$ that correspond to a softer $m_{HH}$
### Table 5: The percentage uncertainties on the simulated SM $HH$ signal strength, i.e. the simulated SM $HH$ yield assuming a cross-section times branching fraction equal to the 95% CL expected limit in the baseline scenario.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>±52</td>
</tr>
<tr>
<td>Data statistics</td>
<td>±43</td>
</tr>
<tr>
<td>Simulation statistics</td>
<td>±0</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>±30</td>
</tr>
</tbody>
</table>

#### Experimental uncertainties

- Luminosity: ±4.3
- Pile-up reweighting: ±7.0
- $\tau_{\text{had-vis}}$: ±13
- Fake-$\tau_{\text{had-vis}}$ estimation: ±8.3
- $b$- tagging: ±8.1
- Jets and $E_T^{\text{miss}}$: ±3.5
- Electron and muon: ±5.1
- Total experimental uncertainties: ±18

#### Theoretical and modelling uncertainties

- Top: ±6.6
- Signal: ±8.6
- $Z/\gamma^* \rightarrow \tau^+\tau^-$: ±11
- SM Higgs boson: ±8.5
- Other backgrounds: ±4.4
- Total theoretical and modelling uncertainties: ±17

---

Figure 12: Signal acceptance times efficiency as a function of the truth-level $m_{HH}$ for the $\tau_{\text{lep}}\tau_{\text{had}}$ SLT (red) and $\tau_{\text{had}}\tau_{\text{had}}$ (blue) channels.
Figure 13: The 95% CL expected upper limits on the HH production cross-section are shown as function of $\kappa_1$. The value $\kappa_1 = 1$ corresponds to the SM prediction. The cross-section for HH production predicted as a function of $\kappa_1$ is superimposed on the limits. Four different scenarios for the systematic uncertainties are considered. From these results, the allowed $\kappa_1$ interval at 95% CL is expected to be $1.0 < \kappa_1 < 7.0$ in the baseline scenario, and $1.4 < \kappa_1 < 6.3$ if systematic uncertainties are not considered.

spectrum, as expected from the decrease of the signal acceptance times efficiency and worse signal-to-background separation. All four scenarios for the systematic uncertainties discussed in Section 3.2 are considered.

To estimate the sensitivity of the analysis to the Higgs boson self-coupling, two different likelihood ratio tests are performed. In the first case the Asimov dataset is created from the backgrounds and the SM $HH$ signal. The maximum likelihood fits to this dataset are performed with different $\kappa_1$ hypotheses.

The ratio of the maximum likelihood for various $\kappa_1$ values to that for the $\kappa_1 = 1$ value is used to set the $\kappa_1$ confidence intervals assuming the SM $HH$ signal. The negative natural logarithm of this ratio is shown in Figure 14 on the left. Similarly, another Asimov dataset is built from the backgrounds and the $\kappa_1 = 0$ configuration. After performing the maximum likelihood fits to this dataset, the negative natural logarithm of the ratio of the maximum likelihood for various $\kappa_1$ values to that for the $\kappa_1 = 0$ hypothesis is used to set the $\kappa_1$ confidence intervals for the case where the $\kappa_1 = 0$ configuration, i.e. no Higgs boson self-coupling, is assumed. This is shown in Figure 14 on the right.

It can be seen from Figure 14 that in both cases two minima are observed. In the left (right) plot the first minimum is at $\kappa_1 = 1$ ($\kappa_1 = 0$) as the signal hypothesis used in the maximum likelihood fit corresponds to the signal used to create the Asimov dataset. The second minimum is observed at a $\kappa_1$ value that corresponds to a higher cross-section, but lower acceptance and worse signal-to-background separation due to a softer $m_{HH}$ spectrum with respect to the $\kappa_1$ point at the first minimum. This leads to a similar fitted signal yield between the two $\kappa_1$ values and consequently a similar maximum likelihood result. For

Figure 14: The left (right) plot shows the negative natural logarithm of the ratio of the maximum likelihood for $\kappa_1$ to the maximum likelihood for $\kappa_1 = 1$ ($\kappa_1 = 0$), obtained from fits to the Asimov dataset that contains the $\kappa_1 = 1$ ($\kappa_1 = 0$) signal. The horizontal lines show the 1σ and 2σ confidence intervals (assuming an asymptotic $\chi^2$ distribution of the test statistic). Four different scenarios are considered for the systematic uncertainties.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1σ CI</th>
<th>2σ CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No systematic uncert.</td>
<td>$0.2 &lt; \kappa_1 &lt; 2.0 \cup 5.9 &lt; \kappa_1 &lt; 7.2$</td>
<td>$-0.4 &lt; \kappa_1 &lt; 7.9$</td>
</tr>
<tr>
<td>Baseline</td>
<td>$0.1 &lt; \kappa_1 &lt; 2.3 \cup 5.7 &lt; \kappa_1 &lt; 7.8$</td>
<td>$-0.8 &lt; \kappa_1 &lt; 8.8$</td>
</tr>
<tr>
<td>MC statistical unc. neglected</td>
<td>$-0.1 &lt; \kappa_1 &lt; 2.5 \cup 5.5 &lt; \kappa_1 &lt; 7.9$</td>
<td>$-1.0 &lt; \kappa_1 &lt; 9.0$</td>
</tr>
<tr>
<td>Current systematic unc.</td>
<td>$-1.2 &lt; \kappa_1 &lt; 9.1$</td>
<td>$-2.7 &lt; \kappa_1 &lt; 10.7$</td>
</tr>
</tbody>
</table>

Table 6: Constraints on $\kappa_1$ from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the SM $HH$ signal, which is shown in Figure 14 on the left. Results are presented as a 1σ and 2σ CI on $\kappa_1$ for the different scenarios for systematic uncertainties.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1σ CI</th>
<th>2σ CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No systematic uncert.</td>
<td>$-0.6 &lt; \kappa_1 &lt; 0.7$</td>
<td>$-1.2 &lt; \kappa_1 &lt; 1.6 \cup 6.2 &lt; \kappa_1 &lt; 8.6$</td>
</tr>
<tr>
<td>Baseline</td>
<td>$-0.8 &lt; \kappa_1 &lt; 0.9 \cup 7.1 &lt; \kappa_1 &lt; 8.6$</td>
<td>$-1.6 &lt; \kappa_1 &lt; 2.2 \cup 5.8 &lt; \kappa_1 &lt; 9.5$</td>
</tr>
<tr>
<td>MC statistical unc. neglected</td>
<td>$-0.9 &lt; \kappa_1 &lt; 1.0 \cup 7.1 &lt; \kappa_1 &lt; 8.7$</td>
<td>$-1.7 &lt; \kappa_1 &lt; 2.5 \cup 5.4 &lt; \kappa_1 &lt; 9.7$</td>
</tr>
<tr>
<td>Current systematic unc.</td>
<td>$-1.9 &lt; \kappa_1 &lt; 9.8$</td>
<td>$-3.3 &lt; \kappa_1 &lt; 11.3$</td>
</tr>
</tbody>
</table>

Table 7: Constraints on $\kappa_1$ from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the configuration for $\kappa_1 = 0$, which is shown in Figure 14 on the right. Results are presented as a 1σ and 2σ CI on $\kappa_1$ for the different scenarios for systematic uncertainties.

all other $\kappa_1$ points the expected signal yield is either lower or higher, thus the likelihood ratio is greater. The confidence intervals on $\kappa_1$ are given in Tables 6 and 7.

3.5 Impact of Trigger Thresholds

Maintaining high signal acceptance when triggering on hadronic final states at the HL-LHC will be difficult due to the high number of pile-up events. Triggering on final states with hadronically decaying $\tau$-leptons generally causes high trigger rates and it is therefore a limiting factor in the fully hadronic
Figure 15: Expected 95% CL upper limit on $\sigma_{HH}/\sigma_{SM}$, as a function of the minimum $p_T$ thresholds for the leading and sub-leading $\tau_{\text{had-vis}}$. Systematic uncertainties are not taken into account and the results are shown for two different BDT classifiers, the nominal BDT classifier in the left plot and the BDT classifier trained on the $\kappa_A = 20$ signal in the right plot.

The impact of increasing the leading and sub-leading $\tau_{\text{had-vis}}$ $p_T$ thresholds has been studied by repeating the analysis for several variations of the minimum $\tau_{\text{had-vis}}$ $p_T$ requirements, as illustrated in Figure 15. The requirement that DTT events contain an additional jet with offline $p_T > 80$ GeV (as described in Section 3.1 and Ref. [24]) has to be maintained as otherwise the extrapolation of the estimated background would not be valid. The expected 95% CL upper limit on the SM Higgs-boson-pair production cross-section was extrapolated to 14 TeV and 3000 fb$^{-1}$, for each of the considered trigger scenarios, using the procedure previously described, without considering the impact of systematic uncertainties, as shown on the left plot of Figure 15. The sensitivity to the Higgs boson self-coupling is affected more by raising the $p_T$ thresholds, compared to the overall SM Higgs-boson-pair production process. For this reason the study is repeated with a BDT classifier trained to be sensitive to the Higgs boson self-coupling production mode, as was used to perform the $\kappa_A$ scan. The results are shown on the right plot of Figure 15.

In a pessimistic scenario where the leading and sub-leading minimum $\tau_{\text{had-vis}}$ $p_T$ thresholds are required to be 70 and 60 GeV respectively (and the additional jet requirement is maintained), the upper limit on the $HH$ cross-section degrades by about 30% compared to the result obtained with the Run 2 thresholds. In the case where the BDT is trained on the $\kappa_A = 20$ sample, this effect is even more pronounced and the limit degrades by about 60% compared to the Run 2 thresholds. It is important to note that the requirement of an additional jet with $p_T > 80$ GeV to a large extent masks the effect of raising the leading $\tau_{\text{had-vis}}$ $p_T$, and the degradation is expected to be even larger when comparing triggers that do not include the additional jet requirement.
4 $HH \to b\bar{b}γγ$

One of the most promising channels to measure the Higgs boson self-coupling is the $b\bar{b}γγ$ final state. It arises from the most probable Higgs boson decay, $H \to bb$, in association with the $H \to γγ$ decay, which provides a narrow mass peak and a very clean Higgs boson signal.

The current upper limits on the non-resonant Higgs-boson-pair production cross-section rely on data collected by the ATLAS and CMS experiments at a 13 TeV centre-of-mass energy with an integrated luminosity of 36.1 fb$^{-1}$. The ATLAS Collaboration reported an observed (expected) limit on the cross-section for non-resonant $HH$ production of 0.73 pb (0.93 pb) at 95% CL, corresponding to 22 (28) times the SM prediction, and constrained the Higgs boson self-coupling to $−8.2 < \kappa_1 < 13.2$ ($−8.3 < \kappa_1 < 13.2$) at 95% CL [53]. The CMS Collaboration reported an observed (expected) limit on the cross-section for non-resonant $HH$ production of 0.79 pb (0.63 pb) at 95% CL, corresponding to 24 (19) times the SM prediction, and constrained the Higgs boson self-coupling to $−11 < \kappa_1 < 17$ at 95% CL [54].

Unlike the $HH \to b\bar{b}b\bar{b}$ and $HH \to b\bar{b}τ^+τ^−$ analyses, which are based on extrapolating the Run 2 results to the HL-LHC, the $HH \to b\bar{b}γγ$ analysis is fully based on simulations at $\sqrt{s} = 14$ TeV. To emulate the upgraded ATLAS detector response, the final-state particles at truth level are smeared according to the expected detector resolutions assuming a pile-up scenario with 200 overlapping events ($⟨μ⟩ = 200$) [55]. The expected identification efficiencies and fake rates for $b$-jets and photons are used accordingly. These smearing functions were obtained from fully simulated events using the detector layout described in the Pixel Detector TDR [25].

A previous study presented in the Pixel Detector TDR [25] resulted in an expected constraint on the Higgs boson self-coupling in the interval $0.2 < \kappa_1 < 6.9$ at 95% CL, with an expected signal significance of $1.5σ$. This study improves the sensitivity by including a BDT method. This multivariate analysis exploits the full kinematic information to separate the $HH$ signal from the expected backgrounds. After selecting two isolated photons and two energetic $b$-tagged jets, and applying a BDT selection, the signal is extracted using a fit to the di-photon invariant mass distribution of the selected events. The variables used to train the BDT are carefully chosen to ensure that the $m_{γγ}$ distribution is not sculpted. The signal appears as a narrow peak around $m_H$ superimposed on a resonant peak arising from single-Higgs-boson events and a smoothly falling continuum background. Unlike the Run-2 analysis the signal is extracted by selecting events in a narrow window of the $m_{γγ}$ distribution around the Higgs boson mass, and then fitting the $m_{bbγγ}$ distribution divided in 8 bins.

4.1 Background and Signal Simulation

The expected signal and background processes are modelled using MC samples. This study reuses most of the samples of the analysis described in Ref. [56], which contains full details about their generation. The main backgrounds arise from various processes involving multiple jets and isolated photons that lead to two photons and two $b$-jets in the final state. The largest component of the background is the continuum coming from processes with multiple jet and photon production, such as $bbγγ$, $ccγγ$, $jjγγ$, $bbjγ$, $ccjγ$, and $bbjj$ events. It should be noted that the last three of these processes require at least one photon to be a misidentified jet. Other contributions come from $Z(b\bar{b})γγ$, $t\bar{t}$, and $tH$ production. A second component of the background comes from processes involving the production and subsequent decay of a single Higgs boson, such as $gg \to H(→ γγ)$, $ZH(→ γγ)$, $t\bar{t}H(→ γγ)$, and $bbH(→ γγ)$. These processes are produced with MadGraph5_aMC@NLO [46, 57, 58] interfaced with Pythia [59]
for the showering and hadronisation. These samples were generated inclusively (e.g. an additional jet in the tree-level matrix element is allowed). The list of signal and background samples considered is displayed in Table 8. As described below, in this analysis every possible combination of reconstructed candidates arising from a given truth-level event are considered, taking into account the probability of each combination. This procedure enhances the statistical power of the samples, thus compensating for the low equivalent integrated luminosity of some of the samples.

For the signal process $HH \rightarrow b\bar{b}\gamma\gamma$, only the dominant gluon-gluon fusion production mode is generated using Madgraph5_aMC@NLO at LO (with a finite top-quark mass) with Pythia 8 to model parton showering and hadronisation. The A14 tune [60] is used together with the NNPDF2.3LO PDF set [61]. The event yields are normalised to the next-to-next-to-leading order (NNLO) cross-sections of Refs. [62] and [63] (using the infinite top-quark mass approximation). Events were produced with self-coupling strengths $\kappa_A = 0, \pm 1, \pm 2, \pm 4, \pm 6, \pm 10$, with $\kappa_A = 1$ corresponding to the SM expectation.

Overlaps between the different samples are taken into account at analysis level, for example $b\bar{b}\gamma\gamma$ events are excluded from the $b\bar{b}j\gamma$ samples and $t\bar{t}\gamma$ events from the $t\bar{t}$ sample.

4.2 Object Definitions

The event sample reconstruction uses the same approach as in Ref. [56]. The final-state particles at truth level are smeared according to the expected detector resolutions, and the impact of an average of 200 pile-up events is included in the reconstruction efficiency and energy smearing of the objects. Any truth jets that are matched to truth $e/\gamma$ objects are removed at this point.

The photon energy is smeared using the baseline photon resolution parameterisation described in Ref. [32], which is based on fully reconstructed simulation and provides a di-photon mass resolution comparable to the one obtained in Run 2. In this analysis, the efficiency to identify isolated photons is around 60% at $p_T = 50$ GeV and saturates at 85% above 150 GeV. The corresponding probability for a jet emerging from the primary interaction to be misidentified as a photon is at most $5 \times 10^{-4}$, which is also derived from fully reconstructed simulation. The probability that an electron fakes a photon is assumed to be 2% (5%) in the barrel (endcap) region.

The $b$-tagging efficiency and mistag rates have been updated according to the most recent ITk layout which is documented in Ref. [25]. The $b$-tagging working point of 70% identification efficiency was chosen. The $b$-tagging performance for the reconstructed jets is modelled by applying a $p_T$- and $\eta$-dependent efficiency or mistag rate function, as a function of the true jet flavour ($b/c$/light, where "light" refers to $u/d/s/g$). Such a parameterisation is derived by computing the responses of the ATLAS MV2 $b$-tagging algorithm [42], and the track confirmation algorithm, using fully simulated events.

4.3 Event Pre-Selection

The analysis in Ref. [56] typically processed events by first taking each truth-level particle and then examining all the possible object types that the detector might reconstruct it as. Each of these candidate reconstructed particles was assigned a probability based on the efficiency or fake rate, as appropriate, and then one was randomly chosen. In this way, each truth-level particle produced only one reconstructed object and each truth-level event produced a single reconstructed event. For this analysis, the statistical power is enhanced by considering all the possible object types that the truth-level particle could be reconstructed

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>$\sigma \cdot BR$ [fb]</th>
<th>Order QCD</th>
<th>Generated Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = 1$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>0.097</td>
<td>NNLO</td>
<td>$6.0 \times 10^3$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = 0$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>0.204</td>
<td>NNLO</td>
<td>$2.0 \times 10^3$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = 2$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>0.045</td>
<td>NNLO</td>
<td>$2.0 \times 10^3$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = 4$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>0.112</td>
<td>NNLO</td>
<td>$2.0 \times 10^3$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = 6$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>0.404</td>
<td>NNLO</td>
<td>$2.0 \times 10^3$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = 10$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>1.662</td>
<td>NNLO</td>
<td>$2.0 \times 10^4$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = -1$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>0.368</td>
<td>NNLO</td>
<td>$2.0 \times 10^4$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = -2$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>0.588</td>
<td>NNLO</td>
<td>$2.0 \times 10^4$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = -4$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>1.197</td>
<td>NNLO</td>
<td>$2.0 \times 10^4$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = -6$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>2.030</td>
<td>NNLO</td>
<td>$2.0 \times 10^4$</td>
</tr>
<tr>
<td>$H(bb)H(\gamma\gamma), \kappa_1 = -10$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>4.372</td>
<td>NNLO</td>
<td>$2.0 \times 10^4$</td>
</tr>
<tr>
<td>$gg \rightarrow H(\rightarrow \gamma\gamma)$</td>
<td>POWHEG-Box/Pythia 6</td>
<td>$1.2 \times 10^2$</td>
<td>NNNLO</td>
<td>$1.1 \times 10^3$</td>
</tr>
<tr>
<td>$t\bar{t}H(\rightarrow \gamma\gamma)$</td>
<td>Pythia 8</td>
<td>1.40</td>
<td>NLO</td>
<td>$1.0 \times 10^3$</td>
</tr>
<tr>
<td>$ZH(\rightarrow \gamma\gamma)$</td>
<td>Pythia 8</td>
<td>2.24</td>
<td>NLO</td>
<td>$1.0 \times 10^3$</td>
</tr>
<tr>
<td>$bbH(\rightarrow \gamma\gamma)$</td>
<td>Pythia 8</td>
<td>1.26</td>
<td>NLO</td>
<td>$5.0 \times 10^3$</td>
</tr>
<tr>
<td>$bb\gamma\gamma$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>$1.4 \times 10^2$</td>
<td>LO</td>
<td>$2.5 \times 10^6$</td>
</tr>
<tr>
<td>$cc\gamma\gamma$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>$1.1 \times 10^3$</td>
<td>LO</td>
<td>$3.5 \times 10^6$</td>
</tr>
<tr>
<td>$jj\gamma$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>$1.6 \times 10^4$</td>
<td>LO</td>
<td>$3.8 \times 10^7$</td>
</tr>
<tr>
<td>$bbjj$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>$3.8 \times 10^5$</td>
<td>LO</td>
<td>$3.5 \times 10^7$</td>
</tr>
<tr>
<td>$ccjj$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>$1.1 \times 10^6$</td>
<td>LO</td>
<td>$3.0 \times 10^7$</td>
</tr>
<tr>
<td>$bbjj$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>$4.6 \times 10^8$</td>
<td>LO</td>
<td>$2.0 \times 10^9$</td>
</tr>
<tr>
<td>$Z(\rightarrow b\bar{b})\gamma\gamma$</td>
<td>MADGRAPH5/Pythia 8</td>
<td>5.07</td>
<td>LO</td>
<td>$1.0 \times 10^3$</td>
</tr>
<tr>
<td>$t\bar{t}(\geq 1$ lepton)</td>
<td>POWHEG-Box/Pythia 6</td>
<td>$5.3 \times 10^5$</td>
<td>NNLO</td>
<td>$3.0 \times 10^8$</td>
</tr>
<tr>
<td>$t\bar{t}\gamma(\geq 1$ lepton)</td>
<td>MADGRAPH5/Pythia 8</td>
<td>$5.0 \times 10^3$</td>
<td>NLO</td>
<td>$1.5 \times 10^8$</td>
</tr>
</tbody>
</table>

Table 8: List of the MC samples used in this analysis including the generators used for the matrix element and the parton showering. In addition, the production cross-section times branching ratio, the order in QCD of the cross-section calculation used (note that the order in QCD of the event generation can be lower) and the number of events generated are given.
as, and examining every possible combination of reconstructed candidates arising from the set of truth-level particles. Each truth-level event produces multiple reconstructed events, where the weight of each combination of final-state particles is determined by multiplying together all the selection probabilities of the individual reconstructed objects. In order to reduce the number of final-state combinations to a manageable level, truth-level pile-up jets are only allowed to produce one reconstructed candidate. The pile-up jet may become a light jet, $b$-jet, fake photon, fake electron, or not be reconstructed at all – the choice is made randomly, based on the relative probabilities of each of the five possible reconstructed states. It should also be noted that, by construction, the sum of weights of all final-state combinations derived from a single truth-level event is unity.

The number of final-state combinations is further reduced by discarding any combination whose weight falls below a minimum threshold. This threshold is manually selected for each signal and background sample, in an effort to balance file sizes against statistical power. Typically, it has been possible to reduce the number of combinations by up to 80% with $< 0.1\%$ reduction in the integral of final-state weights.

Each final-state combination passing the minimum event weight threshold is first required to contain at least two photons, two $b$-jets, and less than ten jets in total. This loose initial selection criterion serves to reduce the processing time by identifying combinations that would fail later cuts, and removing them before the computationally expensive overlap removal procedure is performed. This selection criterion is not expected to have an impact on the number of combinations passing the event selection requirements. The event selection criteria are described in the following and summarised in Table 9.

Final-state combinations must be accepted by a di-photon trigger that requires at least two photons to have $p_T > 25$ GeV within $|\eta| < 2.37$, excluding the crack region at $1.37 < |\eta| < 1.52$ where the photon energy resolution is poor. Offline, there must be at least two photons with $p_T > 30$ GeV and located within the acceptance of the electromagnetic calorimeter. The leading photon must have $p_T > 43$ GeV.

The following selection criteria are applied to leptons to facilitate overlap removal. Electrons are retained if they have $p_T > 30$ GeV within $|\eta| < 2.37$ (excluding the crack region) and muons are retained if they have $p_T > 25$ GeV and $0.1 < |\eta| < 2.5$ (driven by the acceptance of muon spectrometer and inner detector tracking). Muons separated from jets by $\Delta R_{\mu,\text{jet}} < 0.2$ are assumed to have originated from the jet, and combined with it. To ensure that particles are isolated, leptons separated from jets by $\Delta R_{\ell,\text{jet}} < 0.4$ are removed. Electrons separated from muons by $\Delta R_{e,\mu} < 0.2$ are also removed. To ensure that photons are isolated, photons within a cone $\Delta R_{\gamma,\text{jet}} < 0.2$ of a jet are removed.

Final-state combinations are required to have at most five jets with $p_T > 30$ GeV located within $|\eta| < 2.5$. Of these five jets, at least two must be identified as $b$-jets with $p_T > 35$ GeV. Finally, it is required that the final-state combination has no remaining isolated leptons.

A pair of Higgs boson candidates is then reconstructed by combining the two leading $b$-jets and the two leading photons. The Run 2 analysis [53] corresponds roughly to the pre-selection criteria adopted here, with some small exceptions such as the requirements on isolated leptons and the maximum number of jets.

### 4.4 Event Selection with a Boosted Decision Tree

The TMVA package [64] is used to perform a multivariate analysis with a BDT. The variables used for training the BDT are summarised in Table 10. It should be noted that most of the improvement with

<table>
<thead>
<tr>
<th>Event Selection Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 2$ photons, with $p_T &gt; 25$ GeV, $</td>
</tr>
<tr>
<td>$\geq 2$ isolated photons, with $p_T &gt; 30$ GeV, $</td>
</tr>
<tr>
<td>$\geq 2$ jets identified as $b$-jets with $p_T &gt; 35$ GeV, $</td>
</tr>
<tr>
<td>$\leq 5$ jets with $p_T &gt; 30$ GeV, $</td>
</tr>
<tr>
<td>No isolated electrons with $p_T &gt; 30$ GeV, $</td>
</tr>
<tr>
<td>No isolated muons with $p_T &gt; 25$ GeV, $0.1 &lt;</td>
</tr>
</tbody>
</table>

Table 9: Event pre-selection criteria applied in the analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta R_{b\gamma\gamma}$</td>
<td>Separation between Higgs boson candidates</td>
</tr>
<tr>
<td>$pT_{b\gamma\gamma}$</td>
<td>$p_T$ of Higgs-boson-pair candidate</td>
</tr>
<tr>
<td>$\Delta R_{b\bar{b}}$</td>
<td>Separation between $b$-jets</td>
</tr>
<tr>
<td>$pT_{b\bar{b}}$</td>
<td>$p_T$ of $b\bar{b}$ Higgs boson candidate</td>
</tr>
<tr>
<td>$m_{bb}$</td>
<td>Invariant mass of $b\bar{b}$ Higgs candidate</td>
</tr>
<tr>
<td>$\Delta R_{\gamma\gamma}$</td>
<td>Separation between photons</td>
</tr>
<tr>
<td>$pT_{\gamma\gamma}$</td>
<td>$p_T$ of $\gamma\gamma$ Higgs candidate</td>
</tr>
<tr>
<td>$\eta_{\gamma\gamma}$</td>
<td>$\eta$ of $\gamma\gamma$ Higgs candidate</td>
</tr>
<tr>
<td>$pT_{b1}$</td>
<td>$p_T$ of leading $b$-jet</td>
</tr>
<tr>
<td>$pT_{b2}$</td>
<td>$p_T$ of sub-leading $b$-jet</td>
</tr>
<tr>
<td>$pT_{\gamma1}$</td>
<td>$p_T$ of leading photon</td>
</tr>
<tr>
<td>$pT_{\gamma2}$</td>
<td>$p_T$ of sub-leading photon</td>
</tr>
<tr>
<td>$\cos(\theta^*)_{bb}$</td>
<td>Opening angle in $b\bar{b}$ frame</td>
</tr>
<tr>
<td>$\cos(\theta^*)_{\gamma\gamma}$</td>
<td>Opening angle in $\gamma\gamma$ frame</td>
</tr>
<tr>
<td>$\cos(\theta^*)_{(b\bar{b})(\gamma\gamma)}$</td>
<td>Opening angle in $b\bar{b}\gamma\gamma$ frame</td>
</tr>
<tr>
<td>$HT_{30}$</td>
<td>Scalar sum of $p_T$ for all jets (before selections) with $p_T &gt; 30$ GeV</td>
</tr>
<tr>
<td>$HT_{Central}$</td>
<td>Scalar sum of $p_T$ for all jets (before selections) with $</td>
</tr>
<tr>
<td>$MHT_{30}$</td>
<td>$\sqrt{\sum p_T^2 + \sum p_T^2}$ of all final-state objects with $p_T &gt; 30$ GeV</td>
</tr>
<tr>
<td>massAllJets</td>
<td>Invariant mass of sum of four vectors of all jets in final-state combination</td>
</tr>
<tr>
<td>$n_J$</td>
<td>Number of jets with $p_T &gt; 20$ GeV and $</td>
</tr>
<tr>
<td>$n_B$</td>
<td>Number of $b$-jets with $p_T &gt; 20$ GeV and $</td>
</tr>
</tbody>
</table>

Table 10: Summary of kinematic variables used when training the BDT.

respect to the previous cut-based analysis [25] comes from the use of a BDT for event selection, not from the inclusion of additional kinematic variables.

The signal and background samples are split into two equal subsets with events selected at random – one subset is used to train the BDT, the other subset is used to evaluate the performance of the BDT following its creation. TMVA then evaluates the signal and background efficiencies as a function of the BDT response cut. The significance at each possible cut value is evaluated using the standard Asimov approximation [44], which provides the median significance $z_0$ in the hypothesis of $s$ signal and $b$ background events:

$$\text{median}[z_0|s+b] \approx \sqrt{2 ((s+b) \ln (1+s/b) - s)}.$$ (5)
Figure 16: BDT response for signal and background test samples. The vertical line denotes the optimal cut on the BDT response that maximises the statistical-only significance, and is used in the remainder of the analysis.

The BDT response value that maximises the statistical-only significance is found to be 0.54, and is used in the following. The BDT response for the signal and background test samples is shown in Figure 16.

The response of this BDT is evaluated for every final-state combination in the full background samples, ignoring the earlier requirement of a minimum event weight. The distribution of $m_{\gamma\gamma}$ for signal and background events passing the BDT response cut is shown in Figure 17. The distribution of $m_{HH}$ for signal and background events passing the BDT response cut and a $123 \text{ GeV} < m_{\gamma\gamma} < 127 \text{ GeV}$ mass cut is shown in Figure 18.

The number of events passing both the BDT response cut and the $123 \text{ GeV} < m_{\gamma\gamma} < 127 \text{ GeV}$ mass cut are shown in Table 11. These two selections provide 6.46 signal events and a total of 6.8 background events. The relative MC statistical uncertainty on the selection efficiency of the pre-selection, the BDT response cut and the $123 \text{ GeV} < m_{\gamma\gamma} < 127 \text{ GeV}$ mass cut is 1.2% for the sum of all single-Higgs-boson background processes and 1.9% for the sum of all continuum background processes.

Figure 19 shows the signal acceptance times selection efficiency as a function of $\kappa_4$ for events passing the pre-selection criteria and the BDT response cut. The shape of this distribution is dominated by the acceptance, which is in turn affected by the interference between the box and triangle diagrams in the $HH$ production. Events are most boosted at $\kappa_4 \approx 2$ where the interference is greatest and the Higgs-boson-pair production cross-section is minimal.

4.5 Systematic Uncertainties

The systematic uncertainties considered here follow the recommendations for HL-LHC studies [26]. Experimental uncertainties are taken from Run 2 results [53] with scaling factors corresponding to the expected improvements. In the Run 2 analysis theory uncertainties are taken from Ref. [20], except for the...
QCD scale uncertainty assigned to the ggF production mode where a conservative uncertainty of 100% is considered, motivated by studies of heavy-flavour production in association with top-quark pairs and W boson production in association with b-jets [53]. Those theory uncertainties are halved, following the prescriptions of Ref.[26]. The systematic uncertainties are summarised in Table 12.

For the purpose of this prospect study, a cut-and-count analysis is performed on events within the
123 GeV < m_{\gamma\gamma} < 127 GeV mass region, and fitting the m_{b\bar{b}\gamma\gamma} shape. However, with data the continuum background would be extracted from a fit to the m_{\gamma\gamma} distribution. It is expected that the uncertainty introduced by such a fit will be sub-leading compared to the current statistical uncertainty, and therefore it is not considered here. For this reason no theory or experimental uncertainty has been considered on the expected yield for the continuum background passing the analysis and BDT selection, nor on the m_{b\bar{b}\gamma\gamma} shape used later to compute the significance and constrain the value of \(\kappa_A\).

### 4.6 Results

The expected significance in this channel has been evaluated to be 2.0 (2.1) standard deviations with (without) systematic uncertainties. The degradation of the non-\(b\)-jet fake rates to its Run 2 performance (corresponding to the increase of the light- and \(c\)-jet fake rates by factors of 1.8 and 2.5, respectively) would result in a relative decrease by 5% of this significance. The expected 95% CL upper limit on the relative signal strength \(\sigma_{HH}/\sigma_{SM}^{HH}\) is found to be 1.2 (1.1) with (without) systematic uncertainties.

The sensitivity of the \(b\bar{b}\gamma\gamma\) analysis to \(\kappa_A\) is assessed as follows. Events passing the BDT response cut and having m_{\gamma\gamma} falling in a narrow window of 123 GeV to 127 GeV are selected, and the resultant distribution of m_{HH} is split into eight bins over the range 320 GeV < m_{HH} < 900 GeV. The same morphing technique that was used in the \(HH \rightarrow b\bar{b}b\bar{b}\) analysis is applied to generate a signal distribution at any arbitrary value of \(\kappa_A\). The distributions of m_{HH} for various values of \(\kappa_A\) are shown in Figure 20. The m_{HH} distributions were generated in the range \(-20 \leq \kappa_A \leq 20\).

Subsequently an Asimov dataset with the predicted SM \(HH\) signal was created, and maximum likelihood fits to this dataset were performed for different \(\kappa_A\) hypotheses, combining all eight m_{HH} bins. Figure 21 shows the resulting negative natural logarithm of the ratio of the maximum likelihood for \(\kappa_A\) to that for the fit with \(\kappa_A = 1\) for two scenarios: no systematic uncertainties and with systematic uncertainties. The 1\(\sigma\) and 2\(\sigma\) CIs are reported in Table 13. The negative natural logarithm of the ratio of the maximum...
Table 11: Number of events passing the pre-selection criteria, the BDT response cut, and passing the additional requirement of $123 \text{ GeV} < m_{\gamma\gamma} < 127 \text{ GeV}$. The number of background events was obtained by counting final-state combinations passing the selection criteria in samples that were generated using a single random seed for the smearing functions. All numbers are normalised to $3000 \text{ fb}^{-1}$. The totals appear inconsistent due to rounding.

5 Statistical Combination

Results based on the statistical combination of the $HH \rightarrow b\bar{b}b\bar{b}$, $HH \rightarrow b\bar{b}\tau^+\tau^-$ and $HH \rightarrow b\bar{b}\gamma\gamma$ channels are discussed in the following.
Table 12: In the top part, the dominant systematic uncertainties affecting the expected yield and the shape of the resonances are summarised. Sources not listed in the table are negligible by comparison. In the bottom part, theoretical uncertainties considered in the analysis are summarised. uncertainties in both the Higgs-boson-pair signal and SM single-Higgs-boson background are presented.
Figure 20: Distributions of \( m_{HH} \) for combined signal and background events passing the BDT selection and the requirement \( 123 \, \text{GeV} < m_{\gamma \gamma} < 127 \, \text{GeV} \), for various values of \( \kappa \).

Figure 21: Negative natural logarithm of the ratio of the maximum likelihood for \( \kappa \) to the maximum likelihood for \( \kappa = 1 \) for (left) the fits with only statistical uncertainties and (right) the fits with both statistical and systematic uncertainties. The dashed lines at \( -\ln(L_{\kappa}/L_{\kappa=1}) = 0.5 \) and 2.0 indicate the values corresponding to a 1\( \sigma \) and 2\( \sigma \) confidence interval, respectively (assuming an asymptotic \( \chi^2 \) distribution of the test statistic).

Table 13: Constraints on \( \kappa \) from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the SM \( HH \) signal, as shown in Figure 21. Results are presented as a 1\( \sigma \) and 2\( \sigma \) CI on \( \kappa \) when considering only statistical uncertainties and when including systematic uncertainties.

Figure 22: Negative natural logarithm of the ratio of the maximum likelihood for \( \kappa_A \) to the maximum likelihood for the \( \kappa_A = 0 \) case for (left) the fits with only statistical uncertainties and (right) the fits with both statistical and systematic uncertainties. The dashed lines at \(-\ln(L_{\kappa_A}/L_{\kappa_A=1}) = 0.5 \) and 2.0 indicate the values corresponding to a 1\( \sigma \) and 2\( \sigma \) confidence interval, respectively (assuming an asymptotic \( \chi^2 \) distribution of the test statistic).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1( \sigma ) CI</th>
<th>2( \sigma ) CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No systematic uncertainties</td>
<td>(-1.0 \leq \kappa_A \leq 1.0)</td>
<td>(-2.0 \leq \kappa_A \leq 2.4 \cup 5.4 \leq \kappa_A \leq 8.8)</td>
</tr>
<tr>
<td>Systematic uncertainties included</td>
<td>(-1.1 \leq \kappa_A \leq 1.1)</td>
<td>(-2.3 \leq \kappa_A \leq 2.5 \cup 5.2 \leq \kappa_A \leq 9.0)</td>
</tr>
</tbody>
</table>

Table 14: Constraints on \( \kappa_A \) from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the \( \kappa_A = 0 \) signal, as shown in Figure 22. Results are presented as a 1\( \sigma \) and 2\( \sigma \) CI on \( \kappa_A \) when considering only statistical uncertainties and when including systematic uncertainties.

The combination of various channels is realised by constructing a combined likelihood function that takes into account pseudo-data, signal and background models, and correlated systematic uncertainties from all channels. All the signal regions considered in the simultaneous fit either are orthogonal by construction or have negligible overlap due to different selection criteria.

Setting appropriate nuisance parameters to be correlated with one another induces a negligible change in the combination results compared to assuming all nuisance parameters are uncorrelated. Accordingly, only those nuisance parameters relating to Run 2 detector performance are correlated between the \( HH \rightarrow b\bar{b}b\bar{b} \) and \( HH \rightarrow b\bar{b}\tau^+\tau^- \) channels in the following results. There are 120 nuisance parameters included in the statistical analysis. No strong correlations between any of these nuisance parameters are found in the fit, with the exception of some correlation (up to about \( \pm 35\% \)) between background-modelling nuisance parameters in the \( HH \rightarrow b\bar{b}b\bar{b} \) analysis and between background-modelling nuisance parameters in the \( HH \rightarrow b\bar{b}\tau^+\tau^- \) analysis. These correlations are also observed in the individual HL-LHC extrapolations. Theoretical uncertainties on the signal cross-section have negligible impact on the combined result.

Projected upper limits on the signal cross-section are set, using Asimov datasets that contain no signal. For the SM \( HH \) signal, the 95\% CL upper limit is 20.7 fb (\( \mu = \sigma_{HH}/\sigma_{SM}^{HH} < 0.56 \)) when systematics are not included and 24.9 fb (\( \mu < 0.68 \)) when they are. For the signal with \( \kappa_A = 0 \), i.e. no self-coupling, the limits are 27.8 fb (\( \mu < 0.36 \)) and 33.1 fb (\( \mu < 0.42 \)), respectively.

Table 15 shows the expected median significance of the SM \( HH \) signal relative to the background-only hypothesis for the individual channels and their combination. With 3000 fb\(^{-1}\) of data, a SM \( HH \) signal is expected to yield a significance of 3.0\( \sigma \) over the background-only expectation. The discrepancy when
fitting the signal-plus-background model with $\kappa_\lambda = 0$ to pseudo-data generated with the SM $HH$ signal ($\kappa_\lambda = 1$) has a significance of $1.4\sigma$ ($1.8\sigma$) for the case with (without) systematic uncertainties.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Statistical-only</th>
<th>Statistical + Systematic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$HH \rightarrow b\bar{b}b\bar{b}$</td>
<td>1.4</td>
<td>0.61</td>
</tr>
<tr>
<td>$HH \rightarrow b\bar{b}\tau^+\tau^-$</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>$HH \rightarrow b\bar{b}\gamma\gamma$</td>
<td>2.1</td>
<td>2</td>
</tr>
<tr>
<td>Combined</td>
<td>3.5</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 15: Significance of the individual $HH \rightarrow b\bar{b}b\bar{b}$, $HH \rightarrow b\bar{b}\tau^+\tau^-$ and $HH \rightarrow b\bar{b}\gamma\gamma$ channels as well as their combination.

Table 16 shows the signal strength measured in the individual channels, as well as the combination, when the SM $HH$ signal is injected.

The combined sensitivity of the three analyses to $\kappa_\lambda$ is assessed by generating an Asimov dataset containing the backgrounds plus SM $HH$ signal. The negative natural logarithm of the ratio of the maximum likelihood fit for $\kappa_\lambda$ to that for the fit with $\kappa_\lambda = 1$ is shown in Figure 23. From these curves, the confidence intervals for $\kappa_\lambda$ reported in Table 17 are extracted. A second test of the sensitivity of the three analyses to $\kappa_\lambda$ was performed, in this case generating an Asimov dataset containing the backgrounds plus $\kappa_\lambda = 0$ signal (i.e. no Higgs boson self-coupling). The negative natural logarithm of the ratio of the maximum likelihood fit for $\kappa_\lambda$ to that for the fit with $\kappa_\lambda = 0$ is shown in Figure 24. From these curves, the confidence intervals for $\kappa_\lambda$ are extracted and documented in Table 18.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Measured $\mu$ (Statistical-only)</th>
<th>Measured $\mu$ (Statistical + Systematic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$HH \rightarrow b\bar{b}b\bar{b}$</td>
<td>$1.0 \pm 0.6$</td>
<td>$1.0 \pm 1.6$</td>
</tr>
<tr>
<td>$HH \rightarrow b\bar{b}\tau^+\tau^-$</td>
<td>$1.0 \pm 0.4$</td>
<td>$1.0 \pm 0.5$</td>
</tr>
<tr>
<td>$HH \rightarrow b\bar{b}\gamma\gamma$</td>
<td>$1.0 \pm 0.6$</td>
<td>$1.0 \pm 0.6$</td>
</tr>
<tr>
<td>Combined</td>
<td>$1.00 \pm 0.31$</td>
<td>$1.0 \pm 0.4$</td>
</tr>
</tbody>
</table>

Table 16: Signal strength measured in the individual channels and their combination using an Asimov dataset with SM $HH$ signal injected.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$1\sigma$ CI</th>
<th>$2\sigma$ CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical uncertainties only</td>
<td>$0.4 \leq \kappa_\lambda \leq 1.7$</td>
<td>$-0.10 \leq \kappa_\lambda \leq 2.7 \cup 5.5 \leq \kappa_\lambda \leq 6.9$</td>
</tr>
<tr>
<td>Systematic uncertainties</td>
<td>$0.25 \leq \kappa_\lambda \leq 1.9$</td>
<td>$-0.4 \leq \kappa_\lambda \leq 7.3$</td>
</tr>
</tbody>
</table>

Table 17: Constraints on $\kappa_\lambda$ from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the SM $HH$ signal. Results are presented as $1\sigma$ and $2\sigma$ CI on $\kappa_\lambda$.

The significance with which the Higgs boson pair production would be observed is shown as a function of $\kappa_\lambda$ in Figure 25. The significance depends on the expected signal yield and therefore it is lower for those $\kappa_\lambda$ values for which the cross-section and the acceptance times efficiency is low.

Figure 23: Negative natural logarithm of the ratio of the maximum likelihood for $\kappa_4$ to the maximum likelihood for $\kappa_4 = 1$ for (left) the fits with only statistical uncertainties and (right) the fits with all systematic uncertainties as nuisance parameters. The black circles show the results for the combination, while the coloured markers show the values coming from the individual channels. The dashed lines at $-\ln(L_{\kappa_4}/L_{\kappa_4=1}) = 0.5$ and 2.0 indicate the values corresponding to the 1$\sigma$ and 2$\sigma$ confidence intervals, respectively (assuming an asymptotic $\chi^2$ distribution of the test statistic).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1$\sigma$ CI</th>
<th>2$\sigma$ CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical uncertainties only</td>
<td>$-0.5 \leq \kappa_4 \leq 0.5$</td>
<td>$-0.9 \leq \kappa_4 \leq 1.1$</td>
</tr>
<tr>
<td>Systematic uncertainties</td>
<td>$-0.6 \leq \kappa_4 \leq 0.7$</td>
<td>$-1.3 \leq \kappa_4 \leq 1.5$</td>
</tr>
</tbody>
</table>

Table 18: Constraints on $\kappa_4$ from the likelihood ratio test performed on the Asimov dataset created from the backgrounds and the $\kappa_4 = 0$ signal. Results are presented as 1$\sigma$ and 2$\sigma$ CI on $\kappa_4$.

Figure 24: Negative natural logarithm of the ratio of the maximum likelihood for $\kappa_4$ to the maximum likelihood for $\kappa_4 = 0$ for (left) the fits with only statistical uncertainties and (right) the fits with all systematic uncertainties as nuisance parameters. The black circles show the results for the combination, while the coloured markers show the values coming from the individual channels. The dashed lines at $-\ln(L_{\kappa_4}/L_{\kappa_4=0}) = 0.5$ and 2.0 indicate the values corresponding to the 1$\sigma$ and 2$\sigma$ confidence intervals, respectively (assuming an asymptotic $\chi^2$ distribution of the test statistic).
Figure 25: Expected significance of observing Higgs-boson-pair production for (left) the fits with only statistical uncertainties and (right) the fits with all systematic uncertainties as nuisance parameters. The two horizontal dashed lines show the $3\sigma$ and $5\sigma$ thresholds.
6 Projections for HE-LHC

The presented HL-LHC studies for the $b\bar{b}\gamma\gamma$ and $b\bar{b}\tau^+\tau^-$ final states were extended to provide first estimates of the prospects at the High Energy LHC (HE-LHC), assuming a centre-of-mass collision energy of 27 TeV and 15 ab$^{-1}$ of $pp$ collision data.

For the $b\bar{b}\gamma\gamma$ final state, the estimate is based on the results of the HL-LHC study (Section 4). Therefore, the event selection is based on the same BDT selection criteria as used in the HL-LHC analysis, which was optimised for achieving the highest significance for the SM $HH$ signal rather than the best sensitivity to BSM couplings. Furthermore, it is assumed that the detector performance will be the same as the HL-LHC ATLAS detector. This includes the same impact on the final-state particles from pile-up and on average the same number of jets arising from pile-up.

Comparisons between $\sqrt{s} = 14$ TeV and $\sqrt{s} = 27$ TeV simulations show that the kinematics at particle level of the $b$-jets and photons from the Higgs boson decay as well as the $m_{HH}$ distributions are similar. However, on average the photon and $b$-jet pairs from the Higgs boson decay tend to be more boosted and the $\eta$ spectrum of the decay particles tends to be pointing more frequently in the forward region, which will likely decrease the efficiency times acceptance by around 10%. This effect is not taken into account in the following, but it is not expected to have a significant impact on the results presented.

The event yields of each background sample, reported in Section 4.4, are scaled by the increase in luminosity and the ratio of the MC generator cross-sections at $\sqrt{s} = 27$ TeV and $\sqrt{s} = 14$ TeV. Such scaling is necessary since the background cross-section calculations that include the higher order corrections are not yet available for the $\sqrt{s} = 27$ TeV centre-of-mass energy. The signal event yields are extrapolated in a similar way by increasing the luminosity and normalising the event yields to the SM $HH$ production cross-section of 139.9 fb, which corresponds to the latest LHC Higgs Cross-Section Working Group [19] recommendations. The yields are shown in Table 19.

Using the same method as in the $\sqrt{s} = 14$ TeV analysis, the sensitivity of observing the SM $HH$ production and to various values of the Higgs boson self-coupling, $\kappa_A$, is calculated. The sensitivity is extracted from the $m_{HH}$ distribution, which is constructed from the two leading $b$-jets and the two leading photons found in the event. The signal significance with respect to the background-only hypothesis is found to be $7.1\sigma$ in the asymptotic approximation, assuming only statistical uncertainties. The systematic uncertainties are unknown for the HE-LHC. However, to get an idea of its impact, the significance would drop to $5.4\sigma$ in case the same systematic uncertainties as for the HL-LHC were assumed. These uncertainties predominantly arise from the uncertainties in the photon energy scale. If these uncertainties were reduced by a factor of two a $5.9\sigma$ significance would be achieved. Thus, $HH \rightarrow b\bar{b}\gamma\gamma$ production can be observed at the HE-LHC. The negative natural logarithm of the ratio of the maximum likelihood for $\kappa_A$ to that for the fit with $\kappa_A = 1$ is displayed in Figure 26. The value of $\kappa_A$ is expected to be measured as $1 \pm 0.4$ if only statistical uncertainties are considered. Assuming the same systematic uncertainties (or photon energy resolution uncertainties reduced by a factor of two) as at the HL-LHC, the precision in measuring $\kappa_A$ is around 0.50 (0.45). Although it is not possible to make a reliable prediction of the expected level of systematic uncertainties at HE-LHC, the high signal over background ratio close to 1 expected in the $HH \rightarrow b\bar{b}\gamma\gamma$ analysis will ensure a limited impact of background systematics on the signal significance. When only statistical uncertainties are considered, the $\kappa_A = 0$ hypothesis can be rejected with a confidence level of 2.3$\sigma$.

Similarly, the expected HE-LHC sensitivity to a SM $HH$ signal in the $b\bar{b}\tau^+\tau^-$ final state is estimated by extrapolating the current Run 2 result [24] using the same statistical framework, based on the profile...
Table 19: Predicted production cross-sections and yields after event selection at the HE-LHC with 15 ab$^{-1}$ of data.

<table>
<thead>
<tr>
<th>Process</th>
<th>$\sigma$ [fb]</th>
<th>Number of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H(b\bar{b})H(\gamma\gamma), \kappa_\lambda = 1$</td>
<td>0.37</td>
<td>122.4</td>
</tr>
<tr>
<td>$gg \rightarrow H(\rightarrow \gamma\gamma)$</td>
<td>$3.3 \times 10^2$</td>
<td>10.1</td>
</tr>
<tr>
<td>$t\bar{t}H(\rightarrow \gamma\gamma)$</td>
<td>6.1</td>
<td>32.4</td>
</tr>
<tr>
<td>$ZH(\rightarrow \gamma\gamma)$</td>
<td>5.3</td>
<td>13.7</td>
</tr>
<tr>
<td>$bbH(\rightarrow \gamma\gamma)$</td>
<td>2.9</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Single-Higgs-boson background</strong></td>
<td></td>
<td>56.6</td>
</tr>
<tr>
<td>$b\bar{b}\gamma\gamma$</td>
<td>$4.0 \times 10^4$</td>
<td>26.6</td>
</tr>
<tr>
<td>$c\bar{c}\gamma\gamma$</td>
<td>$3.6 \times 10^3$</td>
<td>1.5</td>
</tr>
<tr>
<td>$j\bar{j}\gamma\gamma$</td>
<td>$3.9 \times 10^4$</td>
<td>2.2</td>
</tr>
<tr>
<td>$bbj\gamma$</td>
<td>$1.2 \times 10^6$</td>
<td>18.6</td>
</tr>
<tr>
<td>$c\bar{c}j\gamma$</td>
<td>$3.6 \times 10^6$</td>
<td>0.4</td>
</tr>
<tr>
<td>$bbjj$</td>
<td>$1.2 \times 10^9$</td>
<td>1.7</td>
</tr>
<tr>
<td>$Z(\rightarrow bb)\gamma\gamma$</td>
<td>10.3</td>
<td>1.0</td>
</tr>
<tr>
<td>$t\bar{t}(\geq 1 \text{ lepton})$</td>
<td>$3.3 \times 10^6$</td>
<td>1.6</td>
</tr>
<tr>
<td>$t\bar{f}(\geq 1 \text{ lepton})$</td>
<td>$3.1 \times 10^4$</td>
<td>2.1</td>
</tr>
<tr>
<td><strong>Continuum background</strong></td>
<td></td>
<td>55.7</td>
</tr>
</tbody>
</table>

Figure 26: Negative natural logarithm of the ratio of the maximum likelihood for $\kappa_\lambda$ divided by the maximum likelihood for $\kappa_\lambda = 1$ for the fits assuming only statistical uncertainties. The dashed lines at $-\ln(L_{\kappa_\lambda}/L_{\kappa_\lambda = 1}) = 0.5$ and 2.0 indicate the values corresponding to a 1$\sigma$ and 2$\sigma$ confidence interval, respectively (assuming an asymptotic $\chi^2$ distribution of the test statistic).
likelihood ratio [44]. Compared to the procedure described in Section 3.2, a more simplified extrapolation procedure is used. The Run 2 BDT distributions for signal and background are scaled to 15 ab$^{-1}$ by a single multiplicative factor, defined as the ratio of the target luminosity to the luminosity of the Run 2 result. The performance of the HE-LHC detector is assumed to be broadly similar to that of the current detector, with the exception that the efficiency to identify jets from b-quarks is expected to improve by 8% for a given light-jet rejection due to the upgraded inner tracker (similar to what has been assumed for the HL-LHC).

The increase in centre-of-mass energy from $\sqrt{s} = 13$ TeV to $\sqrt{s} = 27$ TeV is accounted for by scaling the number of expected background events by a factor of 4.5, to account for the approximate cross-section increase arising from the enhanced gluon-luminosity. In the case of the SM $HH$ signal, the signal yields are scaled to the cross-section of 139.9 fb [19]. In the extrapolation the $Z$-heavy-flavour background is scaled by the normalisation factor of 1.34 obtained in the Run 2 analysis, while the $t\bar{t}$ normalisation is taken from simulation since its Run 2 normalisation factor was consistent with unity.

The HE-LHC expected significance for the SM $HH$ process in the $b\bar{b}\tau^+\tau^-$ final state, based on the extrapolation procedure described above and without taking into account any systematic uncertainties, is 11$\sigma$. In the same scenario, the $\kappa_\lambda = 0$ hypothesis can be rejected with a confidence level of 5.8$\sigma$, while the Higgs-self coupling strength is expected to be measured as $\kappa_\lambda = 1.0 \pm 0.2$.

7 Conclusion

A prospect study for the search for non-resonant Higgs-boson-pair production at the HL-LHC has been performed, using the combination of the $bb\bar{b}\bar{b}$, $b\gamma\gamma$ and $bb\tau^+\tau^-$ final states. The signal strength relative to the Standard Model is expected to be measured with an accuracy of 40% (31%) with (without) systematic uncertainties.

The Higgs boson self-coupling is constrained at 95% confidence level to $-0.4 \leq \kappa_\lambda \leq 7.3 (-0.1 \leq \kappa_\lambda \leq 2.7 \cup 5.5 \leq \kappa_\lambda \leq 6.9)$, with (without) systematic uncertainties. The value of $\kappa_\lambda$ is expected to be measured as $1.0^{+0.8}_{-0.6} (1.0^{+0.7}_{-0.6})$ with (without) systematic uncertainties. It may be possible to improve the sensitivity of the combination in the future through enhancements of the $bb\tau^+\tau^-$ and $b\gamma\gamma$ analyses, such as explicitly training BDTs for specific values of $\kappa_\lambda$ or attempting to optimise event selection at low $m_{HH}$.

First estimates of the prospects at the HE-LHC, assuming 15 ab$^{-1}$ of data recorded at a centre-of-mass collision energy of 27 TeV, have also been obtained by further extrapolating the measurements in the $b\gamma\gamma$ and $bb\tau^+\tau^-$ final states. For the $b\gamma\gamma$ final state, it is expected that the signal will be measured at a statistical-only significance of 7.1$\sigma$ and $\kappa_\lambda$ will be measured as $1.0 \pm 0.4$. For the $bb\tau^+\tau^-$ final state, it is expected that the signal will be measured at a statistical-only significance of 11$\sigma$ and $\kappa_\lambda$ will be measured as $1.0 \pm 0.2$.
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Abstract

The prospects for the study of Higgs boson pair production at the High-Luminosity LHC with the CMS detector are presented. Five decay channels, bbbb, bbWW, bbττ, bbγγ, and bbZZ, are studied. Analyses are developed using a parametric simulation of the upgraded detector response and optimised for a projected integrated luminosity of 3000 fb⁻¹. The statistical combination of the five decay channels results in an expected significance for the standard model HH signal of 2.6σ. Projections are also presented for the measurement of the Higgs boson self-coupling λHHH. The expected 68 and 95% confidence level intervals for the coupling modifier κλ = λHHH/λSMHHH are [0.35, 1.9] and [−0.18, 3.6], respectively.
3.7. Prospects for HH measurements (CMS-FTR-18-019)
1 Introduction

The discovery of a scalar boson with a mass of about 125 GeV by the ATLAS and CMS Collaborations [1–3], and the determination of its properties so far consistent with those expected for the Higgs boson (H) of the standard model of particle physics (SM) [4], has stimulated interest for a detailed exploration and understanding of the Brout–Englert–Higgs (BEH) mechanism [5–7]. The SM predicts the existence of Higgs boson self-interactions, whose properties are directly determined by the structure of the BEH scalar potential. The study of the production of Higgs boson pairs (HH) represents therefore a crucial test of the SM since it gives experimental access to the Higgs boson self-coupling ($\lambda_{HHH}$) and thus to the structure of the BEH potential itself. Moreover, HH production represents a unique way to probe the existence of physics beyond the standard model (BSM) that may manifest as a modification of $\lambda_{HHH}$. In general, low energy scale effects of some high energy scale physics, as described in the context of an effective theory (EFT) [8], can result as contact interaction terms in the Lagrangian. Terms which can affect the double Higgs production are contact interactions between the HH pair and gluons ($ggHH$) and top quarks ($ttHH$), as well as a contact interaction between one Higgs boson and two gluons that we expect to be constrained in single Higgs boson measurements. The presence of these additional contributions will result in an anomalous HH production cross section and modified kinematic properties of the HH system.

In the SM, the dominant HH production mechanism in pp collisions is via gluon fusion, with an expected cross section of $31.05^{+2.2\%}_{-5.0\%}$ fb at $\sqrt{s} = 13$ TeV and $36.69^{+2.1\%}_{-4.9\%}$ at 14 TeV. These values were computed at the next-to-next-to-leading order (NNLO) of the perturbative quantum chromodynamics (QCD) calculation, including next-to-next-to-leading-logarithm (NNLL) corrections and finite top quark mass effects [9]. Because of the smallness of the cross section and the presence of backgrounds, searches for HH productions based on the current Run II dataset are not yet sensitive to SM HH production; large integrated luminosities are required for the experimental study of this very rare process.

The High-Luminosity LHC (HL-LHC) will provide a unique opportunity to study HH production as predicted in the SM and identify possible deviations induced by BSM physics in the signal cross section or properties. Upgrades of the LHC machine will increase the peak instantaneous luminosity to $5\to7.5 \times 10^{34}$ cm$^{-2}$ s$^{-1}$ and the CMS experiment will collect more than 3000 fb$^{-1}$ over a decade of operation. The high instantaneous luminosity will lead to 140 to 200 additional interactions per bunch crossing. This pileup will constitute a formidable challenge for the experiment both in terms of event reconstruction and radiation damage. A comprehensive detector upgrade program is under development to maintain and improve the detector performance under these challenging conditions.

The projected sensitivity to HH at the HL-LHC has so far been studied by the ATLAS [10–13] and CMS [14, 15] Collaborations either using a parametric simulation of the detector performance or with an extrapolation of the Run II analysis results. In both cases, the projected combined sensitivity to HH production is at the level of about 2$n$ or below. It is important to remark here that the usage of a parametric simulation requires a comprehensive knowledge of the expected upgraded detector performance. Very recent developments in the detector performance from CMS upgrade studies are not accounted in the referenced results. Similarly, the extrapolation of the current results cannot account for the optimisation of the analysis strategy to the large dataset collected at the HL-LHC.

Updated projections of the sensitivity have recently been developed by the CMS Collaboration to study the impact of the subsystem upgrades on the physics program, as described in the Technical Design Report (TDR) of the inner tracker [16], the barrel electromagnetic [17] and the
endcap high-granularity [18] calorimeters.

The work described in this document improves and extends the previous projections to provide an updated and comprehensive study of the prospects for HH measurements at the HL-LHC. A parametric simulation, as detailed in Section 3, is used to model the upgraded detector response and simulate its performance considering the experience and understanding achieved in the preparation of the aforementioned TDRs. The five decay channels $b\bar{b}b\bar{b}$, $bb\tau\tau$, $bbWW$ ($WW \to \ell\ell\ell\ell'$ with $\ell, \ell' = e, \mu$), $bb\gamma\gamma$, and $bbZZ$ ($ZZ \to \ell\ell\ell\ell'$ with $\ell, \ell' = e, \mu$) are studied and dedicated analysis strategies are developed to exploit the HL-HLC dataset. The first four channels correspond to those expected to be the most sensitive to HH production at the HL-LHC based on the experience from Run II searches, while the very rare but clean $bbZZ(\ell\ell\ell\ell)$ final state is studied here for the first time. The corresponding branching fractions, computed considering a mass of the Higgs boson of 125 GeV [19], are summarised in Table 1. The event selection and analysis strategy of each channel are separately described in the following, and the sensitivity resulting from their statistical combination is discussed in Section 9.

Table 1: Branching fraction of the five decay channels considered in this document. The symbol $\ell$ denotes either a muon or an electron. In the $bbWW$ decay channel, $\ell$ from the intermediate production of a $\tau$ lepton are also considered in the branching fraction.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$B$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b\bar{b}b\bar{b}$</td>
<td>33.6</td>
</tr>
<tr>
<td>$bb\tau\tau$</td>
<td>7.3</td>
</tr>
<tr>
<td>$bbWW(\ell\ell\ell\ell')$</td>
<td>1.7</td>
</tr>
<tr>
<td>$bb\gamma\gamma$</td>
<td>0.26</td>
</tr>
<tr>
<td>$bbZZ(\ell\ell\ell\ell)$</td>
<td>0.015</td>
</tr>
</tbody>
</table>

2 The CMS upgraded detector

The improvement of the performance of the CMS detector under HL-LHC conditions requires both increased radiation hardness to withstand over a decade of HL-LHC operations under high pileup and luminosity conditions, increased granularity to reduce particle occupancy and improve the object reconstruction, and increased bandwidth to accommodate higher data rates.

Both the hardware and software stages of the CMS trigger system, respectively denoted as the Level-1 (L1) and High Level Trigger (HLT), and the data acquisition system (DAQ) will undergo a substantial upgrade. The L1 trigger hardware will be replaced, allowing for an increase of its rate and latency to about 750 kHz and 12.5 $\mu$s respectively, while the HLT rate will be increased to 7.5 kHz. These values are to compare to the throughput of the current L1 and HLT systems of about 100 and 1 kHz respectively, and to a current L1 system latency of 3.8 $\mu$s. The L1 will also feature inputs from the silicon tracker, allowing real-time track fitting and particle-flow reconstruction of objects at the trigger level. The pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget and extend the geometrical coverage. The front-end electronics of the barrel electromagnetic calorimeter (ECAL) will be upgraded to access the single-crystal information at the L1 trigger, as well as the electronics of the cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT) for muon detection. New muon detectors based on RPC and gas electron multiplier (GEM) technologies will also be installed to add redundancy, increase the geometrical coverage, and improve the trigger and reconstruction of muons in the forward region. The endcap electromagnetic and...
hadron calorimeters will be replaced with a new high-granularity sampling detector (HGCal) based on silicon pad sensor and will provide highly-segmented spatial information as well as timing information for a four-dimensional reconstruction of the interaction shower shapes. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) is envisaged to provide additional capabilities, beyond spatial tracking algorithms, to correctly associate the reconstructed charged particles to the production vertex and thus suppress pileup effects.

A detailed overview of the upgrade program and of the CMS detector upgrades are presented in the Technical Proposal for the Phase-II upgrade [20]. The performance in object reconstruction is detailed and summarised in Ref. [21].

3 Signal and background modelling

3.1 Simulated physics processes

The signal and background processes in pp collisions at $\sqrt{s} = 14$ TeV are modelled using Monte Carlo (MC) event generators, that simulate the hard process, as well as the hadronisation and fragmentation effects. They are interfaced with the DELPHES [22] software to model the response of the upgraded CMS detector.

The HH signal is simulated using MADGRAPH5_aMC@NLO [23] at leading order (LO) accuracy. Five different samples of SM HH production are generated for the five final states considered here. The Higgs boson branching fractions prediction in the SM is used for the normalisation of the samples, resulting in the values previously reported in Table 1. Signals corresponding to anomalous values of the $\lambda_{HHH}$ coupling are modelled by weighting the SM samples as a function of the invariant mass of the HH pair and of the angle of one of the two Higgs bosons with respect to the beam line in the reference of the HH system, following the procedure detailed in Ref. [24]. The same technique is also used to model the so-called shape benchmark signals, i.e. signals corresponding to specific combinations of Higgs boson effective couplings which kinematic properties may be used to approximately represent broader regions of the EFT parameter space. The definition of the shape benchmarks is given in [25].

Several background sources are considered for each decay channel, as detailed in the corresponding section of this document.

Top quark processes are simulated using POWHEG [26–29] and multiparton interactions, parton shower, and hadronization effects are simulated with PYTHIA 8 [30]. The t$\bar{t}$ production is normalised to the theoretical production cross section at $\sqrt{s} = 14$ TeV computed at NNLO+NNLL of 984.50$^{+23.21}_{-34.69}$ (scale)$^{+37.14}_{-26.29}$ (mass) [31]. Single top quark production in the tW channel is normalised to the theoretical prediction at NNLO precision of 84.4$^{+2.0}_{-1.80}$ (PDF) [32, 33]. The production of top quark pairs in association with Z bosons pairs is simulated with MADGRAPH5_aMC@NLO forcing the four lepton decay of the ZZ system.

Drell-Yan production of leptons pairs $Z/\gamma^* \rightarrow $ $\ell\ell$ and of $W \rightarrow \ell\nu$ in association with jets are simulated at the LO precision using MADGRAPH5_aMC@NLO and normalised to the generator cross section at the same precision order. To increase the number of $Z/\gamma^*$ events that satisfy the event selections, inclusive samples are complemented by simulations in selected regions of the scalar sum of the transverse momentum of the partons emitted at matrix element level and of the invariant mass of the $\ell\ell$ system.

Multijet production from QCD interactions is simulated using MADGRAPH5_aMC@NLO at LO
accuracy. To increase the selection efficiency for the projection in the bbbb final state, the presence of at least one b quark emitted at matrix level is also required. Samples are generated in exclusive intervals of the scalar sum of the transverse momentum of the partons emitted at matrix element level and combined using the relative cross section. An inclusive sample, where generated events are required to contain a pair of partons with invariant mass larger than 1 TeV, is also used to improve the description for the phase space of highly boosted jets. The overall normalisation for the multijet background is obtained from a comparison between Run II data and MC produced with the same generator at $\sqrt{s} = 13$ TeV.

Single Higgs boson production in gluon (gg → H) and vector boson (VBF) fusion, and in associated production with top quarks (ttH) and vector bosons (VH), is considered as a background for HH production. Decays of the Higgs boson are forced to exclusive final states to increase the acceptance for the HH decay channels studies, and different generators are used. For all the aforementioned processes where the Higgs boson decays to ZZ* → ℓℓℓℓ, the MadGraph5_aMC@NLO generator is used. For the decays of the Higgs boson to photon pairs, MadGraph5_aMC@NLO is used for the gg → H, VBF and VH processes, while Powheg is used for ttH. For the other channels, single Higgs samples for all the production modes are generated with Powheg. Generated samples are normalised to the expected SM cross section as recommended in [19]. The gg → H production cross section is computed at the next-to-next-to-next-to-leading order (N^3LO) in perturbative QCD and at NLO in electroweak (EW) corrections. The VBF and WH processes cross sections are computed at NNLO QCD and NLO EW accuracies, and the ttH cross section is computed at NLO QCD and NLO EW accuracies. Finally, the ZH cross section is computed at NNLO QCD and NLO EW accuracy for quark-initiated contributions and at NLO QCD accuracy with NLL effects for the gluon fusion-induced component.

3.2 CMS detector response and object reconstruction

Both the signal and background samples are processed with the Delphes fast parametric simulation software to simulate the response of the upgraded CMS detector and account for the pileup contributions by overlaying an average of 200 minimum bias interaction events simulated with Pythia 8. The Delphes software simulates the performance of reconstruction and identification algorithms for electrons, muons, tau decays to hadrons (τ_h) and a neutrino, photons, jets including those containing heavy flavour particles, and the missing transverse momentum vector $p_T^{\text{miss}}$, defined as the projection onto the plane perpendicular to the beam axis of the negative vector sum of the momenta of all reconstructed particle-flow objects in an event. The resolution, energy and momentum scale, efficiencies, and misidentification rates for the various objects have been extensively compared and tuned to reproduce the performance obtained with a full simulation of the CMS detector based on Geant4 [34] and the use of reconstruction algorithms tuned to the HL-LHC environment. In those cases where the reconstruction algorithms have not yet been developed or finalised, the parametrisation follows assumptions based on the Run II object performance and on the studies prepared for the CMS detector Technical Design Reports.

The simulation of the electron reconstruction is initiated by generator-level electrons, with a detection efficiency that parameterised in energy and pseudorapidity. The energy resolution of reconstructed electrons is a function of the ECAL and tracker resolutions. Similarly, the simulation of muon reconstruction is seeded by generator-level muons, applying a parametric reconstruction and identifications efficiency. The momentum of reconstructed muons is obtained via Gaussian smearing of the generator-level muon 4-momenta, with a resolution parametrised by transverse momentum and pseudorapidity.
Photons are reconstructed from neutral energy excess in a simplified version of the electromagnetic calorimeter. The efficiency for photons and jet backgrounds are parametrised based on studies of the upgraded CMS detector and correspond to the performance of a multivariate identification algorithm combined with an isolation selection.

Hadronic jets are reconstructed with a particle-flow algorithm run on simulated tracks and on the energy deposits in the ECAL, HCAL, and HGCal. The particle-flow candidates are clustered via sequential recombination of tracks and calorimeter deposits using the anti-\(k_T\) algorithm [35, 36] operated with a distance parameters \(R\) of 0.4. Pileup mitigation is performed using the “PileUp Per Particle Identification” (PUPPI) algorithm [37].

The missing transverse momentum \(\vec{p}_T^{\text{miss}}\) is calculated for each event using particle-flow (PF) objects and corrected using PUPPI.

The efficiency of b jet identification and the corresponding misidentification rates for light flavour quarks and gluons jets are parametrised as functions of the jet \(p_T\) and \(\eta\), depending on the underlying jet flavour as determined by a geometric match with generated partons. The parametrised b tagging performance considers the improvements following the inclusion of the MTD detector measurements [38].

The efficiency of \(\tau_h\) identification and hadron jet misidentification rates are parametrised as functions of the jet \(p_T\) and \(\eta\). Reconstructed jets are geometrically matched with \(\tau_h\) objects at generator level to determine whether a jet candidate is a genuine \(\tau_h\) or a quark or gluon jet. Parametrised probabilities corresponding to efficiency and misidentification rates, obtained from studies based on full CMS simulation, are consequently applied.

We do note that the aforementioned improvements in the b tag efficiency following the inclusion of the MTD detector information only correspond to the removal of spurious tracks in the reconstructed jets, effectively acting as suppression of the pileup effects, but that the track timing information is not used directly in a dedicated training of a b tag discriminant. Moreover, further improvements following the inclusion of the MTD detector are expected in the lepton, \(\tau_h\) and photon isolation performance, as well as in the rejection of additional jets erroneously associated to the main production vertex. Improvements in the results described in this work may consequently be expected from a full, optimal use of the timing information.

### 3.3 Systematic uncertainties

Systematic uncertainties in the modelling of the signal and background processes due to theoretical (normalisation cross sections) and experimental effects (object reconstruction performance and background estimation) are considered. The assumption for the values reported below are discussed in detail in Ref. [21].

An uncertainty on the total integrated luminosity of 1% is considered. It is correlated in all the channels across all the processes that are assumed to be modelled with a MC simulation at the HL-LHC.

Uncertainties on the b tag efficiency are parametrised as a function of the jet \(\eta\) and \(p_T\), and amount to about 1% for genuine b jets with \(p_T < 300\) GeV and range between 2 and 6% for larger \(p_T\) values. An uncertainty of 1% is also assumed for the b tag efficiency of subjets identified within large-radius jets. The uncertainty on the scale of the reconstructed jets ranges between 0.2 and 2% depending on the source considered and is applied by varying the jet \(p_T\) by the corresponding value and checking the changes in the processes yields.

Uncertainties in the electron identification and isolation efficiencies amount to 2.5% and 0.5%.
for $p_T$ below and above 20 GeV, respectively. The muon identification and isolation efficiency uncertainty corresponds to 0.5% for all the $p_T$ values considered. For $\tau_h$ objects, this uncertainty amounts to 5% as in the Run II analyses. The uncertainties in the photon reconstruction and identification efficiency correspond to 1%, while their energy scale and resolution are assumed to be determined with an accuracy of 0.5% and 5%, respectively.

Specific uncertainties in the modelling of the main physics processes are also considered and discussed in the context of the relevant analyses. Triggers are assumed to be fully efficient in the phase space considered, and the corresponding uncertainties are included in the object reconstruction and identification uncertainties.

The uncertainties in the theoretical cross sections used for the normalisation of simulated processes are assumed to be reduced by a factor of 1/2 with respect to the current value.

### 4 HH → bbbb

While characterised by the largest branching fraction among the HH final states, the bbbb decay channel suffers from a large contamination from the multijet background that makes it experimentally challenging. Two complementary strategies are explored here to identify the signal contribution. For those events where the four jets from the HH → bbbb decay can all be reconstructed separately, also referred to as the “resolved” topology, the use of multivariate methods is explored to efficiently identify the signal contribution in the overwhelming background. In cases where the invariant mass of the HH system, $m_{HH}$, is large, the high Lorentz boost of both Higgs bosons may result in a so-called “boosted” event topology where the two jets from a $H \rightarrow b\bar{b}$ decay overlap and are reconstructed as a single, large-area jet. Resolved topologies correspond to the large majority of SM HH events, giving the largest sensitivity on this signal. Boosted topologies help to suppress the multijet background and provide sensitivity to BSM scenarios where the differential HH production cross section is enhanced at high $m_{HH}$ by the presence of ggHH and ttHH effective contact interactions.

#### 4.1 Event selection for resolved topologies

This work assumes the trigger efficiency to be 100% for the reconstructed object selections detailed below. This assumption is based on experience in the Run II analysis and is considered to be realistic considering the planned upgrades of the CMS trigger system, both at L1 and HLT, that will allow for an improvement and harmonisation of online and offline b tagging algorithms.

Events are preselected by requiring four jets with $p_T > 45$ GeV and $|\eta| < 3.5$ that satisfy the medium b tagging working point, corresponding to a b jet identification efficiency of approximately 70% for a light flavour and gluon jet misidentification rate of 1%. In case more than four jets are preselected, corresponding to less than 7% of the total signal events, the four highest $p_T$ candidates are selected. The efficiency of the jet preselection on the SM HH signal is of about 7%.

The four preselected jets are combined into the two Higgs boson candidates $H_1$ and $H_2$. Correct jet pairing is determined as the combination that minimises the difference in the invariant mass of the two jet pairs. This allows to explore the signature of two resonant $H \rightarrow b\bar{b}$ decays while minimising the bias induced in the multijet background selection, in particular suppressing jet combinations with both invariant masses close to $m_{H_1}$.

The signal region is defined by events that satisfy the following selection in the invariant mass
of the two Higgs boson candidates:
\[
\sqrt{(m_{H_1} - 120 \text{ GeV})^2 + (m_{H_2} - 120 \text{ GeV})^2} < 40 \text{ GeV} \quad (1)
\]
The selection has an efficiency of about 55% on the HH signal and rejects approximately 85% of the QCD multijet background. The low selection efficiency for signal events is due to the removal of events where at least one of the selected jets does not originate from the decay of a Higgs boson, and cases where jets have been incorrectly paired. For events correctly reconstructed the selection efficiency corresponds to about 90%. The expected event yields after the invariant mass selections are approximately 1370 for the HH signal and \(1.1 \times 10^7\) for the background, mostly consisting of QCD multijet and \(t\bar{t}\) events. This difference of almost four orders of magnitude between the two processes calls for the use of multivariate methods that exploit the kinematic differences between the HH signal and the background processes.

A multivariate discriminant, consisting of a boosted decision tree (BDT), is built using the following kinematic variables:

- the invariant mass of the two Higgs candidates \(H_1\) and \(H_2\)
- the transverse momentum of the two Higgs candidates \(H_1\) and \(H_2\)
- the four-jet invariant mass \(m_{HH}\) and the reduced mass \(M_{HH} = m_{HH} - (m_{H_1} - 125 \text{ GeV}) - (m_{H_2} - 125 \text{ GeV})\), the latter helping to remove part of the jet resolution effects by using the information on the Higgs boson invariant mass
- the minimal and max \(\Delta \eta\) and \(\Delta \phi\) separation of the combinations of the four preselected jets
- the \(\Delta \eta\), \(\Delta \varphi\) and \(\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \varphi)^2}\) separation of the jets that constitute \(H_1\) and \(H_2\)
- the cosine of the angle formed by one of the Higgs candidates with respect to the beam line axis in the HH system rest frame

The BDT is trained with a gradient boosting algorithm and its parameters are optimised to ensure the best performance while verifying that no overtraining is introduced. The output of the BDT is used as the discriminant variable to look for the presence of a signal as an excess at high output values. The expected distribution of signal and background events is illustrated in Fig. 1. The binning of the distribution is optimised to maximise the sensitivity to the SM HH signal.

In addition to the systematic uncertainties described in Section 3.3, uncertainties in the BDT shape are studied. We expect that the huge dataset collected at the HL-LHC will allow to make a precise estimate of the multijet background in signal-depleted regions, defined for example by the inversion of the b tag or invariant mass criteria. We thus consider an uncertainty of 5% on the BDT bins with the highest S/B ratio. A quantitative study of the impact of the size of such uncertainty is presented at the end of this section.

### 4.2 Event selection for boosted topologies

The regions of phase space having large \(m_{HH}\) are best explored using dedicated physics object reconstruction and event selections aimed at identifying highly Lorentz-boosted Higgs bosons, improving substantially the efficiency and performance for \(m_{HH}\) values larger than about 1 TeV. The \(b\bar{b}b\bar{b}\) final state is experimentally favorable in this context given its large branching fraction. As boosted object reconstruction methods in this final state have been already successfully applied to HH searches [39], this projection aims at investigating their potential at HL-LHC.
Highly Lorentz-boosted \( H \rightarrow b\bar{b} \) decays are experimentally reconstructed as a single, large area jet. The particle-flow candidates are clustered using the anti-\( k_T \) algorithm with a distance parameter of 0.8 (AK8 jets). Contributions from pileup are mitigated using the pileup-per-particle (PUPPI) identification algorithm \[40\]. The vector sum of the clustered particle-flow candidates, weighted by their PUPPI weights, is assigned as the jet four-momentum. The jet energy is corrected to compensate for the nonlinear detector response to the energy deposited \[41, 42\].

The event selection aims to identify two boosted \( H \rightarrow b\bar{b} \) decays, each associated with a single AK8 jet. The two leading-\( p_T \) AK8 jets in the event, denoted as \( J_1 \) and \( J_2 \), are required to have \( p_T > 300 \) GeV and lie within \(|\eta| < 3.0\). The soft-drop \[43, 44\] jet grooming algorithm is used to remove soft and collinear components of the jet and retain the two subjets associated with the showering and hadronization of the two b quarks from the \( H \rightarrow b\bar{b} \) decay. The jets \( J_1 \) and \( J_2 \) are both required to have a soft-drop mass between 90–140 GeV, consistent with the observed mass of 125 GeV for the Higgs boson.

To further reduce backgrounds, the N-subjettiness algorithm \[45\] is used, which can differentiate between a jet containing an \( N \) pronged decay from a jet containing a single hard parton. For a boosted \( H \rightarrow b\bar{b} \) jet with a two-pronged structure, the N-subjettiness ratio \( \tau_{21} \equiv \tau_2 / \tau_1 \) is much smaller than unity, while the background jets have larger values. Consequently, a requirement of \( \tau_{21} < 0.6 \) is made for both \( J_1 \) and \( J_2 \). Both the soft-drop and the \( \tau_{21} \) requirements are optimized using \( S / \sqrt{B} \) as figure of merit.

The soft-drop subjets are b-tagged using the DeepCSV algorithm \[46\] which uses machine learning techniques with inputs based on the tracks and displaced vertices associated to the jets. In this search the jet b tagging probability for light flavoured jets is required to be about 1%, corresponding to a probability of about 49% to correctly identify jets containing a b hadron. Events are classified as those having exactly three (3b category) or exactly four (4b category)
b-tagged subjets, out of the four subjets belonging to $J_1$ and $J_2$.

The full event selection results in an efficiency for the SM signal of about 0.1%. For signals with a considerably harder $m_{HH}$ spectrum, such as those represented by the shape benchmark number 2 used here as a reference, the selection efficiency is 1.8%.

The main background is dijet production in QCD interactions. In the analysis of true collision data, it is expected that the background will be obtained from the data itself. Here, simulated samples of QCD dijet events are used. The background estimation follows closely the approach in Ref. [47]. The background obtained from simulations is scaled by a factor of 0.7, which has been derived comparing the LHC data at $\sqrt{s} = 13$ TeV selected as described in [47], and a MC simulation for the 13 TeV conditions based on the same generator used in this work.

After the event selection, the expected number of SM $HH$ signal events is 96 in the 3b and 15 in the 4b event categories. The most sensitive shape benchmark using the boosted event selection is benchmark 2, that is typically associated with strong contact interactions and hence characterised by a large fraction of events at high $m_{HH}$. For this signal, the events yields are 537 in the 3b and 61 in the 4b event categories, assuming a cross section of 10 fb. The corresponding background yields are $1.08 \times 10^6$ and $1.40 \times 10^5$ in the 3b and 4b categories, respectively.

The main discriminating variable between the signal and the background is the invariant mass of $J_1$ and $J_2$, $m_{JJ}$, which is correlated with the HH invariant mass. Figure 2 shows the $m_{JJ}$ distributions of the signal and the background in the 3b and 4b event categories.

![Figure 2: $m_{JJ}$ distributions for the estimated multijet background and the SM (blue) and shape benchmark 2 (red) signals. The distributions on the left are for the 3b and those on the right are for the 4b subjet b-tagged categories. Both signals are normalised to the SM HH production cross section for visualisation.](image)

In addition to the uncertainties described in Section 3.3, dedicated uncertainties to the objects and variables used in this analysis are considered. The H jet mass scale and resolution uncertainties correspond to 1% each, the uncertainty in the selection efficiency correction on $t_{21}$ amounts to 13%, and another 3.5% uncertainty is assigned to the modelling of the parton shower and hadronization of the $H \rightarrow b\bar{b}$ decay within the H jets. These uncertainties are taken from [48] and reduced by a factor of 1/2.

### 4.3 Results

The resolved analysis is used in the search for the SM $HH$ signal and for the study of the anomalous $\lambda_{HHH}$ couplings, while results on the expected constraint on anomalous HH production
in the context of EFT models are derived for the boosted search.

Using the resolved bbbb search strategy, upper limits are computed at 95% CL given the projected signal and background distributions shown in Fig. 1. Considering the systematic uncertainties discussed above, an upper limit of 2.1 times the SM prediction is expected, corresponding to a local significance of the expected HH signal of $0.95\sigma$. If only statistical uncertainties are taken into account, the expected upper limit is 1.6 times the SM prediction and the significance is $1.2\sigma$.

Challenges towards achieving these sensitivities at the HL-LHC will be the capability to develop efficient triggers for the bbbb signal, and to precisely model the multijet background.

Triggering on multi jet signatures will be particularly challenging at the HL-LHC and, despite the upgrades at the L1 trigger and HLT systems, thresholds might be significantly higher than currently achieved in Run II collisions. A study of the change in the search sensitivity as a function of the minimal jet $p_T$ threshold is reported in Fig. 3. The study is realised by increasing the jet $p_T$ value applied at preselection and studying the resulting changes in the sensitivity with respect to the nominal $p_T$ threshold of 45 GeV discussed above. It has been verified that the loss of sensitivity does not arise from a reduced discrimination power of the BDT discriminant because of changes in the kinematic properties induced by the higher thresholds. Instead, the reduced sensitivity is a direct consequence of the reduced acceptance to HH → bbbb events, and an efficient trigger with low $p_T$ thresholds will be crucial at the HL-LHC.

Changes in the SM HH significance as a function of the uncertainty on the high S/B bins for the QCD multijet background are also shown in Fig. 3.

Using the event yields and distributions shown in Fig. 2 for the boosted search strategy, we calculate the 95% confidence level (CL) upper limits on the nonresonant HH productions in the SM and for other combinations of BSM couplings using the shape benchmark signals 1–12, as
shown in Fig. 4.

Figure 4: The expected upper limits for non-resonant HH production in the standard model and other shape benchmarks (1–12). The inner (green) and the outer (yellow) bands indicate the regions containing the 68 and 95%, respectively, of the distribution of limits expected under the background-only hypothesis.

5 HH → bbττ

The bbττ final state is experimentally favourable thanks to its sizeable branching fraction of 7.3% and the moderate background contamination, mostly from irreducible processes such as t̅t → b̅bW⁺W⁻ in a final state including a tau lepton and Zγ* + b̅b → τ⁺τ⁻ + b̅b, as well as instrumental backgrounds where jets are misidentified as hadronically decaying taus, τ_h. Furthermore, the presence of neutrinos in the final states represents a challenge to the signal identification as the final state is only partly reconstructed. State-of-the-art machine learning techniques are investigated here to study the search for a HH → bbττ signal at the HL-LHC.

5.1 Event selection

We assume that events will be collected by using single-lepton, lepton-plus-τ_h, and double-τ_h triggers with isolation criteria and transverse momentum thresholds similar to those used in Run II collisions. The assumptions appear reasonable considering the improved capabilities of the upgraded trigger system, the usage of track information in the L1 trigger to improve the τ_h reconstruction, and the possibility to develop more sophisticated kinematic triggers to specifically target the HH → bbττ signal. This work assumes the trigger efficiency to be 100% for the reconstructed object selections detailed below.

Decays of the ττ system can result in six final states: eτ_h, μτ_h, τ_hτ_h, μμ, eμ, and ee. In this study, we only consider the three final states involving at least one τ_h, that correspond to about 88% of the total decays of the ττ system and provide the largest sensitivity to the HH process.

Following the lepton and τ_h requirements defined in Tab. 2, events are exclusively selected into the three final state categories according to the following requirements:
Table 2: Kinematic requirements ($p_T$, $\eta$, and isolation) of electrons, muons, and hadronic taus. The hadronic tau requirements are listed according to the final states considered.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary $\mu$</td>
<td>23</td>
<td>2.1</td>
<td>0.15</td>
</tr>
<tr>
<td>Primary $e$</td>
<td>27</td>
<td>2.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Veto $e/\mu$</td>
<td>10</td>
<td>2.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

| Hadronic tau | Min. $p_T$ [GeV] | Max. $|\eta|$ |
|--------------|------------------|--------------|
| $\ell\tau_h^h$ ($\ell = e, \mu$) | 20 | 2.3 |
| $\tau_h\tau_h^h$ | 45 | 2.1 |

- $\mu\tau_h$: exactly one primary muon with no additional muons or electrons that satisfy looser veto selections, and at least one $\tau_h$ of opposite charge to the primary muon;
- $e\tau_h$: exactly one primary electron with no additional muons or electrons that satisfy looser veto selections, and at least one $\tau_h$ of opposite charge to the primary electron;
- $\tau_h\tau_h$: exactly zero veto muons or electrons and at least two $\tau_h$ of opposite charge to one another. In case of multiple possible choices of $\tau_h$ candidate, the highest $p_T$ ones are selected.

Events in all the three categories above are also required to contain at least two b-tagged jets with $p_T > 30$ GeV, $|\eta| < 2.4$. After these selections, about 100, 70 and 60 SM HH signal events are expected in the $\mu\tau_h$, $e\tau_h$, and $\tau_h\tau_h$ decay channels respectively. The corresponding total number of background events for the three channels are, respectively, $4.3 \times 10^6$, $2.9 \times 10^6$, and $1.25 \times 10^3$, mostly dominated by $t\bar{t}$ and Drell-Yan $\tau\tau$ production.

The selected visible $\tau\tau$ decay products, the b jets, and the missing transverse momentum are used to build the two Higgs boson candidates. The $H_{\tau\tau}$ candidate is defined as the sum of the four momenta of the selected lepton and $\tau_0$ in the $\mu\tau_h$, $e\tau_h$, and $\tau_h\tau_h$ final states, and as the sum of the two $\tau_h$ four momenta in the $\tau_h\tau_h$ final state, plus the vector of missing momentum projected onto the plane transverse to the beam axis. Similarly, the $H_{bb}$ candidate is defined as the sum of the four momenta of the two selected b jets. Finally, the four momentum of the HH system is computed as the vector sum of the selected object four momenta plus the vector of missing momentum projected onto the plane transverse to the beam axis.

### 5.2 DNN discriminant

#### 5.2.1 Input variables to the neural network discriminant

Kinematic properties of the selected events in each of the three $bb\tau\tau$ final states are used to develop a neural network discriminant that is capable of separating the signal contribution from the background processes. A total of 52 input variables, also denoted as features, are used in this study. They are split into basic (27), high-level/reconstructed (21), and high-level/global (4) features. The specific choice of the input variables, as described below, was chosen since these proved to give the best discriminator performance, while other features could be implicitly computed by the network.

In what follows, $\tau_0$ is defined as the $\tau_h$ in $\ell\tau_h^h$bb events and as the highest $p_T$ $\tau_h$ candidate in $\tau_h\tau_h^h$bb events, while $\tau_1$ is defined as the other selected lepton or $\tau_h$. Additionally, we label the highest $p_T$ b jet as $b_0$ and the other as $b_1$. 
5.2.1.1 Basic features  27 low-level final state features are calculated during the event reconstruction process: the 4-momenta in Cartesian coordinates (i.e. \((p_x, p_y, p_z, E)\)), the magnitude of the 3-momenta, and mass of each selected final state \((\tau_0, \tau_1, b_0, \text{ and } b_1)\); and the magnitude of missing transverse momentum \((p_T^{\text{miss}})\), and its transverse components \((p_x^{\text{miss}} \text{ and } p_y^{\text{miss}})\).

5.2.1.2 High level reconstructed features  21 reconstructed features are calculated:

- The 4-momenta, magnitude of 3-momenta, and the invariant masses of the three systems which correspond to:
  1. the Higgs boson that decays to \(b\overline{b} \) (\(H_{b\overline{b}}\)),
  2. the Higgs boson that decays to \(\tau\tau\) (\(H_{\tau\tau}\)), and
  3. the di-Higgs-boson system (\(HH\));
- the transverse mass \((M_{T2})\) of the system [49, 50];
- the transverse masses \((m_T)\) of each tau, calculated according to Eq. 2:
  \[
  m_T = \sqrt{2p_{T,\tau} \times p_T^{\text{miss}} \times (1 - \cos \Delta \phi_{T, p_T^{\text{miss}}})},
  \]

5.2.1.3 High level global features  Four features help characterise the global event by returning the overall kinematics of physics objects and the (tagged) jet multiplicities:

- \(s_T\), the scalar sum of muon \(p_T\), tau \(p_T\), b jet \(p_T\), and \(p_T^{\text{miss}}\);
- the total number of jets (inclusive), b jets, and \(\tau\) jets.

Example distributions of some of the features are shown in Fig. 5.

5.2.2 Architecture and training summary

The dataset of simulated signal and background events, selected as described in the previous section, is divided into two equally sized subsamples and a pair of discriminators is trained, one on each half of the data. In Sec. 5.3, each discriminator is then used to classify the events in the subsample on which it was not trained.

Each discriminant consists of an ensemble of ten fully-connected deep neural networks (DNN), each consisting of three hidden layers of 100 neurons with SELU [51] activation functions. They are implemented in KERAS [52] using TENSORFLOW [53] as a back-end. The training and inference procedures make use of the improvements described in Ref. [54], however all improvements were reverified in this context using the approximate median significance (AMS), as defined in Ref. [55], as the optimisation metric. The various improvements were found to increase on the AMS by about 30% compared to the original model.

5.3 Signal inference

5.3.1 Summary statistic construction

The expected discovery significances and cross section upper limits at 95% confidence are determined by considering the output of the DNN as a summary statistic of the signal and background events, and performing the hypothesis test of signal+background versus the null hypothesis of background-only in multiple regions of the statistic, spanning its full range (a shape analysis). This is achieved by parametrising the density of the signal and background events.
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5. HH $\rightarrow b\bar{b}\tau\tau$

Figure 5: Example distributions for some of the features of the signal and background processes. Low-level features in the $\mu_{\text{fin}}$ final-state:
(a) Transverse mass of the muon (i.e. $m_\mu$), as defined in Eq. 2,
(b) Transverse momentum of the $\tau_1$.
Higgs-candidate masses for all final states together:
(c) $H_{T2}$ mass,
(d) $H_{b\bar{b}}$ mass.

High-level features for all final-states channels together:
(e) The stransverse mass $M_{T2}$,
(f) $s_T$ (defined as the scalar sum of lepton $p_T$, $p_T$ of both b-jets and $\tau_1$, and $p_T^{\text{miss}}$).

Distributions are normalized to unit areas for signal and background, separately.
using histograms of variable bin width in order to better capture the shape of the distributions whilst not causing the statistical uncertainties in each bin to become too large. This process is done on a per decay-channel basis, resulting in three sets of distributions.

In order to make better use of the MC samples available, two DNN ensembles are trained, each on half of the samples. Each half of the data is then classified by the ensemble that was not trained on it. Since we make no fine-tuning of network hyper-parameters, and the architecture development was performed over cross-validation, each half of the data that was not used for training an ensemble represents an unseen sample of data for that ensemble. In doing this, we are able to classify the entire of our MC samples without the performance being biased due to overfitting.

Signal and background events are binned such that in a given bin, the statistical uncertainty on the population of each signal and background sample is less than 30%. However, only background samples with at least 100 MC events and a yield greater than 50 times that of the signal are considered when defining the bin edges, ensuring that the background samples considered have a sufficient number of simulated events to populate the distributions. These requirements aim to prevent our expected performance from being unduly limited by the sizes of the Monte Carlo samples currently available.

### 5.3.2 Hypothesis testing and results

A simultaneous fit is performed on the expected event distributions for the three final states considered, considering the systematic uncertainties described in Section 3.3. The uncertainty due to the number of MC events falling in each bin are neglected under the assumption that samples of sufficient size will be available for HL-LHC analyses.

With the assumed systematic uncertainties, an upper limit on the HH cross section times branching fraction of 1.4 times the SM prediction is obtained, corresponding to a significance of 1.4σ. If only statistical uncertainties are considered, the upper limit amounts to 1.3 times the SM prediction for a significance of 1.6σ.

### 6  HH → bbWW

We consider here HH final states containing two b jets and two neutrinos and two leptons, either electrons or muons. The decay channels involved are thus H → b$\bar{b}$ in association with either a H → Z(\ell\ell)Z(\nu\nu) or a H → W(\ell\nu)W(\ell\nu) decay. While the analysis described in the following is optimised for HH → bbWW decays, that provide the largest branching fraction, the contribution of Higgs boson decays to both WW and ZZ, globally denoted as VV, is considered. Decays of the VV system to tau leptons subsequently decaying to electrons or muons with the associated neutrinos are also considered in the simulated signal samples. The corresponding branching fraction for the VV → $\ell\nu\ell\nu$ decay is 1.73 % [19].

The dominant and subdominant background processes are $t\bar{t}$ production in its fully leptonic decay mode, and Drell-Yan production of lepton pairs in association with jets. As both are irreducible background processes, i.e. they result in the same final state as the signal, the kinematic properties of the signal and background events are used and combined in an artificial Neural Network (NN) discriminant to enhance the sensitivity.

The single Higgs boson production backgrounds $t\bar{t}H$ and $H → WW(\ell\nu\ell\nu)$ were also considered but were found to have a negligible effect on the final result.
6.1 Event selection and background predictions

Events are selected based on the same selection criteria currently applied in the Run II CMS analysis of this final state. We assume that such events will be selected with dilepton triggers with transverse momentum thresholds similar to those deployed in Run II collisions, providing a 100% efficiency for the events that satisfy the selection described below.

Events are required to contain two leptons of opposite electric charge ($e^+e^-, \mu^+\mu^-, e^\pm\mu^\mp$), and with $p_T$ greater than 25 GeV and 15 GeV for $ee$ events, 20 GeV and 10 GeV for $\mu\mu$ events, 25 GeV and 15 GeV for $\mu e$ events, 25 GeV and 10 GeV for $e\mu$ events, for the higher and lower $p_T$ lepton, respectively. Electrons and muons in the pseudo-rapidity range $|\eta| < 2.8$ are considered, except the 1.444 < $|\eta| < 1.566$ being rejected for electrons. A dilepton mass requirement of $m_{\ell\ell} > 12$ GeV is applied to all flavour combinations in order to suppress leptonia resonances.

Jets are required to have $p_T > 20$ GeV, $|\eta| < 2.8$, and be separated from identified leptons by a distance of $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2} > 0.3$. The magnitude of the negative vector sum of all PF candidates is referred to as $p_T^{\text{miss}}$. Selected jets must also satisfy the medium working point of the $b$ tagging algorithm.

A summary of the object definitions and selections is shown in Table 3.

Table 3: Object definitions and event selections requirements.

<table>
<thead>
<tr>
<th>Object</th>
<th>ID and isolation requirements</th>
<th>Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrons</td>
<td>Isolation ($</td>
<td>\eta</td>
</tr>
<tr>
<td>Muons</td>
<td>Loose ID, Isolation &lt; 0.25</td>
<td>$</td>
</tr>
<tr>
<td>Jets</td>
<td>PUPPI Jet</td>
<td>$p_T &gt; 20$ GeV, $</td>
</tr>
<tr>
<td>B-Jets</td>
<td>PUPPI medium MTD WP</td>
<td>$p_T &gt; 20$ GeV, $</td>
</tr>
</tbody>
</table>

Among all possible di-jets combinations fulfilling the previous criteria we select the two jets with the highest combined transverse momentum.

After the final object selection consisting of two opposite sign leptons and two b-tagged jets, a cut on $m_Z - m_{\ell\ell} > 15$ GeV is applied to remove the resonant $Z$ peak and the high-$m_{\ell\ell}$ tail of the Drell-Yan+jets and $t\bar{t}$ background process.

The performance of the selections and object reconstruction was extensively checked looking at different kinematic distributions and comparing them to the ones obtained in the analysis of CMS data collected in the Run II.

After all the selection requirements described in this section, a total of about 50, 150, and 120 SM HH signal events is expected in the $ee$, $e\mu$, and $\mu\mu$ decay channels, respectively. The total numbers of background events in the three categories are $2.9 \times 10^6$, $8.4 \times 10^6$, and $7.5 \times 10^6$, respectively. The dominant background is $t\bar{t}$ production, with a sizeable contribution from Drell-Yan lepton pair production in the same-flavour dilepton channels.
6.2 Signal extraction

A neural network (NN) discriminant, based on the TMVA software [56], is used to improve the signal-to-background separation. In a phase space dominated by $t\bar{t}$ production, the NN utilizes information related to object kinematics. The variables provided as input to the NN exploit the presence of two Higgs bosons decaying into two b-jets on the one hand, and two leptons and two neutrinos on the other hand, which results in different kinematics for the di-lepton and di-jet systems between signal and background processes. The set of variables used as input is: $m_{\ell\ell}$, $m_{jj}$, $\Delta R_{\ell\ell}$, $\Delta R_{jj}$, $\Delta \phi_{\ell\ell}$, $\Delta \phi_{jj}$, defined as the $\Delta \phi$ between the di-jet and the di-lepton systems, $p_T^{\ell\ell}$, $p_T^{jj}$, $\text{min}(\Delta R_{\ell\ell})$, and $M_T$, defined as $M_T = \sqrt{2 p_T^{\ell\ell} p_T^{\text{miss}} (1 - \cos(\Delta \phi(\ell\ell, p_T^{\text{miss}})))}$.

The output of the NN after selections in the $e^+e^-$, $\mu^+\mu^-$ channels, is shown in Fig. 6. The Drell-Yan production of lepton pairs is modelled by interpolating separately in the three channels the simulated selected events with a third degree polynomial function, used to generate a smooth event distribution according to the expect event yields. The smoothing procedure has little impact on the projected sensitivity as discussed below.

As no shape uncertainty is considered in the $t\bar{t}$ background modelling and the total number of events for small NN output values is expected to reach tens of millions, the search may be subject to over-constraints of any systematic uncertainty that may be dependent or correlated with the $t\bar{t}$ shape. In order to mitigate this effect, the signal-depleted region with a NN output smaller than 0.5 will be excluded from the statistical inference.

6.3 Results

The results are derived as upper limits on the HH signal strength, defined as the ratio of the signal cross section times branching fraction to the SM expectation. A simultaneous fit is performed on the distributions of events shown in Fig. 6 in the $e^+e^-$, $\mu^+\mu^-$ and $e^\pm\mu^\mp$ event categories.

The expected upper limit at the 95% CL corresponds to 3.5 times the SM prediction when systematic uncertainties are considered, and to 3.3 times the same value if only statistical uncertainties are assumed. The corresponding significance of the HH signal is 0.56 and 0.59 $\sigma$, respectively.

The impact of the assumed Drell-Yan contribution was shown to be small by scaling its expected yield by factors of 0.5 and 2 and verifying the changes in the sensitivity. Variations of 5% or below in the final result were observed, showing that the result is robust under different assumptions on the Drell-Yan background contamination.

7 HH $\rightarrow$ bb$\gamma\gamma$

While characterized by a tiny branching fraction, the bb$\gamma\gamma$ final state is experimentally very clean and thus provides a large sensitivity. The main background processes are the continuum production of diphoton events and of single photons in association with a misidentified jet, as well as single Higgs boson production, where the Higgs boson decays to $\gamma\gamma$.

7.1 Selection

We assume that events selected as described below will be triggered with algorithms that require the presence of two photons and that are 100% efficient for selected events. This assumption is well verified in the current Run II search.
Photons satisfying the loose working point, corresponding to an efficiency of about 90% for a photon with $p_T > 30$ GeV and a jet misidentification rate of about 3%, are selected. The two photons with the highest $p_T$ that satisfy such requirements are considered and used to build the $H \rightarrow \gamma \gamma$ candidate, and the kinematic selections reported in Table 4 are applied. While the acceptance of photons in the upgraded detector extends up to $\eta = 3$, the pseudorapidity is limited to 2.5 in order to increase the signal to background ratio. For events selected in the most sensitive categories, as described below, the signal photons are more central than background ones. An additional selection in $\eta$ is applied to exclude the transition region from the barrel electromagnetic to the endcap calorimeters.

The $H \rightarrow b\bar{b}$ candidate is built from jets that satisfy the kinematic selection reported in Table 4. As discussed above, the $|\eta| < 2.5$ requirement is applied in order to increase the signal to background ratio. The angular distance $\Delta R_{j\gamma}$ between the jets and the selected photons is required to be larger than 0.4. In case more than two jets satisfy the kinematic requirements described
above, candidates satisfying the highest b tagging criteria are preferred. In case ambiguities in the choice persist, the higher \( p_T \) objects are selected. The background from light flavour jets is suppressed by requiring both jets to satisfy the loose working point of the b tagging algorithm, corresponding roughly to a 90% efficiency for a genuine b-jet and 10% of fake rate from jets initiated by light quarks or gluons. In addition, the dijet invariant mass \( m_{jj} \) is required to be between 80 and 190 GeV.

<table>
<thead>
<tr>
<th>Table 4: Photon and jet kinematic selections.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Photon selections</strong></td>
</tr>
<tr>
<td>( p_T/m_{\gamma\gamma} &gt; 1/3 ) (leading ( \gamma )), ( &gt; 1/4 ) (subleading ( \gamma ))</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>( 100 \text{ GeV} &lt; m_{\gamma\gamma} &lt; 180 \text{ GeV} )</td>
</tr>
<tr>
<td><strong>Jet selections</strong></td>
</tr>
<tr>
<td>( p_T &gt; 25 \text{ GeV} )</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>( \Delta R_{\gamma j} &gt; 0.4 )</td>
</tr>
<tr>
<td>( 80 \text{ GeV} &lt; m_{jj} &lt; 190 \text{ GeV} )</td>
</tr>
<tr>
<td>At least 2 b-tagged jet (loose WP)</td>
</tr>
</tbody>
</table>

The invariant mass of the \( \gamma\gamma jj \) system is denoted as \( m_{\gamma\gamma jj} \). The jet and photon resolution effects in \( m_{\gamma\gamma jj} \) are mitigated by defining the variable \( M_X \) as:

\[
M_X = m_{\gamma\gamma jj} - m_{\gamma\gamma} - m_{jj} + 250 \text{ GeV} \quad (3)
\]

After such kinematic preselections, the main background contribution comes from nonresonant diphoton events. The main resonant backgrounds consist of Higgs boson production in association with two top quarks (t\( t \)H), as expected because of their topology that is very similar to the signal. This background source is suppressed with the usage of a dedicated multivariate discriminant, consisting of a BDT trained to separate the HH and t\( t \)H processes. The discriminant combines twelve variables related to the presence of additional jets, electrons or muons, as well as the helicity angles of the HH and b\( \bar{b} \) systems. A selection is applied on the output of the discriminant, rejecting approximately 75% of the t\( t \)H contamination for a signal efficiency of 90%. The selection on the BDT output was optimized based on the expected significance for the SM HH signal hypothesis.

### 7.2 Event categorization

A categorization based on a multivariate discriminant is performed. A BDT is trained to discriminate the signal from the sum of background processes. The t\( t \)H process is not considered because of the dedicated t\( t \)H discriminant described above. The variables used for the BDT training are:

- minimum angular distance between the selected jets and the selected photons. This variable is expected to reject collinear photon emission from a quark characteristic of QCD processes.
- angle between the diphoton object and the beam axis in the \( \gamma\gamma jj \) rest-frame.
- angle between the leading selected jet and the beam axis in the dijet rest-frame.
angle between the leading selected photon and the beam axis in the diphoton rest-frame.
• ratio of the transverse momentum to the mass, \( p_T / M \), for the selected diphotons and dijets.
• b tag output for the two selected jets.
• photon energy resolution \( \sigma_E / E \) for the two selected photons.
• angles on transverse plane between the direction of the missing momentum and the two selected jets.
• numbers of loose, medium, tight b-tagged jets in the event

It has been verified that the selection applied on the BDT output does not sculpt the diphoton and dijet invariant mass distributions for background events. Events with a low BDT classifier output are rejected, allowing to suppress approximately 90% of the background events including QCD events with light quarks. The events thus selected are divided in a medium and a high purity category based on the BDT output. The high purity (HP) category provides the best sensitivity and collects approximately 35% of the preselected events, while the medium purity (MP) category increases the overall acceptance to about 75% of the signal events, contributing to the overall sensitivity. Events are further divided into three categories depending on their \( M_X \) value. For each category an optimization on the separation between MP and HP is performed to maximize the sensitivity to the SM HH production, and the SM HH signal is approximately equally shared among the resulting categories. The event categorization is summarized in Table 5.

In total, considering all the categories and a region centred on the \( m_{\gamma\gamma} \) signal peak with a width of 2 times its resolution, about 40 SM HH signal events are expected to be recorded, for a total of about 190 resonant background events and 3600 nonresonant background events, approximately. High mass categories provide the best sensitivity to the SM HH signal, with about 35 signal events expected and a total of about 1600 background events. Low mass categories are sensitive to variations of the Higgs boson self coupling, that may enhance the production cross section at low \( m_{HH} \) values.

Table 5: Categorisation applied for events selected in the bb\( \gamma\gamma \) analysis. The symbols MP and HP denote, respectively, the medium and high purity categories based on the BDT output.

<table>
<thead>
<tr>
<th>MVA category</th>
<th>Classification on ( M_X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: HP</td>
<td>( 250 &lt; M_X &lt; 350 \text{ GeV} ):</td>
</tr>
<tr>
<td>1: MP</td>
<td>( 350 &lt; M_X &lt; 380 \text{ GeV} )</td>
</tr>
<tr>
<td>2: HP</td>
<td>( 480 &lt; M_X \text{ GeV} )</td>
</tr>
</tbody>
</table>

7.3 Results

The background distributions are modelled by fitting the selected MC event distribution with an exponentially falling distribution, that was observed to describe well the simulated events. Results are obtained with a simultaneous fit of a pseudodataset (Asimov dataset) constructed from the modelled signal and background distributions in the categories defined above. An illustration of the expected distributions of events in the three high purity categories for the
photon and jet pairs invariant mass is shown in Fig. 7. The events are obtained by generating random distribution with a Poissonian statistics from the Asimov dataset including SM signal and background.

The expected 95% CL upper limits on the HH signal is 1.09 times the HH cross section when systematic uncertainties are considered, and 1.11 when only statistical uncertainties are accounted for. The corresponding significance of the HH signal is 1.83 and 1.85σ, respectively.

8 HH → bbZZ

Up to now, the low signal rate leads to consider mostly final states with a sizable branching ratio. In view of HL-LHC, some rare but clean processes have been re-considered because of the increasing available statistics and the challenging conditions due to the enormous number of pile-up events. In this work, the sensitivity to the Higgs self-coupling for $m_H = 125$ GeV is evaluated through the measurement of the non-resonant di-Higgs production final states in the bbZZ ($4\ell$) decay mode, where $\ell = e, \mu$. Despite a small cross section ($\sigma_{bb4\ell} = 5.3$ ab), the presence of four leptons associated with two b jets leads to a very clean final state topology allowing to maintain a rather good signal selection efficiency and to control the backgrounds. The main background processes are $t\bar{t}H(ZZ)$, $t\bar{t}Z$, ggH and ZH, followed by minor contributions such as WH and single Higgs production via vector boson fusion (VBF). The $t\bar{t}ZZ$ and $t\bar{t}H(WW)$ contributions are found to be negligible. Top quark pair production and Drell-Yan (DY) lepton pair production in association to jets are a reducible background for the analysis. As their contamination is due to hadrons misidentified as leptons (fake leptons) or to the selection of non-prompt leptons, large suppressions are expected with the selections used in this work. Nevertheless, their huge cross section, orders of magnitude larger than the HH signal, makes them a challenging background at the HL-LHC. The estimation of the $t\bar{t}$ and DY contribution in this work is difficult because of the limited number of MC events available, leading to very large uncertainties related to the few or zero events satisfying the selections. Moreover, the actual impact of the $t\bar{t}$ and DY backgrounds on the analysis largely depends on reconstruction techniques and performance in the rejection of fake and non-prompt leptons that are not fully optimized in the parametric simulation implemented in Delphes. We assume that dedicated techniques and optimized algorithms will be available by the HL-LHC operations to have negligible contamination, deeming this assumption reasonable from studies performed on the MC simulation. We also remark that the size of MC samples will not represent an issue at the HL-LHC, given the possibility to control the effective contaminations in data control regions. Nevertheless, the developments of such methods will represent a major challenge towards HL-LHC to maintains a high sensitivity in the bbZZ($4\ell$) channel. Signal and background samples are simulated as described in Section 3. In addition to the SM scenario ($\kappa_\lambda = 1$), samples with several other values of $\kappa_\lambda$, ranging from $\kappa_\lambda = -10$ to $\kappa_\lambda = 10$, are generated.

8.1 Event Selection

Events are required to have at least four identified and isolated (isolation < 0.7) muons (electrons) with $p_T > 5(7)$ GeV and $|\eta| < 2.8$, where muons (electrons) are selected if passing the loose (medium) working point identification. Z boson candidates are formed from pairs of opposite-charge, same flavour leptons ($\ell^+\ell^-$) requiring a minimum angular separation between two leptons of 0.02. At least two di-lepton pairs are required. The Z candidate with the invariant mass closest to the nominal Z mass is denoted as $Z_1$; then, among the other opposite-sign lepton pairs, the one with the highest $p_T$ is labelled as $Z_2$. In order to improve the sensitivity to the Higgs boson decay, Z candidates are required to have an invariant mass in the range
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8. HH → bbZZ

Figure 7: Expected distribution of events in the photon (left column) and jet (right column) pair invariant mass. The full circles denote pseudo-data obtained from the expected events yields for the sum of the signal and background processes for 3000 fb$^{-1}$. Only the most sensitive high purity category is shown.
[50, 100] GeV ($Z_1$) and [12, 60] GeV ($Z_2$), respectively. At least one lepton is required to have $p_T > 20$ GeV and a second is required to have $p_T > 10$ GeV. The four leptons invariant mass, $m_{4\ell}$, is requested to be in the range [120, 130] GeV.

At least two (but not more than three) identified b jets, reconstructed with the anti-$k_T$ algorithm inside a cone of radius $R = 0.4$, are required; a b tag Medium working point is assumed. Their invariant mass, corrected assuming an improvement of 20% on the resolution on the $m_{bb}$ peak, as expected for HL-LHC thanks to a proper b jet energy regression, is required to be in the range [90, 150] GeV. The angular distance between the two b jets has to be $0.5 < \Delta R_{bb} < 2.3$; furthermore, the missing transverse energy of the event must be smaller than 150 GeV, and a selection on the angular distance between the two reconstructed Higgs is set to $\Delta R_{HH} \geq 2.0$.

8.2 Results

The invariant mass spectrum of the four leptons after the full event selection is shown in Figure 8. Considering the channels investigated, we expect to select 1 HH event for a total background yield of 6.8 in the inclusive $b\overline{b}4\ell$ ($\ell = e, \mu$) final state.

![Figure 8: Invariant mass distribution of the four leptons selected at the end of the analysis for the $b\overline{b}4\ell$ final state.](image)

The combined upper limit at the 95% CL on the HH cross section corresponds to 6.6 times the SM prediction, with a corresponding significance of $0.37\sigma$. The impact of the systematic uncertainties on the analysis is found to be almost negligible. The most sensitive channel is $b\overline{b}4\mu$, but a sizeable contribution to the sensitivity also comes from the $b\overline{b}2e2\mu$ and $b\overline{b}4e$ final states.

9 Decay channel combination and results

The results obtained in the five decay channels described above are combined statistically assuming the SM branching fractions for HH decays to the final states studied. The analyses
of the five decay channels are designed to be orthogonal thanks to the mutually exclusive requirements in the objects used, or to have negligible overlap due to tight object identification criteria and the separation and the efficient separation achieved by the multivariate methods used. Systematic uncertainties associated to the same objects, such as the $b$ tag efficiency uncertainties, and to the same processes, including common backgrounds and the HH signal, are correlated across the corresponding decay channels, while the others are left uncorrelated.

Table 6 summarises, for the five channels and their combination, the upper limit at the 95% confidence level (CL) and the significance for the SM HH signal. The combined 95% CL upper limit on the SM HH cross section amounts to 0.77 times the SM prediction, with a corresponding significance of the signal of $2.6\sigma$. These results significantly improve over previous projections thanks to the dedicated optimisation of the analysis strategies to the HL-LHC dataset. In comparison, the extrapolation to an integrated luminosity of $3000\text{ fb}^{-1}$ of the current Run II combination, obtained with a dataset of $35.9\text{ fb}^{-1}$ collected at $\sqrt{s} = 13\text{ TeV}$ [57], yields a projected SM HH significance of $1.8\sigma$ neglecting all the systematic uncertainties.

Table 6: Upper limit at the 95% confidence level, significance, projected measurement at 68% confidence level of the Higgs boson self coupling $\lambda_{HHH}$ for the five channels studied and their combination. Systematic and statistical uncertainties are considered.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Significance</th>
<th>95% CL limit on $\sigma_{HH}/\sigma_{SM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stat. only</td>
<td>Stat. only</td>
</tr>
<tr>
<td>bbbb</td>
<td>0.95</td>
<td>1.2</td>
</tr>
<tr>
<td>bb$\tau\tau$</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>bbWW$(\ell\nu\ell\nu)$</td>
<td>0.56</td>
<td>0.59</td>
</tr>
<tr>
<td>bb$\gamma\gamma$</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>bbZZ$(\ell\ell\ell\ell)$</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>Combination</td>
<td>2.6</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Prospects for the measurement of the $\lambda_{HHH}$ coupling are also studied. Under the assumption that no HH signal exists, 95% CL upper limits on the SM HH production cross section are derived as a function $\kappa_{\lambda} = \lambda_{HHH}/\lambda_{SM}^{HHH}$, where $\lambda_{SM}^{HHH}$ denotes the SM prediction. The result is illustrated in Fig. 9. A variation of the excluded cross section, directly related to changes in the HH kinematic properties, can be observed as a function of $\lambda_{HHH}$. In the case of the bbWW analysis, these changes largely impact the DNN discriminant distribution that is optimised for the SM point. Parametrisation techniques, similar to those deployed in the Run II search, and further optimisations can be envisaged at the HL-LHC to mitigate this effect and improve the constraint on $\lambda_{HHH}$.

Assuming instead that a HH signal exists with the properties predicted by the SM, prospects for the measurement of the $\lambda_{HHH}$ are derived. The scan of the likelihood as a function of the $\kappa_{\lambda}$ coupling is shown in Fig. 10. The projected confidence interval on this coupling corresponds to $[0.35, 1.9]$ at the 68% CL and to $[-0.18, 3.6]$ at the 95% CL. The peculiar likelihood function structure, characterised by two local minimums, is related to the dependence of the total cross section and HH kinematic properties on $\kappa_{\lambda}$, while the relative height of the two minimums depends to the capability of the analyses to access differential $m_{HH}$ information. The total HH cross section has a quadratic dependence on $\kappa_{\lambda}$ with a minimum at $\kappa_{\lambda} \approx 2.45$, while the kinematic differences for signals with $\kappa_{\lambda}$ values symmetric around this minimum are mostly relevant in the low region of the $m_{HH}$ spectrum. Consequently, a partial degeneracy exists between the $\kappa_{\lambda} = 1$ value, that is assumed for the expected signal plus background modelling.
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Figure 9: Upper limit at the 95% CL on the HH production cross section as a function of $\kappa_\lambda = \lambda_{HHH}/\lambda_{HHH}^{SM}$ for the five decays channels investigated and their combination. The red band indicated the theoretical production cross section.

in the results of Fig 10, and a second $\kappa_\lambda$ value. The exact position of this second minimum depends on the interplay between the changes in the cross section and in the acceptance as a function of $\kappa_\lambda$. In analyses that retain sensitivity on the differential $m_{HH}$ distribution, such as bbbb and bb$\tau\tau$ where this information is used as input to the multivariate methods, this degeneracy is partly removed. In the case of the bb$\gamma\gamma$ analysis, with a good acceptance and purity in the low $m_{HH}$ region and a dedicated $m_{HH}$ categorisation, a better discrimination of the second minimum is achieved. Further improvements can be envisaged in HL-LHC analyses by extending the $m_{HH}$ categorisation to other channels beyond bb$\gamma\gamma$.

The combination of the five channels largely removes the degeneracy, and results in a plateau in the likelihood function for $\kappa_\lambda$ values between 4 and 6. Improvements in the combined sensitivity in this region have a large effect on the size of the 95% CL interval for the $\kappa_\lambda$ measurement.

10 Summary

Prospects for the search of Higgs boson pair (HH) production and for the measurement of the Higgs boson self-coupling ($\lambda_{HHH}$) at the High-Luminosity LHC (HL-LHC) are presented. The study is performed using the five decay channels of the HH system to bbb, bb$\tau\tau$, bbWW (with both W decaying leptonically), bb$\gamma\gamma$, and bbZZ (with both Z decaying to a pair of electrons or muons). The response of the upgraded CMS detector is studied with a parametric simulation that accounts for an average of 200 pp interactions per bunch crossing, and simulates the performance in the reconstruction and identification of physics objects. Assuming that no HH signal exists, a 95% confidence level (CL) upper limit on its cross section can be set to 0.77 times the SM prediction. Assuming that a HH signal exists with the properties predicted by the SM, we expect a combined significance of $2.6\sigma$ and a determination of the $\lambda_{HHH}$ coupling corresponding to the interval $[0.35, 1.9]$ at the 68% CL and to $[-0.18, 3.6]$ at the 95% CL.
Figure 10: Expected likelihood scan as a function of $\kappa = \frac{\lambda_{HHH}}{\lambda_{SM}^{HHH}}$. The functions are shown separately for the five decay channels studied and for their combination.
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Constraints on the Higgs boson self-coupling from ttH+tH, \( H \rightarrow \gamma\gamma \) differential measurements at the HL-LHC
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Abstract

This note details a study of prospects for ttH+tH, \( H \rightarrow \gamma\gamma \) differential cross section measurements at the HL-LHC with the CMS Phase-2 detector. The study is performed using simulated proton-proton collisions at a centre-of-mass energy of \( \sqrt{s} = 14 \) TeV, corresponding to 3 ab\(^{-1}\) of data. The expected performance of the upgraded CMS detector is used to model the object reconstruction efficiencies under HL-LHC conditions. The results are interpreted in terms of the expected sensitivity to deviations of the Higgs boson self-coupling, \( \kappa_\lambda \), from beyond standard model effects. Using the HL-LHC data, the precision expected in ttH+tH, \( H \rightarrow \gamma\gamma \) differential cross section measurements will constrain \( \kappa_\lambda \) within the range \(-4.1 < \kappa_\lambda < 14.1\), at the 95\% confidence level, assuming all other Higgs boson couplings are fixed to standard model predictions. Moreover, it is possible to disentangle the effects of a modified Higgs boson self coupling from the presence of other anomalous couplings by using the differences in the shape of the measured spectrum. This separation is unique to differential cross section measurements. The ultimate sensitivity to the Higgs boson self coupling, achievable using differential cross section measurements, will result from a combination across Higgs boson production modes and decay channels.

*This document has been revised with respect to the version dated November 19, 2018.*
1 Introduction

In the standard model (SM) of particle physics [1–6], electroweak symmetry breaking (EWSB) is realised through the addition of a complex scalar doublet field, which, after EWSB, yields a physical, neutral, scalar particle, a Higgs boson (H). Since the discovery of the Higgs boson by the ATLAS and CMS Collaborations [7–9], several experimental measurements have been designed to test its compatibility with SM predictions. Despite the precision already achieved in measurements of the Higgs boson couplings to SM particles in the first two runs of the LHC [10–12], constraints on the Higgs boson self-coupling obtained from searches for double Higgs boson production [13, 14] remain limited.

An alternative approach to probing the Higgs boson self-coupling, exploiting radiative corrections to inclusive and differential Higgs boson production rates has been suggested in references [15–20]. At next-to-leading order (NLO), single-Higgs boson production includes processes with access to the Higgs boson trilinear coupling, \( \lambda_3 \), such as that shown in Fig. 1. The contributions from the Higgs boson self-coupling are sizeable for Higgs boson production in association with a pair of top quarks (ttH), a single top-quark (tH) or a massive vector boson (VH, V=W or Z). The effect is larger in these production modes due to the large mass of the V boson or top quark, providing a larger coupling to the virtual Higgs boson. Conversely, corrections to the dominant gluon-fusion (ggH) and vector-boson fusion (qqH) production modes are much smaller. Differential cross section measurements, in particular as a function of the Higgs boson transverse momentum \( p_H^T \), allow one to disentangle the effects of modified Higgs boson self-coupling values from other effects such as the presence of anomalous top–Higgs couplings.

The dependence of the single-Higgs boson differential cross section is parameterised as a function of \( \kappa_\lambda = \lambda_3 / \lambda_3^{SM} \), by considering NLO terms arising from the Higgs boson self-coupling such as the one in Fig. 1. This dependence is sensitive to both the production mode and kinematics of the Higgs boson. Scaling functions, \( \mu_{ij}(\kappa_\lambda) \), are calculated using an electroweak reweighting tool [21] which determines the cross section, relative to the SM prediction, in a specific bin, \( i \), of \( p_T^H \), for each production mode, \( j \). The \( \kappa_\lambda \)-dependent modifications are largest for ttH production, at threshold (low \( p_T^H \)). A 20% enhancement to the ttH production rate for \( p_T^H \in [0,45] \) GeV, is predicted for \( \kappa_\lambda \sim 10 \). Further details on extracting \( \mu_{ij}(\kappa_\lambda) \) relevant for this analysis, and the electroweak reweighting tool is provided in Section 3.

This note describes a strategy for measuring the \( p_T^H \) differential cross section of a Higgs boson produced in association with at least one top quark and decaying to photons (ttH + tH, \( H \to \gamma\gamma \)), at the High-Luminosity LHC (HL-LHC) with the CMS Phase-2 detector, for a centre-
of-mass energy of $\sqrt{s} = 14$ TeV. The $H \rightarrow \gamma\gamma$ decay mode provides a clean final state in which the transverse momentum of the Higgs boson can be well reconstructed, owing to the excellent energy resolution of the CMS electromagnetic calorimeter for photons. Moreover, measurements of $t\bar{t}H$ production [22, 23] from a combination of decay channels obtain a significant contribution in sensitivity from the $H \rightarrow \gamma\gamma$ decay. The expected precision is determined based on simulated proton-proton (pp) events at the HL-LHC in which the conditions of the HL-LHC runs are accounted for in the object reconstruction performance of the upgraded CMS detector. The measurements are used to extract a constraint on the Higgs boson self-coupling which will be obtainable in this channel with the full HL-LHC dataset of $3 \text{ ab}^{-1}$.

This note is organised as follows: a summary of the upgraded CMS detector is provided in Section 2. Section 3 describes the simulated event samples and the parameterisation of the expected performance of the CMS Phase-2 detector. Section 4 describes the event selection optimised for the $t\bar{t}H + t\bar{t}H, H \rightarrow \gamma\gamma$ differential cross section measurement. Section 5 describes the event categorisation and strategy for the signal and background modelling. Finally, the results are presented in Section 6.

## 2 The CMS Phase-2 detector

The CMS detector [24] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [25], and to cope with the demanding operational conditions at the HL-LHC [26–31].

The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz.

The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region.

The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information.

Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [26–31], while
3. Event generation and detector simulation

Simulated ttH events are produced using **POWHEG v2.0** [33, 34] at NLO. Additional contributions from Higgs boson production via gluon-fusion (ggH), in association with a vector boson (VH), and in association with a single top (tH) and a quark jet (tHq) or a W boson (tHW) are generated using **MADGRAPH5_aMC@NLO** v2.2.2 [35], interfaced with **PYTHIA** v8.205 [36], at NLO. The inclusive cross sections of ttH, tH, and VH production are calculated to NLO precision in quantum chromodymanics (QCD) and electroweak (EW) theory [37], while the ggH cross section is calculated to next-to-next-to-leading order (N^3LO) precision in QCD and NLO precision in EW theory [38].

The irreducible background arises from top pair production in which two photons are radiated (ttγγ). Reducible backgrounds from top pair production in which one photon is radiated (ttγ) and inclusive top pair production (tt), where additional jets in the events are misidentified as isolated photons, contribute due to their larger cross sections. Simulated ttγγ and ttγ events are generated using MADGRAPH5_aMC@NLO v2.2.2, while the inclusive tt sample is produced using POWHEG v2.0. In both cases, the events are interfaced with PYTHIA v8.205 for hadronisation and showering. Further backgrounds arise from events in which two isolated photons are produced (γγ) or in which one photon is reconstructed from a hadronic shower which has been misidentified as a photon (γj). The γγ sample is generated using SHERPA v2.2.5 [39] while the γj sample is generated with PYTHIA v8.205.

The signal and background events are processed with DELPHES [40] to simulate the response of the CMS Phase-2 detector to showered particles. The object reconstruction and identification efficiencies, and the detector response and resolution are parameterised using events simulated with GEANT4 [41]. The mean number of simulated interactions per bunch crossing (pile-up) is set to 200 to model the expected conditions for pp collisions at the HL-LHC.

In DELPHES, photons are reconstructed as clusters of energy in the electromagnetic calorimeter, with no matching hits in the tracker. The photon reconstruction efficiency and fake rate are parametrised in accordance with a tight working point requirement on the photon identification score [42], available in the GEANT4 simulation. Generator-level muons and electrons from the interaction are reconstructed with some p_T and η dependent probability. These probabilities vanish outside of the tracker acceptance and below some energy threshold.

Hadronic jets are reconstructed using the CMS particle-flow (PF) algorithm [43], which uses information from the calorimeters and tracker in DELPHES. The output jet is a result of clustering the smeared particle-flow tracks and the particle-flow towers, using the common anti-k_T algorithm [44], with a distance parameter of 0.4. For clustering, the FastJet package [45] is used and the PUPPI algorithm is employed to partially clean the effects of pile-up [46]. To identify jets originating from the hadronization of b quarks, a variable is constructed to match the performance of the DeepCSV algorithm [47], at different working points. This variable uses a parametric formula for the b tagging probability, which depends on the p_T, η and truth-level parton flavour of the jet. A medium working point is used in this analysis, which corresponds to a 79% efficiency for true b jets with p_T = 100 GeV, in the central region of the detector, and a misidentification probability of around 1.5% for jets originating from light quarks and gluons. The discriminant incorporates the expected improvements with the planned Phase-2 MTD [31].

The missing transverse momentum, p_T^{miss}, is taken as the negative vector p_T sum of all recon-
constructed objects in DELPHES after employing the PUPPI algorithm to mitigate the effects of pile-up. The scalar $p_T$ sum of all reconstructed objects, after the PUPPI algorithm corrections, is labelled as $S_T$.

To extract the signal scaling functions, $\mu_{ij}(\kappa_\lambda)$, leading order (LO) parton-level $ttH$, $tH$ and $VH$ events are generated using MADGRAPH5_aMC@NLO v2.5.5. These events are used as input to the electroweak reweighting tool, described in Ref. [21], which calculates $\lambda_3$-dependent corrections at NLO, $O(\lambda_3)$, by reweighting events on an event-by-event basis. A diagram filter is applied to select only the relevant one-loop matrix elements which feature the trilinear coupling. The $\kappa_\lambda$ dependence is determined by taking the ratio of the $O(\lambda_3)$ to LO contributions in bins of the generator-level $p_T$ spectrum, and feeding into the scaling equations provided in Ref. [16].

### 4 Event selection

To identify the $H \rightarrow \gamma \gamma$ final state, events are required to have two photons in the invariant mass range: $100 < m_{\gamma\gamma} < 180$ GeV, such that the leading (sub-leading) photon satisfies $p^\gamma_T/m_{\gamma\gamma} > 1/3$ ($1/4$). The photons must lie within pseudorapidity, $|\eta^\gamma| < 2.4$, excluding the barrel-endcap transition region: $1.44 < |\eta^\gamma| < 1.57$. The two candidate photons are also required to be separated by $\Delta R_{\gamma\gamma} > 0.4$. Additionally, the photons must satisfy an isolation requirement such that the sum of charged transverse momentum in a cone of radius $\Delta R_{\gamma} = 0.4$, centred on the photon candidate, is less than 0.3 $p^\gamma_T$. If more than two photons pass the above criteria, then the pair with $m_{\gamma\gamma}$ closest to 125 GeV is chosen.

Top quark decay products in the final state are used to select events consistent with originating from $tH$ or $t\bar{t}H$ production. The top quark decays almost exclusively to a bottom quark and a $W$ boson, hence, the selection requires all events to have at least one $b$ tagged jet. Two orthogonal selection criteria are then imposed to distinguish between the possible final states of the $W$ boson decay. The hadronic channel describes the situation in which all $W$ bosons decay to a quark-antiquark pair, and the leptonic channel is designed to be enriched in events where at least one $W$ boson decays leptonically, to the electron + neutrino ($e\nu$) or muon + neutrino ($\mu\nu$) final states.

In the hadronic channel, events must contain at least 3 jets, separated by $\Delta R > 0.4$ with respect to both photon candidates. The jets are required to have $p_T > 25$ GeV, and to lie inside the region $|\eta| < 4$. Note, this pseudorapidity requirement incorporates the improved tracker coverage of the CMS Phase-2 detector. Additionally, a leptonic veto is applied to discard any events with at least one isolated electron or muon. Here, isolated leptons are required to have $p_T > 20$ GeV and $|\eta| < 2.4$, excluding the barrel-endcap transition region for electrons. Muons must satisfy a similar isolation requirement to photons, such that the sum of all reconstructed particles $p_T$, inside a cone of radius $\Delta R = 0.4$, excluding the muon itself, is less than 0.25 times the transverse momentum of the muon. In addition, for electrons, the invariant mass of the electron-photon pairs, $m_{e\gamma}$, is required to be greater than 5 GeV from the $Z$ boson mass.

The selection criteria for the leptonic channel are defined to be completely orthogonal to the hadronic channel by inverting the lepton veto i.e. requiring at least one isolated lepton in the event. Finally, only 2 jets are required, satisfying the criteria discussed above.

To improve the signal-to-background ratio, two boosted decision tree (BDT) classifiers are trained independently in each channel. The classifiers aim to distinguish between signal-like and background-like events, using input variables related to the kinematics of the event con-
Table 1: Summary of the input variables for both the hadronic and leptonic BDT classifiers.

<table>
<thead>
<tr>
<th>Description</th>
<th>Hadronic</th>
<th>Leptonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leading and sub-leading photon variables</td>
<td>( p_T^{(1/2)} / m_{\gamma\gamma}, \eta_{\gamma}^{(1/2)} )</td>
<td>( p_T^{(1/2)} / m_{\gamma\gamma}, \eta_{\gamma}^{(1/2)} )</td>
</tr>
<tr>
<td>Leading and sub-leading photon isolation variables</td>
<td>( \Sigma_{\Delta R_{\gamma}&lt;0.4} p_T^{charged} / p_T^T )</td>
<td>( \Sigma_{\Delta R_{\gamma}&lt;0.4} p_T^{charged} / p_T^T )</td>
</tr>
<tr>
<td>Leading jet kinematics</td>
<td>( p_T^{1/2/3/4}, \eta_{1/2/3/4} )</td>
<td>( p_T^{1/2/3}, \eta_{1/2/3} )</td>
</tr>
<tr>
<td>Leading lepton kinematics</td>
<td>-</td>
<td>( p_T^T, \eta^T )</td>
</tr>
<tr>
<td>Missing transverse momentum</td>
<td>(</td>
<td>p_T^{miss}</td>
</tr>
<tr>
<td>Scalar sum of all energy, mitigating the effect of pile-up</td>
<td>( S_T )</td>
<td>( S_T )</td>
</tr>
<tr>
<td>Minimum difference in azimuthal angle between the diphoton system and object</td>
<td>Closest jet: ( \Delta \phi_{\gamma\gamma,j} )</td>
<td>Leading lepton: ( \Delta \phi_{\gamma\gamma,l} )</td>
</tr>
<tr>
<td>Global variables</td>
<td>( N_{jets}, N_{b-jets} )</td>
<td>( N_{jets}, N_{b-jets}, N_{leptons} )</td>
</tr>
</tbody>
</table>

In the hadronic selection, all except the highest \( p_T^{\gamma\gamma} \) bin, are further split into two categories according to the hadronic BDT output. The boundary is chosen at a BDT output value of 0.61, which effectively splits each bin into a low and high \( ttH \) purity category. This is not possible in the \([350, \infty]\) GeV bin due to limited data sample size.

5 Event categorisation and signal and background modelling

Table 4 lists the bins in \( p_T^{H} \) in which the \( ttH + tH \) differential cross sections are measured. This binning scenario is chosen to match the CMS + ATLAS agreed bin boundaries for inclusive \( p_T^{H} \) differential measurements [49]. The simulated Higgs boson signal and background events which pass the selection are divided into bins of \( p_T^{\gamma\gamma} \), whose boundaries correspond to those listed in Table 4. In the hadronic channel, all except the highest \( p_T^{\gamma\gamma} \) bin, are further split into two categories according to the hadronic BDT output. The boundary is chosen at a BDT output value of 0.61, which effectively splits each bin into a low and high \( ttH \) purity category. This is not possible in the \([350, \infty]\) GeV bin due to limited data sample size.

For each event category, the Higgs boson signal events in that category are further divided into the contributions from different \( p_T^{H} \) bins and according to their production mechanism. Due to the excellent photon energy resolution, each \( p_T^{\gamma\gamma} \) category is dominated by events from the corresponding \( p_T^{H} \) bin. The events are then fit using a parametric model, constructed using a...
Table 2: Number of events remaining at the subsequent stages of the $\text{ttH} + \text{tH}$ hadronic selection. Also shown are the respective efficiencies of selection at each stage. The BDT efficiency, $\epsilon_{\text{BDT}}$, is defined as the ratio of the number of events remaining after the cut on the BDT output, to the number of events remaining after pre-selection. All event yields are normalised to $3 \text{ ab}^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>Pre-selection</th>
<th>BDT ($&gt;0.28$)</th>
<th>$\epsilon_{\text{pre}}$</th>
<th>$\epsilon_{\text{BDT}}$</th>
<th>$\epsilon_{\text{tot}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{ttH}$</td>
<td>820</td>
<td>650</td>
<td>20%</td>
<td>79%</td>
<td>16%</td>
</tr>
<tr>
<td>$\text{tH}$</td>
<td>140</td>
<td>80</td>
<td>19%</td>
<td>57%</td>
<td>11%</td>
</tr>
<tr>
<td>$\text{ggH}$</td>
<td>860</td>
<td>220</td>
<td>0.23%</td>
<td>25%</td>
<td>0.06%</td>
</tr>
<tr>
<td>$\text{VH}$</td>
<td>170</td>
<td>43</td>
<td>1.1%</td>
<td>25%</td>
<td>0.27%</td>
</tr>
<tr>
<td>$\gamma - \gamma$</td>
<td>$2.1 \times 10^3$</td>
<td>$2.1 \times 10^4$</td>
<td>0.07%</td>
<td>10%</td>
<td>$7.1 \times 10^3$</td>
</tr>
<tr>
<td>$\gamma - j$</td>
<td>$8.8 \times 10^4$</td>
<td>4100</td>
<td>2.8$\times 10^{-5}$</td>
<td>4.7%</td>
<td>$1.3 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\text{tt} + \gamma$</td>
<td>340</td>
<td>244</td>
<td>0.56%</td>
<td>71%</td>
<td>0.40%</td>
</tr>
<tr>
<td>$\text{tt} + \gamma$</td>
<td>5100</td>
<td>2700</td>
<td>0.08%</td>
<td>54%</td>
<td>0.04%</td>
</tr>
<tr>
<td>$\gamma + j$</td>
<td>$3.1 \times 10^4$</td>
<td>$1.3 \times 10^4$</td>
<td>$1.2 \times 10^{-5}$</td>
<td>43%</td>
<td>$5.2 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\text{t} + \gamma + j$</td>
<td>3800</td>
<td>780</td>
<td>0.11%</td>
<td>21%</td>
<td>0.02%</td>
</tr>
<tr>
<td>$\text{Total Bkgd}$</td>
<td>$3.4 \times 10^5$</td>
<td>$4.3 \times 10^4$</td>
<td>$1.0 \times 10^{-4}$</td>
<td>13%</td>
<td>$1.3 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 3: Number of events remaining at the subsequent stages of the $\text{ttH} + \text{tH}$ leptonic selection. Also shown are the respective efficiencies of selection at each stage. The BDT efficiency, $\epsilon_{\text{BDT}}$, is defined as the ratio of the number of events remaining after the cut on the BDT output, to the number of events remaining after pre-selection. All event yields are normalised to $3 \text{ ab}^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>Pre-selection</th>
<th>BDT ($&gt;0.13$)</th>
<th>$\epsilon_{\text{pre}}$</th>
<th>$\epsilon_{\text{BDT}}$</th>
<th>$\epsilon_{\text{tot}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{ttH}$</td>
<td>380</td>
<td>290</td>
<td>9.1%</td>
<td>77%</td>
<td>7.0%</td>
</tr>
<tr>
<td>$\text{tH}$</td>
<td>45</td>
<td>32</td>
<td>6.1%</td>
<td>72%</td>
<td>4.4%</td>
</tr>
<tr>
<td>$\text{ggH}$</td>
<td>18</td>
<td>2.0</td>
<td>$4.7 \times 10^{-5}$</td>
<td>11%</td>
<td>$5.2 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\text{VH}$</td>
<td>23</td>
<td>11</td>
<td>0.15%</td>
<td>46%</td>
<td>0.07%</td>
</tr>
<tr>
<td>$\gamma - \gamma$</td>
<td>6500</td>
<td>1400</td>
<td>$2.3 \times 10^{-5}$</td>
<td>22%</td>
<td>$5.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\gamma - j$</td>
<td>1100</td>
<td>157</td>
<td>$3.5 \times 10^{-7}$</td>
<td>14%</td>
<td>$5.0 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\text{tt} + \gamma$</td>
<td>630</td>
<td>390</td>
<td>1.0%</td>
<td>62%</td>
<td>0.63%</td>
</tr>
<tr>
<td>$\text{tt} + \gamma$</td>
<td>2900</td>
<td>1100</td>
<td>0.08%</td>
<td>40%</td>
<td>0.03%</td>
</tr>
<tr>
<td>$\gamma + j$</td>
<td>8400</td>
<td>2500</td>
<td>$9.0 \times 10^{-5}$</td>
<td>30%</td>
<td>$2.7 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\text{t} + \gamma + j$</td>
<td>780</td>
<td>100</td>
<td>0.02%</td>
<td>13%</td>
<td>$2.6 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\text{Total Bkgd}$</td>
<td>$2.0 \times 10^4$</td>
<td>5700</td>
<td>$6.2 \times 10^{-6}$</td>
<td>28%</td>
<td>$1.7 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
5. Event categorisation and signal and background modelling

Figure 2: The BDT output distributions for the hadronic (left) and leptonic (right) channels, after pre-selection has been applied. Events with a BDT output value greater than 0.28 (0.13) are selected for the hadronic (leptonic) categories. This selection boundary is indicated by the leftmost (single) dashed line in the hadronic (leptonic) BDT output distribution. The second dashed line in the hadronic BDT output distribution shows the additional boundary at 0.61, which is used to further split the hadronic categories according to high and low ttH purity.

Table 4: The kinematic bins in which the differential cross sections are measured.

<table>
<thead>
<tr>
<th>Variable bins [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{T}^{H}$</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

sum of Gaussian probability density functions of the invariant diphoton mass $m_{\gamma\gamma}$. This model is sufficient to describe the mass resolution and peak position in each of the event categories while providing a smooth functional form. The simulated background events in each category are fit using a set of smoothly falling functions in $m_{\gamma\gamma}$. The normalisations for the signal and background models are defined as the sum of weights of the simulated signal (separated into $p_{T}^{H}$ bins and production processes) or background events which contribute.

The sum of the fitted signal and background functions are shown for each category in Figs. 3, 4 and 5. The signal component due to ttH and tH only is also shown. A pseudo-data set is generated from the fitted distributions, and overlaid to illustrate a representative data sample which can be expected with 3 ab$^{-1}$ at the HL-LHC assuming SM Higgs boson production.

Since ttH + tH differential cross section measurements are statistically limited at the HL-LHC, only the dominant systematic uncertainties in such measurements are considered. These are incorporated into the signal models as nuisance parameters, $\theta_{i}$, and are treated as log-normal variations in the yield of a particular $(i,j,k)$ signal combination, where $i$ labels the $p_{T}^{H}$ bin, $j$ labels the production mode, and $k$ corresponds to the reconstruction-level category. The systematic uncertainties considered are in line with the recommendations for HL-LHC projections [50], and are as listed below. All theoretical uncertainties are reduced by 50%, with respect to the Run II values, to represent improvements in theoretical predictions.

- **Integrated luminosity**: amounts to a flat 1% uncertainty in the yield in each $(i,j,k)$ combination.
- **Photon identification efficiency**: this uncertainty is expected to improve with respect to
the LHC Run II value. To accommodate this, a flat 0.5% uncertainty is used for all photons, irrespective of pseudorapidity. Assuming a uniform photon identification efficiency across all regions of the detector of 80%, and accounting for the fact that two photons are required in the selection, amounts to a 1.3% yield uncertainty for each \((i,j,k)\) combination.

- **Jet energy scale**: the uncertainty in the jet energy scale depends on the measured transverse momentum of the jet and varies between 0.5-3%. The \(p_T\) of all jets, in all signal samples, are scaled both up and down according to the uncertainty for the respective jet \(p_T\). The scaled samples are subsequently propagated through the selection process, and the yield uncertainty is realised by comparing the scaled yield to the nominal yield in each \((i,j,k)\) combination. This corresponds to an average yield uncertainty, across all combinations, between 2-3%.

- **b tagging efficiency**: a weight is applied to each event, according to the number of true \(b\)-jets at generator-level. The weight parametrises the increase/decrease in the signal yield realised at the \(\pm 1\sigma\) bounds of the uncertainty in the \(b\) tagging efficiency, at the medium (with MTD) working point. The reweighted samples are propagated through the selection process, and the \((i,j,k)\) yield uncertainty is determined by comparing the reweighted yields to the nominal yield. This provides an average yield uncertainty between 0-1%.

- **Theoretical uncertainties in the ggH yield**: a number of uncertainties are incorporated to account for the overall normalisation of the ggH production mode, as well as the migration of ggH events between \((i,ggH,k)\) combinations. The yield variations are calculated according to the 2017 recommendations of the LHC Higgs Cross Section Working Group [37]. Events are reweighted, both up and down, according to uncertainties related to the QCD scale, the number of jets, the transverse momentum of the Higgs boson, and top mass effects. The reweighted events are propagated through selection, and the yield uncertainties are calculated as the ratio of the reweighted yields to the nominal yields in each \((i,ggH,k)\) combination. The uncertainties, at most, provide a 15% variation in the yield for a given \((i,ggH,k)\) combination.

- **Theoretical uncertainties in the inclusive \(t\bar{t}H, tH\) and \(VH\) cross sections**: these uncertainties are implemented as yield uncertainties in all \((i,j,k)\) combinations, for the \(t\bar{t}H\), \(tH\) and \(VH\) production modes. The values are taken directly from the LHC Higgs Cross Section Working Group, and are separated into the effects from the uncertainties in the factorisation and renormalisation scales, the parton distribution function (PDF), and the strong coupling constant, \(\alpha_s\). The uncertainties in the QCD scales dominate, and after scaling down by 50%, yield variations are found to be less than 2.5% for \(VH\), 5% for \(t\bar{t}H\) and 7.5% for \(tH\).

- **Theoretical uncertainties related to the shape of the \(p_T^H\) spectrum**: the shape effects, originating from the uncertainty in the factorisation and renormalisation scales, are included for the \(t\bar{t}H\) and \(tH\) production modes. Events are reweighted, on an event-by-event basis, for the situation where the renormalisation and factorisation scales are, independently, doubled and halved. These uncertainties predominantly account for the migration between \(p_T^H\) bins and the efficiency of the cut on the BDT output values. In general, the shape uncertainties have a smaller impact than the overall normalisation uncertainties.

Systematic uncertainties in the photon scale and resolution, which modify the shape of the signal models, are expected to have a small effect on the final sensitivity, and are therefore
6. Results

6.1 Differential cross section measurements

The differential $t\bar{t}H + tH$ production cross section is determined by defining a scaling parameter, $\mu_i$, for each bin, $i$, in $p_T^H$ such that the signal model, $S_{ij}^k$, scales according to,

$$S_{ij}^k(\mu_i, \vec{\theta}_s) = \mu_i \times S_{ij}^k(\vec{\theta}_s) \quad \forall \text{ categories } k \text{ and } j = (t\bar{t}H, tH).$$

A likelihood function is constructed in each category, using the signal and background models and an asimov dataset assuming that all $\mu_i = 1$. The product over all of these likelihoods is used to construct a profiled likelihood ratio test-statistic, to determine the best-fit values and uncertainties for each $\mu_i$, as described in Ref. [10]. The parameters of the background functions are profiled as nuisance parameters to model the statistical precision with 3 ab$^{-1}$ of data [48].

The fitted values of $\mu_i$ and their respective uncertainties are converted to fiducial cross sections times branching ratios, $\sigma_{\text{fid}}^{t\bar{t}H+tH} \times \text{BR}(H \to \gamma\gamma)$, by correcting for the effects of the event selection. The fiducial region is defined by the following criteria:

- Higgs boson rapidity: $|Y_H| < 2.5$.
- Two photons from the Higgs boson decay: $p_T^{\gamma} > 20 \text{ GeV}$ and $|\eta^{\gamma}| < 2.5$.
- At least two jets: $p_T^j > 25 \text{ GeV}$ and $|\eta^j| < 4$.
- At least one of the jets, satisfying the above criteria, originates from a b quark.

Around 0.7% and 0.4% of the simulated $t\bar{t}H + tH$ events that pass the full event selection are not contained in the fiducial region, in the hadronic and leptonic categories, respectively. Although these events are included in the likelihood function as part of the signal component, they are subtracted when calculating the fiducial cross-section.

For each $p_T^H$ bin, $i$, we define selection efficiencies, $\epsilon_{\text{sel}}$, for the hadronic (H) and leptonic (L) channels as:

$$\epsilon_{\text{sel},H/L}^i = \frac{N_{\text{obs},H/L}^i}{N_{\text{fid}}^i} = \frac{\mu_i \times N_{\exp,H/L}^i}{N_{\text{fid}}^i}.$$ (2)

where $N_{\text{fid}}^i$ is the number of simulated $t\bar{t}H + tH$ events passing the fiducial selection, in the $i^{th}$ $p_T^H$ bin. The value of $N_{\exp,H/L}^i$ is determined as the number of $t\bar{t}H + tH$ events expected in the SM after the selection. The fiducial cross section times branching ratio in bin $i$ is given by,

$$\left[ \sigma_{\text{fid}}^{t\bar{t}H+tH} \times \text{BR}(H \to \gamma\gamma) \right]_i = \frac{N_{\text{fid}}^i}{L_{\text{int}}}.$$ (3)

Figure 6 shows the expected $t\bar{t}H + tH$ differential cross sections times branching ratio, for the fiducial phase space defined above, in bins of $p_T^H$. The error bars represent the combined statistical and systematics uncertainties. With 3 ab$^{-1}$ of HL-LHC data, uncertainties of 20-40%
in the differential cross sections are expected. To separate the contribution of the hadronic and leptonic channels, analogous likelihood scans are performed, using only the relevant categories. The hadronic channel is observed to provide, in general, greater sensitivity in terms of the differential cross section measurements due to a larger absolute signal yield after selection, compared to the leptonic channel. Additionally, the expected differential cross sections times branching ratio for anomalous values of the Higgs self coupling, $\kappa_{\lambda} = 10$ and $\kappa_{\lambda} = -5$ are shown.

6.2 Constraints on $\kappa_{\lambda}$

In order to extract the sensitivity to the Higgs boson self-coupling, we make the substitution $\mu_i \rightarrow \mu_{ij}(\kappa_{\lambda})$. The parameterisations $\mu_{ij}(\kappa_{\lambda})$ are determined using the electroweak reweighting tool provided in Ref. [21], which allows one to account for kinematic variations in the modifications to Higgs boson production due to non SM values of the Higgs boson self-coupling. For the contribution of ggH and to model the effect on the $H \rightarrow \gamma\gamma$ decay rate, the scaling functions calculated for inclusive events provided in Ref. [15] are used directly.

A scan of the profiled likelihood, as a function of $\kappa_{\lambda}$, is shown in Fig. 7. In the scan, all other couplings are fixed to the SM predictions. The scan is performed in the region $\kappa_{\lambda} \in [-10, 20]$, beyond which, the physics model used here is no longer valid as next-to-next-to-leading order effects become important. Also shown are the results when only including the hadronic or leptonic categories in the scan, to demonstrate the relative contributions from each channel. It is observed that both channels contribute significantly towards the final sensitivity. For negative values of $\kappa_{\lambda}$, larger deviations in the $t\bar{t}H + tH$ differential cross section are expected compared to positive values. The feature in the region around $5 < \kappa_{\lambda} < 15$ is a result of the degeneracy in the physics model. For the $t\bar{t}H$ production mode there exists a turning point in $\mu_{ij}(\kappa_{\lambda})$, in this region, such that $\mu_{ij}(\kappa_{\lambda})$ can take the same value for different $\kappa_{\lambda}$. This degeneracy is somewhat alleviated by the contamination of ggH in the signal model, which has a different scaling behaviour.

The individual contributions of the statistical and systematic uncertainties are determined by performing a likelihood scan with all systematic uncertainties removed. The only considerable deviation from the statistical-uncertainty-only curve, occurs in the $\kappa_{\lambda} \gtrsim 5$ region. This is a result of the theoretical uncertainties in the Higgs boson production yields, which have a larger effect in this region due to the degeneracy in the physics model. Using the profiled likelihood scan, values of $\kappa_{\lambda}$ outside of the range $-4.1 < \kappa_{\lambda} < 14.1$ can be expected to be excluded at the 95% confidence level with 3 ab$^{-1}$ of data at the HL-LHC. The effect of additional fake photons, which may not be well modelled in DELPHES, is found to weaken the constraint at the 95% confidence level by around 10%.

Table 5 shows the 68% and 95% confidence level intervals for $\kappa_{\lambda}$, for different integrated luminosities recorded by the CMS Phase-2 detector at the HL-LHC, assuming constant detector performance. The intervals are extracted using the procedure described above, where the signal and background models are scaled, in each reconstruction level category, to different integrated luminosities. As the integrated luminosity increases, the constraint for positive values of $\kappa_{\lambda}$ improves more dramatically than for negative values.

Additionally, a two-dimensional likelihood scan is performed, in which an overall normalisation parameter for the Higgs boson signal processes, $\mu_{H}$, is profiled. This incorporates other beyond-the-standard model effects, such as an anomalous top-Higgs coupling, which in general cause an inclusive shift across the whole $p_T^H$ spectrum. Figure 8 shows the results of the two-dimensional scan, in terms of the 68% and 95% confidence level contours. It can be seen that differential cross section measurements still provide sensitivity to $\kappa_{\lambda}$, without exploiting
7. Conclusions

The precision of $t\bar{t}H$ and $tH$, $H \rightarrow \gamma\gamma$ differential cross section measurements, at the HL-LHC with the CMS Phase-2 detector, have been determined as a function of $p_T^H$. The analysis has been conducted using a simulated event sample corresponding to 3 $ab^{-1}$ of pp collision data under HL-LHC conditions. A combination of the hadronic and leptonic top decay channels is performed to maximise the sensitivity of the cross section measurements to the Higgs boson self-coupling. With the data expected by the end of the HL-LHC, the cross section in bins of $p_T^H$ can be measured within uncertainties of 20–40%, depending on the $p_T$ range. When deviations from the standard model prediction for the $t\bar{t}H + tH$ $p_T^H$ differential cross section are interpreted as modifications of the Higgs boson self-coupling, $\kappa_{\lambda}$, these measurements exclude values outside of the range $-4.1 < \kappa_{\lambda} < 14.1$, at the 95% confidence level. Furthermore, it has been shown such measurements still provide sensitivity to $\kappa_{\lambda}$, without exploiting the overall normalisation of the $p_T^H$ spectrum, thus allowing for other effects, such as the presence of anomalous top-Higgs couplings. This property is unique to differential cross section measurements.

This analysis indicates that additional sensitivity to the Higgs boson self-coupling is available through studies of the differential cross section of single Higgs boson production in association with top quarks. It should be noted that the ultimate sensitivity to the Higgs boson self-coupling, achievable at the HL-LHC, will result from a combination of analyses such as that described in this note with other Higgs decay channels and production modes, and with direct searches for double Higgs boson production.

### 7. Conclusions

Table 5: The 68% and 95% confidence level intervals for $\kappa_{\lambda}$ for different integrated luminosities recorded by the CMS Phase-2 detector at the HL-LHC, assuming constant detector performance. The 95% upper limit for $\mathcal{L}_{int} = 1\,\text{ab}^{-1}$ goes outside of the valid region, and is specified as 20+ in the table.

<table>
<thead>
<tr>
<th>$\mathcal{L}_{int}$ (ab$^{-1}$)</th>
<th>68% interval</th>
<th>95% interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[-3.1,10.9]</td>
<td>[-6.2,20+]</td>
</tr>
<tr>
<td>2</td>
<td>[-2.2,6.5]</td>
<td>[-4.6,17.0]</td>
</tr>
<tr>
<td>3</td>
<td>[-1.9,5.3]</td>
<td>[-4.1,14.1]</td>
</tr>
</tbody>
</table>

Table 6 shows the 1σ uncertainties in $\mu_H$ and the 95% confidence level intervals for $\kappa_{\lambda}$, when both profiling the other parameter and fixing the other parameter to the SM prediction.

<table>
<thead>
<tr>
<th>Other parameter</th>
<th>$\mu_H \pm \sigma_{\mu H}$</th>
<th>95% interval on $\kappa_{\lambda}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile ($\kappa_{\lambda}$ or $\mu_H$)</td>
<td>$1.00^{+0.16}_{-0.11}$</td>
<td>$[-7.7,14.1]$</td>
</tr>
<tr>
<td>Fix to SM ($\kappa_{\lambda}$ or $\mu_H$)</td>
<td>$1.00^{+0.08}_{-0.08}$</td>
<td>$[-4.1,14.1]$</td>
</tr>
</tbody>
</table>

As has been detailed in other studies, the combination of multiple production and decay channels will significantly improve the overall sensitivity to the Higgs boson self-coupling via single Higgs boson production measurements [15, 16, 19].

### 7 Conclusions

The precision of $t\bar{t}H$ and $tH$, $H \rightarrow \gamma\gamma$ differential cross section measurements, at the HL-LHC with the CMS Phase-2 detector, have been determined as a function of $p_T^H$. The analysis has been conducted using a simulated event sample corresponding to 3 $ab^{-1}$ of pp collision data under HL-LHC conditions. A combination of the hadronic and leptonic top decay channels is performed to maximise the sensitivity of the cross section measurements to the Higgs boson self-coupling. With the data expected by the end of the HL-LHC, the cross section in bins of $p_T^H$ can be measured within uncertainties of 20–40%, depending on the $p_T$ range. When deviations from the standard model prediction for the $t\bar{t}H + tH$ $p_T^H$ differential cross section are interpreted as modifications of the Higgs boson self-coupling, $\kappa_{\lambda}$, these measurements exclude values outside of the range $-4.1 < \kappa_{\lambda} < 14.1$, at the 95% confidence level. Furthermore, it has been shown such measurements still provide sensitivity to $\kappa_{\lambda}$, without exploiting the overall normalisation of the $p_T^H$ spectrum, thus allowing for other effects, such as the presence of anomalous top-Higgs couplings. This property is unique to differential cross section measurements.

This analysis indicates that additional sensitivity to the Higgs boson self-coupling is available through studies of the differential cross section of single Higgs boson production in association with top quarks. It should be noted that the ultimate sensitivity to the Higgs boson self-coupling, achievable at the HL-LHC, will result from a combination of analyses such as that described in this note with other Higgs decay channels and production modes, and with direct searches for double Higgs boson production.
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![Figure 3: Best-fit signal (S) + background (B) models for the reconstruction-level categories in the ttH + tH hadronic channel, in the three lowest $p_{T}^{\gamma\gamma}$ bins: [0,45) GeV, [45,80) GeV and [80,120) GeV. A pseudo-data set is thrown from the best-fit functions, represented by the black points. The one (green) and two (yellow) standard deviation bands show the uncertainties in the background component of the fit. The residual plots, pseudo-data minus the background component, are shown in the lower panels.](image-url)
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Figure 4: Best-fit signal (S) + background (B) models for the reconstruction-level categories in the ttH + tH hadronic channel, in the three highest $p_T^{j,j}$ bins: [120,200] GeV, [200,350] GeV and [350,\infty] GeV. A pseudo-data set is thrown from the best-fit functions, represented by the black points. The one (green) and two (yellow) standard deviation bands show the uncertainties in the background component of the fit. The residual plots, pseudo-data minus the background component, are shown in the lower panels.
Figure 5: Best-fit signal (S) + background (B) models for each reconstruction-level category in the tH + tH leptonic channel. A pseudo-data set is thrown from the best-fit functions, represented by the black points. The one (green) and two (yellow) standard deviation bands show the uncertainties in the background component of the fit. The residual plots, pseudo-data minus the background component, are shown in the lower panels.
Figure 6: The expected differential ttH + tH cross sections times branching ratio, along with their respective uncertainties, in bins of $p_T^H$. These are for the fiducial region of phase space defined in the bottom left of the plot. The error bars on the black points include the statistical uncertainty, the experimental systematic uncertainties and the theoretical uncertainties related to the ggH and VH yields. The theoretical uncertainties in the inclusive ttH + tH cross section and those effecting the shape of the ttH + tH $p_T^H$ spectrum, originating from the uncertainty in the QCD scales, are shown by the shaded yellow regions. Contributions from the individual hadronic and leptonic channels are shown in red and purple respectively. The cross section for the $p_T^H = [350,\infty]$ GeV bin is scaled by the width of the previous bin. Additionally, the expected differential ttH + tH cross sections for anomalous values of the Higgs boson self-coupling ($\kappa\lambda = 10$ and $\kappa\lambda = -5$) are shown by the horizontal dashed lines.
Figure 7: Results of the likelihood scan in $\kappa_\lambda$. The individual contributions of the statistical and systematic uncertainties are separated by performing a likelihood scan with all systematics removed. The observed deviation from the statistical uncertainty only curve is driven by the theoretical systematic uncertainties in the Higgs boson production yields. Additionally, the contributions from the hadronic and leptonic channels have been separated, shown in red and purple, respectively.
Figure 8: Results of the two-dimensional likelihood scan in $\kappa_\lambda$-vs-$\mu_H$, where $\mu_H$ allows all Higgs boson production modes to scale relative to the SM prediction. The 68% and 95% confidence level contours are shown by the solid and dashed lines respectively. The SM expectation is shown by the black cross.
Prospects for the search for additional Higgs bosons in the ditau final state with the ATLAS detector at HL-LHC

The ATLAS Collaboration

Estimates of the sensitivity of the search for a heavy neutral Higgs boson in the $\tau\tau$ final state with the full High-Luminosity LHC dataset of 3000 fb$^{-1}$ proton–proton collisions at $\sqrt{s} = 14$ TeV are presented. These estimates are based on the extrapolation of current results obtained with the 36.1 fb$^{-1}$ ATLAS dataset collected in 2015–2016 at $\sqrt{s} = 13$ TeV. The expected 95% CL upper exclusion limits or, in alternative, the expected 5 $\sigma$ discovery reach are presented in terms of cross section times branching fraction of the gluon fusion production and $b$-associated production. In the hypothesis that no signal emerges, results are interpreted in the context of MSSM benchmark scenarios, e.g. in the hMSSM scenario $\tan\beta > 1$ is expected to be excluded for the mass range $250 < m_A < 350$ GeV. The parameter space with the expected 5 $\sigma$ discovery reach is also shown. The impact of the systematic uncertainties is also discussed.
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1 Introduction

The discovery of a Standard Model (SM) like Higgs boson [1, 2] at the Large Hadron Collider (LHC) [3] has provided important insight into the mechanism of electroweak symmetry breaking. However, it remains possible that the discovered particle is part of an extended scalar sector, a scenario that is favored by a number of theoretical arguments [4, 5]. Searching for additional Higgs bosons is among the main goals of the High-Luminosity LHC (HL-LHC) programme [6]. The Minimal Supersymmetric Standard Model (MSSM) [4, 7, 8] is one of the well motivated extensions of the SM. Besides the SM-like Higgs boson, the MSSM requires two additional neutral Higgs bosons: one CP-odd ($A$) and one CP-even ($H$), which in the following are generically called $\phi$. At tree level, the MSSM Higgs sector depends on only two non-SM parameters, which can be chosen to be the mass of the CP-odd Higgs boson, $m_A$, and the ratio of the vacuum expectation values of the two Higgs doublets, $\tan \beta$. Beyond tree level, a number of additional parameters affect the Higgs sector, the choice of which defines various MSSM benchmark scenarios, such as $m_{h_{\text{mod}}}^{\text{h}}$ [9] and hMSSM [10, 11]. The couplings of the additional MSSM Higgs bosons to down-type fermions are enhanced with respect to the SM Higgs boson for large $\tan \beta$ values, resulting in increased branching fractions to $\tau$-leptons and $b$-quarks, as well as a higher cross section for Higgs boson production in association with $b$-quarks.

The projections presented in this note are extrapolations of the recent results obtained by ATLAS using the 36.1 fb$^{-1}$ Run 2 dataset [12]. The MSSM Higgs boson with masses of 0.2–2.25 TeV and $\tan \beta$ of 1–58 is searched for in the $\tau_{\text{lep}}\tau_{\text{had}}$ and $\tau_{\text{had}}\tau_{\text{had}}$ decay modes, where $\tau_{\text{lep}}$ represents the leptonic decay of a $\tau$-lepton, whereas $\tau_{\text{had}}$ represents the hadronic decay. The main production modes are gluon–gluon fusion and in association with $b$-quarks. To exploit the different production modes, events containing at least one $b$-tagged jet enter the $b$-tag category, while events containing no $b$-tagged jets enter the $b$-veto category. The total transverse mass ($m_{\text{tot}}^{T}$), as defined in Ref. [12], is used as the final discriminant between the signal and the background.

In making these extrapolations, the assumption is made that the planned upgrades to the ATLAS detector and improvements to reconstruction algorithms will mitigate the effects of the higher pileup which can reach up to 200 in-time pileup interactions, leading to the overall reconstruction performance matching that of the current detector. Furthermore, the assumption is made that the analysis will be unchanged in terms of selection and statistical analysis technique, though the current analysis has not been re-optimised for the HL-LHC datasets.

2 Extrapolation method

To account for the integrated luminosity increase at HL-LHC, signal and background distributions are scaled by a factor of 3000/36.1. Furthermore, to account for the increase in collision energy from 13 TeV to 14 TeV, the background distributions are further scaled by a factor 1.18 which assumes the same parton-luminosity increase for quarks as that for gluons. The cross section of signals in various scenarios at 14 TeV are given in Ref. [13]. Possible effects on the kinematics and the $m_{\text{tot}}^{T}$ shape due to the collision energy increase are neglected for this study. The scaled $m_{\text{tot}}^{T}$ distributions for the four signal categories and one for the top control region are shown in Figures 1 and 2. These distributions are used in the statistical analysis.
The larger dataset at HL-LHC will give the opportunity to reduce the systematic uncertainties. The “Baseline” scenario for the systematic uncertainty reduction compared to current Run 2 values follows the recommendation of Ref. [14], according to which the systematic uncertainties associated with $b$-tagging, $\tau$ had (hadronic $\tau$ decay) and theoretical uncertainties due to the missing higher order, the PDF uncertainty, etc., are reduced. The systematic uncertainties associated with the reconstruction and identification of the high-$p_T$ $\tau$ had is reduced by a factor of 2 and becomes the leading systematic uncertainty for a heavy Higgs boson with mass $m_\phi > 1$ TeV. The systematic uncertainty associated with the modeling of the jet to $\tau$ had fake background is assumed to be the same as in the current analysis. For the jet to $\tau$ had fake background from multijet in $\tau$ had $\tau$ had channel, the modeling uncertainty is mainly due to the limited data size in the control region and is reduced by a factor of 2. The statistical uncertainties on the predicted signal and background distributions, defined as the “template stat. uncertainty”, is determined by the size of the MC samples and of the data sample in the control region where the $\tau$ had fake factor is applied. The impact of the template stat. uncertainty is negligible in the Run 2 analysis. Assuming large enough MC samples will be generated for HL-LHC and sufficient data will be collected at HL-LHC, the uncertainties
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Figure 2: Distribution of $m_T^{\text{tot}}$ distributions in the top quark enriched control region of the $\tau_{\text{lep}}\tau_{\text{had}}$ channel.

due to the sample size is ignored in this extrapolation study. To quantify the importance of the reduction of systematic uncertainties compared to current Run 2 values, results (labeled as “Unreduced”) will also be given with current Run 2 values except for ignoring the template stat. uncertainty.

3 Results

The $m_T^{\text{tot}}$ distributions from the $\tau_{\text{lep}}\tau_{\text{had}}$ (separately in the electron and muon channels) and $\tau_{\text{had}}\tau_{\text{had}}$ signal regions, as well as the top control region, are used in the final combined fit to extract the signal. The statistical framework used to produce the Run 2 results is documented in Ref. [12] and is adapted for this HL-LHC projection study. The results are given in terms of exclusion limits [15], as well as the 5 $\sigma$ discovery reach for gluon–gluon fusion and $b$-quarks association production modes.

3.1 Impact of systematic uncertainties

The impact of systematic uncertainties on the upper limit of the cross section times branching ratio ($\sigma \times BR(\phi \rightarrow \tau\tau)$) in Baseline scenario are calculated by comparing the expected 95% CL upper limit in case of no systematic uncertainties, $\mu_{95}^{\text{stat}}$, with a limit calculated by introducing a group of systematic uncertainties, $\mu_{95}^{\text{sys}}$, as described in Ref. [12]. The systematic uncertainty impacts are shown in Figure 3(a) for gluon–gluon fusion production and Figure 3(b) for $b$-quarks association production as a function of the scalar boson mass. The major uncertainties are grouped according to their origin, while minor ones are collected as “Others” as detailed in Ref. [12].

The impact of systematic uncertainties is significant, as they degrade the expected limits by about 10–150 percent. In the low mass range, the leading uncertainties arise from the estimation of the dominant jet to $\tau_{\text{had}}$ fake background. At high masses, the leading uncertainty is from the reconstruction and identification of high-$p_T \tau_{\text{had}}$. Because $\mu_{95}^{\text{stat}}$ is mainly determined by the data statistical uncertainty. In Figure 3(a) the impact of the $\tau_{\text{had}}$ related systematic uncertainties decreases after 1 TeV is due to the fact that the results at the higher mass regime are more limited by the data statistical uncertainty, while in Figure 3(b) the data
statistical uncertainty in the $b$-tag category dominates in the high mass regime which leads the high-$p_T$
$\tau_{\text{had}}$ systematic uncertainty less outstanding.

Figure 3: Impact of major groups of systematic uncertainties (Baseline) on the $\phi \rightarrow \tau\tau$ 95\% CL cross section upper limits as a function of the scalar boson mass, separately for the (a) gluon–gluon fusion and (b) $b$-associated production mechanisms.

### 3.2 Cross section limits and discovery reach

Figure 4 shows the upper limits on the gluon–gluon fusion and $b$-quark associated production cross section times the branching fraction for $\phi \rightarrow \tau\tau$. To demonstrate the impact of systematics, the expected exclusion limits with different systematic uncertainty scenarios are shown, as well as the Run 2 expected results [12]. The peaking structure around $m_\phi = 1$ TeV in figure 4(a) is due to the impact of the high-$p_T$ $\tau_{\text{had}}$ systematic uncertainty. The 5 $\sigma$ sensitivity line in the same figure illustrates the smallest values of the cross section times the branching fraction for which discovery level can be reached at HL-LHC: as clearly shown, the region where discovery is expected at HL-LHC extends significantly below the currently expected Run 2 exclusion region.

### 3.3 MSSM interpretation

Results are interpreted in terms of the MSSM. The cross section calculations follow the exact procedure used in Ref. [12], apart from the centre of mass energy is switched to 14 TeV. Figure 5 shows regions in the $m_A$–$\tan \beta$ plane excluded at 95\% CL or discovered with 5 $\sigma$ significance in the hMSSM and $m_{H^\pm}$ scenarios. In the hMSSM scenario, $\tan \beta > 1.0$ for $250 < m_A < 350$ GeV and $\tan \beta > 10$ for $m_A = 1.5$ TeV could be excluded at 95\% CL. When $m_A$ is above the $A/H \rightarrow t\bar{t}$ threshold, this additional decay mode reduces the sensitivity of the $A/H \rightarrow \tau\tau$ search for low $\tan \beta$. In the MSSM $m_{H^\pm}$ scenario, the expected 95\% CL upper limits exclude $\tan \beta > 2$ for $250 < m_A < 350$ GeV and $\tan \beta > 20$ for $m_A = 1.5$ TeV.

---
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Figure 4: Projected 95% CL upper limits on the production cross section times the $\phi \rightarrow \tau \tau$ branching fraction for a scalar boson $\phi$ produced via (a) gluon–gluon fusion and (b) $b$-associated production, as a function of scalar boson mass. The limits are calculated from a statistical combination of the $\tau_e \text{had}$, $\tau_\mu \text{had}$ and $\tau_\text{had} \tau_\text{had}$ channels. “Baseline” uses the reduced systematic uncertainties scenario described in the text. “Unreduced sys.” uses the same systematic uncertainties as the Run 2 analysis while ignoring the template stat. uncertainty. “Stat. unc. only” represents the expected limit without considering any systematic uncertainty. “5 $\sigma$ sensitivity” shows the region with the potential of 5 $\sigma$ significance in the Baseline scenario.

Figure 5: Projected 95% CL limits on $\tan \beta$ as a function of $m_\phi$ in the MSSM (a) hMSSM and (b) $m_{\text{h}}^{\text{mod+}}$ scenarios. The limits are calculated from a statistical combination of the $\tau_e \text{had}$, $\tau_\mu \text{had}$ and $\tau_\text{had} \tau_\text{had}$ channels. “Baseline” uses the reduced systematic uncertainties scenario described in the text. “Unreduced sys.” uses the same systematic uncertainties as the Run 2 analysis while ignoring the template stat. uncertainty. “Stat. unc. only” represents the expected limit without considering any systematic uncertainty. “5 $\sigma$ sensitivity” shows the region with the potential of 5 $\sigma$ significance in the Baseline scenario.
4 Conclusion

The $H/A \rightarrow \tau\tau$ analysis documented in [12] has been extrapolated to estimate the sensitivity with 3000 fb$^{-1}$ of the HL-LHC dataset. The expected upper limits at 95% CL or, in alternative, the 5 $\sigma$ discovery reach in terms of cross section for the production of scalar bosons times the branching fraction to ditau final states have been estimated. The region with 5 $\sigma$ discovery potential at HL-LHC extends significantly below the currently expected Run 2 exclusion region. The expected limits are in the range 130–0.4 fb (130–0.3 fb) for gluon–gluon fusion ($b$-associated) production of scalar bosons with masses of 0.2–2.25 TeV. A factor of 6 to 18 increase in the sensitivity compared to the searches with the 36.1 fb$^{-1}$ Run 2 data [12] is projected. In the context of the hMSSM scenario, in the absence of a signal, the most stringent limits expected for the combined search exclude $\tan \beta > 1.0$ for $250 < m_{A} < 350$ GeV and $\tan \beta > 10$ for $m_{A} = 1.5$ TeV at 95% CL. The systematic uncertainties degrade the exclusion limit on $\sigma \times BR(\phi \rightarrow \tau\tau)$ by more than a factor of 2 for $m_{\phi} < 500$ GeV and about 10%–20% for $m_{\phi} = 2$ TeV. While the uncertainty on the estimate of fake $\tau_{\text{had}}$ dominates at low $m_{\phi}$, the uncertainty on high-$p_{T}$ $\tau_{\text{had}}$ reconstruction and identification is the leading systematic uncertainty at $m_{\phi} > 1.0$ TeV.
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3.9. Search for additional Higgs in $H \to \tau\tau$ (ATL-PHYS-PUB-2018-050)


Projection of the Run 2 MSSM $H \to \tau\tau$ limits for the High-Luminosity LHC

The CMS Collaboration

Abstract

A search for heavy Higgs bosons decaying to $\tau$ leptons was previously performed using data collected during Run 2 of the LHC, based on a data set of proton-proton collisions at $\sqrt{s} = 13$ TeV corresponding to an integrated luminosity of $35.9$ fb$^{-1}$. A projection of these results to a High-Luminosity LHC data set of $3000$ fb$^{-1}$ is described. For neutral Higgs boson masses above $1$ TeV, an improvement by about one order of magnitude is expected in the 95% confidence level upper limits on the cross section. For the benchmark scenario $m_{h^{\text{mod}+}}$ of the minimal supersymmetric extension of the standard model, the expected lower limit on the mass of a heavy Higgs boson is extended from $1.25$ to $2$ TeV for $\tan\beta = 36$. 
1 Introduction

Following the discovery of a Higgs boson by the ATLAS and CMS Collaborations in 2012 [1–3], a large number of measurements have established the compatibility of the new particle with standard model (SM) predictions. Nonetheless, there are many arguments in favor of theories that go beyond the SM. Many of these theories predict additional, heavy Higgs bosons. One such theory is supersymmetry [4, 5]. The minimal supersymmetric extension of the SM (MSSM) [6, 7] predicts two Higgs doublets, leading to five physical Higgs bosons: a light scalar (h), a heavy scalar (H), a pseudoscalar (A), and a charged pair (H±).

Searches for MSSM Higgs bosons have been performed using the 2016 data from the LHC Run 2 [8–10]. So far, no significant evidence for physics beyond the SM has been found. However, the LHC to date has delivered only a small fraction of the integrated luminosity expected over its lifetime. Searches that are currently limited by statistical precision will see significant extensions in their reach as larger data sets are collected. Among the searches that will benefit are those for MSSM Higgs bosons.

Here, projections are presented for the reach that can be expected at higher luminosities in searches for heavy neutral Higgs bosons that decay to a pair of tau leptons. The projections are based on the most recent CMS publication for this search [10], performed using 35.9 fb⁻¹ of data collected during 2016 at a center-of-mass energy of 13 TeV. All the details of the analysis, including the simulated event samples, background estimation methods, systematic uncertainties, and different interpretations are described in Ref. [10]. Only details of direct relevance to the projection are presented here.

The analysis is a direct search for a neutral resonance decaying to two tau leptons. The following tau lepton decay mode combinations are considered: µτ, eτ, τhτh, and eμ, where τh denotes a hadronically decaying tau lepton. In all these channels, events are separated into those that contain at least one b-tagged jet and those that do not contain any b-tagged jet. The goal of this categorization is to increase sensitivity to the dominant MSSM production modes: gluon fusion (ggH) and production in association with b quarks (bbH). The final discriminant is the total transverse mass, defined in Ref. [10]. The signal hypotheses considered consist of additional Higgs bosons in the mass range from 90 GeV to 3.2 TeV. The projection of the limits is performed by scaling all the signal and background processes to integrated luminosities of 300 and 3000 fb⁻¹, where the latter integrated luminosity corresponds to the total that is expected for the High-Luminosity LHC (HL-LHC).

The CMS detector [11] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [12], and to cope with the demanding operational conditions at the HL-LHC [13–17]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 µs, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about |η| = 4. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about |η| = 2.8, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger
latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates. A detailed overview of the CMS detector upgrade program is presented in Ref. [13–17], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [18].

A previous CMS projection of the sensitivity for MSSM Higgs boson decays to a pair of tau leptons at the HL-LHC is reported in Ref. [19]. The results are presented in terms of model independent limits on a heavy resonance (either H or A, generically referred to as H below) decaying to two tau leptons, and are also interpreted in the context of MSSM benchmark scenarios.

## 2 Projection methodology

The projection assumes that the CMS experiment will have a similar level of detector and triggering performance during the HL-LHC operation as it provided during the LHC Run 2 period [13–17]. Three scenarios are considered for the projection of the size of systematic uncertainties to the HL-LHC:

- **statistical uncertainties only**: all systematic uncertainties are neglected;
- **Run 2 systematic uncertainties**: all systematic uncertainties are held constant with respect to luminosity, i.e., they are assumed to be the same as for the 2016 analysis;
- **YR18 systematic uncertainties**: systematic uncertainties are assumed to decrease with integrated luminosity following a set of assumptions described below.

In the YR18 scenario, selected systematic uncertainties decrease as a function of luminosity until they reach a certain minimum value. Specifically, all pre-fit uncertainties of an experimental nature (including statistical uncertainties in control regions and in simulated event samples) are scaled proportionally to the square root of the integrated luminosity. The following minimum values are assumed:

- **muon efficiency**: 25% of the 2016 value, corresponding to an average absolute uncertainty of about 0.5%;
- **electron, τ, and b-tagging efficiencies**: 50% of the 2016 values, corresponding to average absolute uncertainties of about 0.5%, 2.5%, and 1.0%, respectively;
- **jet energy scale**: 1% precision for jets with \(p_T > 30\text{ GeV}\);
- **estimate of the background due to jets misreconstructed as \(\tau\) [20]**, for the components that are not statistical in nature: 50% of the 2016 values;
- **luminosity uncertainty**: 1%;
- **theory uncertainties**: 50% of the 2016 values, independent of the luminosity for all projections.

Note that for limits in which the Higgs boson mass is larger than about 1 TeV, the statistical
uncertainties dominate and the difference between the systematic uncertainties found from the different methods has a negligible impact on the results.

The lightest Higgs boson $h$ is excluded from the SM versus MSSM hypothesis test for the following reason: With increasing luminosity, the search will become sensitive to this boson. However, the current benchmark scenarios do not incorporate the properties of the $h$ boson with the accuracy required at the time of the HL-LHC. Certainly the benchmark scenarios will evolve with time in this respect. Therefore the signal hypothesis includes only the heavy $A$ and $H$ bosons, to demonstrate the search potential only for these.

3 Projection results

3.1 Model independent limits

The model independent 95% confidence level (CL) upper limit on the cross sections for the $ggH$ and $bbH$ production modes, with the subsequent decays $H \rightarrow \tau\tau$, are shown in Figs. 1 and Fig. 2 for integrated luminosities of 300, 3000 and 6000 fb$^{-1}$. The 6000 fb$^{-1}$ limit is an approximation of the sensitivity with the complete HL-LHC dataset to be collected by the ATLAS and CMS experiments, corresponding to an integrated luminosity of 3000 fb$^{-1}$ each. The approximation assumes that the results of the two experiments are uncorrelated and that their sensitivity is similar. The first assumption is fulfilled to a high degree because the results are statistically limited; the validity of the second assumption is evident by comparing previous limits and projections.

![Figure 1: Projection of expected model independent 95% CL upper limits based on 2016 CMS data [10] for ggH and bbH production with subsequent H → ττ decays, with YR18 systematic uncertainties. The limit shown for 6000 fb$^{-1}$ is an approximation of the sensitivity with the complete HL-LHC dataset to be collected by the ATLAS and CMS experiments, corresponding to an integrated luminosity of 3000 fb$^{-1}$ each. The limits are compared to the CMS result using 2016 data [10].](image)

For both production modes, the improvement in the limits at high mass values scales similarly to the square root of the integrated luminosity, as expected from the increase in statistical
precision. The improvement at very low mass is almost entirely a consequence of reduced systematic uncertainties and not the additional data in the signal region. The difference between the Run 2 and YR18 scenarios is mostly because of the treatment of two kinds of systematic uncertainty of a statistical nature: the uncertainty related to the number of simulated events and that related to the number of events in the data control regions.

Figure 2: Projection of expected model-independent limits based on 2016 CMS data [10] for ggH and bbH production with subsequent $H \rightarrow \tau \tau$ decays, comparing different scenarios for systematic uncertainties for an integrated luminosity of 3000 fb$^{-1}$.

### 3.2 Model dependent limits

At the tree level, the Higgs sector of the MSSM can be specified by suitable choices for two variables, often chosen to be the mass $m_A$ of the pseudoscalar Higgs boson and $\tan \beta$, the ratio of the vacuum expectation values of the two Higgs doublets. The typically large radiative corrections are fixed based on experimentally and phenomenologically sensible choices for the supersymmetric parameters, each choice defining a particular benchmark scenario [21]. Generally, MSSM scenarios assume that the 125 GeV Higgs boson is the lighter scalar $h$, an assumption that is compatible with the current experimental constraints for at least a significant portion of the $m_A$–$\tan \beta$ parameter space. The di-tau lepton final state provides the most sensitive direct search for additional Higgs bosons predicted by the MSSM for intermediate and high values of $\tan \beta$, because of the enhanced coupling to down-type fermions.

The analysis results are interpreted in terms of these benchmark scenarios based on the profile likelihood ratio of the background-only and the tested signal-plus-background hypotheses. For this purpose, the predictions from both production modes and both heavy neutral Higgs bosons are combined. Figure 4 shows the results for three different benchmark scenarios: the $m_{h_{\text{mod}^+}}$, the hMSSM, and the tau-phobic scenarios [10]. The sensitivity reaches up to Higgs boson masses of 2 TeV for values of $\tan \beta$ of 36, 26, and 28 for the $m_{h_{\text{mod}^+}}$, the hMSSM, and the tau-phobic scenarios, respectively. Even at low mass, improvements are expected but in this case they are mostly a consequence of reduced systematic uncertainties and not the additional data in the signal region.
3. Projection results

![Graphs showing expected model-independent limits based on 2016 CMS data](image)

Figure 3: Projection of expected model-independent limits based on 2016 CMS data [10] for a simultaneous fit to the ggH and bbH production cross sections with subsequent $H \rightarrow \tau \tau$ decays, for an integrated luminosity of 3000 fb$^{-1}$ and with YR18 systematic uncertainties.
Figure 4: Projection of expected MSSM $H \rightarrow \tau\tau$ 95% CL upper limits based on 2016 data [10] for different benchmark scenarios, with YR18 systematic uncertainties. The limit shown for 6000 fb$^{-1}$ is an approximation of the sensitivity with the complete HL-LHC dataset to be collected by the ATLAS and CMS experiments, corresponding to an integrated luminosity of 3000 fb$^{-1}$ each. The limits are compared to the CMS result using 2016 data [10]; for the tau-phobic scenario, it is a new interpretation of the information given in this reference.
4 Conclusions

The HL-LHC projections of the most recent results on searches for neutral MSSM Higgs bosons decaying to $\tau$ leptons have been shown, based on a data set of proton-proton collisions at $\sqrt{s} = 13$ TeV collected in 2016, corresponding to a total integrated luminosity of 35.9 fb$^{-1}$. The assumed integrated luminosity for the HL-LHC is 3000 fb$^{-1}$. In terms of cross section, an order-of-magnitude improvement in sensitivity is expected for neutral Higgs boson masses above 1 TeV since here the current analysis is statistically limited by the available integrated luminosity. For lower masses, an improvement of approximately a factor of five is expected for realistic assumptions on the evolution of the systematic uncertainties. For the MSSM benchmarks, the sensitivity will reach up to Higgs boson masses of 2 TeV for values of $\tan \beta$ of 36, 26, and 28 for the $m_{h^{\text{mod+}}}$, the hMSSM, and the tau-phobic scenarios, respectively.
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Search for invisible decays of a Higgs boson produced through vector boson fusion at the High-Luminosity LHC

The CMS Collaboration

Abstract

The search for a Higgs boson decaying to invisible particles, produced through the vector boson fusion mode in the High-Luminosity LHC proton-proton collisions at $\sqrt{s} = 14$ TeV, is investigated based on simulation studies using Delphes, a fast-simulation package used to provide a parameterised response of the upgraded CMS detector. The event selection follows the existing CMS Run II data analysis, optimised for the High-Luminosity LHC conditions. The 95% confidence-level upper limits on the branching fraction of a standard-model-like Higgs boson decaying to invisible final states are studied with integrated luminosities of 300, 1000 and 3000 fb$^{-1}$ as a function of the thresholds applied on the transverse energy of the recoiling Higgs boson deposited in the detector.
1 Introduction

In the standard model (SM) of particle physics, the Higgs boson (H) is predicted to have a very small branching fraction to invisible particles (0.1% from $H \rightarrow 4\nu$ decays). While studies of the properties of the Higgs boson discovered by the ATLAS and CMS Collaborations [1–3] indicate a high level of compatibility with the SM [4], limits placed on invisible Higgs boson decays remain far less stringent than the SM prediction. In many theoretical extensions to the SM, for example Higgs-portal models [5–8], additional weakly-interacting particles interact with the Higgs boson and significantly increase its branching fraction to invisible final states.

Invisible decays of the Higgs boson have been searched for by the ATLAS and CMS Collaborations using data taken at $\sqrt{s} = 8$ and 13 TeV [9–14], considering different mechanisms for Higgs boson production. The signal is characterised by the presence of a transverse momentum imbalance, determined as the negative vectorial sum of the transverse momenta ($p_T$) of all reconstructed particles $E_T^{\text{miss}}$. The magnitude of $E_T^{\text{miss}}$ is referred to as $E_T^{\text{miss}}$.

Gluon-gluon fusion (ggH) and vector-boson-associated production (VH, where $V = W$ or $Z$) using hadronic decays of the W and Z bosons, are targeted by selecting events with a single high $p_T$ jet and large $E_T^{\text{miss}}$. ZH production using leptonic decays of the Z boson is characterised by events with two well reconstructed electrons or muons and large $E_T^{\text{miss}}$. Lastly vector boson fusion production (VBFH) is targeted by searching for events containing a pair of jets with high invariant mass, large pseudo-rapidity separation, small separation in azimuthal angle, and large $E_T^{\text{miss}}$.

The combination of the searches for invisible decays of the Higgs boson in the ggH, VH (including ZH) and VBFH production modes using data taken in 2016 [10, 14], placed an observed (expected) upper limit on the branching fraction, $B(H \rightarrow \text{inv.})$, of a SM-like Higgs boson of mass 125 GeV decaying to invisible particles at 0.26 (0.20) at the 95% confidence level (CL). The sensitivity of the combination is driven by the VBFH production channel, which alone excludes values smaller than 0.33 (0.25) at the 95% CL.

Given that VBFH production presents the best sensitivity, this channel is chosen to investigate the sensitivity of the search with the High-Luminosity LHC (HL-LHC). Previous sensitivity studies [15] indicated expected upper limits on $B(H \rightarrow \text{inv.})$ of the order of 3 to 6% with an integrated luminosity of 3000 fb$^{-1}$, depending on the assumptions made for the experimental and theoretical uncertainties considered. In this document, a more thorough approach is considered by simulating proton-proton collisions at a centre-of-mass energy of 14 TeV, reconstructed using the upgraded CMS detector. A cut-and-count approach similar to the one described in the latest CMS search for invisible Higgs boson decays in the VBFH production mode [14] is used.

The CMS detector [16] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions at the HL-LHC [17–21]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$.

The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to...
add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high pileup (PU) rates. A detailed overview of the CMS detector upgrade program is presented in Ref. [17–21], while the expected performance of the reconstruction algorithms and PU mitigation with the CMS detector is summarised in Ref. [22].

The generated signal and background events are processed with the fast-simulation package Delphes [23] in order to simulate the expected response of the upgraded CMS detector. The object reconstruction and identification efficiencies, as well as the detector response and resolution, are parameterised in Delphes using the detailed simulation of the upgraded CMS detector based on GEANT4 package [24, 25].

## 2 Monte Carlo samples and objects

The VBFH signal samples are produced using POWHEG v2.0 [26, 27] at next-to-leading order (NLO) in quantum chromodynamics (QCD) theory, assuming $\text{B}(H \to \text{inv.}) = 100\%$ and normalised using the inclusive Higgs boson production cross sections provided in Ref. [28]. Full-simulation samples produced at 13 TeV are used to derive the gluon-fusion contribution, applied as a fraction of the Delphes expected VBFH yields.

The main backgrounds are processes involving vector bosons (W and Z) produced in association with jets, either through QCD or electroweak (EWK) vertices. Monte Carlo samples for these backgrounds are generated at leading order (LO) using MadGraph5_aMC@NLO v2.2.2 [29] interfaced with PYTHIA v8.205 or higher. SM processes involving top quarks also contribute to the background, and are simulated using a combination of the POWHEG and MadGraph5_aMC@NLO generators. Backgrounds arising from QCD multijet events are simulated using MadGraph5_aMC@NLO interfaced with PYTHIA, imposing a minimum threshold of 1000 GeV on the dijet mass at parton level.

Electrons passing loose identification criteria, with a transverse momentum $p_T > 10$ GeV, and pseudorapidity $|\eta| < 2.8$ are vetoed. Similarly, muons passing loose identification criteria with $p_T > 20$ GeV and $|\eta| < 3.0$ are vetoed. Taus passing loose identification criteria with $p_T > 20$ GeV and $|\eta| < 2.8$ are vetoed. Jets are reconstructed using the anti-$k_T$ algorithm [30, 31] with a parameter size of 0.4. The jets are required to have $p_T > 30$ GeV and $|\eta| < 5.0$, and are corrected for pileup effects using the “Puppi” algorithm [32].

A b-tagging algorithm is used to tag jets that originate from decays of B hadrons (b jets). The algorithm uses a combination of vertexing and timing information, and a working point with an efficiency of around 60% and a mis-tagging rate below 1% is defined to identify b jets. Events containing any identified b jets are vetoed.
3. Analysis strategy

The leading and sub-leading jets in the event are required to have $p_T > 80$ and 40 GeV, respectively, and be in opposite hemispheres of the detector. These two jets form the VBF dijet pair, and further requirements are applied on the invariant mass $M_{jj}$ and their separations in pseudorapidity $|\Delta \eta_{jj}|$ and azimuthal angle $|\Delta \phi_{jj}|$.

To reject the QCD multijet background, for which the transverse missing energy arises from jet mismeasurements, the $\vec{E}_{T}$ vector is required to not be aligned with a jet using $\min \Delta \phi (\text{jet}, \vec{p}_T > 30 \text{ GeV}, \vec{E}_{T} < 0.5)$. The magnitude of the vectorial sum of the $p_T$ of all jets with $p_T > 30 \text{ GeV}$ is defined as $H_{T}^{\text{miss}}$.

The yields from the 14 TeV centre-of-mass energy Delphes samples are verified to be consistent with those expected from Ref. [14], with cross sections scaled to those predicted at 14 TeV.

The full-simulation and Delphes VBFH samples are compared in figure 1. The behaviour of $E_{T}^{\text{miss}}$ with 200 PU is not reproduced in Delphes, which shows a distribution with resolution similar to the one obtained in Ref. [14], whilst the current reconstruction algorithm of the upgraded detector in full simulation leads to a factor of 2 degradation of the $E_{T}^{\text{miss}}$ resolution. The $H_{T}^{\text{miss}}$ variable is in much better agreement, indicating that the jet energy corrections with Puppi are performing adequately to mitigate the effect from the 200 PU environment. It should be noted that the current reconstruction algorithm, using the particle-flow approach [33], is not yet fully optimised for the upgraded detector design, and significant improvement in the $E_{T}^{\text{miss}}$ performance is expected once it has been tuned appropriately. Nevertheless, the impact of the observed degradation in the $E_{T}^{\text{miss}}$ resolution on the results presented here is considered in section 4.

![Figure 1](image)

Figure 1: $E_{T}^{\text{miss}}$ (left) and $H_{T}^{\text{miss}}$ (right) distributions in 200 PU VBFH signal samples, comparing full simulation (Phase 2) and Delphes. On the left, the distribution in Delphes is smeared as explained in the main text to reproduce the Phase 2 distribution.

3 Analysis strategy

The analysis uses five non-overlapping event regions: the signal region (SR) where events containing charged leptons ($\ell$, where $\ell = e$ or $\mu$) are vetoed, and four control regions (CR) with exactly one electron or muon ($W \rightarrow e\nu$ CR and $W \rightarrow \mu\nu$ CR) or exactly two electrons or two muons ($Z \rightarrow ee$ CR and $Z \rightarrow \mu\mu$ CR). In the $W \rightarrow e\nu$ and $W \rightarrow \mu\nu$ CRs, to further reject QCD
multijet backgrounds, the transverse mass, defined as 
\[ \sqrt{2p_T^{\ell} E_{T}^{\text{miss}}} \left[ 1 - \cos \Delta \phi(\ell, E_{T}^{\text{miss}}) \right], \]
where \( p_T^{\ell} \) is the transverse momentum of the lepton and \( \Delta \phi(\ell, E_{T}^{\text{miss}}) \) is the azimuthal angle between the lepton momentum and \( E_{T}^{\text{miss}} \) vectors, is required to be less than 160 GeV. In the \( W \rightarrow e\nu \) CR a selection on \( E_{T}^{\text{miss}} > 60 \) GeV is also applied due to the higher QCD multijet contamination than in the muon channel. In the \( Z \rightarrow ee \) and \( Z \rightarrow \mu\mu \) CRs, the dilepton mass is required to be between 60 and 120 GeV. To account for the higher single-electron trigger thresholds that will be required at the HL-LHC, the leading electron \( p_T \) is required to be above 40 GeV, for both the \( W \rightarrow e\nu \) and \( Z \rightarrow \mu\mu \) CRs.

The signal is separated from the backgrounds by using the characteristics of the VBF dijet pair. A first estimation of the best regions of interest is obtained by looking at the expected significance, \( \sigma_A \), calculated using an Asimov dataset [34] assuming \( B(H \rightarrow \text{inv.}) = 100\% \), defined as,
\[
\sigma_A = \sqrt{2 \times \left( (N_S + N_B) \times \ln(1 + N_S/N_B) - N_S \right)},
\]
where \( S \) is the VBFH production yield and \( B \) is the sum of all background sample yields. Each selection criteria is varied in turn, one or two dimensions at a time, to identify the regions of phase-space with the highest expected significance. The highest \( \sigma_A \) value is found to be for \( M_{jj} > 1000 \) GeV, \( |\Delta \eta_{jj}| > 4 \), \( |\Delta \phi_{jj}| < 1.8 \), \( E_{T}^{\text{miss}} > 130 \) GeV. Further studies of the optimal region are done using the final output of the analysis, namely the 95% CL upper limits on \( B(H \rightarrow \text{inv.}) \).

The lower threshold on the \( E_{T}^{\text{miss}} \) is varied from 130 to 400 GeV in 10 to 50 GeV steps. Likewise, the lower threshold on \( M_{jj} \) is varied from 1000 to 4000 GeV in 100 GeV steps. The statistical uncertainty on the MC is considered to be negligible, assuming the available MC samples will have at least 10 times the integrated luminosity available in the data. For each \( (E_{T}^{\text{miss}}, M_{jj}) \) selection, the yields are extracted in the four control regions and in the signal region, and a likelihood is constructed as the product of five Poisson terms, one per region. Upper limits on the Higgs boson production cross section times \( B(H \rightarrow \text{inv.}) \) are placed at the 95% CL using the CLs criterion [35–37], with a profiled likelihood ratio as the test statistic in which systematic uncertainties are incorporated via nuisance parameters [3, 38]. Asymptotic formula are used to determine the distribution of the test statistic under signal and background hypotheses [34].

The scenario considered for the systematic uncertainties is described in table 1, together with the systematic uncertainties that were considered in Ref. [14], for comparison.

## 4 Results

The analysis is expected to be systematics dominated, with the dominant systematic uncertainties due to the muon and electron efficiencies, both in the control and signal regions, and the jet energy scale and trigger efficiencies. In Ref. [14], due to the limited size of the dilepton samples, the knowledge of the ratio of the cross sections of the W to Z boson production was used as a constraint between the two backgrounds, leading to an increased sensitivity. The theoretical uncertainty on this ratio is set at 12.5% from studies of missing higher order QCD and EWK corrections [14], for both QCD and EWK production. Once 300 fb$^{-1}$ of data will be available, this constraint will play a smaller role. It is expected that improvements in theoretical calculations of the ratio will lead to half the current theoretical uncertainty, namely 7%. This uncertainty is expected to have an impact of at most 3–5% for the selection with the largest
5. Conclusion

The search for a Higgs boson decaying invisibly, produced in the vector-boson fusion mode, is investigated at the HL-LHC through simulation studies using a fast parametrisation of the upgraded CMS detector. The analysis follows the latest CMS publication, with an event selection optimised for the HL-LHC conditions. The expected 95% CL upper limits on the branching

### Table 1: Impact on the signal and background yields from the different sources of systematic uncertainty considered in Ref. [14] and for the HL-LHC setup considered in this analysis.

<table>
<thead>
<tr>
<th>Systematic</th>
<th>From Ref. [14]</th>
<th>This analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-ID</td>
<td>1%(gsf)⊕1%(idiso)</td>
<td>1%</td>
</tr>
<tr>
<td>µ-ID</td>
<td>1%(reco)⊕1%(id)⊕0.5%(iso)</td>
<td>0.5%</td>
</tr>
<tr>
<td>e-veto</td>
<td>0.6%(gsf)⊕1.5%(idiso)</td>
<td>1%</td>
</tr>
<tr>
<td>µ-veto on QCD V+jets</td>
<td>5%(reco)⊕5%(id)⊕2%(iso)</td>
<td>2%</td>
</tr>
<tr>
<td>µ-veto on EWK V+2jets</td>
<td>10%(reco)⊕10%(id)⊕6%(iso)</td>
<td>6%</td>
</tr>
<tr>
<td>τ-veto</td>
<td>1–1.5% for QCD–EWK</td>
<td>0.5–0.75%</td>
</tr>
<tr>
<td>b-tag-veto</td>
<td>0.1% (sig) 2% (top)</td>
<td>0.05% (sig) 1% (top)</td>
</tr>
<tr>
<td>JES</td>
<td>14%(sig) 2%(W/W) 1%(Z/Z)</td>
<td>4.5%(sig) 0.5%(W/W) 0.2%(Z/Z)</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QCD multijet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theory on W/Z ratio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ggH normalisation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The most stringent upper limits are achieved in the regions with lower thresholds on \(M_{jj}\) and \(E_T^{\text{miss}}\) of 2500 GeV and 190 GeV, respectively, for the 3000 fb\(^{-1}\) scenario. The minimum is rather flat between \(M_{jj}\) values of 2300 and 3000 GeV, and between \(E_T^{\text{miss}}\) values of 170 and 220 GeV, indicating limited impact from the size of the MC samples. The upper limits degrade steeply as the \(E_T^{\text{miss}}\) threshold increases above 250 GeV. The behaviour is similar for the 300 and 1000 fb\(^{-1}\) scenarios, with best thresholds found at lower values of \(E_T^{\text{miss}}\) (170 GeV) and \(M_{jj}\) (1500 and 1800 GeV respectively) due to the interplay between the size of the control regions and the systematic uncertainties.

Distributions in |\(\Delta \eta_{jj}\)|, |\(\Delta \phi_{jj}\)|, \(M_{jj}\) for the leading jet pair, \(E_T^{\text{miss}}\), \(H_T^{\text{miss}}\) and \(\min \Delta \phi(\text{jet } p_T \geq 30 \text{ GeV}, E_T^{\text{miss}})\), in the signal region are shown in figures 2, 3 and 4, for the 3000 fb\(^{-1}\) scenario. The corresponding expected yields are shown in table 2. The uncertainties shown represent the statistical uncertainties due to the limited size of the Delphes samples and are not used in the calculations of the final limits.

The 95% CL upper limits for an integrated luminosity of 3000 fb\(^{-1}\) are shown in figure 5, left, as a function of the thresholds applied on \(E_T^{\text{miss}}\) assuming the MC statistical uncertainties are negligible, for the final selections described above. In the best case, the lowest 95% CL limit on \(B(\mathcal{H} \to \text{inv.})\), assuming standard model production, is expected to be at 3.8%, for thresholds values of 2500 GeV (190 GeV) on the dijet mass (\(E_T^{\text{miss}}\)). If the \(E_T^{\text{miss}}\) resolution was to be a factor of 2 worse, the re-optimisation of the selection leads to minimum thresholds of 1800 GeV (250 GeV) on the dijet mass (\(E_T^{\text{miss}}\)), but a similar 95% CL limit. The limits are shown for different integrated luminosities in figure 5, right.

## 5 Conclusion

The search for a Higgs boson decaying invisibly, produced in the vector-boson fusion mode, is investigated at the HL-LHC through simulation studies using a fast parametrisation of the upgraded CMS detector. The analysis follows the latest CMS publication, with an event selection optimised for the HL-LHC conditions. The expected 95% CL upper limits on the branching
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Figure 2: Distributions of $|\Delta\eta_{jj}|$ and $|\Delta\phi_{jj}|$ in the signal region for the final selection, $M_{jj} > 2500 \text{ GeV}$ and $E_T^{\text{miss}} > 190 \text{ GeV}$.

Figure 3: Distributions of $M_{jj}$ and $\min\Delta\phi_{(\text{jet } p_T > 30 \text{ GeV}, E_T^{\text{miss}})}$ in the signal region for the final selection, $M_{jj} > 2500 \text{ GeV}$ and $E_T^{\text{miss}} > 190 \text{ GeV}$. 
5. Conclusion

Figure 4: Distributions of $E_{\text{miss}}^T$ and $H_{\text{miss}}^T$ in the signal region for the final selection, $M_{jj} > 2500$ GeV and $E_{\text{miss}}^T > 190$ GeV.

Figure 5: Left: 95% CL limits on $B(H \rightarrow \text{inv.})$ as a function of the minimum threshold on $E_{\text{miss}}^T$, for $M_{jj} > 2500$ GeV and an integrated luminosity of 3000 fb$^{-1}$. Right: 95% CL limits for scenarios with different integrated luminosities.
Table 2: Number of events expected after the final selection, $M_{jj} > 2500$ GeV and $E_{T}^{miss} > 190$ GeV, with an integrated luminosity of 3000 fb$^{-1}$. The uncertainties are the statistical uncertainties from the Delphes samples.

<table>
<thead>
<tr>
<th>Process</th>
<th>SR</th>
<th>$W \rightarrow e\nu$ CR</th>
<th>$W \rightarrow \mu\nu$ CR</th>
<th>$Z \rightarrow e\bar{e}$ CR</th>
<th>$Z \rightarrow \mu\mu$ CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBFH</td>
<td>47812 ± 584</td>
<td>972</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ggH</td>
<td>103 ± 8</td>
<td>398 ± 16</td>
<td>641 ± 20</td>
<td>1342 ± 30</td>
<td>1889 ± 35</td>
</tr>
<tr>
<td>Z→ℓℓ (EWK)</td>
<td>451 ± 90</td>
<td>944 ± 126</td>
<td>1048 ± 116</td>
<td>1347 ± 118</td>
<td>2297 ± 158</td>
</tr>
<tr>
<td>Z→ℓℓ (QCD)</td>
<td>15275 ± 358</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>W→eν (EWK)</td>
<td>3358 ± 62</td>
<td>18986 ± 146</td>
<td>72 ± 9</td>
<td>33 ± 6</td>
<td>-</td>
</tr>
<tr>
<td>W→µν (EWK)</td>
<td>3426 ± 62</td>
<td>7 ± 3</td>
<td>29360 ± 181</td>
<td>-</td>
<td>17 ± 4</td>
</tr>
<tr>
<td>W→τν (EWK)</td>
<td>3595 ± 64</td>
<td>55 ± 8</td>
<td>87 ± 10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>W→eν (QCD)</td>
<td>3994 ± 999</td>
<td>13376 ± 1656</td>
<td>170 ± 168</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>W→µν (QCD)</td>
<td>6891 ± 1388</td>
<td>-</td>
<td>23322 ± 2096</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>W→τν (QCD)</td>
<td>4308 ± 938</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Top QCD</td>
<td>2050 ± 132</td>
<td>2171 ± 143</td>
<td>3735 ± 188</td>
<td>107 ± 36</td>
<td>130 ± 39</td>
</tr>
</tbody>
</table>

The ratio of the standard model Higgs boson to invisible particles are presented as a function of the lower threshold applied on the transverse missing energy, for scenarios with integrated luminosities of 300, 1000 and 3000 fb$^{-1}$. The 95% CL upper limit on $B(H \rightarrow \text{inv.})$ assuming standard model production is expected to be at 3.8%, for thresholds values of 2500 GeV (190 GeV) on the dijet mass (missing transverse momentum). Even if the transverse missing energy resolution is degraded by a factor of two due to the high pileup conditions, a similar sensitivity is nevertheless achieved.
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Projection of searches for exotic Higgs boson decays to light pseudoscalars for the High-Luminosity LHC

The CMS Collaboration

Abstract

This Physics Analysis Summary details the projections of two searches for exotic decays of the Higgs boson from LHC Run 2 to the High-Luminosity LHC. Decays to a pair of light pseudoscalar bosons are explored, in the final states of two $\tau$ leptons and two muons, or two $\tau$ leptons and two b quarks. The projections are based on analyses that use 35.9 $fb^{-1}$ proton-proton collision data recorded at a center-of-mass energy of 13 TeV in 2016. Integrated luminosities of up to 3000 $fb^{-1}$ are considered in the projections, with different scenarios for the extrapolation of the systematic uncertainties.
1 Introduction

After the discovery of the Higgs boson at the CERN LHC, extensive measurements have been performed to probe its consistency with the predictions of the standard model (SM). Indirect constraints on the branching fraction of the Higgs boson to beyond the SM (BSM) particles still leave a large room for potential exotic decays of the Higgs boson. Several direct searches for exotic Higgs boson decays have been performed with the CMS detector at 13 TeV center-of-mass energy in Run 2. With the increase of integrated luminosity expected at the High-Luminosity LHC (HL-LHC), the direct searches, which are currently mostly statistically dominated, are expected to play an increasingly important role in exploring the scalar sector.

This Physics Analysis Summary presents projections of two analyses searching for Higgs boson decays to two light pseudoscalars [1, 2]. Masses of the light pseudoscalars between 15 and 62.5 GeV are probed in the 2b2τ and 2µ2τ final states. The projections assume that the same performance in the object reconstruction as in the Run 2 at the LHC can be achieved with the Phase-2 upgraded CMS detector at the HL-LHC. The event yields are scaled to integrated luminosities of up to 3000 fb$^{-1}$. The small difference in center-of-mass energy between the LHC and the HL-LHC, 13 and 14 TeV, respectively, is neglected.

The searches can be interpreted in the context of two-Higgs-doublet models extended with a scalar singlet (2HDM+S) [3]. Among the seven scalar and pseudoscalar particles predicted in 2HDM+S, one of the scalars (h) can be compatible with the discovered Higgs boson with a mass of 125 GeV and one of the pseudoscalars (a) can be light enough so that $h \rightarrow a a$ decays are allowed. One of the free parameters of these models is $\tan \beta$, defined as the ratio of the vacuum expectation values of the second and first doublets. Four types of 2HDM+S forbid flavor-changing neutral currents at tree level. In type I, all the fermions couple to the first doublet, and the branching fractions of the pseudoscalar a to fermions do not depend on $\tan \beta$. In type II, up-type quarks couple to the first doublet, whereas leptons and down-type quarks couple to the second doublet. This implies that pseudoscalar decays to b quarks and τ leptons are enhanced at high $\tan \beta$. The scalar sector of the next-to-minimal supersymmetric SM (NMSSM) is similar to that of 2HDM+S of type II. In type III, quarks couple to the first doublet, and leptons to the second one. This type is leptophilic at high $\tan \beta$. Finally, in type IV, leptons and up-type quarks couple to the first doublet, while down-type quarks couple to the second doublet.

The plans for the Phase-2 upgrade of the CMS detector are presented in Section 2, while the method used to project the results is described in Section 3. An overview of the two different searches using 35.9 fb$^{-1}$ of data collected in 2016 is given in Section 4, and the results of the projections to the HL-LHC conditions are detailed in Section 5.

2 Upgrade of the CMS detector

The CMS detector [4] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [5], and to cope with the demanding operational conditions at the HL-LHC [6–10]. The upgrade of the first level hardware trigger (L1) will allow an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New
Muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly mitigate the CMS performance degradation related to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [6–10], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [11].

3 Projection methodology

The extrapolations in this Physics Analysis Summary assume that the CMS experiment will have a similar level of detector and triggering performance during the HL-LHC operation as it provided during the LHC Run 2 period [6–10]. The results of extrapolations, hereafter named projections, are presented for different assumptions on the size of systematic uncertainties that will be achievable at the HL-LHC [11]:

- **"Run 2 systematic uncertainties" scenario**: This scenario assumes that the performance of the experimental methods at the HL-LHC will be unchanged with respect to the LHC Run 2 period, and there will be no significant improvement in the theoretical descriptions of relevant physics effects. All experimental and theoretical systematic uncertainties are assumed to be unchanged with respect to the ones in the reference Run 2 analyses, and kept constant with integrated luminosity.

- **"YR18 systematics uncertainties" scenario**: This scenario assumes that there will be further advances in both experimental methods and theoretical descriptions of relevant physics effects. Theoretical uncertainties are assumed to be reduced by a factor two with respect to the ones in the reference Run 2 analyses. For experimental systematic uncertainties, it is assumed that they will scale with the square root of the integrated luminosity until they reach a defined lower limit based on estimates of the achievable accuracy with the upgraded detector [11].

The "Run 2 systematic uncertainties" scenario allows for comparisons with current analyses, while the "YR18 systematics uncertainties" scenario is more realistic given the expected conditions for the HL-LHC.

In these scenarios, all the uncertainties related to the limited number of simulated events are neglected, under the assumption that sufficiently large simulation samples will be available by the time the HL-LHC becomes operational.

For all scenarios, the intrinsic statistical uncertainty in the measurement is reduced by a factor
1/√RL, where RL is the projection integrated luminosity divided by that of the reference Run 2 analysis.

Table 1 summarises the Run 2 uncertainties for which a lower limit value is set in the “YR18 systematics uncertainties” scenario. Systematic uncertainties in the identification and isolation efficiencies for electrons and muons are expected to be reduced to around 0.5%. The hadronic τ lepton (τh) performance is assumed to remain similar to the current level and therefore the associated uncertainties are not reduced in this scenario. The uncertainty in the overall jet energy scale (JES) is expected to reach around 1% precision for jets with pT > 30 GeV, driven primarily by improvements for the absolute scale and jet flavour calibrations. The missing transverse momentum uncertainty is obtained by propagating the JES uncertainties in its computation, yielding a reduction by up to a half of the Run 2 uncertainty. For the identification of b-tagged jets, the uncertainty in the selection efficiency of b (c) quarks, and in misidentifying a light jet is expected to remain similar to the current level, with only the statistical component reducing with increasing integrated luminosity. The uncertainty in the integrated luminosity of the data sample could be reduced down to 1% by a better understanding of the calibration and fit models employed in its determination, and making use of the finer granularity and improved electronics of the upgraded detectors.

Table 1: The sources of systematic uncertainty for which limiting values are applied in the “YR18 systematics uncertainties” scenario. Systematic uncertainties of the reference Run 2 analyses are described in Refs. [1, 2].

<table>
<thead>
<tr>
<th>Source Component</th>
<th>Run 2 unc.</th>
<th>Projection minimum unc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon ID</td>
<td>1–2%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Electron ID</td>
<td>1–2%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Photon ID</td>
<td>0.5–2%</td>
<td>0.25–1%</td>
</tr>
<tr>
<td>Hadronic τ ID</td>
<td>6%</td>
<td>Same as Run 2</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>Absolute</td>
<td>0.5%</td>
</tr>
<tr>
<td></td>
<td>Relative</td>
<td>0.1–3%</td>
</tr>
<tr>
<td></td>
<td>Relative</td>
<td>0.1–0.5%</td>
</tr>
<tr>
<td></td>
<td>Pileup</td>
<td>0–2%</td>
</tr>
<tr>
<td></td>
<td>Method and sample</td>
<td>0.5–5%</td>
</tr>
<tr>
<td></td>
<td>Jet flavour</td>
<td>1.5%</td>
</tr>
<tr>
<td></td>
<td>Time stability</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>Jet energy resolution</td>
<td>Varies with pT and η</td>
</tr>
<tr>
<td></td>
<td>Emiss scale</td>
<td>Varies with analysis selection</td>
</tr>
<tr>
<td></td>
<td>b-tagging (syst.)</td>
<td>Varies with pT and η</td>
</tr>
<tr>
<td></td>
<td>light mis-tag (syst.)</td>
<td>Varies with pT and η</td>
</tr>
<tr>
<td></td>
<td>b-/c-jets (stat.)</td>
<td>Varies with pT and η</td>
</tr>
<tr>
<td></td>
<td>light mis-tag (stat.)</td>
<td>Varies with pT and η</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>2.5%</td>
<td>1%</td>
</tr>
<tr>
<td>Reducible bkg. (h → aa → 2µ2τ)</td>
<td>20–40%</td>
<td>4–8%</td>
</tr>
</tbody>
</table>

4 Overview of the Run-2 analyses

In the h → aa → 2τ2b search [1], the ττ pair is reconstructed as eµ, µτ, or eτ, depending on the decay modes of the τ leptons. The symbol τb denotes a τ lepton decaying hadronically. Since the b jets originating from the pseudoscalar boson are typically soft, only one reconstructed b jet with pT > 20 GeV is required. An improved signal sensitivity is obtained by dividing the events in four different categories depending on the visible invariant mass of the b jet and the τ candidates, denoted mvisbττ. The thresholds that define the categories depend on the final state. The categories with low mvisbττ are enriched in signal events, while the categories with large mvisbττ help to constrain the backgrounds. The results are extracted with a maximum
likelihood fit of the visible $\tau\tau$ mass spectrum. The dominant backgrounds at low $m_\tau$ are $t\bar{t}$ production as well as events with jets misidentified as $\tau$ candidates, whereas the Drell–Yan background starts to contribute for $m_\tau > 45$ GeV values. This analysis is only sensitive to pseudoscalar masses above 15 GeV. The sensitivity of the analysis mostly comes from the low $m_\text{vis}^{\tau\tau}$ category, which is statistically limited, and the statistical uncertainty strongly dominates the results.

In the $h \to aa \to 2\mu 2\tau$ search [2], the Higgs boson is reconstructed via its decay to a pair of pseudoscalar bosons in the final state with two $\tau$ leptons and two muons. Pseudoscalar masses between 15 and 62.5 GeV are investigated; in this mass range the decay products from the pseudoscalars are not collimated. Several $\tau\tau$ pair possibilities are considered: $e\mu$, $e\tau_\ell\tau_\ell$, $\mu\tau_\ell\tau_\ell$, and $\tau_h\tau_h$. In the case where there are 3 muons, the one with highest $p_T$ is paired with the opposite-sign muon with the highest $p_T$ among the other two, while the last muon is considered as originating from a $\tau$ lepton decay. To reduce the backgrounds from $ZZ$, $Z+\text{jets}$, and $WZ+\text{jets}$ production, the invariant mass of the muon pair is required to be above the visible invariant mass of the $\tau\tau$ pair, and the visible invariant mass of the four objects is required to be less than 110–130 GeV depending on the final state. The limits are extracted with an unbinned maximum likelihood fit of the dimuon mass spectrum. The backgrounds are characterized by a rather flat dimuon mass spectrum, while the signal $h \to aa \to 2\mu 2\tau$ forms a narrow peak in the dimuon mass spectrum. The number of expected background events below the signal peak is almost zero, especially at low dimuon mass, and the analysis is strongly statistically dominated.

5 Results

For the $h \to aa \to 2\tau 2b$ analysis, upper limits at 95% CL on $(\sigma(h)/\sigma_{SM})B(h \to aa \to 2\tau 2b)$ are shown in Fig. 1 for different integrated luminosities and systematic uncertainty scenarios. In this expression, $\sigma_{SM}$ denotes the SM production cross section of the Higgs boson, whereas $\sigma(h)$ is the $h$ production cross section. The limits improve proportionally to the square root of the integrated luminosity, as the analysis is statistically limited. For an integrated luminosity of 3000 fb$^{-1}$, the difference between the limits in the systematic scenarios of Run 2 and YR18 is of the order of 5%, and the limits become another 5% better if all systematic uncertainties are neglected.

The limits of the $h \to aa$ analyses can be converted to limits on $B(h \to aa)$ in two-Higgs-doublet models extended with a scalar singlet (2HDM+S) [3], for a given type of model, $m_a$, and $\tan \beta$. The limits in the four types of 2HDM+S are shown for $h \to aa \to 2\tau 2b$ in Fig. 2, assuming 3000 fb$^{-1}$ of data with YR18 systematic uncertainties. The color scale indicates the upper limits on $(\sigma(h)/\sigma_{SM})B(h \to aa)$ that can be set assuming some values for $m_a$ and $\tan \beta$.

The corresponding limits for the $h \to aa \to 2\mu 2\tau$ search are shown in Fig. 3. At low $m_a$, the analysis is almost background-free, while, towards higher $m_a$, backgrounds play an increasing role. For this reason the limit tends to scale inverse-proportionally to the luminosity at low $m_a$ and to the square root of the luminosity at higher $m_a$. The analysis is statistically limited, even with 3000 fb$^{-1}$ of data. The difference between the Run 2 and YR18 systematic uncertainties in terms of upper limits is up to 5%, and is the largest at high $m_a$. The limits in the four types of 2HDM+S are shown in Fig 4 for the $h \to aa \to 2\mu 2\tau$ analysis, assuming 3000 fb$^{-1}$ of data in the ”YR18 systematics uncertainties” scenario.

Since the branching fractions $B(a \to \mu\mu)$, $B(a \to \tau\tau)$, and $B(a \to bb)$ depend on the type of 2HDM+S and $\tan \beta$, the two analyses cover non overlapping parts of the parameter space.
6. Summary

Recent searches for exotic decays of the Higgs boson performed with 35.9 fb$^{-1}$ of data collected at 13 TeV [1, 2] have been projected to integrated luminosities of up to 3000 fb$^{-1}$, achievable at the High-Luminosity LHC. They target decays of the Higgs boson to a pair of light pseudoscalars in the final states with two $\tau$ leptons and two muons, or two $b$ quarks and two muons. The integrated luminosity of 3000 fb$^{-1}$ will improve the sensitivity by about an order of magnitude for the search in the 2$b2\tau$ final state. The improvement is larger in the 2$\mu2\tau$ final state and scales almost linearly with the integrated luminosity for pseudoscalar masses close to 15 GeV.
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#### Figure 2: Expected upper limits on \( \frac{\sigma(h)}{\sigma_{SM}} B(h \rightarrow aa) \) for 3000 fb\(^{-1}\) of data with YR18 systematic uncertainties for the 2b2\(\tau\) final state in 2HDM+S type-1 (top left), type-2 (top right), type-3 (bottom left), and type-4 (bottom right).
Figure 3: Left: Projected expected limits on $\sigma(h)/\sigma_{SM} B(h \to aa \to 2\mu2\tau)$, for 36, 300, and 3000 fb$^{-1}$. Right: Projected expected limits on $\sigma(h)/\sigma_{SM} B(h \to aa \to 2\mu2\tau)$, comparing different scenarios for systematic uncertainties for an integrated luminosity of 3000 fb$^{-1}$.


Figure 4: Expected upper limits on \( \frac{\sigma(h)}{\sigma_{SM}} B(h \rightarrow aa) \) for 3000 fb\(^{-1}\) of data with YR18 systematic uncertainties for the 2\(\mu\)2\(\tau\) final state in 2HDM+S type-1 (top left), type-2 (top right), type-3 (bottom left), and type-4 (bottom right).
Search for a new scalar resonance decaying to a pair of Z bosons at the High-Luminosity LHC

The CMS Collaboration

Abstract

For a heavy resonance decaying into a pair of Z bosons, a projection of current CMS searches to the HL-LHC is presented. The study considers pp collisions for an integrated luminosity of 3000 fb$^{-1}$ and takes into account the Phase-2 upgrade of the CMS detector. The final state with two leptons and two quarks is used to search for heavy resonances in the mass range from 550 GeV to 3 TeV. The scalar particle X is assumed to have a decay width much narrower than the detector resolution. Upper limits on the cross sections for models predicting the production of this scalar resonance through gluon fusion and electroweak mechanisms are presented.
1 Introduction

The standard model (SM) of particle physics postulates the existence of a single Higgs boson as the manifestation of a scalar field responsible for electroweak (EW) symmetry breaking [1–7]. The ATLAS and CMS Collaborations have discovered a boson with a mass of 125 GeV [8–10] and with properties consistent with those expected for the SM Higgs boson [11–15]. To date there is no experimental evidence for the particles beyond the standard model. Nonetheless, searches for BSM physics are motivated by a number of phenomena such as the presence of dark matter or baryon asymmetry in the universe that are not explained by the SM. The BSM models that attempt to address these questions include two-Higgs-doublet models (2HDM) [16] as predicted by supersymmetry or other models predicting an extended Higgs-like EW singlet [17]. CMS and ATLAS collaborations have performed searches for a heavy scalar partner of the SM Higgs boson decaying into a pair of Z bosons [18, 19]. The ZZ decay has a sizable branching fraction for an SM-like Higgs boson of mass larger than the Z boson pair production threshold, $2m_Z$, and is one of the main discovery channels for masses less than $2m_Z$ [8–10]. The search for a new scalar boson X is performed over a range of masses from 550 GeV up to 3 TeV.

The CMS search for a heavy scalar partner of the SM Higgs boson using 35.9 fb$^{-1}$ of pp collision data [19] will be referred to as Run-2 analysis throughout the article. In Run-2 analysis, the search for a scalar resonance X decaying to ZZ is performed over the mass range $130 \text{GeV} < m_X < 3 \text{ TeV}$, where three final states based on leptonic or hadronic decays of Z boson, $X \rightarrow ZZ \rightarrow 4\ell$, 2\ell2q, and 2\ell2\nu are combined. Because of the different resolutions, efficiencies, and branching fractions, each final state contributes differently depending on the signal mass hypothesis. The most sensitive final state for the mass range of 130–500 GeV is 4\ell due to its best mass resolution, whereas, for the intermediate region of 500–700 GeV, 2\ell2\nu is most sensitive. For masses above 700 GeV 2\ell2q provides the best sensitivity. In this paper, we are particularly interested in the sensitivity in the high mass region, thus only 2\ell2q is used.

In the 2\ell2q final state, events are selected by combining leptonically and hadronically decaying Z candidates. The lepton pairs (electron or muon) of opposite sign and same flavor with invariant mass between 60 and 120 GeV are constructed. Hadronically decaying Z boson candidates (Z$_{\text{had}}$) are reconstructed using two distinct techniques, which are referred to as “resolved” and “merged”. In the resolved case, the two quarks from the Z boson decay form two distinguishable narrow jets, while in the merged case a single wide jet with a large $p_T$ is taken as a Z$_{\text{had}}$.

An arbitration procedure is used to rank multiple Z$_{\text{had}}$ candidates reconstructed in a single event: merged candidates have precedence over resolved candidates if they have $p_T > 300 \text{ GeV}$ and the accompanying leptonically decaying Z candidate has $p_T(L_L) > 200 \text{ GeV}$; resolved candidates have precedence otherwise. Within each selection category the candidate with the largest $p_T$ has priority over the others.

The two dominant production mechanisms of a scalar boson are gluon fusion (ggF) and EW production, the latter dominated by vector boson fusion (VBF) with a small contribution of production in association with an EW boson ZH or WH (VH). We define the parameter $f_{VBF}$ as the fraction of the EW production cross section with respect to the total cross section. The results are given for two scenarios: $f_{VBF}$ floated, and $f_{VBF} = 1$. In the expected result, the two scenarios correspond to ggF and VBF production modes, respectively. To increase the sensitivity to the different production modes, events are categorized into VBF and inclusive types. Furthermore, since a large fraction of signal events is enriched with b quark jets due to the presence of $Z \rightarrow b\bar{b}$ decays, a dedicated category is defined. The definitions are as follows:
• **VBF-tagged** requires two additional and forward jets besides those from the hadronic decays of the Z boson candidate; a mass dependent discriminant based on a dedicated discriminant defined for this category is applied;

• **b tagged** consists of the remaining events with two b tagged jets (in the resolved case) or two b tagged subjets from the hadronic Z boson candidate;

• **Untagged** consists of the remaining events.

The invariant mass of ZZ and a dedicated discriminant separating signal and background distributions are compared between observation and expected background to set limits on the production cross section.

Further details of the Run-2 analysis, including simulation samples, background estimation methods, systematic uncertainties, and different interpretations are described in Ref [19]. Only details of direct relevance to the projection of the Run-2 analysis are documented in the following.

A projection of this analysis is carried out by scaling all the signal and background processes to an integrated luminosity of 3000 fb$^{-1}$, expected to be collected at the high-luminosity LHC (HL-LHC). The projection does not account for the small cross section change due to the expected increase of the center of mass energy from Run-2 (13) TeV to HL-LHC (14 TeV). The upgrade and the expected performance of the CMS detector are described in the following section, and in detail in the Technical Proposal and the Technical Design Reports for the Phase-2 Upgrade of the CMS Detector [20–24]. Special care is taken to use realistic assumptions for the development of systematic uncertainties at high luminosity. The results are presented in terms of cross section limits on a heavy resonance decaying to a Z boson pair.

## 2 Upgraded CMS detector

The CMS detector [25] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [26], and to cope with the demanding operational conditions at the HL-LHC [20–24]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, while in case of the high-level software trigger (HLT) its upgrade will allow the HLT rate to be increased to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta|=4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta|=2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide an increased sampling rate of 160 MHz. The hadronic calorimeter (HCAL) consists in the barrel region of brass absorber plates and plastic scintillator layers, read out by hybrid photodiodes (HPDs), which will be replaced with silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for
minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [20–24], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [27].

### 3 Extrapolation procedure

This projection assumes that the CMS experiment will have a similar level of detector and triggering performance during the HL-LHC operation as it provided during the LHC Run 2 period [20–24]. The results of projection are presented for different assumptions based on the size of systematic uncertainties that is estimated for HL-LHC:

- **“Run 2 systematic uncertainties” scenario:** This scenario assumes that performance of the experimental methods at the HL-LHC will be unchanged with respect to the LHC Run 2 period, and there will be no significant improvement in the quantitative theoretical understanding of relevant physics effects. All experimental and theoretical systematic uncertainties are assumed to be unchanged with respect to the ones in the reference Run 2 analysis, and kept constant with integrated luminosity.

- **“YR18 systematics uncertainties” scenario:** This scenario assumes that there will be further advances in both experimental methods and theoretical descriptions of relevant physics effects. Theoretical uncertainties are assumed to be reduced by a factor two with respect to the ones in the reference Run 2 analysis. For experimental systematic uncertainties, it is assumed that those will be reduced by the square root of the integrated luminosity until they reach a defined lower limit based on estimates of the achievable accuracy with the upgraded detector [27].

In these scenarios, the statistical error from simulation is assumed to be negligible, under the assumption that sufficiently large simulation samples will be available by the time the HL-LHC becomes operational. For all scenarios, the intrinsic statistical uncertainty in the measurement is expected to scale by $1/\sqrt{L}$, where $L$ is the projection integrated luminosity divided by that of the reference Run 2 analysis.

Table 1 summarises the Run 2 uncertainties as well as the “YR18 systematics uncertainties” scenario. Systematic uncertainties in the identification and isolation efficiencies for electrons and muons are expected to be reduced to around 0.5%. The uncertainty in the overall jet energy scale (JES) is expected to reach around 1% precision for jets with $p_T > 30$ GeV, driven primarily by improvements in the absolute scale and jet flavour calibrations. For the identification of b-tagged jets, the uncertainty in the selection efficiency of b(c) quarks, and in misidentifying a light jet is expected to reach around 1% precision. The uncertainty in the integrated luminosity of the data sample could be reduced down to 1% by a better understanding of the calibration and fit models employed in its determination, and making use of the finer granularity and improved electronics of the upgraded detectors.

Among other systematic uncertainties, the theoretical uncertainty from higher order QCD corrections on the ggZZ background and the signal is the most dominant for the ggF search. It is expected that theoretical description of these processes will be improved, thus the uncertainty is scaled by 0.5. The next important ones are the shape and yield uncertainties of the Z+jets background. They are determined from a data control region and are scaled with $1/\sqrt{L}$ in YR18.
Table 1: The sources of systematic uncertainty where minimum values are applied in “YR18 systematics uncertainties” scenario. Systematic uncertainties of the reference Run 2 analysis are described in Ref. [19].

<table>
<thead>
<tr>
<th>Source</th>
<th>Run 2 uncertainty</th>
<th>Projection minimum uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton selection efficiency</td>
<td>4–8%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Lepton ID</td>
<td>1–10%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Jet energy scale, resolution</td>
<td>1–10%</td>
<td>1%</td>
</tr>
<tr>
<td>b-tagging</td>
<td>5–7%</td>
<td>1%</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>2.5%</td>
<td>1%</td>
</tr>
</tbody>
</table>

scenario. It is expected that at HL-LHC, the Z+jets background will have huge statistics, and the understanding of it will be at the percent level. Another important uncertainty is Z+jets fake rates. In the Run-2 analysis, they are derived from LO MC samples, and differences with respect to the NLO samples with limited statistics are assigned as systematic uncertainty. It is expected that larger statistics sample will be produced in the future or higher order description will be available to reduce this systemsatics uncertainty, thus it is scaled by 0.5 in YR18 scenario.

4 Results

The $m_{ZZ}$ distribution of the events expected at 3000 fb$^{-1}$ is shown in Figure 1. Figure 2 shows upper limits at the 95% confidence level (CL) on the $pp \rightarrow X \rightarrow ZZ$ cross section $\sigma_X \times B_{X\rightarrow ZZ}$ as a function of $m_X$ for a narrow resonance whose $\Gamma_X$ is much smaller than the experimental resolution.

We follow the modified frequentist prescription [28–30] (CLs method), and an asymptotic approach with the profile likelihood ratio as the test statistic is used to estimate the upper limits at 95% confidence level. Systematic uncertainties are treated as nuisance parameters and profiled using log-normal priors.

The analysis uses $2\ell 2q$ final state to look for a scalar Higgs in the mass range of 550–3000 GeV. It is the most sensitive channel above mass 700 GeV, while $2\ell 2\nu$ final state is the most sensitive for the intermediate region of 500–700 GeV. The exclusion limit for the cross section of the scalar decaying to a pair of Z bosons is 0.7–5 fb for the VBF production mode and 0.8–9 fb for the ggF production mode. This represents a factor of 10 improvement with respect to the results obtained using Run2 data. The differences between the two scenarios are minor and mostly present in the low mass region. It is because the search will still be limited by statistical uncertainties. The systematic uncertainties in this search have mild effects. If no $1/\sqrt{L}$ scaling is applied, the difference in the limit is 10% at low mass and almost none in the high mass region. The results for wide resonances are not given in this note for simplicity. The Run-2 result has shown that the excluded cross section for a 30% width resonance will be 40% higher at 1 TeV, compared to a narrow resonance assumption.
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Figure 1: Distributions of the invariant mass $m_{ZZ}$ in the signal region expected at 3000 fb$^{-1}$, for the merged (left) and resolved (right) case in the different categories. The stacked histograms are the expected backgrounds from simulation. The blue points refer to the sum of background estimates derived from control samples. Examples of a 900 GeV ggF signal and a 1500 GeV VBF signal are given. The cross section corresponds to 10 times the excluded limit.
3.13. Search for a new scalar resonance decaying to a pair of Z bosons (CMS-FTR-18-040)

Figure 2: Expected upper limits at the 95% CL on the $pp \rightarrow X \rightarrow ZZ$ cross section as a function of $m_X$, with $f_{VBF}$ as a free parameter (left) and fixed to 1 (right). Scenario 1 (top) and scenario 2 (bottom) are shown. The scalar particle X is assumed to have a narrower decay width than the detector resolution. The results are shown for the $2\ell 2q$ channel.
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Abstract

The CMS detector for the planned high luminosity LHC run will have a new first level (L1) hardware track trigger. The impact of the L1 track trigger is explored based on the potential increase of CMS sensitivity to signals beyond the standard model in final states with multiple jets and low total transverse energy. In particular, there is currently an blind spot for lifetimes of order 1 cm in searches for new long-lived scalars $\phi$ in Higgs decays, i.e. $H(125) \rightarrow \phi \phi \rightarrow 4j$. It is found that a plausible extension of the L1 track trigger to tracks with an impact parameter of a few centimeters results in dramatic gains in the trigger efficiency. The gains are even larger for additional heavy SM-like Higgs bosons with the same decay.
1 Introduction

The high luminosity LHC program offers many exciting opportunities to search for rare processes. It is expected that the LHC will accumulate $3 \text{ ab}^{-1}$ of proton-proton (pp) collisions at 14 TeV. The CMS detector will undergo major upgrades to all subsystems, including the tracker [1], the barrel [2] and endcap [3] calorimeters, the muon system [4], and the trigger [5].

The bandwidth limitations of the first level (L1) trigger are one of the main problems facing current searches for exotic Higgs boson decays, as well as many other signals beyond the standard model (BSM). The Higgs boson is assumed to be SM-like within this document with the same production cross-sections as the observed Higgs boson, but including rare unobserved decays with $B = 10^{-5}$. The process where the Higgs boson decays to two new light scalars that in turn decay to jets, $H(125) \rightarrow \phi\phi \rightarrow 4j$, is an important example. If the scalar $\phi$ has a macroscopic decay length, the offline analysis has no background from SM processes, but the majority of the signal events do not get recorded because they fail to be selected by the L1 trigger. The main obstacle is the high rate for low transverse momentum jets, which is made worse by additional extraneous pp collisions in the high luminosity environment.

In this note, we investigate the capabilities of L1 track finding [1] to increase the L1 trigger efficiency for such signals. We focus on small or moderate decay lengths of the new particles, 1–50 mm, and assume, as is demonstrated by many analyses [6–8], that the offline selection can remove all SM backgrounds with only a moderate loss of efficiency.

The investigation has two major thrusts. First, we propose a jet clustering algorithm that uses the L1 tracks found with a primary vertex constraint. Second, we consider the extension of the L1 track finder to off-pointing tracks, and develop a jet lifetime tag for tracks with $|\eta| < 1.0$. Off-pointing tracks do not point back to the primary collision point, but instead have a “kink” arising from the decay vertex of a long-lived decay. The kink is usually quantified in terms of the transverse impact parameter, $d_0$, which gives a measure of the smallest distance between the transverse projection of the track and the primary collision point. Future work will include: expanding the off-pointing track finding at L1 to the full acceptance of the outer tracker; matching the track jets with high transverse momentum ($p_T$) deposits in the electromagnetic calorimeter; and finding new ways to evaluate track quality to suppress “fake” tracks that result from finding the wrong combination of track hits.

While in this study we focus on the specific Higgs boson decay to light scalars (see Ref. [9] for extensive review of physics motivations for such decays), the results and the proposed triggers are relevant for a broad spectrum of new physics searches, with or without macroscopic decay lengths.

2 Signal and background simulation

In these studies, the Phase-2 CMS detector is simulated using GEANT4 [10]. Event samples corresponding to 200 collisions per bunch crossing (pileup) [5] are used for the evaluation of trigger rates.

The following signal samples are considered:

1. Displaced single muons, generated with a uniform distribution of transverse momentum ($p_T$) between 2 and 8 GeV, uniform in $\eta$ between -1 and 1, and with impact parameter $d_0$ distributed as a Gaussian with width $\sigma = 2 $ cm.
2. The exotic decay of the SM-like Higgs boson $H(125) \rightarrow \phi \phi \rightarrow b\bar{b}b\bar{b}$, with $\phi$ masses of 15, 30, and 60 GeV, and $c\tau$ of 0, 1, and 5 cm. The production of the Higgs boson via gluon fusion is simulated by POWHEG v2.0 [11], while the hadronization and decay is performed by PYTHIA v8.205 [12].

3. The decay of a heavy SM-like Higgs boson with mass 250 GeV, $H(250) \rightarrow \phi \phi \rightarrow b\bar{b}b\bar{b}$, with $\phi$ masses of 15, 30, and 60 GeV, and $c\tau$ of 0, 1, and 5 cm. The production of the heavy SM-like Higgs boson via gluon fusion, its decay, and its hadronization are all simulated with PYTHIA v8.205 [12].

3 Track jets

The tracker is the most granular detector participating in the L1 decision, and therefore the most resilient to pileup. Track finding at L1 relies on selecting tracker hits that originate from high transverse momentum particles. This is achieved in the front-end electronics through use of the so-called $p_T$-modules, each consisting of two sensors separated by a few mm [1]. A particle crossing a tracker module produces a pair of hits in the two sensors. Such pairs form a “stub” if the azimuthal difference between the hits in the two sensors of a module is consistent with a prompt track with $p_T \gtrsim 2$ GeV.

In this section, we describe a simple jet clustering algorithm implementable in firmware, and compare it with anti-$k_T$ jets [13] with a size parameter of $R = 0.3$, as produced by FASTJET [14].

3.1 Algorithm description

A simplified algorithm for L1 track jets is used to facilitate the firmware implementation for the L1 trigger applications. L1 track jets are found by grouping tracks in bins of $z_0$, the point of closest approach to the $z$-axis, for the tracks. The bins are overlapping, staggered by half a bin, so that each track ends up in two bins, eliminating inefficiencies at bin edges. In each $z_0$ bin, the $p_T$ of the tracks are summed in bins of $\eta$ and azimuthal angle $\phi$ with bin size $0.2 \times 0.23$. A simplified nearest-neighbor clustering is performed, and the $\sum p_T^{\text{trk}}$ in the $z_0$ bin is calculated. The $z_0$ bin with the highest $\sum p_T^{\text{trk}}$ is chosen. Jets obtained through this algorithm are referred to as “TwoLayer Jets.” For the studies below, $z_0$ bins with size 6 cm are used. Jets with $p_T > 50$ (100) GeV are required to have at least two (three) tracks.

3.2 Track selection

The track purity depends on the number of stubs in the track and the $\chi^2$ of the track fit. High-$p_T$ tracks are much less pure than low-$p_T$ tracks, with fake tracks distributed approximately uniformly in $1/p_T$ while real tracks are mostly low-$p_T$. To mitigate the effect of high-$p_T$ fake tracks, any track with a reconstructed $p_T$ above 200 GeV is assigned a $p_T$ of 200 GeV. The track quality selection used in this analysis is summarized in Table 1.

Table 1: Track selection for jet finding. The $\chi^2$ selections are per degree of freedom for a 4-parameter track fit.

<table>
<thead>
<tr>
<th>track $p_T$</th>
<th>4 stubs</th>
<th>5 stubs</th>
<th>6 stubs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2–10 GeV</td>
<td>$\chi^2 &lt; 15$</td>
<td>$\chi^2 &lt; 15$</td>
<td>accept</td>
</tr>
<tr>
<td>10–50 GeV</td>
<td>reject</td>
<td>$\chi^2 &lt; 10$</td>
<td>accept</td>
</tr>
<tr>
<td>&gt;50 GeV</td>
<td>reject</td>
<td>$\chi^2 &lt; 5$</td>
<td>$\chi^2 &lt; 5$</td>
</tr>
</tbody>
</table>
4. Displaced track finding

3.3 Comparison with FASTJET

We have verified that the TwoLayer trigger algorithm gives similar performance to a full jet clustering using the anti-\( k_T \) algorithm with a size parameter \( R = 0.3 \), as implemented in FASTJET. Figure 1 shows the efficiency to reconstruct a track jet as function of the generator-level jet \( p_T \). Figure 2 shows the calculated L1 trigger rates for an \( H_T \) trigger, computed as the scalar sum of \( p_T \) of jets. \( H_T \) is computed from track jets with \( p_T > 5 \text{ GeV} \). Figure 2 also shows the calculated L1 trigger rates for a quad-jet trigger with at least four track jets above a jet \( p_T \) threshold.

The rates are computed based on a fixed number of colliding bunches. The trigger rate is computed as

\[
\text{Rate} = e^{L1 \text{ Thresh}} N_{\text{bunches}} f_{\text{LHC}},
\]

where \( N_{\text{bunches}} = 2750 \text{ bunches} \) for 25 ns bunch spacing operation, \( f_{\text{LHC}} = 11246 \text{ Hz} \), and \( e^{L1 \text{ Thresh}} \) is the efficiency to pass a given L1 threshold as determined in simulation. For both the L1 trigger efficiency and rate, the performance of the TwoLayer hardware algorithm is compatible with the performance from the more sophisticated algorithm from FASTJET.

Figure 1: The efficiency for a jet to give rise to a L1 track jet as a function of the generator-level \( p_T \) of the jet. The light and dark blue lines correspond to the trigger clustering (TwoLayer Jets) and anti-\( k_T \) with \( R = 0.3 \) (FASTJET), respectively.

4 Displaced track finding

In this section, we briefly describe the performance of an algorithm for reconstruction of tracks with non-zero impact parameter. This approach extends the baseline L1 Track Trigger design to handle tracks with non-zero impact parameter and to include the impact parameter in the track fit. This enhanced design is feasible without greatly altering the track finding approach, but will require more FPGA computational power than the current proposal, which only considers only prompt tracks. Tracks passing the selection are clustered using the same algorithm as described in Section 3, and clusters containing tracks with high impact parameters are flagged as displaced jets. Though the baseline design of the L1 Track Trigger currently is optimized to find prompt tracks, these studies show that an enhanced L1 Track Trigger can extend the L1 trigger acceptance to include new BSM physics signals.
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Figure 2: Calculated L1 trigger rates for track jet based $H_T$ (left) and quad-jet (right) triggers. The light and dark blue lines correspond to the trigger clustering (TwoLayer Jets) and anti-$k_T$ with $R = 0.3$ (FASTJET), respectively.

Figure 3: A sketch of a track crossing a $p_T$-module.
4. Displaced track finding

4.1 Stub efficiency

A track with a sufficiently small impact parameter can produce a stub. For tracks with large \( p_T \) (i.e. large curvature radius \( \rho \)) and small \( d_0 \), the bending angle \( \beta \) between the track and the prompt infinite momentum track, as shown in Fig. 3, is

\[
\beta \approx \frac{r}{2 \rho} \frac{d_0}{r}.
\]

Therefore, for a given \( d_0 \), one expects the stubs to be formed more efficiently as the radius of the module \( r \) increases. Fig. 4 shows the efficiency for a displaced muon to produce a stub as a function of the signed transverse momentum and the impact parameter of the muon, as measured in the full GEANT4-based simulation of the Phase-2 detector. After the first layer of the tracker the stub reconstruction efficiency is high across a range of impact parameters. In the first layer of the tracker there is some inefficiency for impact parameters above 2 cm. Fig. 4 shows that for a range of impact parameters the stub reconstruction efficiency is large.

![Figure 4: The efficiency for a displaced muon to form stubs in the six barrel layers of the Phase-2 tracker, as a function of the signed muon \( p_T \) and impact parameter. The top row shows, from left to right, layers 1, 2, and 3; the bottom row shows layers 4, 5, and 6. The sample is comprised of 2000 muons generated with uniformly distributed transverse momentum between 2 and 8 GeV and pseudorapidity \( |\eta| < 1 \), and with the impact parameter \( d_0 \) distributed as a Gaussian with width of 2 cm.](image)

4.2 Track finding efficiency

A special version of the tracklet algorithm [1] has been developed that is capable of reconstructing tracks with impact parameters of a few cm. For now, the reconstruction is limited to the barrel region (\( |\eta| < 1.0 \)). Preliminary feasibility studies show that the algorithm will have similar performance in the entire outer tracker coverage.

Fig. 5 shows the track reconstruction efficiency requiring at least four and at least five stubs on the track. As expected, allowing only four stubs on a track gives a higher efficiency for high impact parameter tracks. The five stub efficiency is large at high momentum with impact parameter less than 3 cm. The five stub tracks will have larger purity than the 4 stub tracks, which motives the selection defined in the next section.
4.3 Track selection

For the extended track finding algorithm, two track fits are performed: a 3-parameter $r\phi$ fit yielding $1/\rho$, $\phi_0$, and $d_0$, and a 2-parameter $rz$ fit yielding $t$ and $z_0$. The bend consistency variable is defined as

$$\text{consistency} = \frac{1}{N_{\text{stubs}}} \sum_{i=1}^{N_{\text{stubs}}} \left( \frac{\beta_i - \beta_i^{\exp}}{\sigma_i} \right)^2,$$

where $N_{\text{stubs}}$ is the total number of stubs comprising the track, $\beta_i$ and $\beta_i^{\exp}$ are the measured and expected bend angles for stub $i$, and $\sigma_i$ is the expected bend angle resolution.

Two track categories are defined, loose and tight. The selection is summarized in Table 2.

<table>
<thead>
<tr>
<th>$N_{\text{stubs}}$</th>
<th>Loose</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{stubs}}$</td>
<td>$\chi^2_{r\phi}$</td>
<td>$\chi^2_{rz}$</td>
</tr>
<tr>
<td>$4$</td>
<td>$&lt;0.5$</td>
<td>$&lt;0.5$</td>
</tr>
<tr>
<td>$\geq 5$</td>
<td>$&lt;5.0$</td>
<td>$&lt;2.5$</td>
</tr>
</tbody>
</table>

A jet is required to have at least two tracks passing the tight selection. If two or more tight tracks in a jet have $|d_0| > 0.1$ cm, the jet is tagged as a displaced jet.

5 Results

5.1 Track jets with prompt track reconstruction

Figure 6 shows the rate of the track jet $H_T$ trigger as a function of the efficiency of the heavy SM-like Higgs boson signal. While for prompt $\phi$ decays one can realistically achieve 20% efficiency at an L1 rate of 25 kHz, the efficiency quickly drops with the decay length, since the displaced tracks are not reconstructed for $d_0$ values above a few mm.

5.2 Track jets with a displaced tag

The rate for the $H_T$ trigger using the extended track finding is shown in Fig. 7, with and without a requirement of at least one jet with a displaced tag. The displaced tag requirement suppresses the rate by more than an order of magnitude. The displaced tracking and the trigger

Figure 5: The efficiency for a displaced muon to be reconstructed as a track with at least four stubs (left) and at least five stubs (right).
Figure 6: The rate of the track jet $H_T$ trigger as a function of signal efficiency for the SM-like Higgs boson (left) and the heavy SM-like Higgs boson (right) using prompt track finding.
that requires a jet with a displaced tag make the signals with low $H_T$ accessible for displaced jets.

Figure 7: The rate of the track jet $H_T$ trigger using extended track finding with (solid line) and without (dashed line) a requirement of at least one jet with a displaced tag.

In order to compare the results with prompt and extended track reconstruction, one needs to make a correction for the rapidity coverage: prompt tracks are found in $|\eta| < 2.4$, while the extended track algorithm currently only reconstructs tracks in $|\eta| < 1.0$. For the feasible thresholds, the rate for $|\eta| < 0.8$ and $|\eta| < 2.4$ differ by a factor of five. To scale the efficiency for finding track jets to the full $|\eta| < 2.4$ range, we derive a scale factor (SF) based on efficiency in the full $\eta$ range and the central $\eta$ range. The signal efficiency SFs range from 4–6, which is comparable to the increase in the L1 rate. We have confirmed that such extrapolation works for the track jets clustered with prompt tracks. Figure 8 shows the expected trigger rate as a function of efficiency for the SM and the heavy SM-like Higgs bosons.

5.3 Expected event yields

The available bandwidth for the triggers described above, if implemented, will be decided as a part of the full trigger menu optimization. Here, we consider two cases, 5 and 25 kHz. The expected event yield for triggers using extended and prompt tracking are shown in Fig. 9, assuming branching fraction $B[H(125) \rightarrow \phi\phi \rightarrow 4j] = 10^{-5}$ for the SM-like Higgs boson. For the heavy Higgs boson, the expected number of produced signal events is set to be the same as for the SM-like Higgs by requiring $\sigma_{pp\rightarrow H(250)} B[H(250) \rightarrow \phi\phi \rightarrow 4j] = 10^{-5}\sigma_{pp\rightarrow H(125)}$.

6 Conclusion

We have studied the upgraded CMS detector’s ability to trigger on events with long lived particles decaying into jets. Currently, such events pass the L1 trigger only if the total transverse energy in the event is above a few hundred GeV. This is an important blind spot for searches, especially for the rare exotic Higgs boson decays like $H(125) \rightarrow \phi\phi \rightarrow 4j$.

In this note, a new L1 trigger strategy based on the Phase-2 CMS detector’s ability to find tracks at L1 is explored. Using L1 tracks for jet reconstruction significantly suppresses pile-up and
6. Conclusion

Figure 8: The rate of the track jet $H_T$ trigger as a function of signal efficiency using extended track finding for the SM-like Higgs (left) and the heavy SM-like Higgs (right). The extended track finding performance is extrapolated to the full outer tracker acceptance as described in text.
Figure 9: This plot shows the number of triggered Higgs events (assuming $B[H(125) \rightarrow \phi \phi \rightarrow 4j] = 10^{-5}$, corresponding to 1700 events) as a function of $c\tau$ for two choices for the trigger rates: 25 kHz (left), 5 kHz (right). Two triggers are compared: one based on prompt track finding (dotted lines) and another that is based on extended track finding with a displaced jet tag (solid lines).
allows to accept events with lower $H_T$. For the exotic Higgs decays considered, given the total Phase-2 dataset of $3 \text{ ab}^{-1}$ and branching fraction of $10^{-5}$, CMS would collect $\mathcal{O}(10)$ events, which should be sufficient for discovery. We also considered a plausible extension of the L1 track finder to consider tracks with impact parameters of a few cm. That approach improves the yield by more than an order of magnitude. The gains for the extended L1 track finding are even larger for the events with larger $H_T$, as demonstrated by the simulations of heavy Higgs boson decays.
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Abstract

Sensitivity projections for new physics searches with 3000 fb$^{-1}$ of data anticipated at the high-luminosity LHC (HL-LHC) are presented. These results were obtained from dedicated studies performed for the ECFA 2016 upgrade workshop. Projections for heavy vector bosons ($Z'$ and $W'$) decays containing top quarks are obtained by extrapolating Run-2 results assuming scenarios with varying systematic uncertainties. Results for the dark matter and weak production of single vector-like quark searches are obtained by implementing detector performance specifications from the CMS Phase-2 technical proposal in the DELPHES simulation package.
1 Introduction

The High Luminosity LHC (HL-LHC) run, which is due to start in 2025, is expected to collect an integrated luminosity of approximately 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. During the entire operation prior to this run, a dataset of only 10% of this size is expected, namely 300 fb$^{-1}$. The discovery and study of physics beyond the standard model will remain one of the major goals of the CMS collaboration during the HL period. Such physics can yield exotic signatures, the observation of which will require high demands on the performance and capabilities of the detector. For a few selected physics models, we present studies of potential for new physics using CMS data during the HL-LHC run. The goal of these studies is to estimate the sensitivity for key channels at the HL-LHC either via a projection from $\sqrt{s} = 13$ TeV analyses or via dedicated studies. This document summarizes new physics studies performed in preparation for the ECFA 2016 HL-LHC workshop in October 2016 [1] complementing similar high luminosity studies for the Higgs sector [2] and for standard model processes [3].

Two of these searches, $W' \rightarrow tb$ and $Z' \rightarrow tt$, are projections extrapolated from current searches. These projections are based on present 2015/2016 $\sqrt{s}=13$ TeV analyses, referred to as Run-2 baseline analyses. Signal and background samples are taken from the corresponding 2015/2016 analysis and scaled to $\sqrt{s}=14$ TeV by the ratio of their production cross sections at 13 and 14 TeV. The sensitivity after accumulating 3000 fb$^{-1}$ is estimated in terms of discovery potential and in terms of exclusion at the 95% confidence level (C.L.). The impact of systematic uncertainties is studied by considering different scenarios with the two extreme cases: (1) no improvement, keeping the systematic uncertainties at their Run-2 levels, (2) all systematics assumed to be negligible, corresponding to the detection limit. Systematic uncertainties have theoretical and experimental origins. For the former, improvements from higher order calculations are expected but hard to quantify at this time. On the experimental side, the Phase-2 detector will have better performance while pileup conditions will be much more severe. Uncertainties related to data-driven methods will decrease with larger datasets. Such considerations also apply to measurements of cross sections, lepton and trigger efficiencies, jet energy and tagging performances.

A second class of analyses simulates aspects of the upgraded CMS detector based on the documentation in the CMS Phase-2 Technical Proposal [4]. The studies target the physics reach with 3000 fb$^{-1}$ but now include a parameterization of the expected detector performance. Different systematic scenarios are investigated using reasonable assumptions regarding their improvements in the future. More analyses of this type, including the Phase-2 detector performance, were performed previously [5], e.g. $W' \rightarrow ev$ and $Z' \rightarrow ee$, mono-W dark matter, heavy stable charged particles (HSCP) and long-lived signatures. The following two searches include detector performance in the parametrized detector simulation package DELPHES [6], dark matter (DM) in the jet+MET final state and single vector-like quarks (VLQ) in the $T \rightarrow tH$ channel.

This document is organized as follows. Sections 3 and 4 contain the projections for the heavy vector bosons ($Z'$ and $W'$) in decay channels with top quarks. Both projections are based on Run-2 results and take into account the impact of different scenarios for systematic uncertainties. Sections 5 and 6 follow with the summaries of upgrade analyses using the parametrized simulation package DELPHES with a performance parameterization according to the CMS Phase-2 Technical Proposal.

2 The CMS Phase-2 upgrade

In the Phase-2 CMS Technical Proposal [4], the performance of the CMS Phase-1 detector under the conditions of HL-LHC has been studied, considering the higher instantaneous luminosities leading to high pileup (PU) and high radiation levels. These studies show that the tracker and
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Many SM extensions require additional heavy gauge bosons. For example, the sequential standard model (SSM) [8] predicts the existence of a new massive charged boson, $W'$, exhibiting the same couplings as the SM $W$ boson with the additional decay channel $W' \to tb$ opening up if the new boson is sufficiently massive. The benchmark analysis with maximum discovery sensitivity is the decay to a single lepton ($\ell = e, \mu$) and neutrino. In a scenario where a right-handed $\nu_R$ is heavier than a right-handed $W'_R$ boson, the decay to leptons is forbidden, leaving only the tb final state open for discovery.

The projection in this section is based on an analysis performed with 12.9 fb$^{-1}$ collected in 2016 at $\sqrt{s}=13$ TeV [9] and is referred to as the “baseline analysis”. The analysis uses leptonic $W$ boson decays, like $W'_R \to t(\to W(\ell \nu) + b)b$ with $\ell = e, \mu$. In this final state, we perform the search in four event categories in terms of lepton ($\ell = e, \mu$) and the number of b-tagged jets $N_{b-tag}$:

- electron plus one b-tagged jet, labeled “$e+jets N_{b-tag}=1$”
- electron plus two b-tagged jets, labeled “$e+jets N_{b-tag}=2$”
- muon plus one b-tagged jet, labeled “$\mu+jets N_{b-tag}=1$”
- muon plus two b-tagged jets, labeled “$\mu+jets N_{b-tag}=2$”

The simulated samples from the baseline analysis are scaled to the cross sections at 14 TeV. Details of the analysis strategy itself can be found in [9], while this note contains information relevant to the procedure used to extrapolate from 12.9 fb$^{-1}$ at $\sqrt{s}=13$ TeV to a projection for 3000 fb$^{-1}$ at $\sqrt{s}=14$ TeV.

3.1 Extrapolation details

The signal and background simulation is identical to the one used in the baseline analysis from 2016 [9] and scaled to $\sqrt{s}=14$ TeV by their cross section ratio. For signal samples, a ded-
icated calculation of the 14 TeV cross sections for all signal masses of interest was performed using CompHEP (the same generator used for the 13 TeV samples). The resulting signal scaling factors are a function of the boson mass, and range from 1.16 for $m(W_R) = 1$ TeV to 1.48 for $m(W_R) = 4$ TeV. The lower limit of $m(W_R) = 1$ TeV is driven by the trigger thresholds. For the projection studies, additional mass points from 3.1 to 4 TeV in 100 GeV steps are included in order to better understand the analysis behavior in the region of interest for the projected luminosities. No correction is made for shape differences which may arise at 14 TeV from a slightly lower off-shell component.

The backgrounds are taken from simulation for this analysis, and then the modeling is checked in dedicated control regions enriched in the dominant background processes. For each background source extrapolations for the sample cross sections from 13 to 14 TeV are performed depending on the sample. All objects and efficiencies are similar to the baseline analysis.

### 3.2 Event selection and resulting distributions

The four search categories have been defined in Sec. 3.1. The discriminating variable is the invariant $ttb$ mass, $M(tt)\bar{b}$, reconstructed the following way: we first reconstruct a $W$ boson from the lepton and $E_T^{miss}$ in the event using the $W$ mass to constrain the $z$-component of the neutrino momentum. Subsequently a top quark candidate is reconstructed using the jet in the event which gives a candidate mass closest to the top mass, and then combine the top quark candidate with the highest $p_T$ jet remaining in the event to give the $W_R$ candidate and compute $M(tt)\bar{b}$. The corresponding $M(tt)\bar{b}$ distributions are shown in Fig. 1.

Here we briefly repeat the selection steps from the baseline analysis for 2016 data. It is expected that trigger thresholds and some specific selection steps will have to be adapted when performing this analysis at HL conditions where pileup is larger and the Phase-2 detector acceptance is larger. The triggers are the lowest unprescaled single lepton triggers, with trigger thresholds of 105 GeV and 45 GeV for electrons and muons, respectively. The following physics objects definitions are used in the analysis:

- **Electron** candidates are selected using a multivariate technique based on the shower-shape information, the quality of the track, the match between the track and electromagnetic cluster, the fraction of total cluster energy in the hadronic calorimeter, the amount of activity in the surrounding regions of the tracker and calorimeters and the probability of the electron originating from a converted photon.

- **Muon** candidates are required to be associated to a track with hits in the pixel and muon detectors, a good quality fit and transverse and longitudinal impact parameters close to the primary vertex.

- **Jets** are reconstructed within $|\eta| < 2.4$ with the anti-$k_T$ algorithm \cite{10,11} with a size parameter of 0.4 and a transverse momentum requirement $p_T > 25$ GeV. The b jets are identified with a b-tagging working point corresponding to 10% misidentification probability and 80% efficiency for b jets.

The kinematics selections in the analysis are:

- Events must contain one lepton with $p_T > 180$ GeV and excluded in the presence of an additional lepton with $p_T > 35$ GeV.

- Lepton and jet are required either to be well separated, quantified as $\Delta R(\text{lepton, closest jet}) > 0.4$, or have a relative difference between the lepton and jet transverse momentum, $p_T (\text{rel})$, above 60 (50) GeV for electrons (muons). The quantity $p_T (\text{rel})$ is defined as the magnitude of the lepton momentum orthogonal to the jet axis.
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- The leading jet is required to have $p_T$ greater than 350 (450) GeV for the electron (muon) channel with the subleading jet showing $p_T$ greater than 30 GeV.
- $E_T^{\text{miss}}$ has to be greater than 120 (50) GeV in the electron (muon) channel.
- $\Delta \phi$ between $E_T^{\text{miss}}$ and the electron has to be below 2.
- The vector sum of both jets is required to be $p_T (\text{jet1} + \text{jet2}) > 350$ GeV and $p_T (\text{top}) > 250$ GeV.
- In the muon channel, the top mass is required to be between 100 and 250 GeV, in order to suppress background.

![Graphs showing invariant mass distributions](image)

Figure 1: The reconstructed $tb$ invariant mass distributions in the 1 b-tag (top) and 2 b-tag (bottom) categories.

3.3 Systematic uncertainties

All systematic uncertainty estimates are taken from the baseline analysis. We disregard systematics affecting lepton efficiencies and photon identification that were specific to 2016 data. In addition a 15% (10%) uncertainty on the theoretical cross section of the top (bosonic) background is added. We then consider three scenarios for extrapolating systematics to 3000 fb$^{-1}$.

- **Current systematics** - We do not perform any adjustment to the magnitude of the systematics and keep the values from the Run-2 baseline analysis [9].

---
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Table 1: Systematic uncertainties in two scenarios used for extrapolating from results using 12.9 fb$^{-1}$ of data collected at $\sqrt{s} = 13$ TeV [9]. The “current systematic” scenario assumes no change in systematics from their nominal values in the 12.9 fb$^{-1}$ dataset used for projection. The “reduced systematic” scenario assumes a realistic reduction in the magnitude of systematic uncertainties from their nominal values, based on improvements in dataset size, detector performance, and theoretical accuracy among others. For systematics which affect the shape of the invariant mass distribution, the value quoted for the rate uncertainty is approximate.

<table>
<thead>
<tr>
<th>Source</th>
<th>Current systematics</th>
<th>Reduced systematics</th>
<th>Shape?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>6.2%</td>
<td>1.5%</td>
<td>No</td>
</tr>
<tr>
<td>Trigger Efficiency ($e/\mu$)</td>
<td>2%/5%</td>
<td>1%/1%</td>
<td>No</td>
</tr>
<tr>
<td>Lepton ID Efficiency ($e/\mu$)</td>
<td>5%/2%</td>
<td>1%/1%</td>
<td>No</td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>3.8%</td>
<td>1%</td>
<td>Yes</td>
</tr>
<tr>
<td>Jet Energy Resolution</td>
<td>1%</td>
<td>0.07%</td>
<td>Yes</td>
</tr>
<tr>
<td>$b/c$-tagging</td>
<td>2.7%</td>
<td>1%</td>
<td>Yes</td>
</tr>
<tr>
<td>light quark mis-tagging</td>
<td>1.2%</td>
<td>1.2%</td>
<td>Yes</td>
</tr>
<tr>
<td>$W$+jets Heavy Flavor Fraction</td>
<td>2.3%</td>
<td>1.1%</td>
<td>Yes</td>
</tr>
<tr>
<td>Top $p_T$ Reweighting</td>
<td>18%</td>
<td>6%</td>
<td>Yes</td>
</tr>
<tr>
<td>Pileup</td>
<td>1.3%</td>
<td>0.09%</td>
<td>Yes</td>
</tr>
<tr>
<td>PDF</td>
<td>6.1%</td>
<td>3%</td>
<td>Yes</td>
</tr>
<tr>
<td>Matrix element $Q^2$ scale</td>
<td>18.9%</td>
<td>9.5%</td>
<td>Yes</td>
</tr>
<tr>
<td>$t\bar{t}$ Parton matching $Q^2$ scale</td>
<td>1.7%</td>
<td>0.9%</td>
<td>Yes</td>
</tr>
<tr>
<td>Theoretical top cross section</td>
<td>15%</td>
<td>7.5%</td>
<td>No</td>
</tr>
<tr>
<td>Theoretical bosonic cross section</td>
<td>10%</td>
<td>5%</td>
<td>No</td>
</tr>
</tbody>
</table>

- **Reduced systematics** - We scale theoretical cross section, PDF, and $Q^2$ scale uncertainties down by a factor of 2. The top $p_T$ uncertainty scaled down by a factor of 3 and the luminosity uncertainty is reduced to 1.5%. The magnitude of the jet energy scale uncertainty and the $b$-tag uncertainty is set to 1%. The mis-tag uncertainty stays unchanged. All other uncertainties are scaled down by a factor of $\sqrt{L}$.

- **No systematics** - No systematics at all, corresponding to the best possible limit.

The systematic uncertainties and their sizes in the two scenarios in which systematics are considered are shown in Table 1. The leading uncertainties are not of experimental nature (e.g. $Q^2$, top and diboson cross sections, PDF) and should improve in the coming ten years when more data are recorded and theoretical calculations are refined, hence a factor two improvement is assumed in the scenario of ”reduced systematics”. Experimental uncertainties (e.g. efficiencies, scale factors, tagging efficiencies or luminosity) will be different with the real Phase-2 detector and expected to improve as well when this upgraded detector has been sufficiently studied. The last column in the Table indicates whether the source of systematics has an impact on the shape of the distribution. For these cases the value quoted for the rate uncertainty is approximate.

### 3.4 Projected exclusion reach

Exclusion limits for right-handed $W'_R$ bosons are shown in Fig. 2, with all four event categories combined. Theoretical $W'$ cross sections times branching ratios for two different theoretical assumptions on the right-handed neutrino mass are shown in red. On the top-left, the current.
scenario which assumes no change in systematics from their nominal values in the 12.9 fb\(^{-1}\) dataset used for projection. \(W'_R\) masses up to 4 TeV can be excluded. The reduced systematic scenario assumes a realistic reduction in the magnitude of systematic uncertainties from their nominal values based on improvements in dataset size, detector performance, and theoretical accuracy among others and is shown on the top-right. Not surprisingly, the sensitivity increases beyond 4 TeV. The selection was optimized for signal masses between 2-3 TeV corresponding to the reach of the 2016 baseline analysis. For masses beyond 4 TeV, where the off-shell part starts to become important, the selection should be re-optimized, which was not done for this projection. On the bottom-left in Fig. 2 the exclusion limit is displayed for the case without any systematics, exceeds significantly beyond 4 TeV.
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Figure 2: Projection of expected and observed Bayesian 95\% C.L. upper limits on the production cross section times branching ratio of right-handed \(W'\) bosons for an integrated luminosity of 3000 fb\(^{-1}\). The projection combines electron/muon+jets channel and 1 or 2 b-tags. The "current systematic" scenario (top-left) assumes no change in systematics from the 12.9 fb\(^{-1}\) dataset [9] used for projection. The "reduced systematic" scenario (top-right) assumes a realistic reduction from their nominal values. For the graph on the bottom-left, no systematic uncertainties are included. Theoretical \(W'\) cross sections times branching ratios for two different theoretical assumptions on the right-handed neutrino mass are shown in red. Bottom-right: the three different uncertainty scenarios in the same figure.
3.5 Projected discovery reach

We also make projections for the discovery sensitivity for a range of signal masses and cross sections. A quasi-model-independent method is used where projections are performed for arbitrary cross sections and resonance mass. Toy datasets with different amounts of injected signal are studied. The p-values for these hypothesized datasets compared to the null-signal hypothesis yield significances which are reported in units of standard deviations in Fig. 3. Three exemplary values of $2\sigma$, $3\sigma$ (corresponding to “evidence”) and $5\sigma$ (corresponding to discovery) are given. These projections are performed for the three systematic scenarios discussed previously.

![Figure 3: Expected discovery sensitivity for an integrated luminosity of 3000 fb$^{-1}$ as a function of the signal mass and the production cross section times branching ratio of right-handed W$'$ bosons in the combined electron/muon+jets channel, for combined 1 or 2 b-tags. Three scenarios for systematic are shown as explained in the legend. Theoretical W$'$ cross sections times branching ratios for two different theoretical assumptions on the right-handed neutrino mass are shown in grey (solid and dashed lines).](image)

4 Sensitivity projection for Z$'$ → t$\bar{t}$

Additional neutral heavy vector bosons (denoted Z$'$) are also predicted. This section concentrates on the physics potential with 3000 fb$^{-1}$ in the decay channel Z$'$ → t$\bar{t}$. The Z$'$ → t$\bar{t}$ search comprises of two event categories:

- The lepton+jets channel as described in Ref. [12].
- The all-hadronic channel as described in Ref. [13].

The individual analyses use the 2015 LHC dataset corresponding to an integrated luminosity of 2.6 fb$^{-1}$. A combination of the baseline analyses is not publicly available, the results here are shown separately for the two event categories.
The projections are performed for two signal models: a narrow $Z'$ signal hypothesis [14], where the width of the resonance is set to 1% of the resonance mass, and a Randall-Sundrum Kaluza-Klein gluon resonance [15], where the resonance width is approximately 16% of the resonance mass. We use simulated events with masses up to, but not exceeding, 4 TeV, for both the $Z'$ and RS KK gluon signal models. Analysis above 4 TeV is challenging due to the large off-shell component important at high masses for wide-width signals.

4.1 Methodology of the extrapolation

The extrapolation is based on the analysis using 2.6 fb$^{-1}$ of 2015 LHC data, projecting to the planned 3000 fb$^{-1}$ of HL-LHC. The projection uses the existing Run-2 signal and background expectations, scaled by the 14-to-13 TeV luminosity ratio. The theta software framework [16] is used to compute expected cross section limits with these scaled templates. Table 2 lists the six all-hadronic and six lepton+jet channels that are considered. The $m_{tt}$ distribution in each category is used for signal discrimination, as a peak on a falling background spectrum.

Table 2: Event categories used in the combination, from each of the two channels. $\Delta y$ represents the rapidity separation between the two top-tagged jets in the all-hadronic channel.

<table>
<thead>
<tr>
<th>Semileptonic Channel</th>
<th>All-Hadronic Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>e + 0 b-tag + 0 top-tag</td>
<td>0 subjet b-tag + $</td>
</tr>
<tr>
<td>e + 1 b-tag + 0 top-tag</td>
<td>1 subjet b-tag + $</td>
</tr>
<tr>
<td>$\mu$ + 0 b-tag + 0 top-tag</td>
<td>2 subjet b-tag + $</td>
</tr>
<tr>
<td>$\mu$ + 1 b-tag + 0 top-tag</td>
<td>0 subjet b-tag + $</td>
</tr>
<tr>
<td>$\mu$ + 1 top-tag</td>
<td>1 subjet b-tag + $</td>
</tr>
<tr>
<td>$\mu$ + 1 top-tag</td>
<td>2 subjet b-tag + $</td>
</tr>
</tbody>
</table>

4.2 Systematic uncertainties

Two projections are made based on assumptions about the systematic uncertainties:

- **Current systematics** - same as in Run-2 baseline analysis, without scaling of the uncertainties.
- **Without any systematics** - only statistical uncertainties are included and scaled appropriately with the background and signal yield estimates.

The first projection uses the current uncertainties, with no improvements added. For example, the non-top multijet (NTMJ) background component for the all-hadronic channel is estimated using a data-driven approach, and improvements in the associated errors are expected when performing future analyses with larger datasets. Contributions to uncertainties from cross section measurements will also improve, as well as other contributions from components like jet energy scale, resolution, and lepton identification efficiency.

The dominant source of uncertainty in the all-hadronic channel is in the non-top multijet background. This is determined using a mistag rate which carries a momentum-dependent uncertainty of 5–100% depending on the b-tag content of the event. A corresponding mistag rate uncertainty of 19% is also applied in the semileptonic channel. Other important uncertainties include those applied to the simulated $t\bar{t}$ events, including uncertainties related to the choice of parton distribution functions as well as the scales used for the matrix element generation and parton shower evolution, which can be of order 10–20%. See the individual analysis documentation [12, 13] for further details on each of the uncertainty components.
In the second scenario, all systematic uncertainties are ignored, assuming only statistical uncertainties. This scenario yields the best possible limit with the existing analysis techniques. It assumes perfect knowledge of all the background components and associated modeling effects.

### 4.3 Projected exclusion reach

The projections in terms of 95% C.L. exclusion are shown in Fig. 4. In the first scenario of “current systematics”, the expectation is to exclude the narrow $Z'$ model up to 3.3 TeV masses, and the RS KK Gluon model up to 4 TeV. For the second case where only statistical uncertainties are considered, signal models are excluded to well beyond the 4 TeV limit of this analysis. However, for the highest resonance masses, off-shell production of the $Z'$ becomes important, and the reconstructed $m_{tt}$ does not peak at the resonance mass value. The analysis as presently designed will lose sensitivity quickly to the 5 TeV and higher-mass $Z'$ bosons. Therefore, a different analysis strategy should be designed and optimized for the off-shell decays of high mass resonances, which generally have less-boosted top quarks in the final state. Cross section limits of less than 1 fb and a few fb are obtained from the narrow $Z'$ and the RS KK gluon analysis, respectively.

### 4.4 Projected discovery reach

In addition to projections of exclusion limits, we also project expected discovery sensitivities in the possible presence of a new physics signal. The discovery sensitivities are estimated by using toy datasets with different amounts of injected signal. The p-values for these hypothesized datasets, compared to the null-signal hypothesis, are used to compute expected significances, reported as the number of standard deviations. The same two scenarios are examined regarding the systematic uncertainties, reusing the two channels. Figure 5 shows these results for the lepton+jets and all-hadronic channels. The significances are reported in the range of resonance cross section and resonance mass, for two width scenarios. This allows the estimation of sensitivities for arbitrary models with similar widths, if the mass and cross section are known.
Figure 4: Projected ranges of cross section limits expected for 3000 fb\(^{-1}\) of HL-LHC running, shown individually for the lepton+jets (blue) and all-hadronic event (green) categories. The short-dashed line shows the median expected limits using full systematics from the Run-2 analyses [17] assuming no improvements in systematic uncertainties. The long-dashed line shows the same when applying no systematic uncertainties.
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<table>
<thead>
<tr>
<th>Resonance Mass [TeV]</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>3.5</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projected discovery reach (final)</td>
<td>3000 fb⁻¹ (13 TeV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Discovery sensitivities for the lepton+jets channel (left column) and all-hadronic channel (right column), for 3000 fb⁻¹. The results are presented in the plane of the cross section versus the resonance mass, with the color contours representing the boundaries of areas with significances larger than 2, 3, or 5 standard deviations. The results are shown for the narrow-width signal hypothesis (top row) and RS KK gluon signal hypothesis (bottom row), with the “current systematic” uncertainties scenario from the Run-2 analysis [17] shown by the dashed lines and the “no systematic uncertainties” scenario shown by the solid lines.
5 Dark matter analysis

The search and/or characterization of dark matter (DM) in the form of Weakly Interacting Massive Particles (WIMPs) will be one of the top priorities of the HL-LHC. This section discusses the projected constraints on certain benchmark simplified dark matter models using the mono-jet search employing the signature of jets and missing transverse momentum.

This analysis uses DELPHES simulated signal and background samples and performs a full signal event selection which follows the actual Run-2 analysis described in Ref. [18] as closely as possible.

The simplified models of dark matter considered for these projections are the following with the corresponding Feynman diagrams for both processes in Fig. 6:

- s-channel DM pair production with an axial vector mediator with the couplings of the mediator to DM \( (g_{DM}) = 1.0 \) and to the SM \( (g_{SM}) = 0.25 \).
- s-channel production via a pseudoscalar mediator with the couplings of the mediator to DM \( (g_{DM}) = 1.0 \) and to the SM \( (g_{SM}) = 1.0 \).

Constraints on the axial vector (AV) interaction can be translated to limits on spin-dependent DM-nucleon interactions and compared to those from the direct detection experiments. The results of searches for DM at the LHC so far have shown that colliders can place competitive constraints on spin-dependent interactions for this simplified model. For the pseudoscalar mediated model (PS) shown in Fig. 6, the LHC is uniquely placed to probe this interaction as it leads to velocity suppressed scattering cross sections for the direct detection experiments and is effectively inaccessible to them. Both models thus represent well-motivated benchmarks to study the projections of the HL-LHC.

5.1 Analysis strategy and event selection

Before the projection, the DELPHES implementation has been validated with respect to the Run-2 analysis with 13 fb\(^{-1}\) at 13 TeV [18]. Details of the event selection for are presented in Tab. 3. The jet collection of AK4 jets is used for the validation study as well as for the ECFA projection in the 0 pileup (PU) scenario. Because the sensitivity of the analysis is dominated by events with very large MET, the effects from high pileup are not expected to cause a significant decrease in the expected sensitivity. Studies with the upgraded Phase-2 detector including the track trigger indicate that the Phase-2 trigger algorithms will allow to keep the thresholds around this value even in an environment with 200 PU events.

Signal samples are simulated with Powheg [19, 20] and subsequently passed through the DELPHES simulation with Phase-2 detector performance. A signal would manifest itself as an excess in
Table 3: Summary of the event selection criteria used to select monojet events for this analysis.

<table>
<thead>
<tr>
<th>Event selection</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK4 jets</td>
<td>$p_T (j_1) &gt; 250$ for AV (200 for PS), $</td>
</tr>
<tr>
<td>$\Delta \phi (\text{jet}, \mathbb{E}_T)$</td>
<td>$\Delta \phi &gt; 0.5$</td>
</tr>
<tr>
<td>veto electrons</td>
<td>$p_T &gt; 10$, $</td>
</tr>
<tr>
<td>veto muons</td>
<td>$p_T &gt; 10$, $</td>
</tr>
<tr>
<td>veto taus</td>
<td>$p_T &gt; 18$, $</td>
</tr>
<tr>
<td>b-jet veto 'Loose'</td>
<td>$E_T^{\text{miss}} &gt; 200$ GeV</td>
</tr>
</tbody>
</table>

The $E_T^{\text{miss}}$ distribution after requiring large $E_T^{\text{miss}}$ and a jet. This $E_T^{\text{miss}}$ distribution is the discriminating variable, displayed in Fig. 7 after the full event selection from Tab. 3. Also shown are signal examples for the scenario of an axial vector interaction for the example DM and mediator masses given in the legend. The signal-to-background ratio improves with increasing $E_T^{\text{miss}}$. The dominant background is due to $Z(\nu\nu)$ and $W(\ell\nu)+j$ and is taken from simulation. It is labeled V+jets in Fig. 7.

Figure 7: Distribution of the discriminating variable, $E_T^{\text{miss}}$, after full event selection. The V+jets background is taken from simulation. Two signal examples are shown for the axial vector model with the model parameters given in the legend.

5.2 Systematic uncertainties

The region of $E_T^{\text{miss}}$ dominating sensitivity to the two signal models chosen for the ECFA projections are different and hence the sources of systematic uncertainties. For the axial vector model, the tail of the $E_T^{\text{miss}}$ distribution plays the dominant role while for the pseudoscalar model it is bulk/low $E_T^{\text{miss}}$ region that provides the greatest sensitivity.

- For the axial vector model, the $E_T^{\text{miss}}$ range is extended to 2.4 TeV while presently the maximum $E_T^{\text{miss}}$ bin is at 1.2 TeV. The ”current systematic” scenario is where the same systematic uncertainties on the $E_T^{\text{miss}}$ distribution in the current monojet analysis are used for the ECFA analysis with the extended $E_T^{\text{miss}}$ range, so the uncertainty
in the last bin of the $E_T^{\text{miss}}$ is 10%. Other scenarios considered are, reducing the current uncertainties by a factor of 2 and a factor of 4.

- To address the variation in systematic error, the $E_T^{\text{miss}}$ distribution is divided into a low and high $E_T^{\text{miss}}$ region, where low $E_T^{\text{miss}}$ is $< 500$ GeV and high $E_T^{\text{miss}}$ is $> 500$ GeV. The dominant systematic uncertainty in the low $E_T^{\text{miss}}$ region comes from the uncertainty on the lepton identification/isolation efficiency via the selection of the dilepton control sample which provides the dominant contribution to the estimation of the $Z(vv)$ background and also the single muon control sample which predicts the $W(lv)$ background. The low $E_T^{\text{miss}}$ region is hence systematics dominated and a systematic uncertainty of 1% per leg is taken for the ECFA 3000 fb$^{-1}$ projection, compared to the current uncertainty of 2% per leg. The uncertainty in the high $E_T^{\text{miss}}$ region is dominated by the size of the control samples used for estimating the V+jets background. The uncertainty in this region is taken from the current monojet analysis and scaled by luminosity. The above-mentioned scenario is the “current systematics extrapolated to HL-LHC” scenario for the PS model. Other systematic scenarios studied are: the current systematics scaled down by a factor of 2, and, the uncertainties in the full $E_T^{\text{miss}}$ region taken from the CMS monojet analysis and scaled by luminosity.

5.3 Projected exclusion reach

Following the simplified model parametrization, the sensitivity is studied in terms of mediator mass, $M_{\text{med}}$, and dark matter mass, $M_{\text{DM}}$. The coupling values were given previously and are kept constant. The projected exclusion reach for 3000 fb$^{-1}$ for both studied DM models is depicted in Fig. 8. The limits at 95% confidence level derived with the CLs method are shown for three systematic scenarios. They have a large impact on the reach in mediator mass. With the present knowledge one would reach 2.5 TeV for the AV-model and 600 GeV for the PS-model, while the limit with the best “scaled” uncertainty scenario corresponds to 3 TeV (AV) and 900 GeV (PS), respectively. The reach in DM mass improves accordingly for high mediator masses.
5.3 Projected exclusion reach

Figure 8: Projected exclusion limits at 95% C.L. for 3000 fb$^{-1}$ of HL-LHC statistics for two simplified dark matter models using the monojet analysis. On top the axial vector mediated simplified DM model ($g_{\text{DM}} = 1, g_{\text{SM}} = 0.25$), on the bottom the pseudoscalar mediated model ($g_{\text{DM}} = 1, g_{\text{SM}} = 1$). The limits are shown for three systematic scenarios. For the AV model: a “current” scenario assumes that the level of systematic control in the high $E_T^{\text{miss}}$ region is the same as the Run-2 analysis [18], while the “current/2” scenario scales it down by a factor of 2, and the “current/4” scenario by a factor of 4. For the PS model: a “current” scenario where the low $E_T^{\text{miss}}$ region is dominated by systematic uncertainties and the uncertainties in the high $E_T^{\text{miss}}$ region are taken from the Run-2 analysis and scaled by luminosity, the “current/2” scenario is the nominal systematics scaled down by a factor of 2, and the “luminosity scaled” scenario takes the uncertainties from the current analysis and scales by luminosity for the full $E_T^{\text{miss}}$ range.
Many SM extensions contain vector-like quarks (VLQ) which preferably mix with third generation quarks [21]. Such a particle could have a role in stabilizing the Higgs mass, and thus offers a potential solution to the hierarchy problem.

The analysis searches for the electroweak production of a vector-like partner of the top quark (T) decaying to a top quark and a Higgs boson (T → tH) assuming 3000 fb$^{-1}$ of proton-proton collision data at 14 TeV. Much like the top quark itself, a vector-like top quark can be produced either in pairs dominantly through the strong interaction, or singly in association with additional quarks through the electroweak interaction via diagrams such as those depicted in Fig. 9. For pair production, lower limits at 95% C.L. on the mass between 720 and 920 GeV have been set depending on decay mode [22]. For very massive VLQs above TeV range, the pair-production cross section rapidly decreases as the phase space for producing two massive particles is limited. Hence, in this regime the single production via the electroweak process is expected to dominate over pair production [21]. In this search, the single T can be produced through the processes $qg \rightarrow Tbq'$ and $qg \rightarrow T\bar{q}'$, and their charge conjugates. The production cross sections of single T quark and the branching fraction of $B(T \rightarrow tH)$ depends on the strength of the electroweak couplings at the production vertex, i.e, $c_{bW}^{L/R}$ for charged and $c_{bZ}^{L/R}$ for neutral current interactions up to a factor of the electroweak coupling constant $g_W$. In this search we consider the simplest Simplified Model [23] for a singlet and a doublet T quark, where only the LH coupling $c_{bW}^{L}$ is allowed for the singlet case, and RH coupling $c_{bZ}^{R}$ for the doublet case. Therefore, we only focus on these two models in this search.

The $qg \rightarrow T\bar{q}'$ process, where a T decays into a semileptonically decaying top quark and Higgs boson, decaying into two b-quarks leading to the final state $qg \rightarrow (\ell \nu b)(b\bar{b})bq'$ consisting of a lepton, missing energy from the neutrino, and possibly 4 b jets. The event signature has a very forward jet which can benefit from the plans to increase the acceptance of the tracker to $|\eta| = 4$. The forward tracking should distinguish primary vertices from a very high pileup of 200, hence reducing the fake background in forward region. For high values of the T mass, it is expected that the large boost from the decay, will lead to the decay products from the top quark, and the jets from the Higgs to become progressively more and more merged.

6.1 Analysis strategy

This study is a full analysis based on DELPHES using the Phase-2 performance from the technical proposal [4]. Samples for the process $pp \rightarrow T b$, $T \rightarrow tH$ were generated using the leading order event generator MADGRAPH 5.2.3.30. [24]. The benchmark T quark masses used for the final result are 1, 1.5, 2.0, 2.5, and 3.0 TeV. The MADGRAPH samples are generated with an additional parton and interfaced with PYTHIA8 [25]. The NNPDF parton distribution function (PDF) was used [26]. The samples have the t decaying inclusively and H decaying 100% to b\bar{b}, with the mass of the Higgs set to 125 GeV. The mean pileup was set to 200 interactions per
events. Separate samples were generated for left-handed (right-handed) couplings of the $c_L^H \, c_W^H$ vertices for the $T \to tH$ decay using narrow width of 10 GeV.

The main SM backgrounds are: $t\bar{t}+{\text{jets}}, \, V+{\text{jets}}, \, \text{single top and diboson events}$. The backgrounds are binned in $H_{t}$ and simulated using MADGRAPH interfaced with PYTHIA8. The backgrounds are normalized using the NLO cross sections, except for $t\bar{t}+{\text{jets}}$ and $V+{\text{jets}}$, where a k-factor of 1.68 and 1.23 is used respectively to normalize them to NNLO cross sections.

### 6.2 Event Selection

The event selection assumes the Phase-2 detector geometry including the increased acceptance. The object selection largely follows the present selection steps adapted to the Phase-2 detector performance. One requires events with one electron or muon with $p_T > 40$ GeV and $|\eta| < 4.0$. Jets and $E_T^{\text{miss}}$ are reconstructed with a new algorithm (denoted PUPPI) targeting high PU scenarios, which is an extension of the particle flow algorithm with charged hadron subtraction giving weights to particles based on the probability that they come from pileup or the primary vertex. Jets overlapping with leptons are removed if their separation within a cone $\Delta R(AK4, \ell)$ is greater than 0.4 and $\Delta p_T$ (rel) exceeds 40 GeV. This selection is assumed to suppress any QCD backgrounds in events. In addition at least one forward jet within the acceptance $2.4 < |\eta| < 5.0$ and $p_T > 30$ GeV is required. Also at least two central jets with $|\eta| < 2.4$, where the first leading jet has $p_T > 200$ GeV, the second leading jet has $p_T > 80$ GeV. At least one jet has to be identified as a b-jet with a tagging efficiency of around 70% and mistag rate of 5%. The $E_T^{\text{miss}}$ has to be greater than 20 GeV.

Higgs candidates are identified using boosted AK8 jets, where AK8 jets are defined as jets clustered within a cone size of radius 0.8. The AK8 jets with $p_T > 300$ GeV and $|\eta| < 2.4$ are first cleaned to the non-prompt leptons such as jets are rejected if they overlap with leptons within a cone $\Delta R(AK8, \ell) < 0.4$ radius, and $\Delta p_T$ (rel) > 40. The soft drop algorithm is used to identify subjets in a AK8 jet that are compatible with two body decay. Therefore to tag a Higgs boson, exactly two soft drop subjets are required with jet shape N-subjettiness variable $\tau_{21} < 0.6$ [27] and the soft drop jet mass within 90-160 GeV. Due to unavailability of the b-tagging on the subjets in DELPHES, no subjet b-tagging is applied to the subjets. To avoid the ambiguity between a Higgs candidate and a prompt lepton from a top quark decay of a T quark, the Higgs candidates are rejected if $\Delta R(H, \ell) < 1$.

The T mass is reconstructed by first identifying a top quark candidate and then combining it with a Higgs boson candidate using a $\chi^2$ minimization. To identify a top quark candidate decaying into a semileptonically decaying W boson and a b-quark, first the neutrino $p_Z$ solution is obtained by solving a quadratic equation using the following kinematic constraints $m(\ell\nu) = m(W) = 80.399$ GeV. Out of the two solutions, the smaller is kept. In case of solely one imaginary solution, its real part is used. Therefore using the neutrino and lepton four momentum, a top candidate is formed by combining them with one or two AK4 jets, and keeping the combination that results from the minimization the following $\chi^2$ function

$$\chi^2 = (\frac{M_{H,MC} - M_{H,rec}}{\sigma_{H,MC}})^2 + (\frac{M_{t,MC} - M_{t,rec}}{\sigma_{t,MC}})^2 + (\frac{dR(t,H)_{MC} - dR(t,H)_{rec}}{\sigma_{dR,t,H}})^2.$$ 

Here $M_H$ is defined as Higgs mass, $M_t$ as top mass, and $\Delta R(t,H)$ as separation between a top quark and a Higgs boson candidate. The mean and widths for $\chi^2$ event are taken from generator level studies [28]. Only combinations that pass the requirement of $\Delta R(AK4 \text{ jet, } H) > 1.0$ and $\Delta R(t,H) > 2$ are considered for the statistical analysis.
Figure 10 show the reconstructed mass distribution \( M_{T,\text{reco}} \) along with signal examples for various T masses as given in the legend. Signal efficiencies are about 4% for Tbq and about 3% for Ttq with only a light dependence on the T mass.

Figure 10: Distributions of the reconstructed mass of the T quark decaying into a top quark and a Higgs boson. The top quark further decays leptonically and the Higgs boson into a pair of b\( \bar{b} \) quarks, leading to the final state of \( qg \rightarrow (\ell v b)(b\bar{b})(bq'/tq') \). Selected signal samples of T masses of 1, 2, and 3 TeV from the processes \( pp \rightarrow Tbq \) (Ttq), with left-handed (right-handed) couplings to the SM third generation quarks are overlaid on the total estimated background.

### 6.3 Systematic uncertainties

The main SM background in this search are \( t\bar{t} + \text{jets} \) events, which are normalized to the NNLO cross section. We consider a total of 27% uncertainty on \( t\bar{t} + \text{jets} \) normalization, which is 1/2 of the total uncertainty on \( t\bar{t} \) theory cross section due to PDF and QCD scale, and top quark mass. We keep the same uncertainty on the single top quark background, since for the limit setting procedure, we combine the two samples and treat them as one template. Another large background is V + jets, where V can be a W or a Z boson. This background is combined with the smaller diboson backgrounds and a total of 20% conservative uncertainty is assigned on their normalization.

The largest shape uncertainties comes from b-tagging. To estimate them, we vary the nominal b-tagging SF at medium efficiency working point by scaling it up and down by 1% for b jets, 2% for c jets, and 5% for the light jet, and use the resultant shape template in our statistical analysis. For the jet energy scale an estimated flat uncertainty of 3.8% is applied. In Run-2 for Higgs-tagging, the measured uncertainty on jet mass and N-subjettiness selection scale factors are found to be 1.03\( \pm \)0.13, and we expect the uncertainty to improve with new tagging tools and hence do not apply any uncertainty due to these sources. Other uncertainties include 1% on jet energy resolution, 1.5% on luminosity, 1% on presumed trigger scale factor, 1% on lepton reconstruction and identification.

Without available QCD simulation, it is very difficult to estimate the QCD contribution, one does not expect QCD backgrounds in the signal region after the full event selection though. However, we checked the impact on expected limits by constraining the normalization of total background to 0%, 10%, 50% and 100% and found the median of the limits on cross section
times branching ratio varies around 1%. Due to this observation and the analysis being shape based, we decided to drop any additional uncertainty due to QCD background.

### 6.4 Results

The Higgs combine package\(^\text{[29]}\) has been used for the limit-setting procedure. A simultaneous fit of the background and the signal \(M_T\) distributions is performed, with the systematic uncertainties treated as nuisance parameters with log-normal priors. A binned likelihood fit with Bayesian algorithm (asymptotic) is used to obtain a 95% C.L. upper limit on the signal strength. The expected limits for different mass hypotheses of the T quark are computed using the \(M(T)\) distributions for the background and the signal. The results are shown in Fig. 11 and Tab. 4. The two scenarios are considered for signal interpretation. First is the singlet T quark production through \(pp \rightarrow T \bar{b}q\) process, where only left-handed coupling \((c_{LbW})\) of T quark to the third generation SM quarks is allowed, and the second is production of doublet T quark through \(pp \rightarrow T \bar{t}q\) process, where only right-handed coupling \((c_{RtZ})\) is allowed. According to the equivalence theorem \([30–32]\), a T quark can decay into \(bW, tZ\) or \(tH\) channels with the benchmark branching fraction of \(B(T \rightarrow bW) : B(T \rightarrow tZ) : B(T \rightarrow tH) = 0.5 : 0.25 : 0.25\). However, considering the simplest Simplified Model, this is only valid for a singlet T quark with \(c_{LbW}\) coupling.

For the doublet T quark with \(c_{RtZ}\) coupling, we considered the benchmark branching fraction of \(B(T \rightarrow bW) : B(T \rightarrow tZ) : B(T \rightarrow tH) = 0.0 : 0.50 : 0.50\). The couplings \(c_{LbW}\) and \(c_{RtZ}\) are chosen as 0.5 due to the fact that signal simulations were performed with a fixed width of 10 GeV under the narrow width approximation, and the theoretical width of the VLQs is negligible compared to the experimental mass resolution for values, equal to or below 0.5. In future studies coupling values higher than 0.5 will be considered as signal simulations with wider width of around 20% and 30% of the T quark mass will be studied. In addition, with improved analysis methods such as the usage of subjet b-tagging in Higgs identification, the sensitivity to smaller couplings is expected to improve for T production through both the \(pp \rightarrow T \bar{b}q\) and \(pp \rightarrow T \bar{t}q\) processes.

![Figure 11: The expected limits at 95% C.L. on the \(\sigma \times B(T \rightarrow tH)\) of a T quark for different mass assumption of 1, 1.5, 2, 2.5, and 3 TeV, at an integrated luminosity of 3000 fb\(^{-1}\). The left (right) plot shows the results for the process \(pp \rightarrow T \bar{b}q\) (\(pp \rightarrow T \bar{t}q\)) with left-handed (right-handed) coupling to the third generation SM quarks as described in models in Refs. [23, 33]. The dotted blue line in left (right) plot is the theory cross section assuming 0.5 coupling strength of the T quark to a W (Z) boson, and \(B (T \rightarrow tH = 0.25 (0.50))\), and is obtained by scaling the NLO cross sections at 13 TeV to the k-factor obtained at 14 TeV with CTEQ6L PDF.](image-url)
Table 4: The median expected upper limits at 95% C.L. on the cross section $\times B(T \rightarrow tH)$ of the $T$ quark for the models $pp \rightarrow Tbq$ ($Tbq$) with $B(T \rightarrow tH = 0.25)$ and $pp \rightarrow Ttq$ ($Ttq$) with $B(T \rightarrow tH = 0.50)$ for different mass hypotheses and left-handed or right-handed couplings respectively. An integrated luminosity of 3000 fb$^{-1}$ at proton-proton collision at $\sqrt{s} = 14$ TeV is assumed.

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>T bq (LH)</th>
<th>T tq (RH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>85.9</td>
<td>54.7</td>
</tr>
<tr>
<td>1500</td>
<td>28.4</td>
<td>20.3</td>
</tr>
<tr>
<td>2000</td>
<td>12.8</td>
<td>9.06</td>
</tr>
<tr>
<td>2500</td>
<td>7.20</td>
<td>4.64</td>
</tr>
<tr>
<td>3000</td>
<td>4.69</td>
<td>4.69</td>
</tr>
</tbody>
</table>

7 Summary and conclusion

The physics reach with 3000 fb$^{-1}$ of HL-LHC data is studied in a number of searches for new physics. The projections described here demonstrate the gain from high-luminosity.

Discovering the nature of DM is an important problem in physics. The LHC is performing collider searches for dark matter and its mediators. One of the most common searches is the monojet search with $j+\text{MET}$ in the final state. Based on the Run-2 event selection, the analysis for the two interesting couplings scenarios, namely the axial vector and pseudoscalar coupling, is performed. The precise knowledge of systematic uncertainties has a significant impact on the reach in mediator mass which corresponds to 2.5 TeV without any improvement of the present understanding of the systematic uncertainties. If, on the contrary, the systematics improves by $1/4$ the sensitivity increases by 20% to 3 TeV.

Projections of searches are performed for new heavy vector bosons ($Z'$ and $W'$) at the HL-LHC. Analyses performed on the 13 TeV data are projected to the HL-LHC data set of 3000 fb$^{-1}$ to determine the maximum reach of excluded boson masses as well as the discovery reach. The projections are performed under different scenarios considering systematic uncertainties. A promising search is for a right-handed $W'_R$ in the decay channel to $t\bar{b}$ yielding final states of an electron or muon together with one or two $b$-tagged jets. The maximum reach in terms of boson mass is 4 TeV with present systematics and above with improved systematics. In addition, model independent discovery sensitivities are presented. The projected $Z' \rightarrow t\bar{t}$ exclusion limits are also around 3-4 TeV, depending on the widths of the new resonance and the knowledge of systematics. Two different widths are studied, $\Gamma=1\%$ for a SSM $Z'$ and 16% for a RS KK gluon. The expectation is to exclude the narrow $Z'$ model up to 3.3 TeV masses, and the RS KK Gluon model up to 4 TeV in the scenario of Run-2 systematics. In the best case scenario of only statistical uncertainties, the reach extends for both models beyond 4 TeV pushing into a region where the analysis strategy has to be adapted to accommodate the increasing off-shell component for high resonance masses.

The discovery of the Higgs boson provided theoretical constraints to physics beyond the SM and also opens new decay channels for searches. As one example, this document presents a search for weakly produced single vector like quarks ($T$) decaying to a $t$-quark and a Higgs boson. Since both particles decay further, this challenging analysis has to reconstruct them from the final state consisting of a lepton, $E_T^{\text{miss}}$ and up to four $b$-quarks. Due to the forward going jets an increased sensitivity is expected from the extended acceptance of the Phase-2 detector. Considering simplest Simplified Model for a singlet and a doublet $T$ quark, two scenarios are
considered for signal interpretation: LH coupling $c_{bW}^\text{L}$ with $B(T \rightarrow bW) : B(T \rightarrow tZ) : B(T \rightarrow tH) = 0.5 : 0.25 : 0.25$ for the singlet $T$ quark, and RH coupling $c_{bW}^\text{R}$ with $B(T \rightarrow bW) : B(T \rightarrow tZ) : B(T \rightarrow tH) = 0.0 : 0.5 : 0.5$ for the doublet $T$ quark. The expected upper cross section limits range from 85.9 fb (54.7 fb) for a $T$ mass of 1 TeV to 4.7 fb (4.1 fb) for a $T$ mass of 3 TeV for the singlet (doublet) $T$ quark.
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Search for supersymmetry with direct stau production at the HL-LHC with the CMS Phase-2 detector

The CMS Collaboration

Abstract

A search for the direct production of τ sleptons ($\tilde{\tau}$) is developed assuming 3000 fb$^{-1}$ of proton-proton collision data produced by the HL-LHC at a center-of-mass energy of 14 TeV. Three final states are investigated: two τ leptons decaying hadronically, and one τ lepton decaying hadronically and the other one decaying to a muon or electron and neutrinos. The analysis is performed using the Delphes simulation of the CMS Phase-2 detector where the object reconstruction performance is tuned to the one achieved with CMS Phase-2 full simulation. In the mass-degenerate production scenario, $\tilde{\tau}$ masses are excluded below 650 GeV, with the discovery contour of $\tilde{\tau}$ masses reaching up to 470 GeV.
1 Introduction

Supersymmetry (SUSY) [1–8] is an attractive extension of the standard model (SM) of particle physics. It potentially provides solutions to some of the shortcomings affecting the SM, such as the need for fine tuning [9–14] to explain the observed value of the Higgs boson mass [15–20], and the absence of a dark matter (DM) candidate. Supersymmetric models are characterized by the presence of a superpartner for every SM particle with the same quantum numbers except that its spin differs from that of its SM counterpart by half a unit. The cancellation of quadratic divergences in quantum corrections to the Higgs boson mass from SM particles and their superpartners could resolve the fine-tuning problem. In SUSY models with $R$-parity conservation [21], the lightest supersymmetric particle (LSP) is stable [22, 23] and could be a DM candidate [24]. The superpartners of the electroweak gauge and Higgs bosons, namely the bino, winos, and Higgsinos, mix to form neutral and charged mass eigenstates, referred to as the neutralinos ($\tilde{\chi}^0_i$) and charginos ($\tilde{\chi}^\pm_i$), respectively. Here we assume $\tilde{\chi}^0_1$, the lightest neutralino, to be the LSP.

The analysis reported in this note investigates the production of the hypothetical $\tau$ slepton (stau, denoted by $\tilde{\tau}$), the superpartner of the $\tau$ lepton. Supersymmetric scenarios in which the $\tilde{\tau}$ is light, lead to final states with one or more $\tau$ leptons. Coannihilation scenarios, characterized by a light $\tilde{\tau}$ that has a small mass splitting with an almost pure bino-like LSP, lead to a DM relic density consistent with cosmological observations [25–30], making the search for new physics in these final states particularly interesting. In this analysis, we examine simplified SUSY models [31–34] in which the $\tilde{\tau}$ can be produced directly through pair production and decays to a $\tau$ lepton and the LSP. The most sensitive searches for direct $\tilde{\tau}$ pair production to date were performed at the CERN LEP collider [35–39]. At the CERN LHC, the ATLAS [40, 41] and CMS [42, 43] Collaborations have both performed searches for direct and indirect $\tilde{\tau}$ production with 8 TeV LHC data. CMS has also investigated $\tilde{\tau}$ production with 13 TeV data [44].

In many SUSY scenarios the $\tilde{\tau}$ mass is lighter than the one of selectrons and smuons. The large data set expected at the HL-LHC provides an unprecedented opportunity to probe for the direct production of $\tilde{\tau}$, which is a challenge due to the relatively small production cross section. For example, the cross section in the mass-degenerate scenario, where we assume that the left- and right-handed $\tilde{\tau}$ have the same mass and add up their cross sections, for a $\tilde{\tau}$ mass of 100 GeV is 0.41 pb, and for 300 GeV it is reduced to 0.0071 pb, while for a $\tilde{\tau}$ mass of 500 GeV we expect only a cross section of 79 fb [45]. A search is therefore developed in events where both $\tau$ leptons decay either hadronically (“$\tau_h\tau_h$” analysis), and in events where one of the $\tau$ leptons decays hadronically (denoted in the following by $\tau_h$) and the other one to a muon or electron and neutrinos (“$\ell\tau_h$” analysis).

The simplified model used for the optimization of the search and the interpretation of the results is shown in Fig. 1. The search assumes $\tilde{\tau}$ pair production in the mass-degenerate scenario. The cross sections have been computed for $\sqrt{s} = 14$ TeV at next-to-leading order (NLO) using the Prospino code [46]. Final values are calculated using the PDF4LHC recommendations for the two sets of cross sections following the prescriptions of the LHC SUSY Cross Section Working Group [45]. The branching ratio of the $\tilde{\tau}$ into the $\tau$ lepton and the $\tilde{\chi}^0_1$ is assumed to be 100%.

2 The upgraded CMS detector

The CMS detector [47] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [48], and to cope with the demand-
ing operational conditions at the HL-LHC [49–53]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 μs, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about |η| = 4. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about |η| = 2.8, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [49–53], while the expected performance of the reconstruction algorithms and the mitigation of pileup, i.e., additional proton-proton collisions within the same or neighboring bunch crossings, is summarized in Ref. [54].

3 Object reconstruction and simulated samples

The event reconstruction uses a particle-flow (PF) algorithm [55], combining information from the tracker, calorimeter, and muon systems to identify charged and neutral hadrons, photons, electrons, and muons in an event. Candidate events are expected to contain at least two leptons: either two τh candidates, or one τh and one muon or electron from τ lepton decays. In order to pass the selection, electrons (muons) are required to have a transverse momentum p_T > 30 GeV and pseudorapidity |η| < 1.6(2.4). Dedicated lepton identification criteria are applied, providing 50% to 90% efficiency for muons and 25% to 80% efficiency for electrons, depending on the lepton p_T and η. Both muons and electrons are required to be isolated. The
isolation is calculated from the scalar sum of the $p_T$ of all particles within a cone of radius $R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.3$ around the lepton momentum vector, excluding the contribution of the lepton and applying an area-based correction to remove the contribution of particles from pileup [56]. The ratio $I_{rel}$ of the scalar sum of the $p_T$ in the cone to the transverse momentum of the lepton itself is required to be smaller than 0.05.

Jets are reconstructed using the anti-$k_T$ algorithm [57, 58], with a distance parameter of 0.4. For this study we use PUPPI jets [59] which are required to have $p_T > 30$ GeV and $|\eta| < 2.7$.

Jets originating from b quarks are identified with the loose working point of the combined secondary vertex b tagging algorithm (CSVv2) [60], which corresponds to an efficiency of about 60–65%.

The $\tau_h$ candidates must satisfy $p_T > 40$ GeV in the $\ell\tau_h$ final states, while a slightly higher threshold of $p_T > 50$ GeV is required for the $\tau_h\tau_h$ final state, driven by the trigger thresholds foreseen for the HL-LHC. Since the main background in this analysis is due to events with jets misidentified as $\tau_h$ leptons, a tight working point with a small misidentification rate is chosen for $\tau_h$ identification. The $\tau_h$ reconstruction efficiency for this working point is about 30%, with a misidentification rate of about 0.08% assuming a multivariate analysis optimization. Overlaps between the two reconstructed leptons in the $\ell\tau_h$ final state are avoided by requiring them to have a minimum separation in $\Delta R$ of 0.3.

In order to ensure orthogonality between the different final states and suppress background, we reject events with additional electrons or muons beyond the two selected leptons that satisfy slightly less stringent selection criteria and transverse momentum of $p_T > 20$ GeV and $|\eta| < 2.7$.

The object selection requirements implemented in the analysis are summarized in Table 1.

<table>
<thead>
<tr>
<th>Selection requirement</th>
<th>$\ell\tau_h$</th>
<th>$\tau_h\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon (electron) $p_T$</td>
<td>$&gt; 30$ GeV</td>
<td>—</td>
</tr>
<tr>
<td>Muon (electron) $p_T$ (veto)</td>
<td>$&gt; 30$ GeV</td>
<td>$&gt; 20$ GeV</td>
</tr>
<tr>
<td>Muon (electron) $</td>
<td>\eta</td>
<td>$</td>
</tr>
<tr>
<td>Muon (electron) $</td>
<td>\eta</td>
<td>$ (veto)</td>
</tr>
<tr>
<td>$\tau_h$ $p_T$</td>
<td>$&gt; 40$ GeV</td>
<td>$&gt; 50$ GeV</td>
</tr>
<tr>
<td>$\tau_h$ $</td>
<td>\eta</td>
<td>$</td>
</tr>
<tr>
<td>$p_T$ ($\tau_h\tau_h$)</td>
<td>—</td>
<td>$&gt; 50$ GeV</td>
</tr>
<tr>
<td>jet $p_T$ (veto)</td>
<td>$&gt; 30$ GeV</td>
<td>$&gt; 30$ GeV</td>
</tr>
<tr>
<td>jet $</td>
<td>\eta</td>
<td>$ (veto)</td>
</tr>
<tr>
<td>b jet $p_T$ (veto)</td>
<td>$&gt; 20$ GeV</td>
<td>$&gt; 30$ GeV</td>
</tr>
</tbody>
</table>

The MadGraph5amC@NLO 2.3.3 generator [61] is used to produce the parton-level background processes at leading order (LO), with the parton showering and hadronization provided by PYTHIA 8.212 [62, 63]. Signal models of direct $\tilde{\tau}$ pair production are generated with MadGraph5amC@NLO at LO precision in perturbative quantum chromodynamics (QCD) up to the production of $\tau$ leptons, which are then decayed with PYTHIA 8.212. The NNPDF3.0LO set of parton distribution functions is used in the generation of all signal models.

The potential effect of pileup is estimated by overlaying the hard scatter event with minimum bias events drawn from a Poisson distribution with a mean of 200.

The generated signal and background events are processed with the fast-simulation package Delphes [64] in order to simulate the expected response of the upgraded CMS detector.
object reconstruction and identification efficiencies, as well as the detector response and resolution, are parameterized in Delphes using the detailed simulation of the upgraded CMS detector based on GEANT4 package [65, 66].

The detailed simulation of the upgraded CMS detector and objects performance at HL-LHC include the effects of aging in the barrel calorimeter that correspond to an integrated luminosity of 1000 fb$^{-1}$.

## 4 Event selection

The event selection for each final state requires the presence of exactly two reconstructed leptons with opposite charges, corresponding to the $\tau_h\tau_h$ or $\ell\tau_h$ final states. In order to suppress backgrounds with top quarks, we veto events containing any b-tagged jet in both final states. For the $\ell\tau_h$ analysis, the $p_T$ threshold for b-tagged jets is lowered to 20 GeV, as this allows to significantly reduce the background from W+jets events, where the W boson decays into an electron or muon and a neutrino, and a jet is misidentified as $\tau_h$.

The main background for the $\tau_h\tau_h$ final state after this selection consists of QCD multijet events, W+jets, DY+jets, and top quark events. Separating the background into prompt $\tau_h$ events, where both reconstructed $\tau$ leptons are matched to a generator $\tau_h$, and misidentified events, where one or more non-generator matched jets have been misidentified as prompt $\tau_h$, we find that the misidentified background dominates our search regions.

In the $\ell\tau_h$ final state, all events with at least one jet are rejected. Due to kinematical constraints in the signal, we reduce the background from QCD multijet events by requiring a maximum separation of the two leptons in $\Delta R$ of 3.5.

The baseline selection criteria described above are summarized in Table 2. The baseline events are then further selected using kinematic variables for each of the three final states to improve the sensitivity of the search to a range of sparticle masses.

<table>
<thead>
<tr>
<th>Selection requirement</th>
<th>$\ell\tau_h$</th>
<th>$\tau_h\tau_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta\phi(\ell_1, \ell_2)$</td>
<td>$&gt; 1.5$</td>
<td>$&gt; 1.5$</td>
</tr>
<tr>
<td>$\Delta R(\ell_1, \ell_2)$</td>
<td>$0.3 &lt; \Delta R &lt; 3.5$</td>
<td>—</td>
</tr>
<tr>
<td>Veto of events with b-tagged jets</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$N_{\text{jet}}$</td>
<td>0</td>
<td>—</td>
</tr>
</tbody>
</table>

In order to further improve discrimination against the SM background, we take advantage of the expected presence of two $\tilde{\chi}_0^0$ in the final state for signal events, which would lead to missing transverse momentum, $p_T^{\text{miss}}$. The missing transverse momentum vector $p_T^{\text{miss}}$ is defined as the negative vector sum of all PF candidates with corresponding transverse momenta weighted through the PUPPI method. Its magnitude is referred to as $p_T^{\text{miss}}$.

In addition, mass observables that can be calculated from the reconstructed leptons and the $p_T^{\text{miss}}$ provide strong discriminants between signal and background. For a mother particle decaying to a visible and an invisible particle, the transverse mass $M_T$ has a kinematic endpoint at the mass of the mother particle, and is calculated as follows:

$$M_T(\ell, \vec{p}_T^{\text{miss}}) \equiv \sqrt{2p_\ell p_T^{\text{miss}}(1 - \cos \Delta\phi(\vec{p}_\ell, \vec{p}_T^{\text{miss}}))}. \quad (1)$$
### 4. Event selection

In addition, the scalar sum of the $M_T$ calculated with the first and second lepton and the missing transverse momentum, respectively, is used to further reduce the background events: $\Sigma M_T = M_T(\ell_1, p_T^{\text{miss}}) + M_T(\ell_2, p_T^{\text{miss}})$.

We also calculate the transverse mass $M_{T2}$ [67, 68], defined as:

$$M_{T2}(m_s, s, m_t, t, p_T^{\text{miss}}, \chi_1, \chi_2) = \min \{ \text{max} \left[ M_T(m_s, s, \chi_1, \vec{p}), M_T(m_t, t, \chi_2, \vec{q}) \right] \}$$

where the transverse mass is given by

$$M_T(m, \vec{v}, \chi, \vec{p}) = \sqrt{m^2 + \chi^2 + 2\sqrt{m^2 + |\vec{v}|^2 \chi^2 + |\vec{p}|^2 - 2\vec{v} \cdot \vec{p}},$$

in which $s$, $t$, $\vec{p}$, $\vec{q}$, and $p_T^{\text{miss}}$ are all real two-vectors, and the remaining quantities are real scalars which may all be assumed to be nonnegative as they only enter through their squares. As input for the visible particles ($s$ and $t$) we give the four-vectors of the two leptons, and we define the mass of the invisible particles $\chi_1 = \chi_2 = 0$. The $M_{T2}$ requirement reduces background from diboson production.

#### 4.1 Search regions for the $\tau_h\tau_h$ analysis

The main variables that are used to define the search regions are $\Sigma M_T$ and $M_{T2}$, which are shown for the baseline selection in Fig. 2. All processes containing top quarks, i.e., $t\bar{t}$, single top quark, and $t\bar{t}+X$ production are combined and referred to ”Top Quark” in the figure, while ”Other SM” corresponds to background processes with low cross section that are combined, namely diboson and triboson production.

![Figure 2: The main search variables for the $\tau_h\tau_h$ analysis.](image)

While we apply a stringent requirement of at least 400 GeV for $\Sigma M_T$, we require $M_{T2}$ to be above 50 GeV.
The search regions, binned in $M_{T2}$, $\Sigma M_T$, and the number of jets $n_{\text{jet}}$, are summarized in Table 3. There are 24 regions in total.

Table 3: Definition of the search regions (SR) used in the $\tau_h\tau_h$ analysis. Signal depleted bins (low $\Sigma M_T$, high $M_{T2}$) are omitted. The full list of bins and background yields is presented in Table 6.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Bin 0</th>
<th>Bin 1</th>
<th>Bin 2</th>
<th>Bin 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{T2}$</td>
<td>$50 &lt; M_{T2} &lt; 100 \text{GeV}$</td>
<td>$100 &lt; M_{T2} &lt; 150 \text{GeV}$</td>
<td>$150 &lt; M_{T2} &lt; 200 \text{GeV}$</td>
<td>$M_{T2} &gt; 200 \text{GeV}$</td>
</tr>
<tr>
<td>$\Sigma M_T$</td>
<td>$400 &lt; \Sigma M_T &lt; 500 \text{GeV}$</td>
<td>$500 &lt; \Sigma M_T &lt; 600 \text{GeV}$</td>
<td>$\Sigma M_T &gt; 600 \text{GeV}$</td>
<td>$-$</td>
</tr>
<tr>
<td>$n_{\text{jet}}$</td>
<td>$= 0$</td>
<td>$&gt; 0$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

4.2 Search regions for the $\ell\tau_h$ analysis

In the $\ell\tau_h$ final state, we require $M_T(\ell, p_T^{\text{miss}}) > 120 \text{GeV}$, which reduces the W+jets background significantly. To further suppress the SM background in the leptonic final states, we require $p_T^{\text{miss}}$ to be at least 150 GeV, which mainly reduces QCD multijets and Drell-Yan events. Additional requirements on $M_{T2}$ and the $\tau_h$ $p_T$ are applied to define the search regions, as summarized in Table 4. Figures 3 and 4 show the distributions of $M_{T2}$, $M_T$, and $M_{T2}$ before the signal region selection for the $e\tau_h$ and $\mu\tau_h$ channel, respectively. In these figures, the “Other SM” refers to processes with a low number of events after the baseline selection and includes diboson, triboson, $t\bar{t}$ and single top production.

Table 4: Search region requirements in the $\ell\tau_h$ analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Bin 0</th>
<th>Bin 1</th>
<th>Bin 2</th>
<th>Bin 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{T2}$</td>
<td>$M_{T2} &gt; 120 \text{GeV}$</td>
<td>$M_{T2} &gt; 120 \text{GeV}$</td>
<td>$80 &lt; M_{T2} &lt; 120 \text{GeV}$</td>
<td>$80 &lt; M_{T2} &lt; 120 \text{GeV}$</td>
</tr>
<tr>
<td>$p_T(\tau_h)$</td>
<td>$&gt; 200 \text{GeV}$</td>
<td>$40 &lt; p_T(\tau_h) &lt; 200 \text{GeV}$</td>
<td>$&gt; 200 \text{GeV}$</td>
<td>$40 &lt; p_T(\tau_h) &lt; 120 \text{GeV}$</td>
</tr>
</tbody>
</table>

5 Systematic uncertainties

The dominant experimental uncertainties are those originating from jets being misidentified as $\tau_h$, the lepton efficiency, the jet energy scale and resolution, b tagging efficiency and integrated luminosity. These systematic uncertainties are correlated between the signal and the irreducible background yields. The sources of the systematic uncertainties and their values are reported in Table 5.

6 Results

The expected yields in the $\tau_h\tau_h$ final state after all selection requirements are given in Table 6. The expected yields for the $e\tau_h$ and the $\mu\tau_h$ analysis are given in Tables 7 and 8, respectively, for all signal regions.

The expected upper limits at the 95% confidence level (CL), calculated using the asymptotic formulae [69] of the CLs criterion [70, 71], and the $5\sigma$ discovery potential are given in Fig. 5. The $\tau_h\tau_h$ analysis has been found to drive the sensitivity, but adding the $\ell\tau_h$ channel enlarges the exclusion bounds by about 60–80 GeV.
Figure 3: The variables used to determine the search regions in the $e\tau_h$ analysis after the baseline selection: (upper left) the $p_T^{miss}$ distribution, (upper right) the $M_T$ distribution, and (lower) the $M_{T2}$ distribution using $p_T^{miss}$ after the baseline selection. “Other SM” refers to processes with a low number of events after the baseline selection and includes diboson, triboson, tt and single top quark production.

Table 5: Summary of the experimental systematic uncertainties.

<table>
<thead>
<tr>
<th>Source of systematic uncertainty</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_h$ efficiency</td>
<td>2.5%</td>
</tr>
<tr>
<td>$\tau_h$ misidentification rate</td>
<td>15%</td>
</tr>
<tr>
<td>Muon efficiency</td>
<td>0.5%</td>
</tr>
<tr>
<td>Electron efficiency</td>
<td>1%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>1–3.5%</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>3–5%</td>
</tr>
<tr>
<td>b tagging</td>
<td>1%</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>1%</td>
</tr>
</tbody>
</table>
4.2. Search for stau production (CMS-FTR-18-010)

Figure 4: The variables used to determine the search regions in the $\mu\tau$ analysis after the baseline selection: (upper left) the $p_T^{\text{miss}}$ distribution, (upper right) the $M_{T_2}$ distribution, and (lower) the $M_{T2}$ distribution using $p_T^{\text{miss}}$ after the baseline selection. “Other SM” refers to processes with a low number of events after the baseline selection and includes diboson, triboson, $t\bar{t}$ and single top quark production.

Table 6: Signal region yields for for background and signal simulation in the $\tau_1\tau_2$ channel. The three rightmost columns show the signal predictions in the degenerate scenario, for masses given in the form of $(m_{\tau_1}/m_{\chi_1})$ in GeV.

<table>
<thead>
<tr>
<th>Bin</th>
<th>DY+jets</th>
<th>W+jets</th>
<th>$t\bar{t}$</th>
<th>QCD</th>
<th>Other SM</th>
<th>Sum</th>
<th>(200/100)</th>
<th>(500/200)</th>
<th>(700/300)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>9.62 ± 3.22</td>
<td>50.50 ± 43.95</td>
<td>111.21 ± 3.96</td>
<td>351.41 ± 0.17</td>
<td>2.92 ± 2.35</td>
<td>160.10 ± 54.83</td>
<td>104.79 ± 6.42</td>
<td>1.19 ± 0.06</td>
<td>0.22 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>97.76 ± 15.39</td>
<td>3.07 ± 0.52</td>
<td>104.54 ± 11.30</td>
<td>28.19 ± 0.33</td>
<td>8.79 ± 2.62</td>
<td>204.33 ± 19.28</td>
<td>56.96 ± 3.40</td>
<td>0.79 ± 0.04</td>
<td>0.16 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>9.66 ± 6.28</td>
<td>3.96 ± 0.29</td>
<td>4.53 ± 2.24</td>
<td>1.26 ± 0.09</td>
<td>3.70 ± 1.54</td>
<td>23.31 ± 6.85</td>
<td>26.51 ± 2.32</td>
<td>0.72 ± 0.04</td>
<td>0.17 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>1.36 ± 0.06</td>
<td>1.33 ± 0.13</td>
<td>31.25 ± 6.01</td>
<td>3.84 ± 0.11</td>
<td>2.79 ± 1.54</td>
<td>40.57 ± 6.21</td>
<td>18.99 ± 1.96</td>
<td>0.62 ± 0.04</td>
<td>0.14 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>0.51 ± 0.04</td>
<td>1.88 ± 0.25</td>
<td>2.61 ± 1.79</td>
<td>0.36 ± 0.05</td>
<td>-</td>
<td>6.35 ± 1.81</td>
<td>21.82 ± 2.11</td>
<td>1.33 ± 0.06</td>
<td>0.40 ± 0.02</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>9.69 ± 6.28</td>
<td>0.86 ± 0.10</td>
<td>26.11 ± 5.56</td>
<td>0.86 ± 0.03</td>
<td>2.77 ± 1.54</td>
<td>40.28 ± 8.53</td>
<td>15.32 ± 1.76</td>
<td>1.11 ± 0.05</td>
<td>0.35 ± 0.02</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>32.66 ± 11.79</td>
<td>0.65 ± 0.53</td>
<td>16.36 ± 4.32</td>
<td>2.89 ± 0.18</td>
<td>4.99 ± 1.85</td>
<td>62.98 ± 12.13</td>
<td>83.71 ± 6.43</td>
<td>0.14 ± 0.05</td>
<td>0.19 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>2.03 ± 0.10</td>
<td>1.34 ± 0.25</td>
<td>66.90 ± 8.74</td>
<td>18.37 ± 0.33</td>
<td>1.44 ± 1.62</td>
<td>89.89 ± 8.90</td>
<td>40.00 ± 2.84</td>
<td>0.74 ± 0.04</td>
<td>0.13 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>0.69 ± 9.63</td>
<td>0.00 ± 0.10</td>
<td>3.96 ± 2.19</td>
<td>1.52 ± 0.11</td>
<td>0.56 ± 0.89</td>
<td>26.78 ± 9.92</td>
<td>60.03 ± 2.16</td>
<td>0.54 ± 0.05</td>
<td>0.25 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>1.47 ± 0.05</td>
<td>0.56 ± 0.44</td>
<td>13.32 ± 3.91</td>
<td>5.19 ± 0.15</td>
<td>2.70 ± 1.36</td>
<td>22.24 ± 4.17</td>
<td>12.93 ± 1.62</td>
<td>0.91 ± 0.05</td>
<td>0.16 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>9.08 ± 4.28</td>
<td>0.28 ± 0.06</td>
<td>0.05 ± 0.00</td>
<td>0.68 ± 0.07</td>
<td>2.11 ± 1.03</td>
<td>12.20 ± 6.37</td>
<td>10.83 ± 1.48</td>
<td>1.23 ± 0.07</td>
<td>0.57 ± 0.02</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>3.79 ± 2.51</td>
<td>0.00 ± 0.00</td>
<td>5.65 ± 2.53</td>
<td>1.37 ± 0.06</td>
<td>1.18 ± 1.03</td>
<td>12.05 ± 3.71</td>
<td>9.03 ± 1.35</td>
<td>1.78 ± 0.06</td>
<td>0.57 ± 0.02</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>0.17 ± 0.03</td>
<td>0.32 ± 0.10</td>
<td>0.05 ± 0.01</td>
<td>0.55 ± 0.08</td>
<td>1.03 ± 0.73</td>
<td>2.12 ± 0.74</td>
<td>2.69 ± 0.73</td>
<td>0.63 ± 0.04</td>
<td>0.11 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>3.73 ± 2.91</td>
<td>0.22 ± 0.07</td>
<td>8.71 ± 3.13</td>
<td>1.84 ± 0.11</td>
<td>1.06 ± 0.73</td>
<td>15.57 ± 4.08</td>
<td>1.71 ± 0.58</td>
<td>0.39 ± 0.03</td>
<td>0.07 ± 0.01</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>0.00 ± 0.01</td>
<td>0.04 ± 0.01</td>
<td>0.04 ± 0.01</td>
<td>0.73 ± 0.07</td>
<td>0.02 ± 0.07</td>
<td>1.18 ± 0.73</td>
<td>2.48 ± 0.71</td>
<td>2.95 ± 0.08</td>
<td>0.80 ± 0.02</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>0.19 ± 0.02</td>
<td>0.04 ± 0.01</td>
<td>5.59 ± 2.53</td>
<td>1.51 ± 0.07</td>
<td>0.06 ± 0.07</td>
<td>7.36 ± 2.64</td>
<td>1.52 ± 0.54</td>
<td>2.19 ± 0.07</td>
<td>0.67 ± 0.02</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>0.38 ± 0.36</td>
<td>0.03 ± 0.02</td>
<td>0.02 ± 0.00</td>
<td>0.27 ± 0.03</td>
<td>0.03 ± 0.02</td>
<td>5.36 ± 3.06</td>
<td>0.24 ± 0.20</td>
<td>1.61 ± 0.09</td>
<td>1.74 ± 0.04</td>
</tr>
<tr>
<td>SR-tau1-M21-0_M210_N2</td>
<td>0.00 ± 0.01</td>
<td>0.02 ± 0.01</td>
<td>2.52 ± 1.59</td>
<td>0.50 ± 0.03</td>
<td>0.54 ± 0.51</td>
<td>3.66 ± 1.67</td>
<td>0.90 ± 0.41</td>
<td>3.17 ± 0.09</td>
<td>1.72 ± 0.04</td>
</tr>
</tbody>
</table>
6. Results

Table 7: Signal region yields for background and signal simulation in the eτh channel. The three rightmost columns show the signal predictions in the degenerate scenario, for masses given in the form of \((m_\tilde{\tau}/m_{\tilde{\chi}_1^0})\) in GeV.

<table>
<thead>
<tr>
<th>SR name</th>
<th>DY</th>
<th>W+Jets</th>
<th>Other SM</th>
<th>Sum</th>
<th>(200/1)</th>
<th>(300/1)</th>
<th>(400/1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR-eτh,1</td>
<td>0.18 ± 0.07</td>
<td>6.83 ± 1.45</td>
<td>0.03 ± 0.06</td>
<td>7.03 ± 1.45</td>
<td>3.13 ± 0.78</td>
<td>6.83 ± 0.71</td>
<td>2.54 ± 0.24</td>
</tr>
<tr>
<td>SR-eτh,2</td>
<td>0.44 ± 0.11</td>
<td>10.06 ± 1.52</td>
<td>0.98 ± 0.13</td>
<td>11.00 ± 1.53</td>
<td>8.60 ± 1.30</td>
<td>7.42 ± 0.74</td>
<td>2.36 ± 0.23</td>
</tr>
<tr>
<td>SR-eτh,3</td>
<td>0.15 ± 0.06</td>
<td>10.11 ± 1.41</td>
<td>0.62 ± 0.10</td>
<td>10.57 ± 1.41</td>
<td>5.86 ± 1.07</td>
<td>3.71 ± 0.52</td>
<td>1.30 ± 0.17</td>
</tr>
<tr>
<td>SR-eτh,4</td>
<td>0.10 ± 0.05</td>
<td>3.42 ± 0.87</td>
<td>0.38 ± 0.08</td>
<td>4.31 ± 0.97</td>
<td>4.10 ± 0.90</td>
<td>2.60 ± 0.44</td>
<td>0.58 ± 0.11</td>
</tr>
</tbody>
</table>

Table 8: Signal region yields for background and signal simulation in the µτh channel. The three rightmost columns show the signal predictions in the degenerate scenario, for masses given in the form of \((m_\tilde{\tau}/m_{\tilde{\chi}_1^0})\) in GeV.

<table>
<thead>
<tr>
<th>SR name</th>
<th>DY</th>
<th>W+Jets</th>
<th>Other SM</th>
<th>Sum</th>
<th>(200/1)</th>
<th>(300/1)</th>
<th>(400/1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR-µτh,0</td>
<td>0.06 ± 0.02</td>
<td>7.82 ± 1.27</td>
<td>0.12 ± 0.13</td>
<td>7.94 ± 1.28</td>
<td>4.57 ± 0.91</td>
<td>9.50 ± 0.81</td>
<td>7.14 ± 0.47</td>
</tr>
<tr>
<td>SR-µτh,1</td>
<td>0.13 ± 0.04</td>
<td>20.51 ± 2.11</td>
<td>0.76 ± 0.29</td>
<td>21.62 ± 2.16</td>
<td>7.49 ± 1.17</td>
<td>9.43 ± 0.81</td>
<td>5.02 ± 0.39</td>
</tr>
<tr>
<td>SR-µτh,2</td>
<td>0.07 ± 0.03</td>
<td>12.02 ± 1.65</td>
<td>0.72 ± 0.19</td>
<td>12.53 ± 1.66</td>
<td>6.76 ± 1.11</td>
<td>6.03 ± 0.65</td>
<td>2.68 ± 0.29</td>
</tr>
<tr>
<td>SR-µτh,3</td>
<td>0.03 ± 0.02</td>
<td>3.19 ± 0.74</td>
<td>1.88 ± 0.31</td>
<td>4.86 ± 0.87</td>
<td>4.38 ± 0.89</td>
<td>1.25 ± 0.29</td>
<td>0.68 ± 0.14</td>
</tr>
</tbody>
</table>
Figure 5: The expected upper limits at the 95% CL and the $5\sigma$ discovery potential for the combination of the results of the $\tau_h \bar{\tau}_h$ and $\ell \tau_h$ channels.
7. Summary

A search for the direct production of $\tau$ sleptons has been presented, assuming $3000 \text{ fb}^{-1}$ of proton-proton collision data produced by the HL-LHC at a center-of-mass energy of $14 \text{ TeV}$. Expected limits have been calculated for the final states that contain either two hadronically decaying $\tau$ leptons and missing transverse momentum, or one hadronically decaying $\tau$ lepton and one $\tau$ decaying to a muon or electron and neutrinos. The analysis is performed using the Delphes simulation of the CMS Phase-2 detector where the object reconstruction performance is tuned to the one achieved with CMS Phase-2 full simulation. In mass-degenerate scenarios, degenerate production of $\tau$ sleptons are excluded up to $650 \text{ GeV}$ with the discovery contour reaching up to $470 \text{ GeV}$ for a massless lightest neutralino.
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Prospects for searches for staus, charginos and neutralinos at the high luminosity LHC with the ATLAS Detector

The ATLAS Collaboration

The current searches at the LHC have yielded sensitivity to weakly-interacting supersymmetric particles in the hundreds of GeV mass range and the reach at the high-luminosity phase of the LHC is expected to significantly extend beyond the current limits. This document presents example benchmark studies for stau pair production ($\tilde{\tau}^+ \tilde{\tau}^-$) using a final state with two hadronically decaying taus, chargino pair production ($\tilde{\chi}^+_1 \tilde{\chi}^-_1$) using a final state with two leptons, and chargino-neutralino production ($\tilde{\chi}^+_1 \tilde{\chi}^0_2$) using either a $\ell\ell\ell$ or $\ell bb$ final state. A parameterised simulation of the ATLAS detector at a centre-of-mass energy of 14 TeV is used. Expected results are shown for an integrated luminosity of 3000 fb$^{-1}$, where the discovery regions exceed the current limits on SUSY particle masses set at the LHC by hundreds of GeV. The discovery potential at the HL-LHC reaches stau masses of 530 GeV and chargino masses of 660 GeV, for $\tilde{\tau}^+ \tilde{\tau}^-$ and $\tilde{\chi}^+_1 \tilde{\chi}^-_1$ production, respectively. For $\tilde{\chi}^+_1 \tilde{\chi}^0_2$ production, the discovery region reaches up to 920 GeV (1080 GeV) in $\tilde{\chi}^+_1$ and $\tilde{\chi}^0_2$ masses, where the $\tilde{\chi}^0_2$ decays via the Standard Model $Z$ ($h$) boson. The 95% CL expected exclusion potentials at the HL-LHC reach ~ 200 GeV higher in mass than the discovery potentials for all cases considered.
1 Introduction

Supersymmetry (SUSY) [1–6] proposes that for every boson (fermion) of the Standard Model (SM) there exists a fermionic (bosonic) partner. The scalar superpartners of the SM fermions are called sfermions (comprising the charged sleptons, \( \tilde{\ell} \), the sneutrinos, \( \tilde{\nu} \), and the squarks, \( \tilde{q} \)), while the gluons have fermionic superpartners called gluinos (\( \tilde{g} \)). The bino, wino and higgsino fields are fermionic superpartners of the SU(2)×U(1) gauge fields of the SM, and the two complex scalar doublets of a minimally extended Higgs sector, respectively. Their mass eigenstates are referred to as charginos \( \tilde{\chi}^\pm \) \((i = 1, 2)\) and neutralinos \( \tilde{\chi}^0_j \) \((j = 1, 2, 3, 4)\), numbered in order of increasing mass. The direct production of charginos, neutralinos and sleptons through electroweak interactions may dominate the SUSY production at the LHC if the masses of the gluinos and squarks are large.

SUSY offers natural solutions to many of the problems with the SM. For example, SUSY particles with masses at the electroweak scale can cancel quadratic divergences to the Higgs mass corrections. SUSY can also accommodate the unification of the gauge interactions and a radiative breaking of the electroweak symmetry. Under the conservation of R-parity [7], the lightest SUSY particle (LSP) is stable and is a good candidate for the dark matter in the universe. Furthermore, the Minimal Supersymmetric Standard Model (MSSM) requires a Higgs boson with mass below \( \sim 135 \) GeV which is consistent with the Higgs boson observed at the LHC.

The search for weak-scale SUSY is one of the highest physics priorities for the current and future LHC runs. The high luminosity upgrade of the LHC (HL-LHC) is expected to deliver proton-proton collisions at a centre-of-mass-energy of 14 TeV, with an integrated luminosity of around 3000 fb\(^{-1}\). The large dataset expected at the end of HL-LHC offers an unprecedented discovery potential for heavy SUSY particles in the electroweak sector, of masses around or above a TeV. This note assesses the ATLAS sensitivity at the end of HL-LHC to direct production of various SUSY partners in the electroweak sector including the stau (\( \tilde{\tau} \)), chargino and neutralinos under the assumption of R-parity conservation.

2 The HL-LHC and the ATLAS detector

In the Run-2 data-taking period, the ATLAS experiment collected 149 fb\(^{-1}\) of proton-proton collisions from the LHC at centre-of-mass energies of 13 TeV, with an average number of collisions per bunch crossing of \( \langle \mu \rangle = 34 \). A second long shutdown (LS2) will follow, during which the injection chain is foreseen to be modified and the accelerator will be able to achieve centre-of-mass-energies of 14 TeV. During LS3, the accelerator is foreseen to be upgraded to the HL-LHC, which is expected to deliver an integrated luminosity of about 3000 fb\(^{-1}\), with an average number of pileup interactions per bunch crossing of \( \langle \mu \rangle \sim 200 \).

The ATLAS detector [8, 9] is a multi-purpose particle detector with a cylindrical geometry.\(^1\) It consists of layers of inner tracking detectors surrounded by a superconducting solenoid, calorimeters, and a muon

\(^1\) The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal pp interaction point at the centre of the detector. The positive x-axis is defined by the direction from the interaction point towards the centre of the LHC ring, with the positive y-axis pointing upwards, while the beam direction is along the z-axis. Cylindrical coordinates \((r, \phi)\) are used in the transverse \((x, y)\) plane, \( \phi \) being the azimuthal angle around the beam direction. The pseudorapidity is defined in terms of the polar angle \( \theta \) from the z-axis as \( \eta = -\ln(\tan(\theta/2)) \). The distance in \( y - \phi \) space between two objects is defined as \( \Delta R = \sqrt{(\Delta y)^2 + (\Delta \phi)^2} \), where \( y \) is the rapidity. Transverse energy is computed as \( E_T = E \cdot \sin \theta \).
spectrometer, and will need several upgrades \([10–15]\) to cope with the expected higher luminosity at the HL-LHC, the associated high pileup, and the intense radiation environment. The primary motivation for the upgrade design studies is to evaluate the potential of the experiment for searches and measurements despite these harsh conditions. A new inner tracking system, extending the tracking region from \(|\eta| \leq 2.7\) up to \(|\eta| \leq 4.0\), will provide the ability to reconstruct forward charged particle tracks, which can be matched to calorimeter clusters for forward electron reconstruction, or associated to forward jets. The inner tracker extension also enables muon identification at high pseudorapidities if additional detectors (such as micro-pattern gaseous or silicon pixel detectors) are installed between the endcap calorimeters and the New Small Wheel \([16]\) in the region \(2.7 < |\eta| \leq 4.0\). Despite being in an area without magnetic field, such detectors would increase the muon spectrometer acceptance and could be used to identify (tag) inner detector tracks in the forward region as muons, while relying entirely on the inner tracker for the momentum measurement.

3 Electroweak SUSY searches at the HL–LHC

A broad range of electroweak SUSY scenarios and their experimental signatures are considered here, including the two-tau signature from \(\tilde{\tau}^+ \tilde{\tau}^-\) production in Section 4, the dilepton signature from \(\tilde{\chi}_1^+ \tilde{\chi}_1^-\) production in Section 5, and the three-lepton and 1\(\ell\)\(bb\) signatures from \(\tilde{\chi}_1^\pm \tilde{\chi}_2^0\) production in Section 6. Hadronically decaying taus are used for the \(\tilde{\tau}^+ \tilde{\tau}^-\) search, while light leptons (\(e, \mu\) only) are used for the \(\tilde{\chi}_1^+ \tilde{\chi}_1^-\) and \(\tilde{\chi}_1^\pm \tilde{\chi}_2^0\) searches.

The individual analyses follow a coherent approach as much as possible, using the same parameterisations of the upgraded ATLAS detector configuration and the associated experimental uncertainties, the same Monte Carlo (MC) simulations for the common signal and background processes, and the same statistical framework for the interpretation of the results. The definitions of the physics objects follow similar strategies from either earlier publications using data or the previous studies for the HL-LHC. For the signal scenarios considered in this note, most of the final state particles are expected to be in the central region. Therefore the pseudorapidity selections for these final states physics objects remain mostly in the central regions. Signal regions (SR) are typically defined to target one or more regions in the signal model parameter space, using advanced kinematic variables including the output from multivariate methods. Event selections for the signal regions are usually optimised by maximising the expected sensitivity \(Z_N\) \([17]\), which takes into account the systematic uncertainties on the background.

The HistFitter \([18]\) software framework is used for the statistical interpretation of the results. In order to quantify the probability for the background-only hypothesis to fluctuate to the observed number of events or higher, a one-sided \(p_0\)-value is calculated, where the profile likelihood ratio is used as a test statistic \([19]\). A signal model can be excluded at 95% confidence level (CL) if the \(C_{\text{LS}}\) \([20]\) of the signal-plus-background hypothesis is below \(0.05\).

Experimental and theoretical uncertainties on the SUSY signal and SM background are accounted for in the exclusion fits. Experimental systematic uncertainties have been estimated based on the expected performance of the upgraded ATLAS detector as documented in Ref. \([21]\). The theoretical uncertainties, such as the overall cross-section and the modelling of the kinematic shapes, are halved compared to the state-of-art predictions found in Run-2 analyses. The systematic uncertainties arising from the statistics in the control region in data are assumed to scale with the inverse of the square-root of the integrated luminosity. MC-based, statistics-driven sources of uncertainty are considered negligible.
MC simulated event samples are used to predict the background from SM processes and to model the SUSY signal. The effects of an upgraded ATLAS detector are taken into account by applying energy smearing, efficiencies and fake rates to generator level quantities, following parameterisations based on detector performance studies with full simulation and HL-LHC conditions. The effect of the high pileup at the HL-LHC is incorporated by overlaying pileup jets onto the hard-scatter events. Jets from pileup are randomly selected as jets to be considered for analysis with \( \sim 2\% \) efficiency, based on the expected performance of a Jet Vertex Tagger at the HL-LHC [21]. The most relevant MC samples have equivalent luminosities (at \( \sqrt{s} = 14 \) TeV) of at least 3000 fb\(^{-1}\).

SUSY signal samples are generated at leading-order accuracy using MadGraph5_aMC@NLO [22] interfaced to Pythia 8 [23] with the A14 [24] tune for the modelling of the parton showering (PS), hadronisation and underlying event (UE). The matrix element (ME) calculation is performed at tree-level and includes the emission of up to two additional partons. The PDF set used for the generation is NNPDF23LO [25]. The ME–PS matching is done using the CKKW-L [26] prescription, with a matching scale set to one quarter of the mass of the pair produced particles. The cross-sections used to evaluate the signal yields are calculated to next-to-leading order in the strong coupling constant, adding the resummation of soft gluon emission at next-to-leading-logarithmic accuracy (NLO+NLL) [27, 28]. The nominal cross section and the uncertainty are taken from an envelope of cross section predictions using different PDF sets and factorisation and renormalisation scales, as described in Ref. [29].

Background samples were simulated using different MC generators depending on the process. The event generators, the accuracy of theoretical cross-sections, the underlying-event parameter tunes, and the PDF sets used for the background samples are summarised in Table 1. For all samples, except the ones generated using Sherpa [30], theEvtgen v1.2.0 [31] program was used to simulate the properties of the bottom- and charm-hadron decays.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator + fragmentation/hadronisation</th>
<th>Tune</th>
<th>PDF set</th>
<th>Cross-section order</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W/Z+)jets</td>
<td>Powheg-Box v1 [32] + Pythia 8.186 [33]</td>
<td>AZNLO</td>
<td>CTEQ6L1</td>
<td>NNLO</td>
</tr>
<tr>
<td></td>
<td>Sherpa 2.2.1 [30]</td>
<td>Default</td>
<td>NNPDF30NNLO [34]</td>
<td>NNLO</td>
</tr>
<tr>
<td>(t\bar{t})</td>
<td>Powheg-Box v2 + Pythia 8.186</td>
<td>A14</td>
<td>NNPDF23LO [25]</td>
<td>NNLO+NNLL</td>
</tr>
<tr>
<td>Single top</td>
<td>Powheg-Box v1 or v2 + Pythia 6.428 [35]</td>
<td>Perugia2012</td>
<td>CT10 [37]</td>
<td>NNLO+NNLL</td>
</tr>
<tr>
<td>Diboson (fully leptonic)</td>
<td>Sherpa 2.2.1</td>
<td>Default</td>
<td>NNPDF30NNLO</td>
<td>NLO</td>
</tr>
<tr>
<td>(semi leptonic)</td>
<td>Powheg-Box v1 + Pythia 8.186</td>
<td>AZNLO</td>
<td>CTEQ6L1</td>
<td>NLO</td>
</tr>
<tr>
<td>Triboson</td>
<td>Sherpa 2.2.2</td>
<td>Default</td>
<td>NNPDF30NNLO</td>
<td>NLO</td>
</tr>
<tr>
<td>(t\bar{t} + X)</td>
<td>MadGraph 2.2.2 [22] + Pythia 8.186</td>
<td>A14</td>
<td>NNPDF23LO</td>
<td>NLO</td>
</tr>
<tr>
<td>Higgs</td>
<td>Powheg-Box v2 + Pythia 8.186</td>
<td>AZNLO</td>
<td>CTEQ6L1</td>
<td>NNLO+NNLL</td>
</tr>
<tr>
<td>Multijet</td>
<td>Pythia 8.186</td>
<td>AU2 [39]</td>
<td>CT10</td>
<td>NLO</td>
</tr>
</tbody>
</table>

Table 1: List of MC generators used for the SM background processes. Information is given about the underlying-event tunes, the PDF sets and the pQCD highest-order accuracy (LO, NLO, next-to-next-to-leading order, NNLO, and next-to-next-to-leading-log, NNLL) used for the normalisation of the different samples. The Diboson process includes WW, WZ and ZZ. The \(t\bar{t}+X\) process includes \(t\bar{t}+W, t\bar{t}+Z\) and \(t\bar{t}+WW\). For the \(W+\)jets process, Sherpa was used in the \((1\ell bb)\) final state, while Powheg+Pythia was used for the other final states. In the direct stau analysis, a combination of generators are used to model the \(W+\)jets events, where \(W \rightarrow e/\mu \nu\) and \(W \rightarrow \tau \nu\) are modelled with Powheg+Pythia and Sherpa, respectively.
4 Search for direct stau production

Searches for the direct production of light stau pairs at the HL-LHC are motivated by both experimental and theoretical considerations. As of today the most stringent exclusion limits are from LEP, making the search for direct staus a crucial “unturned stone” in the hunt for SUSY at the LHC. Staus are expected to be the lightest slepton flavor in models of GUT scale unification and the lighter stau is favoured to be mostly right-handed. Furthermore, in models with a light stau and lightest neutralino $\tilde{\chi}_1^0$ with a small mass difference, stau co-annihilation processes [40] in the early universe can reduce the $\tilde{\chi}_1^0$ relic density and make it consistent with observations from cosmological measurements [41].

A search for stau production is presented here, which uses a final state with two hadronically decaying $\tau$ leptons. Two simplified models describing the direct production of $\tilde{\tau}^+\tilde{\tau}^-$ are used in this document: one considers stau partners of the left-handed $\tau$ lepton ($\tilde{\tau}_L$), and a second considers stau partners of the right-handed $\tau$ lepton ($\tilde{\tau}_R$). In both models, the stau decays with a branching fraction of 100% to the SM $\tau$-lepton and the LSP, which is a common scenario in the phenomenological Minimal Supersymmetric SM [42] when $\tilde{\tau}_1$, $\tilde{\chi}_2^0$ and $\tilde{\nu}_\tau$ are heavier than the stau. The relevant diagram for this model can be seen in Figure 1.

![Diagram illustrating the signal scenario considered for the pair production of charged staus targeted by the two-tau final state.](image)

The signature considered here is two hadronically decaying taus, low jet activity, and large missing transverse momentum ($E_T^{miss}$) from the $\tilde{\chi}_1^0$ and neutrinos. The SM background is dominated by $W/Z$+jets, multi-boson, multi-jet, and top pair production. In the ATLAS Run-1 search for combined $\tilde{\tau}_L^+\tilde{\tau}_L^-$ and $\tilde{\tau}_R^+\tilde{\tau}_R^-$ production [43], only a narrow range of stau masses ($m(\tilde{\tau}_R, \tilde{\chi}_1^0) = (109, 0)$ GeV) was excluded due to the very small production cross section. Analysis of the 2015+2016 Run-2 data by CMS [44] did not further extend the sensitivity to direct stau production. Thus, this scenario is an interesting case to study at the HL-LHC, where significant gains in sensitivity could be made.

The event pre-selection is based on that of the previous 8 TeV analysis [43] and 13 TeV analysis [45]. Hadronically decaying taus are selected with $p_T > 20$ GeV and $|\eta| < 4$, while electrons and muons are selected with $p_T > 10$ GeV and $|\eta| < 2.47$ ($|\eta| < 2.5$ for muons). Jets are reconstructed with the anti-$k_t$ algorithm [46, 47] with a radius parameter of 0.4, with $p_T > 20$ GeV and $|\eta| < 4$. Jets are identified as $b$-jets using the MV2c10 tagging algorithm, operating at an efficiency of 70% in $t\bar{t}$ simulation. To remove close-by objects from one another, an overlap removal based on $\Delta R$ is applied.

SM processes where one or more jet is mis-identified as a hadronically decaying tau (fake tau) contribute to the total background. To maximize the available MC statistics, these backgrounds are estimated by...
assigning a weight to each jet, where the weight corresponds to the tau fake rate in the HL-LHC detector performance parameterisation. The probability for an event to have one or two fake taus is assessed using all possible combinations of jets, and each event is then weighted by the probability it will contribute to the fake tau background. Cases with more than three fake taus are not considered due to the low probability (less than $10^{-6}$).

Before the optimization, pre-selection cuts are applied to suppress the SM background. Events are selected with exactly two tightly identified hadronic taus with $|\eta| < 2.5$, and the two taus must have opposite electric charge (OS). The tight tau algorithm correctly identifies one-prong (three-prong) taus with an efficiency of 60% (45%) and with a light-flavour jet misidentification probability of 0.06% (0.02%). Events with electrons, muons, $b$-jets or forward jets ($|\eta| > 2.5$) are vetoed. The effect of a di-tau trigger is considered by requiring the leading tau has $p_T > 50$ GeV and the sub-leading tau has $p_T > 40$ GeV, with an assumed trigger efficiency of 64%. To suppress the SM background, a loose jet veto is applied that rejects events containing jets with $|\eta| < 2.5$ and $p_T > 100$ GeV. Since the SUSY signal involves two undetected $\tilde{X}_1^0$, the resulting $E_T^{\text{miss}}$ spectrum tends to be harder than that for the major SM backgrounds, thus $E_T^{\text{miss}} > 200$ GeV is required to reject the multi-jet background. A Z veto is imposed, where the invariant mass of the two taus, $m_{\tau\tau}$, is required to be larger than 100 GeV to suppress contributions from $Z/\gamma^* +$ jets production. To suppress the top quark and multi-jet backgrounds, the sum of the two-tau transverse mass $m_T^{\tau_1} + m_T^{\tau_2}$, defined using the transverse momentum of the leading (next-to-leading) tau and $E_T^{\text{miss}}$, must be larger than 450 GeV.

The transverse mass $m_T^{\tau_2}$ [48, 49] is used to further discriminate SUSY events from SM processes. It can be shown to have a kinematic endpoint for events where two massive pair produced particles each decay to two objects, one of which is detected and the other escapes undetected. It is defined as

$$m_T^{\tau_2} = \min[\max \{m_T(\bar{p}_T, \vec{q}_T), m_T(\bar{p}_T, \vec{q}_T) - E_T^{\text{miss}}\}],$$

where $\bar{p}_T$ and $\vec{q}_T$ are the transverse momentum vectors of the two visible particles, $E_T^{\text{miss}}$ is the missing transverse momentum, and $\vec{q}_T$ is the transverse vector that minimises the larger of the two transverse masses $m_T$. A requirement of $m_T^{\tau_2} > 35$ GeV is applied to suppress the top, $W^+\text{jets}$ and $Z/\gamma^* +$ jets backgrounds.

Starting from this common pre-selection, a cut-and-count method is used to define various SRs. To target signal scenarios with different kinematics, three benchmark points are selected in the optimisation, based on the mass difference between the $\tilde{\tau}$ and $\tilde{X}_1^0$, $\Delta m = m_{\tau} - m_{\tilde{X}_1^0}$:

- $\Delta m < 150$ GeV: $m(\tilde{\tau}, \tilde{X}_1^0) = (160, 40)$ GeV
- $\Delta m \in [150, 300]$ GeV: $m(\tilde{\tau}, \tilde{X}_1^0) = (400, 160)$ GeV
- $\Delta m \geq 300$ GeV: $m(\tilde{\tau}, \tilde{X}_1^0) = (500, 1)$ GeV

Finally, several kinematic variables that offer good discrimination power between signal and SM backgrounds are used to optimise the SR selection: the $p_T$ of the leading and next-to-leading tau, the event $E_T^{\text{miss}}$, the angular separation between the leading and next-to-leading tau $\Delta \phi(\tau_1, \tau_2)$ and $\Delta R(\tau_1, \tau_2)$, the jet veto $p_T$ threshold, along with $m_T^{\tau_1} + m_T^{\tau_2}$ and $m_T^{\tau_2}$. The selection on these variables is optimized for high $Z_N$, assuming an uncertainty of 20% on the sum of all backgrounds. This uncertainty is a rough estimate.
value of the total background uncertainty without the multi-jet uncertainty contributions from the Run-2 studies.

Three signal regions are defined to maximise model-independent discovery sensitivity based on the optimization for scenarios with low (SR-low), medium (SR-med) and high (SR-high) mass differences between the $\tilde{\tau}$ and $\tilde{\chi}^0_1$. Furthermore, another disjoint signal region binned in $m_{T2}$ is defined to maximise model-dependent exclusion sensitivity based on the previous SR-high signal region with the jet veto threshold cut loosened to $p_T > 100$ GeV. Each SR is identified by the range of the $m_{T2}$, and is shown in Table 2. Figure 2 show the distributions of $m_{T2}$ in these signal regions, applying all SR selections with the exception of $m_{T2}$ itself.

Table 2: Summary of selection requirements for the direct stau signal regions.

<table>
<thead>
<tr>
<th>Selection</th>
<th>SR-low</th>
<th>SR-med</th>
<th>SR-high</th>
<th>SR-exclHigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>jet veto threshold</td>
<td>$p_{T\text{jet}} &gt; 40$ GeV</td>
<td>$p_{T\text{jet}} &gt; 40$ GeV</td>
<td>$p_{T\text{jet}} &gt; 20$ GeV</td>
<td>$p_{T\text{jet}} &gt; 100$ GeV</td>
</tr>
<tr>
<td>$p_{T\text{T1}} &gt;$</td>
<td>150 GeV</td>
<td>200 GeV</td>
<td>200 GeV</td>
<td>200 GeV</td>
</tr>
<tr>
<td>$m_{T\text{T1}} + m_{T\text{T2}} &gt;$</td>
<td>500 GeV</td>
<td>700 GeV</td>
<td>800 GeV</td>
<td>800 GeV</td>
</tr>
<tr>
<td>$m_{T2}(\tau_1, \tau_2)$</td>
<td>$\in [80 \text{ GeV}, \infty]$</td>
<td>$\in [130 \text{ GeV}, \infty]$</td>
<td>$\in [130 \text{ GeV}, \infty]$</td>
<td>$\in [80 \text{ GeV}, 130 \text{ GeV}]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\in [130 \text{ GeV}, 180 \text{ GeV}]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\in [180 \text{ GeV}, 230 \text{ GeV}]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\in [230 \text{ GeV}, \infty]$</td>
</tr>
</tbody>
</table>

Tables 3 and 4 show the expected numbers of events for the SM backgrounds and three SUSY reference points in the ditau signal regions for an integrated luminosity of 3000 fb$^{-1}$. Only the statistical uncertainties for signal and backgrounds are shown in Table 3 and Table 4.

The systematic uncertainties are evaluated based on the SR-high systematic uncertainty in Ref. [45], where the dominant background experimental uncertainties in that study are the uncertainty on the multi-jet estimation ($\sim 33\%$), the tau energy scale in situ uncertainty ($\sim 8\%$), the tau energy scale uncertainty from modelling ($\sim 8\%$) and the detector ($\sim 13\%$), the tau ID efficiency uncertainty ($\sim 5\%$), the uncertainty from $E_T^{\text{miss}}$ reconstruction ($\sim 6\%$), and the uncertainty from the jet energy scale ($\sim 4\%$). The dominant signal uncertainties are the tau energy scale in situ uncertainty ($\sim 7\%$), the tau energy scale uncertainty from detector ($\sim 6\%$), the tau ID efficiency uncertainty ($\sim 13\%$), the MC/data related trigger systematics ($\sim 7\%$ in total), and the signal cross-section uncertainty ($\sim 9\%$).

A few of the experimental uncertainties are expected to be smaller at the HL-LHC compared to the 13 TeV studies, as described in Ref [21]. In particular, the tau energy scale insitu uncertainty is scaled...
4.3. Searches for staus, charginos and neutralinos (ATL-PHYS-PUB-2018-048)

Table 3: Expected numbers of events for the SM background and the three benchmark signal models for combined \( \tilde{\tau}_L^+ \tilde{\tau}_R^- \) and \( \tilde{\tau}_R^+ \tilde{\tau}_L^- \) production in the signal regions SR-low, SR-med and SR-high. The “Other SM” contains contributions from the Top, Higgs boson and Multi-jet processes. Entries marked as ‘-’ indicate negligible background contributions (less than 0.1). Uncertainties describe the MC statistical uncertainties only.

<table>
<thead>
<tr>
<th></th>
<th>SR-low</th>
<th>SR-med</th>
<th>SR-high</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W + \text{jets} )</td>
<td>8.8 ± 2.8</td>
<td>2.12 ± 0.56</td>
<td>1.00 ± 0.21</td>
</tr>
<tr>
<td>( \text{Multi-boson} )</td>
<td>2.6 ± 1.3</td>
<td>0.35 ± 0.18</td>
<td>-</td>
</tr>
<tr>
<td>( Z/\gamma^* + \text{jets} )</td>
<td>1.4 ± 1.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \text{Other SM} )</td>
<td>0.98 ± 0.40</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( m(\tilde{\tau}_L/\tilde{\tau}_R, \tilde{\chi}_1^0) = (160, 40) \text{ GeV} )</td>
<td>34.9 ± 7.2</td>
<td>2.2 ± 1.6</td>
<td>0.63 ± 0.44</td>
</tr>
<tr>
<td>( m(\tilde{\tau}_L/\tilde{\tau}_R, \tilde{\chi}_1^0) = (400, 160) \text{ GeV} )</td>
<td>24.1 ± 1.6</td>
<td>13.8 ± 1.2</td>
<td>8.3 ± 1.0</td>
</tr>
<tr>
<td>( m(\tilde{\tau}_L/\tilde{\tau}_R, \tilde{\chi}_1^0) = (500, 1) \text{ GeV} )</td>
<td>19.4 ± 1.5</td>
<td>15.0 ± 1.3</td>
<td>11.6 ± 1.2</td>
</tr>
</tbody>
</table>

Table 4: Expected numbers of events for the SM background and the three benchmark signal points for combined \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) and \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \) production in the exclusion ditau signal regions. The “Other SM” contains contributions from the Top, Higgs boson and Multi-jet processes. Entries marked as ‘-’ indicate negligible background contributions (less than 0.1). Uncertainties describe the MC statistical uncertainties only.

<table>
<thead>
<tr>
<th></th>
<th>( m_{T2} ) [GeV]</th>
<th>[80, 130]</th>
<th>[130, 180]</th>
<th>[180, 230]</th>
<th>[230, ( \infty )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W + \text{jets} )</td>
<td>2.42 ± 0.52</td>
<td>1.22 ± 0.26</td>
<td>1.10 ± 0.24</td>
<td>0.54 ± 0.12</td>
<td></td>
</tr>
<tr>
<td>( \text{Multi-boson} )</td>
<td>0.49 ± 0.10</td>
<td>0.08 ± 0.02</td>
<td>0.05 ± 0.01</td>
<td>0.04 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>( Z/\gamma^* + \text{jets} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>( \text{Other SM} )</td>
<td>0.14 ± 0.03</td>
<td>0.04 ± 0.01</td>
<td>0.03 ± 0.01</td>
<td>0.02 ± 0.00</td>
<td></td>
</tr>
<tr>
<td>( m(\tilde{\tau}_L/\tilde{\tau}_R, \tilde{\chi}_1^0) = (160, 40) \text{ GeV} )</td>
<td>0.96 ± 0.13</td>
<td>0.63 ± 0.09</td>
<td>0.00 ± 0.00</td>
<td>0.00 ± 0.00</td>
<td></td>
</tr>
<tr>
<td>( m(\tilde{\tau}_L/\tilde{\tau}_R, \tilde{\chi}_1^0) = (400, 160) \text{ GeV} )</td>
<td>4.79 ± 0.67</td>
<td>9.11 ± 1.28</td>
<td>6.43 ± 0.90</td>
<td>2.97 ± 0.42</td>
<td></td>
</tr>
<tr>
<td>( m(\tilde{\tau}_L/\tilde{\tau}_R, \tilde{\chi}_1^0) = (500, 1) \text{ GeV} )</td>
<td>1.84 ± 0.26</td>
<td>4.21 ± 0.59</td>
<td>5.99 ± 0.84</td>
<td>7.81 ± 1.10</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 2: Distributions of each $m_{T2}$ variable in the SR-low, SR-med, SR-high and SR-exclHigh regions, applying all selections as specified in Table 2, with the exception of $m_{T2}$ itself. The stacked histograms show the expected SM backgrounds, while the hatched bands represent the statistical uncertainties on the total SM background. For illustration, the distributions of the SUSY reference points for combined $\tilde{\tau}_1^\pm$ and $\tilde{\tau}_2^\pm$ production are also shown as dashed lines. The last bin includes the overflow. The lower pad in each plot shows the significance, $Z_N$, using a background uncertainty of 20\%, for the SUSY reference points. In (a), (b) and (c), $Z_N$ is shown for an $m_{T2}$ threshold, while for (d), $Z_N$ is shown in each $m_{T2}$ interval.
by a factor of 0.6 and the tau ID efficiency uncertainty is scaled by a factor of 0.45. The multi-jet uncertainties scale with the increased integrated luminosity, and the background theoretical uncertainties are halved. The theoretical cross-section uncertainty for direct stau production is taken as 10%, while the MC/data related systematics are considered negligible. All other uncertainties are assumed to be the same as the 13 TeV studies. In this Baseline Uncertainties assumption, the total background experimental uncertainty is \( \sim 19\% \), with theoretical uncertainties on the Top, \( Z/\gamma^* + \text{jets} \) and Higgs backgrounds of 13\%, theoretical uncertainties on the \( W+\text{jets} \) and multi-jet backgrounds of 10\%, and uncertainties on the multi-boson background of 8\%. The total uncertainty on the SUSY signal is \( \sim 14\% \).

A second scenario is also considered, where the expected uncertainties at the HL-LHC do not improve upon the 13 TeV studies for the SM background and signal. This results in a total background uncertainty of \( \sim 38\% \) and a signal uncertainty of \( \sim 21\% \) for the Run-2 Uncertainties scenario.

To calculate the discovery potential, SR-low, SR-med and SR-High defined in Table 2 are used, while for the model dependent exclusion limits the best expected signal region is used, considering SR-low, SR-med, SR-High, and the multi-bin SR-exclHigh. Experimental uncertainties are treated as correlated between signal and background and all uncertainties are treated as correlated across regions. The 95\% CL exclusion and discovery potentials for combined \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \) and \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) production, \( \tilde{\tau}_L^+ \tilde{\tau}_R^- \) production alone and \( \tilde{\tau}_R^+ \tilde{\tau}_L^- \) production alone under different uncertainty assumptions are shown in Figure 3. The \( \pm 1\sigma_{\text{exp}} \) uncertainty band indicates the impact on the expected limit of the uncertainty included in the fit. For the Baseline Uncertainties scenario, the exclusion limit reaches 730 GeV in \( \tilde{\tau} \) mass for the combined \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) and \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \) production, and 680 GeV (420 GeV) for pure \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) (pure \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \)) production with a massless \( \tilde{\chi}_1^0 \). The discovery sensitivity reaches \( 110 - 530 \text{ GeV} \) (\( 110 - 500 \text{ GeV} \)) in \( \tilde{\tau} \) mass for the combined \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) and \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \) (pure \( \tilde{\tau}_L^+ \tilde{\tau}_R^- \)) production with a massless \( \tilde{\chi}_1^0 \). No discovery sensitivity is found for pure \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \) production as the production cross section is very small.

For the Run-2 Uncertainties scenario, the exclusion limit is slightly reduced to 720 GeV in \( \tilde{\tau} \) mass for the combined \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) and \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \) production, and 670 GeV (390 GeV) for pure \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) (pure \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \)) production with a massless \( \tilde{\chi}_1^0 \). The discovery sensitivity is also slightly reduced, reaching \( 200 - 500 \text{ GeV} \) (\( 210 - 460 \text{ GeV} \)) in \( \tilde{\tau} \) mass for the combined \( \tilde{\tau}_L^+ \tilde{\tau}_L^- \) and \( \tilde{\tau}_R^+ \tilde{\tau}_R^- \) (pure \( \tilde{\tau}_L^+ \tilde{\tau}_R^- \)) production with a massless \( \tilde{\chi}_1^0 \).

Based on the search channels and methods considered here, the HL-LHC is not expected to have discovery potential for the stau co-annihilation scenario or for the production of light right-handed stau pairs, making these scenarios excellent benchmarks for further study at HL-LHC as well as for future collider-based experiments.
4.3. Searches for staus, charginos and neutralinos (ATL-PHYS-PUB-2018-048)

5 Search for chargino pair production

In many SUSY models, the charged wino or higgsino states are light and decay via SM gauge bosons [50, 51]. A simplified model describing the direct production of $\tilde{\chi}_1^±$ is studied here, where the $\tilde{\chi}_1^- = \tilde{\chi}_1^0 + \tilde{\chi}_1^+$ is assumed to be pure wino, while the $\tilde{\chi}_1^0$ is the LSP and is assumed to be pure bino and stable. The $\tilde{\chi}_1^±$ decays with 100% branching fraction to $W^±$ and $\chi_1^0$, as seen in Figure 4. Only the leptonic decays of the $W$ are considered, resulting in final states with two opposite electric charge (OS) leptons and missing transverse momentum from the two undetected $\chi_1^0$.

![Diagram illustrating the signal scenario considered for the pair production of charginos targeted by the 2$\ell$ final state.](image)

The selection here closely follows the strategies adopted in the 8 TeV [52] and 13 TeV [53] searches. Events are required to contain exactly two leptons (electrons or muons) with $p_T > 20$ GeV and $|\eta| < 2.5$ (2.47 for electrons). The lepton pair must satisfy $m_{\ell\ell} > 25$ GeV to remove contributions from low mass resonances. The two leptons must be OS, pass “tight” identification criteria [21], and be isolated (the scalar sum of the transverse momenta of charged particles with $p_T > 1$ GeV within a cone of $\Delta R = 0.3$ around the lepton candidate, excluding the lepton candidate track itself, must be less than 15% of the
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lepton $p_T$). Jets are defined with $p_T > 30$ GeV and $|\eta| < 2.5$, and a $b$-tagging algorithm is used on those jets to correctly identify $b$-quark jets in simulated $t\bar{t}$ samples with an average efficiency of 85%, with a light-flavour jet misidentification probability of a few percent (parametrised as a function of jet $p_T$ and $\eta$). All leptons are required to be separated from each other and from jets. The latter requirement is imposed to suppress the background from semi-leptonic decays of heavy-flavour quarks, which is further suppressed by vetoing events having one or more $b$-tagged jets.

The selection strategy is shown in Table 5. The signal region is divided into two disjoint regions with a Same Flavour Opposite Sign (SFOS: $e^+e^-$, $\mu^+\mu^-$) or Different Flavour Opposite Sign (DFOS: $e^+\mu^-$) lepton pair to take advantage of the differing SM background composition for each flavour combination. The SFOS and DFOS regions are divided again into events with exactly zero jets or one jet, which target scenarios with large or small $\tilde{\chi}_1^+ - \tilde{\chi}_1^0$ mass splittings, respectively. One lepton must have $p_T > 40$ GeV to suppress the SM background, and with $p_T^{l_1} > 40$ GeV and $p_T^{l_2} > 20$ GeV, either the single or double lepton triggers may be used to accept the event at the HL-LHC. Events with SFOS lepton pairs with an invariant mass within 30 GeV of the Z boson mass are rejected to suppress the large $Z \rightarrow \ell\ell$ SM background. Large $E_T^{\text{miss}}$ and $E_T^{\text{miss}}$ significance ($E_T^{\text{miss}}$ significance $= E_T^{\text{miss}} / \sqrt{\sum p_T^{\text{leptons,jets}}}$) are chosen in accordance with the 13 TeV analysis [53] to suppress $Z+\text{jets}$ events with poorly measured leptons.

The transverse mass $m_{T2}$ defined in Equation 1 is calculated using the two leptons and $E_T^{\text{miss}}$, and used as the main discriminator in the SR selection to suppress the SM background. For t$\bar{t}$ or WW decays, assuming an ideal detector with perfect momentum resolution, $m_{T2}(\ell, \ell, E_T^{\text{miss}})$ has a kinematic endpoint at the mass of the W boson. Signal models with sufficient mass splittings between the $\tilde{\chi}_1^+$ and the $\tilde{\chi}_1^0$ feature $m_{T2}$ distributions that extend beyond this kinematic endpoint expected for the dominant SM backgrounds. Therefore, events in this sensitivity are required to have high $m_{T2}$ values. A set of disjoint signal regions “binned” in $m_{T2}$ are used to maximise model-dependent exclusion sensitivity. Each SR is identified by the lepton flavour combination (SFOS or DFOS), number of jets (-0J or -1J) and the range of the $m_{T2}$ interval, as seen in Table 5.

The transverse mass $m_{T2}$ of SM and SUSY events in the signal regions is shown in Figure 5, for events passing $m_{T2} > 100$ GeV. Generally, the SM backgrounds drop off at lower $m_{T2}$ values (around the $W$ mass), while the SUSY signal and 2$\ell$ diboson processes are seen to have long tails to high $m_{T2}$ values. In the 13 TeV analysis [53], long tails in $m_{T2}$ for 2$\ell$ diboson processes were seen to be from the imperfect measurement of the leptons and $E_T^{\text{miss}}$ in WW, as well as $ZZ \rightarrow \ell\ell\nu\nu$. Eleven high $m_{T2}$ intervals are defined to maximise the sensitivity to $\tilde{\chi}_1^+\tilde{\chi}_1^-$ production and the expected number of events from SM and SUSY processes in these signal regions are shown in Figure 5. After the application of the Z veto, lepton $p_T$ thresholds and high $m_{T2}$, no $Z+\text{jets}$ or $W+\text{jets}$ events remain. The diboson processes are seen to dominate the total SM background across all signal regions. In the 13 TeV analysis this was seen to be mostly $WW$, due to its similarity with the SUSY signal.

To calculate the expected sensitivity to $\tilde{\chi}_1^+\tilde{\chi}_1^-$ production and decay via $W$ bosons, the expected uncertainties on the SM background are assessed. The level of accuracy achieved (7 – 17%) in the 13 TeV analysis [53] was dominated by the normalisation of the WW background (5%) and theoretical uncertainties on the WW background ($\sim 5 – 10\%$), while the experimental uncertainties were $\sim 5\%$. The $t\bar{t}$ normalisation and theoretical uncertainties were similar to those for the WW background. It is expected that the uncertainties from the normalisation of the WW background will scale inversely with the increase in luminosity, and thus decrease to $\sim 1\%$, while a better understanding of WW could halve the theoretical uncertainties to $\sim 2.5 – 5\%$. It is assumed that the experimental uncertainties will be understood to the same level, or better, than the 13 TeV analysis. Two scenarios for the uncertainties are considered for $\tilde{\chi}_1^+\tilde{\chi}_1^-$. 

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC
### Table 5: Signal regions for the direct chargino pair production analysis.

<table>
<thead>
<tr>
<th>Common</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\ell\ell} &gt; \text{[GeV]}$</td>
<td>25</td>
</tr>
<tr>
<td>$p_{T}^{\ell 1}, p_{T}^{\ell 2} &gt; \text{[GeV]}$</td>
<td>40, 20</td>
</tr>
<tr>
<td>number of $b$ jets</td>
<td>0</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}} &gt; \text{[GeV]}$</td>
<td>110</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}}_{\text{sig}} &gt; \text{[GeV]}$</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>lepton flavour/sign</th>
<th>SR-SFOS-0J</th>
<th>SR-SFOS-1J</th>
<th>SR-DFOS-0J</th>
<th>SR-DFOS-1J</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>m_{\text{SFOS}} - m_Z</td>
<td>&gt; \text{[GeV]}$</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>number of jets</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$m_{T2} \text{[GeV]}$</td>
<td>$\in [100, 120]$</td>
<td>$\in [120, 140]$</td>
<td>$\in [140, 140]$</td>
<td>$\in [160, 180]$</td>
</tr>
<tr>
<td></td>
<td>$\in [180, 200]$</td>
<td>$\in [200, 250]$</td>
<td>$\in [250, 300]$</td>
<td>$\in [300, 350]$</td>
</tr>
<tr>
<td></td>
<td>$\in [350, 400]$</td>
<td>$\in [400, 500]$</td>
<td>$\in [500, \infty]$</td>
<td>$\in [500, \infty]$</td>
</tr>
</tbody>
</table>

Production and decay via $W$ bosons at the HL-LHC, both assuming a 5% experimental uncertainty on the signal and SM background, and a 10% theoretical uncertainty on the signal. For the Run-2 Uncertainties scenario, the modelling uncertainty on the SM background is assumed to remain the same as for Run-2, at 10%. For the Baseline Uncertainties scenario, it is assumed the modelling of the $WW$ background can be understood to a better level, and the modelling uncertainty on the SM background halves to just 5%.

The statistical combination of all disjoint signal regions is used to set model-dependent exclusion limits. For each of the three uncertainties considered, half of the value is treated as correlated across signal regions, and the other half as uncorrelated. The exclusion potentials for $\tilde{\chi}_1^\pm \tilde{\chi}_1^\mp$ production and decay via $W$ bosons at the HL-LHC are shown in Figure 6. For the Run-2 Uncertainties scenario in the absence of an excess, $\tilde{\chi}_1^\pm \tilde{\chi}_1^\mp$ production may be excluded up to 840 GeV in $\tilde{\chi}_1^\pm$ mass. For the Baseline Uncertainties scenario, where the modelling uncertainty on the SM background halves from 10% to 5%, the expected exclusion potential increases by just a few GeV in $\tilde{\chi}_1^\pm$ mass and 20 GeV in $\tilde{\chi}_0^1$ mass. To calculate the discovery potential, eleven inclusive signal regions are defined with $m_{T2}$ larger than the lower bound of each $m_{T2}$ interval in Table 5, and the inclusive signal region with the best expected sensitivity is used. At the HL-LHC, the discovery potential reaches up to 610 GeV in $\tilde{\chi}_1^\pm$ mass for the Run-2 Uncertainties scenario, as seen in Figure 6(b). For the Baseline Uncertainties scenario, the discovery potential is extended by a further 50 GeV in $\tilde{\chi}_1^\pm$ mass and 80 GeV in $\tilde{\chi}_0^1$ mass.
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Figure 5: The expected number of events from SM and SUSY processes in the signal regions optimised for $\tilde{\chi}_1^\pm \tilde{\chi}_1^0$ production, for the HL-LHC. Uncertainties shown are the MC statistical uncertainties only. “Top” is the sum of the $t\bar{t}$ and single top backgrounds, while “Other” is the sum of the $tW$ and $tWW$ backgrounds. The last bin includes the overflow. The lower pad in each plot shows the significance, $Z_N$ using a background uncertainty of 10%, for a selection of SUSY scenarios in each $m_{T2}$ interval.
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Figure 6: The 95% CL exclusion and discovery potential for $\tilde{\chi}_1^\pm \tilde{\chi}_1^- \rightarrow W_1 \tilde{\chi}_1^0$ production at the HL-LHC ($3000\, fb^{-1}$ at $\sqrt{s} = 14\, TeV$), assuming $\tilde{\chi}_1^\pm \rightarrow W_1 \tilde{\chi}_1^0$ with a branching ratio of 100%, for an uncertainty on the modelling of the SM background of (a) 5% or (b) 10%. The observed limits from the analyses of 13 TeV data [53] are also shown.
6 Search for chargino-neutralino pair production

A simplified model describing the direct production of \( \tilde{\chi}_1^\pm \tilde{\chi}_2^0 \) is studied here, where the \( \tilde{\chi}_1^\pm \) and \( \tilde{\chi}_2^0 \) are assumed to be pure wino and equal mass, while the \( \tilde{\chi}_1^0 \) is the LSP and is assumed to be pure bino and stable. The \( \tilde{\chi}_1^\pm \) is assumed to decay with 100% branching fraction to \( W^\pm \) and \( \tilde{\chi}_1^0 \), while two scenarios are considered for the \( \tilde{\chi}_2^0 \) decay, \( \tilde{\chi}_2^0 \rightarrow Z \tilde{\chi}_1^0 \) with 100% branching fraction as seen in Figure 7(a) or \( \tilde{\chi}_2^0 \rightarrow h \tilde{\chi}_1^0 \) with 100% branching fraction as seen in Figure 7(b). For \( \tilde{\chi}_2^0 \rightarrow h \tilde{\chi}_1^0 \), the light CP-even Higgs boson, \( h \), of the MSSM Higgs sector is assumed to be practically identical to the SM Higgs boson [54], with the same mass and couplings as measured at the LHC [55–57]. A search for \( \tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow W Z \tilde{\chi}_1^0 \) using the three lepton (e, \( \mu \)) final state is described in Section 6.1, while the 1\( \ell \)bb final state is used for \( \tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow W \tilde{\chi}_1^0 h \tilde{\chi}_1^0 \) and is described in Section 6.2.

![Figure 7: Diagrams illustrating the signal scenarios considered for the pair production of chargino and next-to-lightest neutralino which subsequently decay via (a) a Z boson or (b) a Higgs boson \( h \), targeted by the 3\( \ell \) and 1\( \ell \)bb final states respectively.](image)

6.1 Search for \( \tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow W Z \tilde{\chi}_1^0 \) using three leptons

The selection for \( \tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow W Z \tilde{\chi}_1^0 \) at the HL-LHC follows the strategy used in the 13 TeV search [58]. Events are selected with exactly three leptons (electrons or muons) with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 2.5 \), two of which must form an SFOS pair consistent with a Z boson decay and have \(|m_{\ell\ell} - m_Z| < 10 \text{ GeV}\). To resolve ambiguities when multiple SFOS pairings are present, the transverse mass \( m_T \) is calculated using the unpaired lepton for each possible SFOS pairing, and the combination that minimises the transverse mass, \( m_T^{\text{min}} \), is chosen. The two leading leptons must have \( p_T > 25 \text{ GeV} \), and \( m_{\ell\ell} \) must be larger than 20 GeV to reject low mass SM decays. To suppress the \( t\bar{t} \) background, events are vetoed if they contain \( b \)-tagged jets with \( p_T > 30 \text{ GeV} \) and \( |\eta| < 2.5 \), while the Z+jets background is suppressed by requiring \( E_T^{\text{miss}} > 50 \text{ GeV} \). The chosen working point of the \( b \)-tagging algorithm correctly identifies \( b \)-quark jets in simulated \( t\bar{t} \) samples with an average efficiency of 77%.

A set of disjoint signal regions binned in \( m_T^{\text{min}} \) and \( E_T^{\text{miss}} \) are used to maximise model-dependent exclusion sensitivity. Each SR is identified by the number of jets with \( p_T > 30 \text{ GeV} \) and \( |\eta| < 2.5 \) (0J or -1J), the range of the \( E_T^{\text{miss}} \) interval and the range of the \( m_T^{\text{min}} \) interval, as seen in Table 6.1. The SRs with at least one jet target signal scenarios in which the mass differences between the \( \tilde{\chi}_1^\pm \) and \( \tilde{\chi}_1^0 \) is small. In such scenarios
higher $E_T^{\text{miss}}$ in the event is expected when the $\tilde{\chi}^\pm_1 \tilde{\chi}^0_2$ system recoils against the initial-state-radiation (ISR) jets. The distributions of $E_T^{\text{miss}}$ and $m_W^\text{min}$ in the 0-jet and 1-jet categories are shown in Figure 8 for events with $E_T^{\text{miss}} > 150$ GeV and $m_W^\text{min} > 150$ GeV.

The expected sensitivity to $\tilde{\chi}^\pm_1 \tilde{\chi}^0_2 \rightarrow W \tilde{\chi}^0_1 Z \tilde{\chi}^0_1$. In the absence of an excess, the expected exclusion for $\tilde{\chi}^\pm_1 \tilde{\chi}^0_2 \rightarrow W \tilde{\chi}^0_1 Z \tilde{\chi}^0_1$. In the absence of an excess, $m_W^\text{min} > 150$ GeV.

The expected number of events in the exclusive SRs, SR-0J and SR-1J, are summarised in Tables 7 and 8. In all regions the dominant background is $WZ$ production (80 – 100% of the total background), followed by the fakes from $t\bar{t}$ and $t\bar{t}V/\gamma$.

The exclusive SRs in the 13 TeV analysis [58] were dominated by statistical uncertainties on the background estimation (5 – 30%), while uncertainties on the diboson modelling (1 – 6%) and those on jet and $E_T^{\text{miss}}$ modelling (2 – 7%) were also important. It is expected that the statistical uncertainties on the background estimation will scale with the inverse of the square root of the luminosity, and decrease to 1 – 5%. It is assumed that the experimental uncertainties will be understood to the same level as the 13 TeV analysis.

The statistical combination of all disjoint signal regions is used to set model-dependent exclusion limits. The expected sensitivity to $(\tilde{\chi}^\pm_1 / \tilde{\chi}^0_2)$ production is calculated considering 5% experimental uncertainties on the SM background and signal, a 10% theoretical uncertainty on the signal, and a 10% modelling uncertainty on the SM. For each of the three uncertainties considered, half of the value is treated as correlated across signal regions, and the other half as uncorrelated. With this Baseline Uncertainties scenario, Figure 9 shows the expected exclusion for $\tilde{\chi}^\pm_1 \tilde{\chi}^0_2 \rightarrow W \tilde{\chi}^0_1 Z \tilde{\chi}^0_1$. In the absence of an excess,
Table 7: The expected number of events from SM and SUSY processes in the three lepton 0J signal regions optimised for $\tilde{\chi}_1^\pm \tilde{\chi}_0^2 \to W Z \tilde{\chi}_1^0$ at the HL-LHC. Uncertainties shown describe the MC statistical uncertainties only. The event yields for two signal scenarios are also shown.

<table>
<thead>
<tr>
<th>$m_{\tilde{T}}^{\text{min}}$ [GeV]</th>
<th>$E_T^{\text{miss}}$ [GeV]</th>
<th>[150, 250]</th>
<th>[200, 250]</th>
<th>[250, 350]</th>
<th>[350, 450]</th>
<th>&gt; 450</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SM</td>
<td>190 ± 10</td>
<td>42 ± 6</td>
<td>5 ± 1</td>
<td>1.4 ± 0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (1100, 0)$ GeV</td>
<td>0.11 ± 0.03</td>
<td>0.44 ± 0.07</td>
<td>0.26 ± 0.05</td>
<td>0.88 ± 0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (600, 400)$ GeV</td>
<td>13 ± 2</td>
<td>11 ± 2</td>
<td>2.6 ± 0.8</td>
<td>1.2 ± 0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{\tilde{T}}^{\text{min}} &gt; 400$ GeV</td>
<td>34 ± 3</td>
<td>10 ± 5</td>
<td>4.1 ± 1.2</td>
<td>1.1 ± 0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (1100, 0)$ GeV</td>
<td>0.1 ± 0.03</td>
<td>0.36 ± 0.06</td>
<td>0.56 ± 0.07</td>
<td>1.4 ± 0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (600, 400)$ GeV</td>
<td>11 ± 1</td>
<td>8 ± 1</td>
<td>2.6 ± 0.8</td>
<td>0 ± 0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: The expected number of events from SM and SUSY processes in the three lepton 1J signal regions optimised for $\tilde{\chi}_1^+ \tilde{\chi}_2^0 \to W \tilde{\chi}_1^0 Z \tilde{\chi}_1^0$ at the HL-LHC. Uncertainties shown describe the MC statistical uncertainties only. The event yields for two signal scenarios are also shown.

<table>
<thead>
<tr>
<th>$m_{\tilde{T}}^{\text{min}}$ [GeV]</th>
<th>$E_T^{\text{miss}}$ [GeV]</th>
<th>[150, 250]</th>
<th>[200, 250]</th>
<th>[250, 350]</th>
<th>[350, 450]</th>
<th>[450, 600]</th>
<th>&gt; 600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SM</td>
<td>220 ± 15</td>
<td>74 ± 7</td>
<td>11 ± 2</td>
<td>6.2 ± 1.3</td>
<td>1.6 ± 0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (1100, 0)$ GeV</td>
<td>0.11 ± 0.03</td>
<td>0.38 ± 0.06</td>
<td>0.33 ± 0.06</td>
<td>0.48 ± 0.07</td>
<td>0.43 ± 0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (600, 400)$ GeV</td>
<td>9.4 ± 1.1</td>
<td>14 ± 2</td>
<td>4.2 ± 1.1</td>
<td>2.8 ± 0.8</td>
<td>1.4 ± 0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{\tilde{T}}^{\text{min}} &gt; 400$ GeV</td>
<td>46 ± 8</td>
<td>21 ± 9</td>
<td>9.3 ± 2.4</td>
<td>2.5 ± 0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (1100, 0)$ GeV</td>
<td>0.09 ± 0.03</td>
<td>0.36 ± 0.06</td>
<td>0.72 ± 0.09</td>
<td>1.2 ± 0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (600, 400)$ GeV</td>
<td>7.3 ± 1.2</td>
<td>10 ± 1</td>
<td>4.2 ± 1.2</td>
<td>2.1 ± 0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Chargino and neutralino masses up to 1150 GeV may be excluded. The discovery potential is also shown in Figure 9, which reaches up to 920 GeV in chargino and neutralino masses. To calculate the discovery potential, twelve inclusive signal regions with $n_{\text{jets}} > 0$ and lower thresholds on $E_T^{\text{miss}}$ and $m_{\tilde{T}}^{\text{min}}$ are defined,
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Figure 8: The distribution of $E_T^{\text{miss}}$ and $m_T^{\text{miss}}$ in the events with zero jets (top) and the events with at least one jet (bottom). All common requirements along with $E_T^{\text{miss}} > 150$ GeV and $m_T^{\text{miss}} > 150$ GeV are applied. The last bin includes the overflow. The lower pad in each plot shows the significance for the SUSY reference points, $Z_N$, as the threshold on the $x$-axis variable increases and assumes a background uncertainty of 10%.

as shown in Table . The inclusive search region which gives the best expected sensitivity is used for the discovery potential calculation.
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6.2. Search for $\tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow W\tilde{\chi}_1^0 h\tilde{\chi}_1^0$ using 1$\ell$bb

This analysis updates the previous studies in the same final states for the HL-LHC as in Ref. [61], using the latest parameterisations of the upgraded ATLAS detector configurations for the $\langle \mu \rangle \sim 200$ HL-LHC running conditions and the associated physics object systematic uncertainties, as well as a re-optimised multivariate based analysis method.

Signal models with $\tilde{\chi}_1^+$ and $\tilde{\chi}_2^0$ masses up to 1500 GeV are considered. The analysis is performed separately in three signal regions targeting signal models with different values of mass difference $\Delta m = m(\tilde{\chi}_1^+/\tilde{\chi}_2^0) - m(\tilde{\chi}_1^0)$, which leads to different kinematic shapes. In each region, one benchmark signal model is selected as a reference point for the optimisation of event selections and sensitivity estimations. The definitions of three regions and the corresponding benchmark signal models are:

- Low: $\Delta m < 300$ GeV, benchmark signal model $m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (500, 310)$ GeV,
- Medium: $\Delta m \in [300, 600]$ GeV, benchmark signal model $m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (800, 420)$ GeV,
- High: $\Delta m > 600$ GeV, benchmark signal model $m(\tilde{\chi}_1^+/\tilde{\chi}_2^0, \tilde{\chi}_1^0) = (1000, 1)$ GeV.

At each point in the signal model parameter space, the region with the best sensitivity is chosen for the estimate of the final analysis sensitivities, instead of a statistical combination of the regions. For this reason, event selections in different regions are not necessarily orthogonal.

The expected SM background is dominated by top quark pair-production $t\bar{t}$ and single top production, with smaller contributions from vector boson production $W$+jets, associated production of $t\bar{t}$ and a vector boson ($tV$) and dibosons.

6.2.1. Event selection

The event selection follows a similar strategy as in the previous studies documented in Ref. [61]. Candidate leptons (electrons or muons) are required to have $p_T > 25$ GeV and $|\eta| < 2.47$ ($|\eta| < 2.7$ for muons), and...
Candidate jets are reconstructed using the anti-\(k_t\) algorithm with \(R = 0.4\), are required to have \(p_T > 25\, \text{GeV}\) and \(|\eta| < 2.5\). B-tagged jets are required to pass the jet requirements described previously, and pass the MV2c10 tagging algorithm operating at 77% b-jet tagging efficiency. Candidate jets and electrons are required to satisfy \(\Delta R(e, \text{jet}) > 0.2\). Any leptons within \(\Delta R = 0.4\) of the remaining jet are removed. The \(E_T^{\text{miss}}\) at generator level is calculated as the vectorial sum of the momenta of neutral weakly-interacting particles, in this case neutrinos and neutralinos. The detector response is simulated using a set of parametrised functions as described in Section 3.

The impact of the trigger is not taken into account in this analysis. The planned upgrades to the detector, in particular an improved barrel muon coverage, are expected to allow lepton triggers that would have high efficiency for the studied scenarios with respect to the analysis selections.

Events containing exactly one lepton, and two or three jets passing the above object definitions are selected. Exactly two of the jets are required to be b-tagged with the criteria defined above. Four key variables are further used to discriminate signal from background:

1. \(m_{bb}\) - the invariant mass of the two b-tagged jets
2. \(E_T^{\text{miss}}\) - the transverse momentum imbalance in the event
3. \(m_T\) - the transverse mass constructed using the lepton \(p_T\) and the \(E_T^{\text{miss}}\).
4. \(m_{CT}\) - the contransverse mass, defined for the \(b\bar{b}\) system as:
   \[
   m_{CT} = 2p_T^{b_1} p_T^{b_2} (1 + \cos \Delta \phi_{bb}),
   \] (2)
   where \(p_T^{b_1}\) and \(p_T^{b_2}\) are transverse momenta of the two leading b-quarks and \(\Delta \phi_{bb}\) is the azimuthal angle between them.

The \(m_{bb}\) is used to select events which have dijet masses within a window of the Higgs boson mass. The transverse mass variable \(m_T\) is effective at suppressing SM backgrounds containing \(W\) bosons due to the expected kinematic endpoint around the \(W\) boson mass assuming an ideal detector with perfect momentum resolution. The contransverse mass variable \(m_{CT}\) is an effective variable to select Higgs boson decays into \(b\bar{b}\) and to suppress the \(t\bar{t}\) backgrounds [62, 63].

A set of common loose requirements, referred to as preselection, are applied first to suppress the fully hadronic multijet and \(W\)+jets backgrounds: \(m_T > 40\, \text{GeV}, m_{bb} > 50\, \text{GeV}, E_T^{\text{miss}} > 200\, \text{GeV}\). Figure 10 shows the distributions of the key discriminating variables after this selection, comparing the three benchmark signal models with the expected SM background.

To further distinguish between signal and background processes, a set of rectangular selections based on these kinematic observables is first studied to evaluate possible optimal selections and residual SM background. A multivariate method based on boosted decision trees (BDT) is then chosen for the optimal sensitivity. In this approach, three independent BDTs (referred to as M1, M2 and M3), are trained separately in each signal region for events passing the preselection and within the \(m_{bb}\) mass window of [105, 135] GeV. All the signal MC samples within a given signal region are combined to mimic the average kinematic shapes of the signal. Only the dominant \(t\bar{t}\) background is considered in the training. In all regions, the following seven variables are used as inputs: \(E_T^{\text{miss}}, m_T, m_{CT}\), the lepton \(p_T\), the leading and sub-leading b-jet \(p_T\), as well as the angular separation of the two b-tagged jets \(\Delta R(b_1, b_2)\).
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Figure 10: Distributions of the key discriminating variables at the preselection level. The contributions from all SM background are shown as stacked, and the expected distribution from the benchmark signal models are overlaid. The last bin does not include the overflow.

The BDT output distributions are then used to optimise signal regions maximising the expected significance $Z_N$ of the benchmark signal model. Examples of the BDT output distributions are shown in Figure 11. The resulting signal region definitions are shown in Table 9.

Table 9: Definitions of the signal regions with the benchmark signal model parameters used in the optimisation.

<table>
<thead>
<tr>
<th>SR</th>
<th>Benchmark signal model parameters $m(\tilde{\chi}_1^\pm, \tilde{\chi}_2^0, \tilde{\tau}_1)$ [GeV]</th>
<th>BDT range</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR-M1</td>
<td>$m(500, 310)$</td>
<td>$&gt; 0.25$</td>
</tr>
<tr>
<td>SR-M2</td>
<td>$m(800, 420)$</td>
<td>$&gt; 0.35$</td>
</tr>
<tr>
<td>SR-M3</td>
<td>$m(1000, 1)$</td>
<td>$&gt; 0.30$</td>
</tr>
</tbody>
</table>

Table 10 shows the expected number of events for the SM background and three benchmark SUSY scenarios respectively. The SM background is dominated by the top backgrounds, including both the $t\bar{t}$ and single top processes.
Figure 11: Distributions of the BDT responses in the three signal regions for the events that pass the preselection and are within $m_{bb}$ mass window of $[105, 135]$ GeV. The contributions from all SM background are shown as stacked, and the expected distribution from the benchmark signal models are overlaid.

The largest systematic uncertainties are from theoretical modelling of the irreducible backgrounds of $t\bar{t}$ and single top, mainly from the generator difference, renormalisation and factorisation scale variations and the interference between the $t\bar{t}$ and single top background. The total theoretical uncertainty is estimated to be about 7%. Experimental uncertainties are dominated by the jet energy scale (JES) and jet energy resolution (JER), on the order of 6%.

Figure 12 shows the expected 95% CL exclusion and 5σ discovery contours for the simplified models described earlier. In this model, masses of $\tilde{\chi}_1^0/\tilde{\chi}_2^0$ up to 1280 GeV could be excluded at 95% confidence level for a massless $\tilde{\chi}_1^0$. The discovery potential at 5σ could be extended up to 1080 GeV for a massless $\tilde{\chi}_1^0$. More mature analysis and reconstruction techniques such as performing a multi-bin shape fit, improving the training in the multivariate method by including other SM backgrounds, using jet substructure techniques in the boosted Higgs boson region, and performing a statistical combination of all signal regions would likely extend the sensitivity even further.
Table 10: Expected number of events for the SM background and the benchmark signal models in the $1\ell bb$ signal regions SR-M1, SR-M2, and SR-M3. The uncertainties describe the MC statistical uncertainties only.

<table>
<thead>
<tr>
<th>Processes</th>
<th>SR-M1</th>
<th>SR-M2</th>
<th>SR-M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>38.9 ± 8.4</td>
<td>8.7 ± 3.3</td>
<td>2.5 ± 1.8</td>
</tr>
<tr>
<td>Single top</td>
<td>28.3 ± 4.8</td>
<td>10.7 ± 3.2</td>
<td>5.4 ± 2.5</td>
</tr>
<tr>
<td>W+Jets</td>
<td>22.2 ± 5.4</td>
<td>3.0 ± 2.0</td>
<td>2.0 ± 1.8</td>
</tr>
<tr>
<td>$ttV$</td>
<td>5.1 ± 2.4</td>
<td>2.0 ± 1.4</td>
<td>1.0 ± 1.0</td>
</tr>
<tr>
<td>Diboson</td>
<td>2.0 ± 2.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total background</td>
<td>97 ± 12</td>
<td>24.4 ± 5.2</td>
<td>10.9 ± 3.4</td>
</tr>
</tbody>
</table>

$m(\tilde{\chi}^+_{1}/\tilde{\chi}^0_{2}/\tilde{\chi}^0_{1}) = (500, 310)$ GeV
$m(\tilde{\chi}^+_{1}/\tilde{\chi}^0_{2}/\tilde{\chi}^0_{1}) = (800, 420)$ GeV
$m(\tilde{\chi}^+_{1}/\tilde{\chi}^0_{2}/\tilde{\chi}^0_{1}) = (1000, 1)$ GeV

Figure 12: The 95% CL exclusion and discovery potential for $\tilde{\tau}^+ \tilde{\tau}^-$ production at the HL-LHC ($3000\,fb^{-1}$ at $\sqrt{s} = 14$ TeV), assuming $\tilde{\chi}^+_1 \rightarrow W^- \tilde{\chi}^0_2$ and $\tilde{\chi}^0_2 \rightarrow h \tilde{\chi}^0_1$ with a branching ratio of 100%.

## 7 Conclusion

The large dataset of around 3000 fb$^{-1}$ expected at the HL-LHC will significantly increase the ATLAS sensitivity to the productions of SUSY particles in the electroweak sector. This note summarises the expected sensitivities of direct productions of $\tilde{\tau}^+\tilde{\tau}^-$, $\tilde{\chi}^+_1\tilde{\chi}^0_2$, and $\tilde{\chi}^+_1\tilde{\chi}^0_2$ at the HL-LHC and the expected 95% exclusion regions and the 5σ discovery regions are summarised in Table 11. The discovery sensitivities of the HL-LHC are still rather limited in the challenging compressed region where mass differences between the NLSP and LSP are small. In particular, there is no discovery potential for the theoretically favoured stau co-annihilation with small mass differences (Δm($\tilde{\tau}$, $\tilde{\chi}^0_1$) < 100 GeV) or for the production of $\tilde{\tau}_R$ pairs. These challenging scenarios serve as ideal benchmarks for further improvements in the detector performance, reconstruction techniques and analysis methods at the HL-LHC.
<table>
<thead>
<tr>
<th>SUSY particle</th>
<th>Final state</th>
<th>95% CL exclusion region for ( m(\tilde{\chi}_0^1) = 0 \text{ GeV} )</th>
<th>5σ discovery region for ( m(\tilde{\chi}_1^0) = 0 \text{ GeV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{\tau}_L + \tilde{\tau}_R )</td>
<td>( \tau \tau )</td>
<td>( &lt; 730 \text{ GeV} )</td>
<td>([110, 530]) GeV</td>
</tr>
<tr>
<td>( \tilde{\tau}_L )</td>
<td>( \tau \tau )</td>
<td>( &lt; 680 \text{ GeV} )</td>
<td>([110, 500]) GeV</td>
</tr>
<tr>
<td>( \tilde{\tau}_R )</td>
<td>( \tau \tau )</td>
<td>( &lt; 420 \text{ GeV} )</td>
<td></td>
</tr>
<tr>
<td>Wino ( \tilde{\chi}_1^+ )</td>
<td>( WW )-mediated 2( \ell )</td>
<td>( &lt; 840 \text{ GeV} )</td>
<td>( &lt; 660 \text{ GeV} )</td>
</tr>
<tr>
<td>Wino ( \tilde{\chi}_1^+, \tilde{\chi}_2^0 )</td>
<td>( WZ )-mediated 3( \ell )</td>
<td>( &lt; 1150 \text{ GeV} )</td>
<td>( &lt; 920 \text{ GeV} )</td>
</tr>
<tr>
<td>-</td>
<td>( Wh )-mediated 1( \ell )bb</td>
<td>( &lt; 1280 \text{ GeV} )</td>
<td>( &lt; 1080 \text{ GeV} )</td>
</tr>
</tbody>
</table>

Table 11: Summary of the 95% CL exclusion reach and the 5σ discovery reach at the end of HL-LHC for the direct productions of heavy SUSY partners in the electroweak sector, summing a massless \( \chi_0^0 \) LSP and baseline uncertainties. See text for the details of other assumptions of the signal models in each final state.
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Abstract

A search for the pair production of light higgsino-like charginos $\tilde{\chi}_1^\pm$ and neutralinos $\tilde{\chi}_2^0$ is presented, based on a simulation of 3000 fb$^{-1}$ of proton-proton collision data produced by the HL-LHC at a center-of-mass energy of 14 TeV. The Phase-2 CMS detector is simulated using Delphes. The $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^0$ are assumed to be mass-degenerate, to be pair-produced ($\tilde{\chi}_1^2, \tilde{\chi}_2^0, \tilde{\chi}_2\tilde{\chi}_1^0$), and to decay into the lightest stable supersymmetric particle $\tilde{\chi}_1^0$ via off-shell W and Z bosons. The $\tilde{\chi}_1^0$ is also assumed to be higgsino-like. Candidate signal events are required to have two same-flavor, opposite-charge, low transverse momentum leptons (electrons or muons), one jet, and significant missing transverse momentum.
1 Introduction

Supersymmetry (SUSY) [1–5] is considered one of the most compelling theories of physics beyond the standard model (SM). It postulates the existence of new particles with spin differing by half a unit with respect to that of their SM partners. The linear superposition of the fermionic partners of the Higgs and electroweak gauge bosons, the higgsinos and gauginos respectively, are referred to as charginos $\tilde{\chi}^{\pm}_{1,2}$ and neutralinos $\tilde{\chi}^0_{1,2,3,4}$. If $R$-parity [6] is conserved, the lightest supersymmetric particle (LSP) $\tilde{\chi}^0_1$ is stable. The charginos and neutralinos are produced in pairs and decay into final states with SM particles and LSPs.

In scenarios of natural supersymmetry, the higgsinos may be the only low-mass supersymmetric states. The spectra will then be characterized by light higgsino-like $\tilde{\chi}^0_1$, $\tilde{\chi}^0_2$, and $\tilde{\chi}^0_3$ particles, while all other sparticles exhibit masses above the TeV scale. A search for higgsino-like charginos and neutralinos is therefore critical to probe for natural SUSY at the LHC and the High-Luminosity LHC (HL-LHC).

If $\tilde{\chi}^+_1$, $\tilde{\chi}^0_2$, and $\tilde{\chi}^0_3$ are higgsino-like, the mass splitting is driven by radiative corrections and acquires values up to a few GeV. As a result, pair-produced $\tilde{\chi}^+_1\tilde{\chi}^0_2$ or pair-produced $\tilde{\chi}^0_2\tilde{\chi}^0_3$ can decay promptly into $\tilde{\chi}^+_1$ only via off-shell $W$ and $Z$ bosons, leading to events with low transverse momentum ($p_T$) SM particles. In leptonic decays of the $Z$ boson, the events will contain one same-flavor, opposite-charge lepton pair, the invariant mass of which has a kinematic endpoint at $\Delta M(\tilde{\chi}^0_2, \tilde{\chi}^0_3) = m(\tilde{\chi}^0_3) - m(\tilde{\chi}^0_2)$. Sensitivity to the signal is achieved by requiring at least one jet from initial-state radiation (ISR) that recoils against the two $\tilde{\chi}^0_2$ and produces significant missing transverse momentum ($p_T^{\text{miss}}$) in the event. Feynman diagrams for the signal processes are shown in Fig. 1. The ATLAS and CMS collaborations developed searches for higgsino-like $\tilde{\chi}^0_1$ and $\tilde{\chi}^0_2$ that used up to 36 fb$^{-1}$ of proton-proton collision data [7, 8] and started probing the parameter space beyond the LEP experiments’ limits [9, 10]. By providing 3000 fb$^{-1}$ of proton-proton collision data at a center-of-mass energy of 14 TeV, the HL-LHC has the potential to significantly extend the experiments’ sensitivity to higgsinos.

The model used for the optimization of the search and its interpretation is a SUSY simplified model [11] where the higgsino-like $\tilde{\chi}^+_{1,2}$ and $\tilde{\chi}^0_2$ are assumed to be mass-degenerate and produced in pairs. The model thus contains both the $\tilde{\chi}^+_{1,2}\tilde{\chi}^0_2$ and the $\tilde{\chi}^0_2\tilde{\chi}^0_3$ production, where $\tilde{\chi}^+_{1,2}$ decays into $W^*\tilde{\chi}^0_1$ and $\tilde{\chi}^0_2$ into $Z^*\tilde{\chi}^0_1$, respectively, with a branching fraction of 100%. The region of parameter space explored by this analysis includes $m_{\tilde{\chi}^+_{1,2}} > m_{\tilde{\chi}^0_2}$ larger than 100 GeV to account for the lower limit set by the LEP experiments, as well as $5.0 \leq \Delta M(\tilde{\chi}^0_2, \tilde{\chi}^0_3) \leq 40$ GeV. The lower and upper bounds on $\Delta M(\tilde{\chi}^0_2, \tilde{\chi}^0_3)$ are driven by the minimum lepton $p_T$ requirement, the suppression of background events containing low mass resonances such as $J/\psi$, and...
the expected mass separation between the $\tilde{\chi}_0^2$ and $\tilde{\chi}_1^0$. In this region of parameter space, the $Z^* \to \ell\ell$ ($\ell = \text{electron, muon}$) branching fraction depends only slightly on the $\tilde{\chi}_2^0$ to $\tilde{\chi}_1^0$ mass splitting (sub-percent impact); the branching fraction is therefore assumed to be the same as the branching fraction of the on-shell $Z$ boson.

The cross sections are calculated for $\sqrt{s} = 14$ TeV at next-to-leading-order (NLO) plus next-to-leading-logarithmic (NLL) precision with the CTEQ 6.6 and MSTW 2008nlo90cl parton distribution functions (PDFs) using the RESUMMINO code [12, 13]. The signal samples are generated by the MadGraph5_aMC@NLO 2.2.2 [14] event generator up to two additional jets at leading order (LO) precision in perturbative QCD using the MLM merging scheme [15]. The supersymmetric particles are then decayed by the Pythia 8.212 package [16]. Pythia also provides parton showering and hadronization. The simplified models do not include any spin correlations in the decays. MadGraph5_aMC@NLO 2.2.2 is also used to produce selected parton-level background processes at LO (Drell-Yan, $W$+jets), with the parton showering and hadronization provided by Pythia. The $W^+W^−$ events are generated at NLO precision using the FxFx merging scheme [17] and scaled to the NLO cross-section [18]. The NNPDF3.0 [19] LO and NLO PDFs are used for the simulated samples generated at LO and NLO, respectively. Only the $t\bar{t}$ events are generated using MadGraph5 v1.5.10 and the CTEQ 6l1 PDF set [20].

All background events, except for the pair production of top quarks and of $W$ bosons, are generated at $\sqrt{s} = 13$ TeV and the corresponding cross sections are scaled to 14 TeV. The $t\bar{t}$ and the $W^+W^−$ events are generated at a center-of-mass energy of 14 TeV. The effect of multiple interactions per bunch crossing (pileup) is estimated by overlaying the hard scatter event with minimum bias events drawn from a Poisson distribution with an average of 200.

The CMS detector [21] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [22], and to cope with the demanding operational conditions at the HL-LHC [23–27]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, extend the geometrical coverage, and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers, resistive plate chambers (RPC), and drift tubes. New muon detectors based on improved RPC and gas electron multiplier technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter, consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers. The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high pileup rates.

A detailed overview of the CMS detector upgrade program is presented in Refs. [23–27], while
2. Event reconstruction

the expected performance of the reconstruction algorithms and pileup mitigation with the CMS detector is summarised in Ref. [28].

The generated signal and background events are processed with the fast-simulation package Delphes [29] in order to simulate the expected response of the upgraded CMS detector. The object reconstruction and identification efficiencies, as well as the detector response and resolution, are parameterised in Delphes using the detailed simulation of the upgraded CMS detector based on the GEANT4 package [30, 31].

2 Event reconstruction

In this analysis, the particle-flow (PF) [32] algorithm is used to attempt to reconstruct and identify each individual particle in the event. The algorithm considers information from all CMS sub-detectors to provide a global event description. In addition, the “Pileup Per Particle Identification” (PUPPI) [33] algorithm calculates the likelihood that each particle originates from a pileup interaction.

The $\tilde{\chi}_0^0$ is expected to decay into $\tilde{\chi}_1^0$ by emitting a low-mass Z* boson in the central region of the detector. Muons (electrons) are therefore selected with $5 \leq p_T \leq 30$ GeV and $|\eta| \leq 2.4$ (1.6). Dedicated identification criteria, including a requirement on the lepton impact parameter, are used to identify leptons. The identification efficiency for muons with $p_T$ of 5 GeV is 40% over the considered $|\eta|$ interval, while it ranges from 90 to 70% for muons with $p_T$ of 30 GeV. The efficiency for electrons with $p_T$ of 5 GeV is between 25 and 20% as $\eta$ increases from 0 to 1.6, and between 80 to 60% for electrons with $p_T$ of 30 GeV. Once identified, muons and electrons are considered candidate leptons if the scalar sum of track momenta in a cone around the lepton is less than 5 GeV and smaller than 50% of the lepton $p_T$. The cone’s radius is defined to be $R = \sqrt{\Delta \phi(\ell, tk)^2 + \Delta \eta(\ell, tk)^2} = 0.3$, where $\ell$ refers to the lepton and tk to the tracks within the cone, and $\phi$ is the azimuthal angle. For electrons, the energy in the isolation cone is computed using the PUPPI algorithm. The isolation efficiency increases from 65% to 90% as the lepton $p_T$ increases from 5 to 30 GeV.

The anti-$k_T$ algorithm [34] with a size parameter of 0.4, implemented in the FastJet program [35], is adopted to reconstruct jets. In this analysis, candidate jets are jets with $p_T > 40$ GeV and $|\eta| \leq 4.0$. Candidate jets consistent with the decay and hadronization of a B hadron are tagged as b jets with an efficiency of 74% [36]. Candidate jets with $p_T > 200$ GeV and $|\eta| \leq 2.4$ are referred to as ISR jets.

Candidate leptons and jets are required to be separated in space by $\Delta R = \sqrt{\Delta \phi(\ell, j)^2 + \Delta \eta(\ell, j)^2}$ greater than 0.4. $\Delta R$ is computed for each combination of a candidate lepton ($\ell$) and a jet ($j$).

The missing transverse momentum vector $p_T^{\text{miss}}$ is defined as the negative vector sum of all PF objects in the event with their corresponding transverse momenta weighted through the PUPPI method. Its magnitude is referred to as $p_T^{\text{miss}}$.

3 Search strategy

This search targets the production of $\tilde{\chi}_1^+\tilde{\chi}_2^0$ and $\tilde{\chi}_2^0\tilde{\chi}_1^0$, followed by the decay of $\tilde{\chi}_2^0$ into $\tilde{\chi}_1^0$ via a low mass virtual Z boson. Events are therefore requested to contain at least two low-$p_T$, same-flavor, opposite-charge candidate leptons. In candidate signal events, the invariant mass of the candidate leptons will exhibit a kinematic end point at $m_{\ell_1\ell_2} = \Delta M(\chi_2^0, \chi_1^0)$.
In this analysis, it is assumed that either a $p_{T}^{\text{miss}}$-based trigger reaching a plateau efficiency for $p_{T}^{\text{miss}} \geq 250$ GeV (similar to that used in [8]) or a single jet trigger with $p_{T} > 170$ GeV [37] is adopted to select events. In order to ensure high trigger efficiency, the events are required to have $p_{T}^{\text{miss}} \geq 300$ GeV and to contain at least one candidate ISR jet (j_{ISR}) with $p_{T}$ larger than 200 GeV. The ISR jet boosts the $\tilde{\chi}_{1}^{\pm} \tilde{\chi}_{2}^{0}$ or $\tilde{\chi}_{2}^{0} \tilde{\chi}_{1}^{0}$ system so that the outgoing $\tilde{\chi}_{1}^{0}$ particles are aligned, increasing the $p_{T}^{\text{miss}}$. To further exploit the boosted topology of the signal, events are accepted only if the $p_{T}^{\text{miss}}$ and the ISR candidate jet $p_{T}$ satisfy $\Delta\phi(p_{T}^{\text{miss}}, p_{T}(j_{ISR})) \geq 2.0$. Since minor hadronic activity is expected from the electroweak production of $\tilde{\chi}_{1}^{0}$ and $\tilde{\chi}_{2}^{0}$, an upper bound of 4 is placed on the number of candidate jets $N_{\text{jet}}$.

Several SM processes lead to events containing two same-flavor, opposite-charge candidate leptons, one ISR jet, and significant $p_{T}^{\text{miss}}$. One background category consists of prompt processes, where both candidate leptons originate from the prompt decay of W and Z bosons. Another category is misclassified processes, where at least one of the two candidate leptons originates from a semi-leptonic decay of a B hadron, a photon conversion, a decay in flight, or a misidentified quark or gluon. The prompt background is dominated by Drell-Yan (DY), diboson, and t$t$ background. The dominant misclassified processes are W and t$t$ production where both candidate leptons originate from the prompt decay of W and Z bosons. The DY contribution is

<table>
<thead>
<tr>
<th>Observable</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\ell}$</td>
<td>$= 2$ (same flavor, opposite charge)</td>
</tr>
<tr>
<td>$\Delta R(\ell_{1}, \ell_{2})$</td>
<td>$\leq 2.0$</td>
</tr>
<tr>
<td>$N_{\text{b-jet}}$</td>
<td>$= 0$</td>
</tr>
<tr>
<td>$N_{\text{jet}}$</td>
<td>$\leq 4$</td>
</tr>
<tr>
<td>$N_{\text{ISR}}$</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>$p_{T}^{\text{miss}}$</td>
<td>$\geq 250$ GeV</td>
</tr>
<tr>
<td>$\Delta\phi(p_{T}^{\text{miss}}, p_{T}(j_{ISR}))$</td>
<td>$\geq 2.0$</td>
</tr>
<tr>
<td>$m_{\ell_{1}, \ell_{2}}$</td>
<td>$[5, 40]$ GeV</td>
</tr>
</tbody>
</table>

Figure 2 shows the $p_{T}$ distributions of the candidate leptons with the highest and second-highest $p_{T}$ in events satisfying the baseline signal region selection. In the signal models, the mean of the lepton $p_{T}$ is correlated to the $\Delta M(\tilde{\chi}_{2}^{0}, \tilde{\chi}_{1}^{0})$ mass difference. The $p_{T}^{\text{miss}}$ and $m_{\ell_{1}, \ell_{2}}$ distributions are presented in Fig. 3.

The missing transverse momentum, the invariant mass of the two candidate leptons, and the sub-leading lepton $p_{T}(\ell_{2})$ observables are found to provide the best discrimination between signal and background. Events in the baseline signal region are therefore classified in 60 cate-
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Figure 2: Distributions of the candidate lepton with the highest $p_T$ (left) and the second-highest $p_T$ (right) for background and signal events in the baseline signal region. Three selected $\tilde{\chi}_1^0, \tilde{\chi}_2^0, \tilde{\chi}_2^0 + \tilde{\chi}_1^0$ signal models are shown, where the first number corresponds to the mass of the $\tilde{\chi}_2^0$ (and $\tilde{\chi}_1^0$) and the second one to the mass of the $\tilde{\chi}_1^0$. The uncertainty band represents systematical uncertainties.
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Figure 3: Distributions of the $p_T^{miss}$ (left) and $m_{\ell_1\ell_2}$ (right) for background and signal events in the baseline signal region. Three selected $\tilde{\chi}_1^\pm, \tilde{\chi}_2^0, \tilde{\chi}_2^0 + \tilde{\chi}_1^0$ signal models are shown, where the first number corresponds to the mass of the $\tilde{\chi}_2^0$ (and $\tilde{\chi}_1^0$) and the second one to the mass of the $\tilde{\chi}_1^0$. The uncertainty band represents systematical uncertainties.
categories with $p_T^{\text{miss}}$ values in $[250, 300, 350, 400, 500, \infty]$ GeV, $m_{\ell_1, \ell_2}$ values in $[5, 10, 20, 30, 40]$ GeV, and $p_T(\ell_2)$ in $[5, 13, 21, 30]$ GeV. The categories are defined based on the $p_T^{\text{miss}}$ resolution and the expected kinematic endpoints of $m_{\ell_1, \ell_2}$ and $p_T(\ell_2)$ in the signal models.

The search approach in this analysis differs in several ways from the one adopted in the Run-2 analysis presented in Ref. [8]. In this analysis, facilitated by the large size of the dataset expected at the HL-LHC, substantially more signal regions are used. In turn, the baseline selection is loosened, with no dedicated requirements to suppress the $Z \to \tau\tau$ background.

4 Expected sensitivity

There are several systematic uncertainties in the yields of both the background and the signal processes. The dominant experimental uncertainties are those originating from the jet energy corrections, $b$-tagging efficiency, lepton identification and isolation efficiency (combined in Table 2), and integrated luminosity. The uncertainties values are derived from those estimated in the current Run-2 based analyses with proper scaling to account for the larger dataset expected at the HL-LHC. These systematic uncertainties are correlated among the prompt background processes and between the signal and the prompt background yields. The uncertainty values are reported per source in Table 2. The uncertainty in the total background also includes the uncertainty in the determination of the misclassified component. This is assumed to be 30% based on the prediction in Ref. [8] that uses observed data. It is assumed that the yields are not affected by the statistical uncertainty due to the limited number of generated event.

Table 2: Summary of the experimental systematic uncertainties assumed in the prediction of the yields for processes with prompt leptons.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>jet energy corrections</td>
<td>1–2.5%</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>1%</td>
</tr>
<tr>
<td>muon, electron efficiency</td>
<td>0.5, 2.5%</td>
</tr>
<tr>
<td>integrated luminosity</td>
<td>1%</td>
</tr>
</tbody>
</table>

Theoretical uncertainties in the cross sections and in the acceptance from the choice of parton distribution functions are considered negligible and are not included. However, a systematic uncertainty of 10% in the signal acceptance, similar to the value from Ref. [8], is included to account for the modeling of the ISR jet. The systematic uncertainties are treated as nuisance parameters with log-normal probability density functions.

The search sensitivity is calculated within the modified frequentist framework using the asymptotic formulae and the $\text{CL}_s$ criterion to compute the results [38–40]. The upper limit on the cross sections is computed at 95% confidence level (CL) and shown in Fig. 4. These contours correspond to the combination of $\tilde{\chi}_1^\pm \tilde{\chi}_2^0$ and $\tilde{\chi}_2^0 \tilde{\chi}_1^0$ production. The signal and background yields for two representative event categories (out of the total 60) that are sensitive to high-mass $\tilde{\chi}_2^0$ signals are presented in Table 3. Higgsino-like mass-degenerate $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^0$ are excluded for masses up to 360 GeV if the mass difference with respect to the lightest neutralino $\tilde{\chi}_1^0$ is 15 GeV, extending the sensitivity achieved in Ref. [8] by $\approx 210$ GeV. Fig. 4 also shows the 5$\sigma$ discovery contour, computed using all signal regions without taking the look-elsewhere-effect into account. Under this assumption $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^0$ can be discovered for masses as large as 250 GeV. These results demonstrate that the HL-LHC can significantly improve the sensitivity to natural SUSY.
Table 3: Signal and background yields in two representative event categories. SR1 is defined by $p_T^{\text{miss}} > 500 \text{ GeV}$, $m_{\ell_1, \ell_2}$ in [10, 20] GeV, and $p_T(\ell_2)$ in [13, 21] GeV. SR2 is defined by $p_T^{\text{miss}} > 500 \text{ GeV}$, $m_{\ell_1, \ell_2}$ in [10, 20] GeV, and $p_T(\ell_2)$ in [5, 13] GeV. The signal model considered here has $m_{\tilde{\chi}_1^\pm} = m_{\tilde{\chi}_0^0} = 300 \text{ GeV}$ and $m_{\tilde{\chi}_1^0} = 280 \text{ GeV}$. Only systematic uncertainties are given.

<table>
<thead>
<tr>
<th>Process</th>
<th>SR1</th>
<th>SR2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>3.3 ± 0.2</td>
<td>8.9 ± 0.5</td>
</tr>
<tr>
<td>tf</td>
<td>1.7 ± 0.1</td>
<td>6.2 ± 0.6</td>
</tr>
<tr>
<td>W+jets</td>
<td>0.03 ± 0.01</td>
<td>15.8 ± 4.8</td>
</tr>
<tr>
<td>$W^+W^-$</td>
<td>0.7 ± 0.04</td>
<td>1.5 ± 0.1</td>
</tr>
<tr>
<td>Drell-Yan</td>
<td>0.9 ± 0.1</td>
<td>1.9 ± 0.2</td>
</tr>
</tbody>
</table>

A potential improvement to the analysis is the addition of final states with three leptons originating from $\tilde{\chi}_1^\pm \tilde{\chi}_2^0 \rightarrow \ell\nu\tilde{\chi}_1^0 (\ell\ell\tilde{\chi}_1^0)$ decays. The acceptance can also be increased with lower requirements on the minimum lepton $p_T$ or on the minimum $m_{\ell_1, \ell_2}$. The latter improvement is expected to increase the sensitivity to models with mass splittings below 7.5 GeV, provided that the background from low-mass resonances is suppressed.

Figure 4: The $5\sigma$ discovery contours and expected 95% CL exclusion contours for the combined $\tilde{\chi}_1^\pm \tilde{\chi}_2^0$ and $\tilde{\chi}_2^0 \tilde{\chi}_1^0$ production. Results are presented for $\Delta M(\tilde{\chi}_2^0, \tilde{\chi}_1^0) > 7.5 \text{ GeV}$.

5 Summary

A search for the pair production of light higgsino-like charginos $\tilde{\chi}_1^\pm$ and neutralinos $\tilde{\chi}_2^0$ ($\tilde{\chi}_1^\pm \tilde{\chi}_2^0$, $\tilde{\chi}_1^0 \tilde{\chi}_2^0$, $\tilde{\chi}_1^\pm \tilde{\chi}_1^0\tilde{\chi}_2^0$, $\tilde{\chi}_1^0 \tilde{\chi}_1^0\tilde{\chi}_2^0$) is presented using 3000 fb$^{-1}$ of simulated proton-proton collision data produced by the HL-LHC at 14 TeV. The $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^0$ particles are assumed to be mass-degenerate, to be pair-produced, and to decay into the lightest stable supersymmetric particle $\tilde{\chi}_1^0$ via off-shell W and Z bosons. The $\tilde{\chi}_1^0$ is also assumed to be higgsino-like. Higgsino-like mass-degenerate $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^0$ particles with masses up to 250 GeV can be discovered for a mass difference of 15 GeV relative to the lightest neutralino $\tilde{\chi}_1^0$. For this mass splitting, $\tilde{\chi}_1^\pm$ and $\tilde{\chi}_2^0$ with masses up to 360 GeV can be excluded at 95% confidence level.
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1 Introduction

Supersymmetry (SUSY) [1–6] is a space-time symmetry that relates fermions and bosons, predicting new particles that differ from their Standard Model (SM) partners by a half unit of spin. In the electroweak sector, SUSY partners of the Higgs, photon, Z, and W are the spin $\frac{1}{2}$ higgsinos, photino, zino, and winos that further mix in neutralino ($\tilde{\chi}_{1,2,3,4}^0$) and chargino ($\tilde{\chi}_{1,2}^\pm$) states, also called the electroweakinos. In R-parity conserving scenarios [7], SUSY particles are produced in pairs and the lightest supersymmetric particle (LSP) is stable and is a dark matter candidate.

In anomaly-mediated supersymmetry breaking (AMSB) scenarios [8, 9], the supersymmetric partners of the SM W-bosons, the winos, are the lightest gaugino states. In this case, the lightest chargino ($\tilde{\chi}_1^\pm$) and the lightest neutralino ($\tilde{\chi}_1^0$), are both largely composed of the wino eigenstates and are nearly mass-degenerate. Due to this small mass difference, the $\tilde{\chi}_1^\pm$ can have a long enough lifetime such that it decays inside the detector. AMSB scenarios naturally predict a pure wino LSP, which is a dark-matter candidate. However other scenarios, which follow from naturalness arguments [10, 11], suggest that the absolute value of the Higgsino mass parameter $\mu$ is expected to be near the weak scale such that the higgsinos should be light, with masses below one TeV [12, 13], while the magnitude of the bino and wino mass parameters, $M_1$ and $M_2$ can be significantly larger, i.e. $|\mu| \ll |M_1|, |M_2|$. This results in the three lightest electroweakino states, $\tilde{\chi}_1^0$, $\tilde{\chi}_2^0$ and $\tilde{\chi}_3^0$ being dominated by the Higgsino component. In this scenario, the three lightest electroweakino masses are separated by hundreds of MeV to tens of GeV depending on the composition of these mass eigenstates, which is determined by the specific values of $M_1$ and $M_2$ [14]. Investigating either of these scenarios, with very small mass splitting between the lightest electroweakinos, is particularly challenging at hadron colliders, both due to the small cross-sections and due to the small transverse momenta ($p_T$) of the final state particles.

The two searches presented in this note investigate electroweakino production in these two, nearly mass degenerate, scenarios assuming an integrated luminosity of 3000 fb$^{-1}$ collected with centre-of-mass energy $\sqrt{s} = 14$ TeV proton-proton collisions at the High-Luminosity Large Hadron Collider (HL-LHC). The instantaneous luminosity of the HL-LHC is expected to be around $L = 7.5 \times 10^{34}$ cm$^{-2}$s$^{-1}$, leading to an average number of interactions per bunch crossing, $\langle \sigma \rangle$, of approximately 200, and these conditions will provide a very challenging environment for physics analysis.

The disappearing track search investigates scenarios where the $\tilde{\chi}_1^\pm$, and $\tilde{\chi}_1^0$ are almost mass degenerate, leading to a long lifetime for the $\tilde{\chi}_1^\pm$ which decays after the first few layers of the inner detector, leaving a track in the innermost layers of the detector. The chargino decays as: $\tilde{\chi}_1^\pm \rightarrow \pi^\pm \tilde{\chi}^0_1$, as shown in Figure 1 (left). The $\tilde{\chi}_1^0$ escapes the detector and the pion has a very low energy and is not reconstructed, leading to the disappearing track signature, as shown in Figure 2. The latest ATLAS results for this scenario [15] using the 2015–2016 dataset of the LHC $pp$ run at a centre-of-mass energy of $\sqrt{s} = 13$ TeV, excluded wino masses below 430 GeV with a chargino lifetime, $\tau(\tilde{\chi}_1^\pm)$, of 0.2 ns.

The dilepton search investigates final states containing two soft muons and a large transverse momentum imbalance, which arise in scenarios where $\tilde{\chi}_2^0$ and $\tilde{\chi}_3^\pm$ are produced and decay via an off-shell Z or W boson respectively, $\tilde{\chi}_2^0 \rightarrow Z^* \tilde{\chi}_1^0$ and $\tilde{\chi}_3^\pm \rightarrow W^* \tilde{\chi}_1^\pm$. Considering the $Z \rightarrow ee$ decay is beyond the scope of this note, but could further improve the sensitivity to these scenarios. Due to the very small mass splitting of the electroweakinos in this scenario, a jet arising from initial-state radiation (ISR) is required, to boost the sparticle system. Figure 1 (right) presents the scenario considered in this search. First constraints surpassing the earlier LEP limits [16] have recently been set by the ATLAS experiment [17], excluding...
mass splittings down to 2.5 GeV for $m(\tilde{\chi}_1^0) = 100$ GeV. Scenarios with direct $\tilde{\chi}_1^0$ pair production are also considered.

## 2 ATLAS Detector

The proposal for the upgraded ATLAS detector [18] which will operate at the HL-LHC includes a new all-silicon inner tracking detector, the Inner Tracker (ITk) [19, 20], composed of five layers of pixel detectors and four layers of double-sided silicon strip sensors, allowing for the reconstruction of the trajectory of charged particles within a pseudorapidity range $|\eta| < 4$. The inner tracker is immersed in a 2T axial magnetic field, enabling the momentum measurement of the charged particles travelling through the inner tracker. The electromagnetic and hadronic calorimeters [21, 22] are located outside of the solenoid and provide high granularity energy measurements within $|\eta| < 4.9$. Beyond the calorimeters lies the muon spectrometer [23], consisting of a set of superconducting toroidal magnets and three layers of gaseous chambers, allowing for the trajectories of muons to be measured up to $|\eta| < 2.7$. In addition to this fast detectors are also installed in the muon spectrometer for triggering purposes, with a range up to $|\eta| < 2.4$. The on-line trigger system will also be replaced by a new system, which will be capable of processing the rate increase anticipated at the HL-LHC. Both searches plan to use an $E_T^{miss}$ requirement to accepting
events in the trigger, and the $E_T^{\text{miss}}$ selection used in the searches are expected to be in the $E_T^{\text{miss}}$ trigger plateau [24].

3 Monte-Carlo Samples

Monte Carlo (MC) samples are used to predict the expected backgrounds from SM processes and to model the SUSY signal scenarios under consideration.

The detector response is parameterised based on studies performed with Geant 4 [25] simulations of the upgraded detector in high luminosity conditions [18, 26]. All simulated events are overlaid with additional $pp$ interactions in the same and neighbouring bunch crossings (pile-up) simulated with the soft QCD processes of Pythia 8.186 using the A2 set of tuned parameters [27] and the MSTW2008LO [28] PDF set. The pile-up conditions of the HL-LHC are assumed to follow a Poisson distribution with an average of 200 additional interactions ($\langle \mu \rangle = 200$).

The disappearing track signals are generated assuming the minimal AMSB model with the ratio of the Higgs vacuum expectation values at the electroweak scale set to $\tan \beta = 5$, the sign of the higgsino mass term set to be positive, and the universal scalar mass set to $m_0 = 5$ TeV. The SUSY mass spectrum, the branching ratios and decay widths are calculated using ISASUSY version 7.80 [29]. The $m_{3/2}$ parameter is varied in these scenarios which allows the wino masses to vary and the LSP is expected to be a wino in these scenarios.

The higgsino simplified model used for the dilepton search includes the production of $\tilde{\chi}^{0}_1 \tilde{\chi}^{+}_1$, $\tilde{\chi}^{0}_2 \tilde{\chi}^{0}_1$ and $\tilde{\chi}^{+}_1 \tilde{\chi}^{-}_1$. The $\tilde{\chi}^{0}_1$ and $\tilde{\chi}^{0}_2$ masses are varied, while the $\tilde{\chi}^{+}_1$ masses are set to $m(\tilde{\chi}^{+}_1) = \frac{1}{2}[m(\tilde{\chi}^{0}_1) + m(\tilde{\chi}^{0}_2)]$. It is expected that the mass splittings of pure higgsinos, generated by radiative corrections, are of the order of hundreds of MeV [30]. In the simplified models considered the masses of the $\tilde{\chi}^{0}_2$ and $\tilde{\chi}^{0}_1$ are varied independently while the $\tilde{\chi}^{+}_1$ masses are set to the average value of the $\chi^{+}_2$ and $\chi^{+}_1$. The production cross sections are calculated as if the states were pure higgsinos.

The signal samples are generated with up to two extra partons in the matrix element using MG5_aMC@NLO 2.3.3 [31] at leading order (LO) interfaced to Pythia 8.186 [32] for parton showering, hadronisation and SUSY particle decay. The NNPDF2.3LO [33] parton distribution function (PDF) set was used. Renormalisation and factorisation scales are determined by the default dynamic scale choice of MG5_aMC@NLO. The CKKW-L merging scheme [34] was applied to combine tree-level matrix elements containing multiple partons with parton showers. The scale parameter for merging was set to a quarter of the mass of the wino or higgsino depending upon the signal scenario. The A14 [35] set of tuned parameters with simultaneously optimised multiparton interaction and parton shower parameters was used for the underlying event together with the NNPDF2.3LO PDF set. The cross-sections for the disappearing track signals are calculated at next-to-leading order (NLO) in the strong coupling constant using Prospino2 [36]. The cross-sections for the higgsino signal samples are calculated at next-to-leading order (NLO) in the strong coupling, and next-to-leading-logarithm (NLL) accuracy for soft-gluon resummation using Resummino v2.1.0 [37–39]. For both signal scenarios the nominal cross-section and its uncertainty are taken from an envelope of cross-section predictions using different parton distribution function (PDF) sets and factorization and renormalization scales, as described in Ref. [40].

Events containing a $W$ or $Z$ boson with associated jets ($W$-jets and $Z/\gamma^{*}$-jets) are produced using the SHERPA v2.2.1 generator with the NNPDF30NNLO PDF set at $\sqrt{s} = 13$ TeV with up to two extra partons...
in the matrix element. Diboson processes are generated at $\sqrt{s} = 13$ TeV using Sherpa v2.2.2 with up to one extra parton in the matrix element. For the production of $t\bar{t}$ the Powheg-Box V2 generator interfaced to Pythia8 parton shower with the ATLAS A14 tune is used. The sample is generated at $\sqrt{s} = 14$ TeV and a parton level filter requiring $E_T^{\text{miss}} > 100$ GeV is applied. The top-quark pair-production contribution is normalised to approximate next-to-next-to-leading-order calculations (NNLO) [41]. The NNLO FEWZ [42, 43] cross-sections are used for the normalisation of the inclusive $W$+jets and $Z$+jets samples. The expected diboson yields are normalised to the NLO cross-section from the generator. In addition, a series of dedicated “particle gun” samples are used for the disappearing track analysis to assess the probability of an isolated electron or hadron leaving a disappearing track in the detector.

4 Event Selection

The reconstruction of physics objects is performed at truth-level with parameterised detector functions [18]. Due to the different final states targeted by the disappearing track and dilepton searches, different requirements for the definition each object are applied.

The main signature of the disappearing track search is a short “tracklet” which is reconstructed in the inner layers of the detector and subsequently disappears. The tracklet reconstruction efficiency for signal charginos is estimated using fully simulated samples of $\tilde{\chi}_1^\pm$ pair production with $m(\tilde{\chi}_1^\pm) = 600$ GeV with the HL-LHC pile up conditions. Tracklet reconstruction is performed in two stages. Firstly “standard” tracks, hereafter referred to as tracks are reconstructed. Afterwards the track reconstruction is then rerun with looser criteria, requiring at least four pixel-detector hits. This second reconstruction uses only input hits which are not associated with tracks, referred to as “tracklets”. The tracklets are then extrapolated to the strip detectors, and any compatible hits are assigned to the tracklet candidate. Tracklets are required to have $p_T > 5$ GeV and $|\eta| < 2.2$. Candidate leptons, which are used only to veto events, are selected with $p_T$ larger than 20 GeV and $|\eta| < 2.47$ (2.7) for electrons (muons).

The dilepton search targets scenarios that contain low $p_T$ muons selected with $p_T > 3$ GeV and $|\eta| < 2.5$. Muons that originate from pile up interactions or from heavy flavour decays, referred as fake or non-prompt muons, are rejected by applying an isolation to the muon candidates. The main source of these muons is decays from heavy flavour mesons and baryons created in the quark hadronization process.

For both analyses candidate jets are reconstructed with the anti-$k_t$ algorithm with a radius parameter of 0.4. They are selected with $|\eta| < 2.8$ and the jet energy is smeared according to a Gaussian. Jets are tagged as originating from $b$-decays ($b$-tagged) using a parameterisation (versus the jet $p_T$ and $\eta$) modelling the performance of the MV2c10 $b$-tagging algorithm [19]. In simulated $t\bar{t}$ events, the chosen working point identifies $b$-jets with an average efficiency of 70%, for a $c$-jet rejection factor of about 20 and a light-flavour jet rejection factor of about 750.

The magnitude of the missing transverse momentum ($E_T^{\text{miss}}$) is computed as the vectorial sum of the true momenta (at the particle level) of neutral weakly-interacting particles (neutrinos and neutralinos). It is then smeared, according to a Gaussian, to simulate the detector response, with a function parameterised as a function of the average number of interactions per bunch crossing $\mu$ and the scalar sum of energy in the calorimeter $\sum E_T$. The method to resolve overlaps is as follows: candidate jets are required to be separated from candidate electrons by $\Delta R(e, \text{jet}) > 0.2$; if a jet and electron are within 0.2, then the jet is removed and the electron is kept; after this step, leptons (both $e$ and $\mu$) are removed if they are within $\Delta R < 0.4$ of a remaining jet.
For the disappearing-track search the final state contains zero leptons (e, µ), large $E_T^{\text{miss}}$ and at least one tracklet, and events are reweighted by the expected efficiencies of tracklet reconstruction. The small mass splitting means events in which the $\tilde{\chi}^\pm_1$ and $\tilde{\chi}^0_1$ are produced back to back yield little $E_T^{\text{miss}}$, hence, it is necessary to select events where the system is boosted by recoiling against one or more jets from initial state radiation (ISR). The minimum azimuthal angular distance, $\text{min} \{\Delta \phi(\text{jet}_{1-4}, E_T^{\text{miss}})\}$, between the first four jets (ordered in $p_T$) and the $E_T^{\text{miss}}$ is required to be greater than one, in order to reject events with mis-measured $E_T^{\text{miss}}$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SR Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton veto $p_T$ [GeV]</td>
<td>&gt; 20</td>
</tr>
<tr>
<td>$\text{min} {\Delta \phi(\text{jet}_{1-4}, E_T^{\text{miss}})}$</td>
<td>&gt; 1</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$ [GeV]</td>
<td>&gt; 300</td>
</tr>
<tr>
<td>Leading jet $p_T$ [GeV]</td>
<td>&gt; 300</td>
</tr>
<tr>
<td>Leading tracklet $p_T$ [GeV]</td>
<td>&gt; 150</td>
</tr>
<tr>
<td>$\Delta \phi(E_T^{\text{miss}}, \text{trk})$</td>
<td>&lt; 0.5</td>
</tr>
</tbody>
</table>

Table 1: Summary of the search selection criteria for the disappearing track SR.

Different kinematic variables are used in the search to separate the signal from the SM background, such as the leading jet $p_T$, the $E_T^{\text{miss}}$, the leading tracklet $p_T$ and the azimuthal angle ($\Delta \phi(E_T^{\text{miss}}, \text{trk})$) between the tracklet and the $E_T^{\text{miss}}$. The final SR selection is optimised using two signal models: one with $m(\tilde{\chi}^\pm_1) = 800$ GeV and a lifetime of 1 ns and the other with $m(\tilde{\chi}^\pm_1) = 200$ GeV and a lifetime of 0.04 ns. A minimum of three background events has been required in the optimisation process. Figure 3 shows the the $E_T^{\text{miss}}$ and the leading tracklet $p_T$ distributions in events passing the full SR selection. The dominant background in the SR is found to be from fake tracklets, similarly to the Run 2 version of the search [17]. The full SR selection is presented in Table 1.
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Figure 3: Kinematic variables for the disappearing track search: Left, $E_T^{\text{miss}}$; Right, tracklet $p_T$. All figures contain events passing the full SR selection, aside from the selection on the variable under consideration. Two signal models are overlayed for reference, labelled by two numbers referring respectively to the chargino mass (in GeV) and lifetime (in ps).

For the dilepton search, only events with two opposite-sign muons are used in the final selection, as
the muon reconstruction rate is not expected to fall dramatically and the muon fake rate is not expected to grow largely with increased pile-up. The final SR selections are summarised in Table 2. These requirements select events where the SUSY system recoils against a high-$\pt$ jet from ISR. This motivates additional requirements on the leading jet of $\pt(j_{1}) > 100$ GeV and on the azimuthal separation $\Delta\phi(j_{1}, E_{\miss}^{T}) > 2.0$. In order to discriminate the signal from SM background processes, different kinematic variables are used such as the total number of muons in the event ($n_{\mu}$), the total number of jets ($n_{\text{jets}}$) and $b$-jets ($n_{b\text{-jets}}$) with $\pt > 30$ GeV. The missing transverse energy ($E_{\miss}^{T}$), invariant mass of the dilepton system ($m_{\ell\ell}$), angular separation between the leptons ($\Delta R(\ell, \ell)$), invariant mass of two tau leptons ($m_{\tau\tau}$) (calculated as described in Ref. [17]) and ratio of the $E_{\miss}^{T}$ to the scalar sum of the two leptons’ $p_{T}$ ($E_{\miss}^{T}/H_{\miss}^{lep}$) are also used. Figure 4 presents a selection of kinematic distributions after the full SR selection is applied, minus the selection on the variable under consideration. The final SR definitions split the $m_{\ell\ell}$ into six non-overlapping SRs, with $m_{\ell\ell}$ selections of $[1, 3], [3.2, 5], [5, 10], [10, 20], [20, 30]$ and $[30, 50]$ GeV.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SR Selection ($m_{\ell\ell} &lt; 20$ GeV)</th>
<th>SR Selection ($m_{\ell\ell} &gt; 20$ GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{\mu}$</td>
<td>$= 2$</td>
<td>$= 2$</td>
</tr>
<tr>
<td>$p_{T}(\mu_{1,2})$ [GeV]</td>
<td>$&gt; 3$</td>
<td>$&gt; 8$</td>
</tr>
<tr>
<td>$n_{\text{jets}}$</td>
<td>$\geq 1$</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>$n_{b\text{-jets}}$</td>
<td>$= 0$</td>
<td>$= 0$</td>
</tr>
<tr>
<td>$E_{\miss}^{T}$ [GeV]</td>
<td>$&gt; 500$</td>
<td>$&gt; 500$</td>
</tr>
<tr>
<td>$\Delta R(\ell, \ell)$</td>
<td>$&lt; 2$</td>
<td>$&lt; 2$</td>
</tr>
<tr>
<td>$m_{\ell\ell}$ [GeV]</td>
<td>$[1, 20]$ excluding $[3.0, 3.2]$</td>
<td>$[20, 50]$</td>
</tr>
<tr>
<td>$p_{T}(j_{1})$ [GeV]</td>
<td>$&gt; 100$</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>$\Delta\phi(j_{1}, E_{\miss}^{T})$</td>
<td>$&gt; 2$</td>
<td>$&gt; 2$</td>
</tr>
<tr>
<td>$\min(\Delta\phi(j_{i}, E_{\miss}^{T}))$</td>
<td>$&gt; 0.4$</td>
<td>$&gt; 0.4$</td>
</tr>
<tr>
<td>$m_{\tau\tau}$ [GeV]</td>
<td>$&lt; 0$ or $&gt; 160$</td>
<td>$&lt; 0$ or $&gt; 160$</td>
</tr>
<tr>
<td>$E_{\miss}^{T}/H_{\miss}^{lep}$</td>
<td>$&gt; \text{max}(5, 15 - 2m_{\ell\ell})$</td>
<td>$&gt; \text{max}(10, 15 - 2m_{\ell\ell})$</td>
</tr>
</tbody>
</table>

The leading sources of background in the SR are from $t\bar{t}$, single-top, $WW +$ jets, and $Z/\gamma*(\rightarrow \tau\tau) +$ jets. The dominant source of reducible background arises from processes where one or more leptons are fake or non-prompt, such as in $W +$ jets production. The fake/non-prompt lepton background arises from jets misidentified as leptons, photon conversions, or semileptonic decays of heavy-flavor hadrons.

## 5 Background Estimation

MC simulated event samples are used to predict the backgrounds from SM processes in the SRs. Due to the differences in signal phenomenology between the disappearing track and dilepton searches, the main backgrounds and background estimation strategy differ between the searches.

For the disappearing track analysis, there are two main background contributions: SM particles that are reconstructed as tracklets, and events which contain fake tracklets. The SM particles reconstructed as
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Figure 4: Distributions of a selection of kinematic variables used for the SR optimisation in the dilepton search. The variables are presented with the full SR selections implemented aside from the selection on the variable shown. Left, \( m_{\ell\ell} \); Right, \( E_{T}^{\text{miss}}/H_{T}^{\text{lep}} \). Three signal models with \( m(\tilde{\chi}^{0}) = 250 \text{ GeV} \) and different mass splittings \( (\Delta m(\tilde{\chi}^{0}, A_{1}) = 4, 10, \text{ and } 50 \text{ GeV}) \) are overlaid.

tracklets are typically hadrons scattering in the detector material or electrons undergoing bremsstrahlung. The probability of an isolated electron or hadron leaving a disappearing track is calculated using samples of single electrons or pions passing through the current ATLAS detector layout, and is then scaled to take into account the ratio of material in the current ATLAS inner detector and the upgraded inner tracker. The second background contribution arises from events which contain “fake” tracklets (accidental alignment of hits in the inner detector). These events arise from \( Z \rightarrow \nu\nu \) or \( W \rightarrow \ell\nu \) (where the lepton is not reconstructed) and are scaled by the expected fake tracklet probability:

\[
P_{\text{fake,tight}}^{\text{ITk}} = P_{\text{fake,tight}}^{\text{Run-2}} \times \frac{R_{\text{fake,loose}}^{\text{ITk, loose}}}{R_{\text{fake,loose}}^{\text{Run-2}}} \times \frac{\epsilon_{\text{ITk}}^{z_{0}}}{\epsilon_{\text{ITk}}^{z_{0}}^{\text{Run-2}}}.
\]

In this equation, \( P_{\text{fake,tight}}^{\text{Run-2}} \) is the fake rate of the current Run-2 analysis [44], computed using a \( d_{0} \) sideband for the track reconstruction, \( R_{\text{fake,loose}}^{\text{ITk, loose}} \) is the fake rate in the same \( d_{0} \) sideband for ITk computed with a neutrino particle gun sample, such that all tracks are purely a result of pile-up interactions, \( R_{\text{fake,loose}}^{\text{Run-2}} \) is the fake rate in the \( d_{0} \) sideband for Run 2 computed on data, \( \epsilon_{\text{ITk}}^{z_{0}} \) is the selection efficiency of the tracklet \( z_{0} \) selection in ITk, and \( \epsilon_{\text{ITk}}^{z_{0}}^{\text{Run-2}} \) is the selection efficiency of the tracklet \( z_{0} \) selection in Run 2. The ratio of the fake rates in the ITk and Run 2 is found to be \( \approx 200 \), as the fake rate depends strongly on pile-up, whilst the ratio of the tracklet selection efficiencies is \( \approx 0.12 \), which takes into account the differences in tracklet selection between the search and the Run 2 analysis.

For the dilepton analysis the \( t\bar{t} \) and \( W+\text{jets} \) background yields are calculated by fitting the shaping of the background \( E_{T}^{\text{miss}} \) distributions, in order to mitigate statistical fluctuations in the background estimations for these samples. The fit uses an exponential function after all of the SR selections are applied, aside from the \( E_{T}^{\text{miss}} \) selection. As the final SR fit is performed on the \( m_{\ell\ell} \) variable, the backgrounds are estimated in each \( m_{\ell\ell} \) bin. The predicted values from the fit are found to be consistent with the yields estimated directly from MC, when MC statistics allow for a reasonable comparison to be made. The other SM background processes are estimated directly from MC.
6 Systematic Uncertainties

Systematic uncertainty projections for both searches have been determined starting from the systematic uncertainties studied in Ref. [17], and evolving them to a level which the ATLAS and CMS collaborations have agreed to consider as a sensible extrapolation to 3 ab$^{-1}$ of proton-proton collisions. Hence, the theory modelling uncertainties are expected to halve while the recommendations for detector-level and experimental uncertainties are dependent upon the systematic uncertainty under consideration and are scaled appropriately from the Run 2 analysis [18]. When setting exclusion limits, an additional systematic uncertainty of 15% is applied to the dilepton signal samples, whereas a 20% uncertainty is applied to the disappearing track analysis, to account for the theoretical systematic uncertainty on the models under consideration.

The dominant uncertainties in the disappearing track analysis arise from the modelling of the fake tracklet component, and the total uncertainty on the background yield is extrapolated to be 30%. In the dilepton Run 2 analysis the dominant uncertainties are due to the modelling of the fake and non-prompt lepton backgrounds and the experimental uncertainties related to the jet energy scale and flavour tagging. The total uncertainty for the dilepton search is also extrapolated to be 30%. The experimental uncertainty is assumed to be fully correlated between the background and the signal.

7 Results

The HistFitter framework [45], which utilises a profile-likelihood-ratio test statistic [46], is used to compute expected exclusion limits with the CL$_s$ prescription [47].

Table 3 presents the expected yields in the SR for the disappearing track search for each background source, corresponding to an integrated luminosity of 3000 fb$^{-1}$. As seen in the table the dominant background source is events with a “fake” tracklet, arising predominantly from $Z \rightarrow \nu\nu$ events with an ISR jet and high $E_T^{\text{miss}}$, which contain spurious hits that are reconstructed as a tracklet.

<table>
<thead>
<tr>
<th>SR</th>
<th>Total SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V+$jets events</td>
<td>4.6 ± 1.3</td>
</tr>
<tr>
<td>$t\bar{t}$ events</td>
<td>0.17 ± 0.05</td>
</tr>
<tr>
<td>Fake tracklets</td>
<td>4.4 ± 1.3</td>
</tr>
</tbody>
</table>

Table 3: Yields are presented for the disappearing track SR selection with an integrated luminosity of 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. The errors shown are the total statistical and systematic uncertainty.

Limits at 95% CL on the chargino lifetime are shown in Figure 5 as a function of the $\tilde{\chi}_1^\pm$ mass. The simplified models of chargino production considered include chargino pair production and chargino-neutralino production (both $\tilde{\chi}_1^\pm\tilde{\chi}_1^0$ and $\tilde{\chi}_1^\pm\tilde{\chi}_2^0$). The potential for the full HL-LHC dataset is expected to exclude at the 95% CL chargino lifetimes, assuming a wino-like (higgsino-like) LSP, of between 7 ps (10 ps) and 4 µs (1.5 µs) for light charginos with a mass of 100 GeV. Heavier wino-like (higgsino-like) charginos are expected to be excluded up to $m(\tilde{\chi}_1^\pm) = 1100$ GeV (750 GeV) for lifetimes of 1 ns. The
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discovery potential of the analysis would allow for the discovery of wino-like (higgsino-like) charginos of mass 100 GeV with lifetimes between 20 ps and 700 ns (30 ps and 250 ns), or for a lifetime of 1 ns would allow the discovery of wino-like (higgsino-like) charginos of mass up to 800 GeV (600 GeV). Comparing the results to the theoretical prediction from Ref.[30], would allow for the exclusion at 95% CL of the theory with masses up to 850 GeV for the pure wino scenario and 250 GeV for the pure higgsino scenario. The discovery potential would be up to 450 GeV for the pure wino scenario and 150 GeV for the pure higgsino scenario.

Figure 5: Expected exclusion limits at 95% CL from the disappearing track search using 3000 fb$^{-1}$ of 14 TeV proton-proton collision data as a function of the $m(\tilde{\chi}_1^\pm, \tilde{\chi}_0^0)$ region of the distribution of the expected limits. The median of the expected limits is shown by a dashed line. The red line presents the current limits from the Run 2 analysis and the hashed region is used to show the direction of the exclusion. The expected limits with the upgraded ATLAS detector would extend these limits significantly. In the pure-wino scenario, the chargino lifetime as a function of the chargino mass calculated at the two loop level [48] is shown by the dashed grey line. In the pure-higgsino scenario the mass-lifetime relation is shown by the dashed grey line and is calculated at one loop level [30]. The relationship between the masses of the chargino and the two lightest neutralinos in this scenario is $m(\tilde{\chi}_1^\pm) = \frac{1}{2}(m(\tilde{\chi}_1^0) + m(\tilde{\chi}_2^0))$.

The background yields for the dilepton SRs (split into the respective $m_{\ell\ell}$ intervals) are presented in Table 4. The main background in each SR is dependent upon the $m_{\ell\ell}$ interval under consideration, with $t\bar{t}$ the main background for the lowest $m_{\ell\ell}$ interval, the intermediate $m_{\ell\ell}$ selections dominated by $Z$+jets events, and the larger $m_{\ell\ell}$ intervals dominated by diboson production. The $t\bar{t}$ and diboson yields include the component from misidentified leptons. For the lowest $m_{\ell\ell}$ bin the component of $t\bar{t}$ from misidentified leptons is 40%, while it is 15% in the highest $m_{\ell\ell}$ bin.

Figure 6 shows the 95% CL expected exclusion limits in the $m(\tilde{\chi}_2^0, \tilde{\chi}_1^0)$ plane. With 3000 fb$^{-1}$, $\tilde{\chi}_2^0$ masses up to 350 GeV could be excluded, as well as $\Delta m(\tilde{\chi}_2^0, \tilde{\chi}_1^0)$ between 2 and 20 GeV for $m(\tilde{\chi}_2^0) =$ 150 GeV. In the figure the blue curve presents the 5$\sigma$ discovery potential of the search. To calculate the discovery potential a single-bin discovery test is performed by integrating over all of the $m_{\ell\ell}$ bins from 1 to the chosen $m_{\ell\ell}$ upper limit for a given SR selection (aside from $3 < m_{\ell\ell} < 3.2$ GeV).

Figure 7 presents the 95% expected exclusion limits in the $\tilde{\chi}_1^0, \Delta m(\tilde{\chi}_1^+, \tilde{\chi}_1^0)$ mass plane, from both the disappearing track and dilepton searches. The yellow contour shows the expected exclusion limit from the disappearing track search, with the possibility to exclude $m(\tilde{\chi}_1^+) =$ up to 600 GeV for $\Delta m(\tilde{\chi}_1^+, \tilde{\chi}_1^0) <$ 0.2 GeV,
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### Table 4: Yields are presented for the dilepton SR selection with an integrated luminosity of 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. The errors shown are the total statistical and systematic uncertainty.

<table>
<thead>
<tr>
<th>$m_{\ell\ell}$ bin [GeV]</th>
<th>[1, 3]</th>
<th>[3, 5]</th>
<th>[5, 10]</th>
<th>[10, 20]</th>
<th>[20, 30]</th>
<th>[30, 50]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SM events</td>
<td>$2.5 \pm 0.4$</td>
<td>$16.0 \pm 2.5$</td>
<td>$62.4 \pm 4.9$</td>
<td>$142.9 \pm 10.7$</td>
<td>$102.6 \pm 14.9$</td>
<td>$164 \pm 20.2$</td>
</tr>
<tr>
<td>$t\bar{t}$ events</td>
<td>$1.7 \pm 0.4$</td>
<td>$1.2 \pm 0.2$</td>
<td>$7.5 \pm 1.0$</td>
<td>$29.2 \pm 4.2$</td>
<td>$21.8 \pm 5.4$</td>
<td>$53.9 \pm 9.2$</td>
</tr>
<tr>
<td>$VV$ events</td>
<td>$0.05 \pm 0.01$</td>
<td>$0.8 \pm 0.2$</td>
<td>$15.4 \pm 2.1$</td>
<td>$40.5 \pm 5.9$</td>
<td>$50.2 \pm 12.3$</td>
<td>$104.8 \pm 18.0$</td>
</tr>
<tr>
<td>$W$+jets events</td>
<td>$0.08 \pm 0.02$</td>
<td>$0.9 \pm 0.2$</td>
<td>$8.9 \pm 1.2$</td>
<td>$25.7 \pm 3.7$</td>
<td>$4.7 \pm 1.2$</td>
<td>$3.5 \pm 0.6$</td>
</tr>
<tr>
<td>$Z$+jets events</td>
<td>$0.7 \pm 0.2$</td>
<td>$13.1 \pm 2.5$</td>
<td>$30.6 \pm 4.2$</td>
<td>$47.4 \pm 6.9$</td>
<td>$25.9 \pm 6.4$</td>
<td>$1.8 \pm 0.3$</td>
</tr>
</tbody>
</table>

Figure 6: Expected exclusion limit (dashed line) in the $\Delta m(\tilde{\chi}_2^0, \tilde{\chi}_1^0)$, $m(\tilde{\chi}_2^0)$ mass plane, at 95% CL from the dilepton analysis with 3000 fb$^{-1}$ of 14 TeV proton-proton collision data in the context of a pure Higgsino LSP with $\pm 1\sigma$ (yellow band) from the associated systematic uncertainties. The blue curve presents the 5$\sigma$ discovery potential of the search. The purple contour is the observed exclusion limit from the Run 2 analysis. The figure also presents the limits on chargino production from LEP [16]. The relationship between the masses of the chargino and the two lightest neutralinos in this scenario is $m(\tilde{\chi}_1^+)$ = $\frac{1}{2}(m(\tilde{\chi}_1^0) + m(\tilde{\chi}_2^0))$, and could exclude up to $\Delta m(\tilde{\chi}_1^+, \tilde{\chi}_1^0) = 0.4$ GeV for $m(\tilde{\chi}_1^+) = 100$ GeV. The blue curve presents the expected exclusion limits from the dilepton search, which could exclude up to 350 GeV in $m(\tilde{\chi}_1^+)$, and for a light chargino mass of 100 GeV would exclude mass differences between 2 and 15 GeV. Improvements that are expected with the upgraded detector, and search technique improvements may further enhance the sensitivity to these models. For example the sensitivity of the disappearing tracks search can be enhanced.
by optimising the tracking algorithms used for the upgraded ATLAS detector allowing for an increase in tracklet efficiency, the possibility of shorter tracklets produced requiring 3 or 4 hits, and further suppression of the fake tracklet component. The dilepton search sensitivity would be expected to improve by increasing the reconstruction efficiency for low $p_T$ leptons. The addition of the electron channel would also further enhance the search sensitivity.

Figure 7: Expected exclusion at the 95% CL from the disappearing track and dilepton searches in the $\Delta m(\tilde{\chi}^{\pm}_1, \tilde{\chi}^{0}_1)$, $m(\tilde{\chi}^{\pm}_1)$ mass plane. The blue curve presents the exclusion limits from the dilepton search. The yellow contour presents the exclusion limit from the disappearing track search. The figure also presents the limits on chargino production from LEP [16]. The relationship between the masses of the chargino and the two lightest neutralinos in this scenario is $m(\tilde{\chi}^{\pm}_1) = \frac{1}{2}(m(\tilde{\chi}^{0}_1) + m(\tilde{\chi}^{0}_2))$. The theory curve is a prediction from a pure higgsino scenario taken from Ref.[30].

8 Conclusion

This note presents studies performed to assess the sensitivity to electroweakino production with the HL-LHC and the upgraded ATLAS detector, using 3000 fb$^{-1}$ of $\sqrt{s} = 14$ TeV data. Well motivated and natural SUSY scenarios predict a compressed electroweakinos sector. Two signatures with good discovery potential are considered in this prospect note (disappearing track and soft leptons). In a pure-Higgsino scenario, the former can discover up to 600 GeV charginos with 1 ns lifetime while the latter could discover the second lightest neutralino with mass up to 200 GeV. Improvements that could be expected with the upgraded detector will provide additional sensitivity for both of the searches presented.
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ATLAS sensitivity to top squark pair production at the HL-LHC

The ATLAS Collaboration

This document summarises the expected sensitivity of the ATLAS detector to top squarks with 3 ab$^{-1}$ of $\sqrt{s} = 14$ TeV proton-proton collisions collected at the HL-LHC. The top squarks are pair produced and assumed to decay into a top quark and a neutralino. Prompt leptons are vetoed in the final state, which is only composed by jets and missing transverse momentum. A $5\sigma$ discovery (95% CL exclusion) can be obtained for top squark masses up to 1.25 (1.7) TeV and small neutralino masses, assuming realistic projections of the systematic uncertainties. If the top squark mass equals the sum of the top quark and neutralino masses, then a $5\sigma$ discovery (95% CL exclusion) can be achieved up to about 650 (850) GeV.
1 Introduction

The aim of this note is to assess the ATLAS sensitivity to top squark (stop in the following) pair production using the dataset expected to be collected by the upgraded detector during the Large Hadron Collider (LHC) high luminosity data-taking (HL-LHC in the following). The stops are the scalar supersymmetric [1–6] partners of the top quark fermionic degrees of freedom: for each of the two top chirality eigenstates \( t_L, t_R \) the existence of partner scalar states \( \tilde{t}_L, \tilde{t}_R \) is postulated. The two scalar states mix to form mass eigenstates \( \tilde{t}_1, \tilde{t}_2 \), where, by convention, \( \tilde{t}_1 \) is the lightest. Because of the large top quark Yukawa coupling, large stop masses tend to introduce large fine tuning [7, 8] in many supersymmetric models (and notably in the MSSM [9, 10]). Naturalness requirements normally set upper bounds for stop masses in the TeV range (although recent re-analyses of the fine tuning concept led to relax these requirements significantly [11]). These bounds may imply that the stops are within energetic reach of the LHC. This has triggered a lot of interest by the LHC collaborations (see, for example, Refs. [12–16]). Tight constraints have been set by both the ATLAS and CMS collaborations in many simplified and more realistic supersymmetric models.

This work aims to extend the analysis described in Ref. [17] and develop an event selection yielding optimal sensitivity to stop pair production with \( 3 \text{ ab}^{-1} \) of proton-proton collisions, expected to be collected by ATLAS by the end of the HL-LHC run. R-parity is assumed to be conserved [18]. The only supersymmetric particles assumed to have impact on the stop decay are the stop itself and the lightest supersymmetric particle (LSP), assumed to be a neutralino. With these assumptions, the stop decay is \( \tilde{t}_1 \rightarrow t(\ast)\tilde{\chi}_1^0 \), where the star indicates that the top quark can possibly be off mass-shell, depending on the mass difference between the stop and the neutralino masses, \( \Delta m(\tilde{t}_1, \tilde{\chi}_1^0) \). The final state considered is that where both top quarks decay hadronically: it is hence characterised by the presence of many jets and \( b \)-jets, and by missing transverse momentum \( p_T^{\text{miss}} \) (whose magnitude will be indicated by \( E_T^{\text{miss}} \) in the following) stemming from the presence of the two \( \tilde{\chi}_1^0 \). The process is illustrated in Figure 1.

![Figure 1: Signal processes considered in this analysis. The top quark can be either on or off mass-shell.](image)

Two kinematic regimes are considered:

- If the difference between the stop and neutralino masses is large with respect to the top quark mass \( \Delta m(\tilde{t}_1, \tilde{\chi}_1^0) \gg m_{\text{top}} \), then the top quarks emitted in the stop decay are produced on shell, and they have a boost in the laboratory frame proportional to \( \Delta m(\tilde{t}_1, \tilde{\chi}_1^0) \). The final state is hence characterised by high \( p_T \) jets and \( b \)-jets, and large \( E_T^{\text{miss}} \). Typical analyses in this kinematic regimes have large signal acceptance, and the sensitivity is limited by the signal cross section, that decreases steeply...
with increasing $m(\tilde{t}_1)$. The sensitivity to $3\text{ab}^{-1}$ of proton-proton collisions in this kinematic regime was already studied in Ref. [19]. This regime is the target of the “large $\Delta m$” analysis described in this document.

- If $\Delta m(\tilde{t}_1, \tilde{\chi}_0^0) \sim m_{\text{top}}$, then the extraction of the signal from the Standard Model (SM) background stemming from mainly $t\bar{t}$ production requires a focus on events where the stop pair system recoils against substantial initial-state hadronic activity (ISR). The upgrade sensitivity to this scenario has never been investigated before by ATLAS in final states with no leptons (see Ref. [20] for a study in final states with two leptons). It is the target of the “diagonal” analysis described in this document.

2 The ATLAS Detector

The predicted response of the ATLAS during HL-LHC is emulated by a set of smearing functions applied on top of the final-state particles, defined as those with a lifetime larger than $\tau = 30$ ps. A description of the emulation of the upgraded ATLAS detector is given in Ref. [21]. The smearing functions have been determined from a full Geant 4 [22] simulation of the upgraded ATLAS detector [23] assuming an average number of additional collisions per bunch-crossing $\langle \mu \rangle = 200$.

3 Event Simulation

The analysis is performed on datasets of SM background processes and supersymmetric signals simulated through different event generators. Signal models are all generated assuming a proton-proton collision centre-of-mass energy $\sqrt{s} = 14$ TeV with MadGraph5_aMC@NLO 2.2–2.4 [24] interfaced to Pythia 8 [25] for the parton showering (PS) and hadronisation and with EvtGen 1.2.0 [26] for the $b$- and $c$-hadron decays. The matrix element (ME) calculation is performed at tree level and includes the emission of up to two additional partons for all signal samples. In case of top quark off-shell decay, the MadSpin routine is used to preserve the correct spin correlations and phase space modelling. The parton distribution function (PDF) set used for the generation of the signal samples is NNPDF2.3LO [27] with the A14 [28] set of tuned underlying-event and shower parameters (UE tune). The ME–PS matching was performed with the CKKW-L [29] prescription, with a matching scale set to one quarter of the mass of the $\tilde{t}_1$. All signal cross sections were calculated at next-to-leading order in the strong coupling constant, adding the resummation of soft-gluon emission at next-to-leading-logarithm accuracy (NLO+NLL) [30–32]. They strongly depend on the stop mass: for example, the stop pair production cross section is 12.9 (0.14) fb for a stop mass of 900 (1600) GeV.

SM background samples were produced with different MC event generators depending on the process. The background sources of $Z + \text{jets}$ and $W + \text{jets}$ events were generated with Sherpa 2.2.1 [33] using the NNPDF3.0NNLO [27] PDF set and the UE tune provided by Sherpa. Top-quark pair production where at least one of the top quarks decays semi-leptonically and single-top production were simulated with Powheg-Box 2 [34] and interfaced to Pythia 8 for PS and hadronization, with the CT10 [35] PDF set and using the Perugia2012 [36] set of tuned shower and underlying-event parameters. MadGraph5_aMC@NLO interfaced to Pythia 8 for PS and hadronization was used to generate the $t\bar{t} + V$ (where $V$ is a $W$ or $Z$ boson) samples at NLO with the NNPDF3.0NLO PDF set. The underlying-event tune used is A14 with the NNPDF2.3LO PDF set. Additional information can be found in Refs. [37–40].
4. Final State Object Definition

The event selection is based on variables constructed from the kinematics of particle-level objects, selected according to reconstruction-level quantities obtained from the emulation of the detector response for HL-LHC [21].

Electrons are defined with a Loose identification criterion with $p_T > 7$ GeV and $|\eta| < 2.47$. Muons are defined with a Loose identification criterion, and are required to have $p_T > 6$ GeV and $|\eta| < 2.7$. Baseline anti-$k_t$ $R = 0.4$ jets [43, 44] are required to have $p_T > 20$ GeV and $|\eta| < 2.8$.

Jets arising from the fragmentation of $b$-hadrons are tagged with a nominal efficiency of 70%, computed on a $t\bar{t}$ sample simulated assuming $\langle \mu \rangle$. The corresponding rejection factor for jets originating from the fragmentation of a $c$ (light) quark is about 20 (750) [45]. Ambiguities between the reconstruction of leptons and jets are resolved following the same overlap-removal procedure outlined in Ref. [17].

Reclustered jets are created by applying the anti-$k_t$ algorithm with distance parameters $\Delta R = 0.8$ and $\Delta R = 1.2$ on signal jets, indicated in the following as anti-$k_{t,0.8}^1$ and anti-$k_{t,1.2}^1$ jet collections. A trimming procedure [46] is applied that removes $R = 0.4$ jets from the reclustered jets if their $p_T$ is less than 5% of the $p_T$ of the anti-$k_{t,0.8}^1$ or anti-$k_{t,1.2}^1$ jet $p_T$.

5. Event Selection

Two different event selections are developed. They respectively target the signal parameter space where $\Delta m(\tilde{t}_1, \tilde{X}_1^0) \gg m_{\text{top}}$ or $\Delta m(\tilde{t}_1, \tilde{X}_1^0) \sim m_{\text{top}}$. They will be referred to as the “large $\Delta m$” and “diagonal” analyses respectively. In both cases, the selection follows closely that developed for the analysis of the dataset collected in 2015 and 2016, published in Ref. [17]: the same set of selection variables is used, although the thresholds are in some case modified to account for the higher integrated luminosity and the higher level of noise induced by pileup collisions at the HL-LHC.

5.1 Large $\Delta m$ Selection

The variables used in Ref. [17] for the event selection in the signal regions targeting large $\Delta m(\tilde{t}_1, \tilde{X}_1^0)$ are here briefly summarised:

- $N_{\text{lep}}$: The total number of baseline leptons in the event after overlap removal.

1 Although the upgraded ATLAS detector will allow to efficiently suppress pileup up to large pseudorapidity, the final state objects produced by stop pair production tend to be central: it has been verified that increasing the pseudorapidity of the jet selection does not affect the final result of the analysis.
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- **N_{jet}**: The total number of signal jets.
- **N_{b-jet}**: The total number of b-jets.
- **p_{T}^{jeti}**: The p_{T} of the i-th anti-k_{t}^{0.4} jet (where the ordering is done in p_{T}). The leading jet is labelled with i = 1.
- **m_{i}^{anti-k_{t}}**: The mass of the i-th (ordering done in mass) reclustered anti-k_{t} jet reconstructed with distance parameter R. The leading jet is labelled with i = 1.
- **m_{i}^{min}**: The transverse mass \( m_{T}^{3} \) between the \( p_{T}^{miss} \) and the b-jet with the minimum \( \Delta \phi \) to the \( p_{T}^{miss} \). This variable is known to have a kinematical end-point at the top quark mass for SM t\bar{t} production.
- **\Delta R_{bb}**: The \( \Delta R \) distance between the two b-jets in the event. If more than two b-jets are present, those with the highest \( p_{T} \) are considered.
- **m_{W}^{miss}**: Transverse mass computed using the \( p_{T}^{miss} \) and the transverse momenta of the top candidates. They are defined by minimising (among all possible candidates) a \( \chi^{2} \):

\[
\chi^{2} = \frac{(m_{W}^{cand1} - m_{W}^{truth})^2}{m_{W}^{truth}} + \frac{(m_{W}^{cand2} - m_{W}^{truth})^2}{m_{W}^{truth}} + \frac{(m_{top}^{cand1} - m_{top}^{truth})^2}{m_{top}^{truth}} + \frac{(m_{top}^{cand2} - m_{top}^{truth})^2}{m_{top}^{truth}}.
\]

The candidates W are constructed using all possible combinations of one and two non-b-tagged jets. If more than two b-jets are present, the two with the highest \( p_{T} \) are considered.

A preselection is applied, which is summarised in Table 1. A lepton veto and a selection on the number of jets characterise the choice of focusing on fully hadronic events. The selection on \( \Delta \phi (E_{T}^{miss}, jet^{1,2}) \) is known to be extremely effective in suppressing multijet production events, where the \( p_{T}^{miss} \) vector tends to be aligned with one of the jets. The selection on \( E_{T}^{miss} \) exploits the presence of the non-interacting neutralinos in the final state. The selections on the anti-k_{t}^{1,2} and anti-k_{t}^{0,8} jet masses exploit the potential presence of boosted top quarks and W-bosons in the final state. The selection on \( m_{W}^{miss} \) is effective in suppressing events from SM t\bar{t} production.

For the evaluation of the final exclusion sensitivity, a set of mutually exclusive signal regions is defined. The background after preselection is dominated by t\bar{t} and single top Wt production. For both of these processes, the largest contribution comes from events where one of the two W bosons decays hadronically and the other decays leptonically (there including W \( \rightarrow \) \( \tau \nu \)). The dominant background processes hence feature at most one hadron top and/or W decay, while the signal features two of them. The events are hence further classified in 30 different signal regions according to the number of identified b-jets, the value of \( m_{2}^{anti-k_{t}} \) mass, and the value of the \( E_{T}^{miss} \). In each \( N_{b-jet} \) bin, three bins are defined in \( m_{2}^{anti-k_{t}} \). In order, it corresponds to having found a jet with mass: i) below that of the W boson, ii) similar to that of the W boson, iii) loosely consistent with that of the top quark. Finally, in each bin a set of \( E_{T}^{miss} \) intervals are defined. In the bin with \( N_{b-jet} \geq 2 \), there is no ambiguity\(^2\) in the definition of the two expected b-jets

\(^2\) The transverse mass between two vectors in the transverse plane \( a \) and \( b \) forming an angle \( \theta \) between them is defined as \( m_{T} = \sqrt{2ab(1-\cos \theta)} \).

\(^3\) If \( N_{b-jet} > 2 \) then the two b-jets with the highest \( p_{T} \) are used.
Table 1: Selection applied for the large $\Delta m$ analysis.

<table>
<thead>
<tr>
<th>Preselection</th>
<th>Other selections</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{lep} = 0$</td>
<td>$m_{anti-k_2^{+4}} \in [0, 60), [60, 120), [120, \infty)$</td>
</tr>
<tr>
<td>$N_{jet} \geq 4$</td>
<td>$E_T^{miss} \in [400, 600), [600, 900), [900, 1200), [1200, 1600), [1600, \infty)$</td>
</tr>
<tr>
<td>$\Delta \phi \left( E_T^{miss}, \text{jet1} \right) &gt; 0.4$</td>
<td>$m_{anti-k_2^{+2}} \in [0, 60), [60, 120), [120, \infty)$</td>
</tr>
<tr>
<td>$N_{b-jet} \geq 1$</td>
<td>$E_T^{miss} \in [0, \infty)$</td>
</tr>
<tr>
<td>$E_T^{miss} &gt; 400 \text{ GeV}$</td>
<td>$m_{anti-k_2^{+2}} &gt; 120 \text{ GeV}$</td>
</tr>
<tr>
<td>$p_T^{jet1} &gt; 80 \text{ GeV}$</td>
<td>$m_{bT} &gt; 250 \text{ GeV}$</td>
</tr>
<tr>
<td>$p_T^{jet3} &gt; 40 \text{ GeV}$</td>
<td>$m_{anti-k_2^{+8}} &gt; 60 \text{ GeV}$</td>
</tr>
<tr>
<td>$m_{anti-k_2^{+4}} &gt; 60 \text{ GeV}$</td>
<td>$m_{anti-k_2^{+8}} &gt; 60 \text{ GeV}$</td>
</tr>
</tbody>
</table>

from the stop decay, thus the $m_T^2$ and $\Delta R_{blb}$ are well defined. Additional selections on these variables are therefore applied. The full set of signal region selections is also presented in Table 1.

The $E_T^{miss}$ distributions for $N_{b-jet} \geq 2$ and for the two tightest bins in $m_{anti-k_2^{+2}}$, that is, for the two bins that are most sensitive for large $\Delta m(\tilde{t}_1, \tilde{\chi}_1^0)$ values, are shown in Figure 2.

For the evaluation of the discovery sensitivity, a set of single bin cut-and-count signal regions is defined, which apply the full preselection, and then require $N_{b-jet} \geq 2, m_{anti-k_2^{+2}} > 120 \text{ GeV}$. Four different thresholds in $E_T^{miss}$ are then defined to achieve optimal sensitivity for a $5\sigma$ discovery: $E_T^{miss} > 400, 600, 800, 1000 \text{ GeV}$. For each model considered, the signal region giving the lowest $p$-value against the background-only hypothesis in presence of the signal is used.

To avoid depending too much on the limited size of the background samples generated for this study, the background $E_T^{miss}$ distribution is parametrised independently for each $N_{b-jet}, m_{anti-k_2^{+2}}$ bin and for each process with a simple exponential function. The function parameters are determined by fitting it to the MC predicted distribution in the range $E_T^{miss} > 400 \text{ GeV}$.

5.2 Diagonal Selection

The selection for the region of the signal parameter space where $\Delta m(\tilde{t}_1, \tilde{\chi}_1^0) \sim m_{top}$ also follows closely that developed in Ref. [17]. The basic idea of the diagonal analysis arise from the fact that, given the mass relation between the stop and the neutralino, the stop decay products (the top quark and the neutralino) are produced nearly at rest in the stop reference frame. When looked at from the lab reference frame, the
transverse momentum acquired by the decay products will be proportional to their mass. If $p_{T}^{\text{ISR}}$ is the transverse momentum of everything that recoils against the stop pair, it can be shown that [47]

$$R_{\text{ISR}} = \frac{E_{T}^{\text{miss}}}{p_{T}^{\text{ISR}}} \sim \frac{m(\tilde{\chi}^{0}_{1})}{m(\tilde{t}_{1})}$$ (1)

Following this considerations, a recursive jigsaw [48] reconstruction is performed, which makes assumptions that allow the definition of a set of variables in different reference frames. In this specific case, it first defines the centre-of-mass of the primary proton-proton collision, or CM frame. In the CM frame, the sparticles frame $S$ and the ISR system (ISR) are back-to-back to each other. One can then define the Visible (V) and Invisible (I) reference frames, composed respectively by the visible particles produced in the stop pair decay and the invisible particles produced in the stop pair decay. New variables are defined to exploit the relation suggested by Equation 1.

The following variables are used specifically for the diagonal analysis.

- $p_{T}^{\text{ISR}}$ The total momentum of the ISR system in the CM frame.
- $R_{\text{ISR}}$ This is defined as the ratio of the projection of total momentum of the invisible system in the CM frame on the total momentum of the ISR frame in the CM frame, to the total momentum of the ISR frame in the CM frame. That is

$$R_{\text{ISR}} = \frac{p_{T}^{\text{CM}} - p_{T}^{\text{CM, ISR}}}{|p_{T}^{\text{CM}}|}$$ (2)

- $N_{b\text{-jet}}^{S}$ The number of $b$-jets assigned to the frame V.
- $N_{\text{jet}}^{S}$ The number of jets assigned to the frame V.
- $p_{T}^{4S}$ The transverse momentum of the 4th jet associated with the V frame.

Figure 2: The $E_{T}^{\text{miss}}$ distributions for the two bins with the highest sensitivity to signals with large values of $\Delta m(\tilde{t}_{1}, \tilde{\chi}^{0}_{1})$. The last bin includes overflow events.
• $\Delta \phi (\text{ISR}, p_{T,\text{miss}})$ The distance in azimuthal angle between the ISR and total momentum vectors in the CM frame.

• $m_S$ The mass of the S frame.

• $p_{T,b}^0$ The transverse momentum of the leading $b$-jet associated to the V frame.

The preselection applied for the diagonal analysis is summarised in Table 2.

Figure 3 shows the distribution of some of the key variables after the selection on $p_{T,4S}$. The main features which were observed in Ref. [17] are still present: the $m_S$ variable peaks at roughly twice the top mass for the signal, the position of the peak of the $R_{\text{ISR}}$ variable increases with the ratio $m\left(\tilde{\chi}_1^0\right)/m(\tilde{t}_1)$, there is a strong peak at $\pi$ for the signal for $\Delta \phi (\text{ISR}, p_{\text{miss}})$ already at this stage of the selection, the main background process is $t\bar{t}$.

Table 2: Selection applied for the diagonal analysis.

<table>
<thead>
<tr>
<th>Preselection</th>
<th>Signal region selection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{\text{ISR}}$ selection</td>
</tr>
<tr>
<td>$N_{\text{lep}} = 0$</td>
<td>$0.5 &lt; R_{\text{ISR}} &lt; 0.65$</td>
</tr>
<tr>
<td>$N_{\text{jet}} \geq 4$</td>
<td>$R_{\text{ISR}} &gt; 0.65$</td>
</tr>
<tr>
<td>$\Delta \phi \left(E_{T,\text{miss}}, \text{jet1}\right) &gt; 0.4, \Delta \phi \left(E_{T,\text{miss}}, \text{jet2}\right) &gt; 0.4$</td>
<td></td>
</tr>
<tr>
<td>$N_{b\text{-jet}} \geq 1$</td>
<td></td>
</tr>
<tr>
<td>$E_{T,\text{miss}}^\text{miss} &gt; 400 \text{ GeV}$</td>
<td></td>
</tr>
<tr>
<td>$p_{T,\text{jet1}}^\text{jet1} &gt; 80 \text{ GeV}, p_{T,\text{jet2}}^\text{jet1} &gt; 80 \text{ GeV}$</td>
<td></td>
</tr>
<tr>
<td>$p_{T,\text{jet3}}^\text{jet3} &gt; 40 \text{ GeV}, p_{T,\text{jet4}}^\text{jet3} &gt; 40 \text{ GeV}$</td>
<td></td>
</tr>
<tr>
<td>$N_{S\text{-jet}} \geq 1$</td>
<td></td>
</tr>
<tr>
<td>$N_{S\text{jet}} \geq 5$</td>
<td></td>
</tr>
<tr>
<td>$p_{T,b}^0 &gt; 40 \text{ GeV}$</td>
<td></td>
</tr>
<tr>
<td>$m_S &gt; 300 \text{ GeV}$</td>
<td></td>
</tr>
<tr>
<td>$\Delta \phi (\text{ISR}, p_{T,\text{miss}}) &gt; 3$</td>
<td></td>
</tr>
<tr>
<td>$p_{T,\text{ISR}} &gt; 400 \text{ GeV}$</td>
<td></td>
</tr>
<tr>
<td>$p_{T,4S} &gt; 50 \text{ GeV}$</td>
<td></td>
</tr>
</tbody>
</table>

A possible strategy is suggested by figure 3(d): the $E_{T,\text{miss}}$ distribution shifts progressively higher values of $m\left(\tilde{t}_1\right)$. Hence a boost in sensitivity could be obtained by binning the signal regions in this variable. The final strategy for the assessment of exclusion sensitivity for the diagonal analysis is thus to use a set of mutually exclusive signal region defined in bins of $R_{\text{ISR}}$ and $E_{T,\text{miss}}$. The final binning is shown in Table 2. Lower values of $R_{\text{ISR}}$ are not considered given that the current analysis focuses mostly on the prospects for high $m(\tilde{t})$. For the evaluation of the discovery sensitivity, four cut-and-count signal regions are defined, which apply the full preselection, and then require $R_{\text{ISR}} > 0.7$ and $E_{T,\text{miss}} > 500, 700, 900, 1100 \text{ GeV}$. For each model considered, the signal region giving the lowest $p$-value against the SM hypothesis in presence of signal is used.
Figure 3: Distributions of the main variables of the diagonal selection, after all cuts up to that on $p_T^{4jet}$ have been applied. The signal and backgrounds are normalised to 3 ab$^{-1}$. The last bin includes overflow events.

Similarly to the large $\Delta m$ analysis, the background estimation used for the assessment of the analysis sensitivity stems from a parameterisation of the actual background MC. The background is parametrised in $E_{T}^{miss}$ in each bin of $R_{ISR}$ and independently for each background process. The parametrisation is established for $E_{T}^{miss} > 500$ GeV, and it is done with a simple exponential function.

6 Systematic Uncertainties

Realistic and pessimistic uncertainty scenarios have been determined starting from the systematic uncertainties studied in Ref. [17], and extrapolating them to 3 ab$^{-1}$ following a common approach agreed upon by the ATLAS and CMS collaborations. Hence, the theory modelling uncertainties are expected to be reduced by a factor 2, while different recommendations have been provided for detector-level and experimental uncertainties.

With reference to Ref. [17]:
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• For the large $\Delta m$ analysis, the total systematic uncertainty in the signal regions that targeted the same parameter space region as this analysis was evaluated to be 14–24%. The dominant uncertainties were due to jet energy scale (JES - 7%) and resolution (JER - 5–10%), $t\bar{t}$ and $Wt$ parton shower and generator uncertainties (5–12%). Owing to the reduced statistical uncertainty and a better understanding of the physics models, it is expected that JES, JER and top modelling uncertainties will all be reduced. It is assumed that they will all be halved by the end of the HL-LHC running. This leads to an estimate of the uncertainty for the large $\Delta m$ analysis of about 15% or less, depending on the phase space region. Given how relevant the $Wt$ background process is, special care will be needed to make sure that the treatment of interference terms between $t\bar{t}$ and $Wt$ and the corresponding uncertainty will be under control by the end of the HL-LHC.

• For the diagonal analysis, the estimated uncertainties in Ref. [17] were about 20%, with the exception of one region that was affected by large statistical uncertainty in the MC samples for $t\bar{t}$. The dominant uncertainty in all cases was connected with the modelling of ISR in $t\bar{t}$ events. For the uncertainty projection, it was decided to proceed as for the case of the large $\Delta m$ uncertainty to halve the $t\bar{t}$ modelling uncertainties. The result is a predicted uncertainty of 17% for the tightest $R_{\text{ISR}}$ bin.

In conclusion, a 15% uncertainty is retained as a baseline value of the expected uncertainty for both the large $\Delta m$ and the diagonal analysis to determine both the $5\sigma$ and the 95% CL exclusion reach of the analysis. For the case of the estimation of the 95% CL exclusion sensitivity, a further scenario with doubled uncertainty (30%) is also evaluated.

7 Results

The final $E_{\text{miss}}$ distribution in the bins with $m_{\text{anti-kt}1,2} > 120$ GeV, $N_{b-jet} \geq 2$ (for the large $\Delta m$ analysis) and $R_{\text{ISR}} > 0.65$ (for the diagonal analysis) are shown in Figure 4.

![Figure 4: $E_{\text{miss}}$ distribution for (a) the $m_{\text{anti-kt}1,2} > 120$ GeV, $N_{b-jet} \geq 2$ bin of the large $\Delta m$ analysis and (b) $R_{\text{ISR}} > 0.65$ bin of the diagonal analysis. The last bin includes overflow events.](image)

The final exclusion sensitivity evaluation is done by performing a profile-likelihood fit to a set of pseudo-data providing bin-by-bin yields corresponding to the background expectations. For each of the two
analyses (large $\Delta m$ and diagonal), the likelihood is built as the product of poissonian terms, one for each of the considered bins. Systematic uncertainties are accounted for by introducing one independent nuisance parameter for each of the bins considered. The likelihood is modified introducing gaussian terms representing the assumed uncertainty. 95% CL exclusion contours on the masses of the supersymmetric particles are extracted using the CLs method [49]. For each mass of the stop and the neutralino, the analysis yielding the smallest CLs among the large $\Delta m$ and the diagonal is used.

The discovery sensitivity is obtained similarly from each of the single cut-and-count regions independently. For each signal point, the profile likelihood ratio fit is performed on pseudo-data corresponding to the sum of the expected background and the signal. The discovery contour corresponds to points expected to give a $5\sigma$ p-value against the background-only hypothesis. For each signal point, the discovery signal region yielding the smallest p-value is considered.

The final sensitivity of the analysis is summarised in Figure 5 assuming a 15% uncertainty for the $5\sigma$ discovery and 95% CL exclusion contour, and also assuming 30% uncertainty for the 95% CL exclusion contour.

Figure 5: Final 95% CL exclusion reach and $5\sigma$ discovery contour corresponding to 3 ab$^{-1}$ of proton-proton collisions collected by ATLAS at the HL-LHC.

8 Conclusions

The ATLAS sensitivity to stop pair production with 3 ab$^{-1}$ of proton-proton collisions and running conditions corresponding to those of the HL-LHC is estimated with an analysis that follows closely that published in Ref. [17]. The process of interest is $\tilde{t}_1 \rightarrow t^{(*)} \tilde{\chi}_1^0$. Event containing no leptons are retained, and...
two separate selections are developed targeting regions of the parameter space where $\Delta m(\tilde{t}_1, \tilde{\chi}_0^1) \gg m_{\text{top}}$ or $\Delta m(\tilde{t}_1, \tilde{\chi}_0^1) \sim m_{\text{top}}$. 95% CL exclusion and $5\sigma$ discovery contours are derived in the $(m(\tilde{t}_1), m(\tilde{\chi}_0^1))$ plane for uncertainty assumptions which are either realistic or pessimistic extrapolations of the current uncertainties. Stops can be discovered (excluded) up to masses of 1.25 (1.7) TeV for $m(\tilde{\chi}_0^1) \sim 0$ under realistic uncertainty assumptions. The reach in stop mass degrades for larger neutralino masses. If $\Delta m(\tilde{t}_1, \tilde{\chi}_0^1) \sim m_{\text{top}}$, then the discovery (exclusion) reach is 650 (850) GeV.
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1 Introduction

A class of simplified models for dark matter (DM) searches at the LHC involving a two-Higgs-doublet extended sector together with an additional pseudo-scalar mediator to DM [1, 2] (denoted as 2HDM+α) are considered. This category of models represent one of the simplest ultra-violet (UV) complete and renormalisable frameworks to investigate the broad phenomenology predicted by spin-0 mediator-based DM models [2–16]. In these models, the 2HDM sector consists of a type-II coupling structure [17, 18]. Furthermore, the alignment (cos(β − α) = 0) and decoupling limit is assumed, such that the lightest CP-even state of the Higgs-sector, h, can be identified with the Standard Model (SM) Higgs boson and the electroweak vacuum-expectation-value (VEV), ν, is set to 246 GeV. The additional pseudo-scalar mediator of the model, α, couples the DM particles to the SM and mixes with the pseudo-scalar partner of the SM Higgs boson, A. Following the prescriptions in Ref. [2], the masses of the heavy CP-even Higgs boson, H, and charged bosons, H±, are set equal to the mass of the heavy CP-odd partner m_A, while the the three quartic couplings between the scalar doublets and the a boson (λP1, λP2 and λ3) are all set equal to 3, in order to simplify the phenomenology and evade the constraints from electroweak precision measurements. In addition, to reduce the multiplicity of the parameter space we consider unitary couplings between the a and the DM particle χ (y_χ = 1) and we fix the DM particle mass to 10 GeV. The ratio of the VEVs of the two Higgs-doublets, tan β, is set to unity as well. This model is characterised by a rich phenomenology and can produce very different final states according to the production and decay modes for the various bosons composing the Higgs sector, which can decay both into dark matter or SM particles. The four-top signature is particularly interesting in this model if at least some of the neutral Higgs partners masses are kept above the t ¯t threshold, since, when kinematically allowed, all four neutral bosons can contribute to this final state, as depicted in Fig. 1. The total four top-quark production cross-section is dominated by the light pseudo-scalar and the heavy scalar bosons. In order to highlight this interplay, four benchmark models will be considered, assuming different choices for the mass of the light CP-odd and heavy CP-even bosons and the mixing angle between the two CP-odd weak eigenstates (sin θ).

Scenario 1 m_α sensitivity scan assuming:

a) m_H = 600 GeV , sin θ = 0.35.

b) m_H = 1 TeV , sin θ = 0.7.

Scenario 2 sin θ sensitivity scan assuming:

a) m_H = 600 GeV , m_α = 200 GeV.

b) m_H = 1 TeV , m_α = 350 GeV.

Scenario 1a and Scenario 2 closely follow the DM Working Group recommendations and are therefore ideal benchmarks to compare the four top-quarks signature with other final states that characterise the phenomenology of this model [2]. The production cross section of the four benchmark scenarios are presented in Figure 2. It is found that for m_H = 600 GeV, the kinematic properties of the signal is relatively independent of m_α (except for masses below the top-quark threshold) and of the mixing angle. Conversely, when the heavy scalar Higgs boson is chosen to be heavier (m_H = 1 TeV), the mass of the light pseudo-scalar and the mixing angle choice play an important role in determining the kinematic properties of the final state. This note considers four top-quarks final states involving at least two leptons with the same electric charge or at least three or more leptons. Final states with high jet multiplicity and one lepton are also very powerful to constrain these signature [19], but are not considered in this note.
Figure 1: Schematic representation of the dominant production and decay modes for the 2HDM+α model in the four top quarks final state.

Figure 2: Production cross section for the four top quarks final states in the 2HDM+α model for scenario 1 (left) and scenario 2 (right), as a function of light pseudoscalar mass and the mixing angle, respectively.

In the present data-taking period (Run-2), the LHC delivered $\sim 160 \, \text{fb}^{-1}$ of proton-proton collisions with an instantaneous luminosity of $\sim 2 \times 10^{34} \, \text{cm}^{-2} \text{s}^{-1}$ and an average number of collisions per bunch crossing of $\langle \mu \rangle \sim 35$. A second long shutdown (LS2) will follow, during which the injection chain is foreseen to be modified to allow for a higher instantaneous luminosity. The average number of proton-proton collisions per bunch crossing is expected to be $\langle \mu \rangle \sim 60$ and the data collected up to the next long shutdown (LS3) will amount to $\sim 300 \, \text{fb}^{-1}$. An increase of the centre-of-mass-energy to 14 TeV is possible and is assumed to happen for this study. During LS3, the accelerator is foreseen to be upgraded to the High-Luminosity LHC (HL–LHC) which will be able to achieve luminosities of $\sim 7.5 \times 10^{34} \, \text{cm}^{-2} \text{s}^{-1}$. The HL–LHC is expected to deliver an average number of pile up interactions per bunch crossing of $\langle \mu \rangle \sim 200$ and the data collected will amount to $\sim 3000 \, \text{fb}^{-1}$.
2 ATLAS detector

The ATLAS experiment [20] is a multi-purpose particle detector with a forward-backward symmetric cylindrical geometry and nearly $4\pi$ coverage in solid angle $^1$. The interaction point is surrounded by an inner detector (ID), a calorimeter system, and a muon spectrometer.

Upgrades to the detector and the triggering system are planned to adapt the experiment to the increasing instantaneous and integrated luminosities expected with the HL–LHC [21–27].

In the reference upgrade scenario, the ID will provide precision tracking of charged particles for pseudo-rapidities $|\eta| < 4.0$ and will be surrounded by a superconducting solenoid providing a 2T axial magnetic field. It will consist of pixel and silicon-microstrip detectors.

In the pseudorapidity region $|\eta| < 3.2$, the currently installed high-granularity lead/liquid-argon (LAr) electromagnetic (EM) sampling calorimeters will be used. The current steel/scintillator tile calorimeter will measure hadron energies for $|\eta| < 1.7$. The end-cap and forward regions, spanning $1.5 < |\eta| < 4.9$, currently instrumented with LAr calorimeters for both the EM and hadronic energy measurements will be upgraded with a high granularity forward calorimeter in the $3.1 < |\eta| < 4.9$ range.

The muon spectrometer, consisting of three large superconducting toroids with eight coils each, a system of trigger and precision-tracking chambers, which provide triggering and tracking capabilities in the ranges $|\eta| < 2.4$ and $|\eta| < 2.7$, respectively, could be upgraded with the addition of a very forward muon tagger that will extend the trigger coverage up to $|\eta| = 4.0$.

A two-level trigger system will be used to select events, reducing the event rate to about 10 kHz. In the reference scenario, the bandwidth allocated to single lepton ($e$ or $\mu$) triggers will be of $\sim 2.2$ kHz each, with the respective thresholds set at $p_T > 22$ GeV and $p_T > 20$ GeV.

3 Dataset and simulated event samples

Monte Carlo (MC) simulated event samples are used to predict the background from SM processes and to model the 2HDM+$\alpha$ signal. All samples have been generated assuming a proton-proton collision centre-of-mass energy $\sqrt{s} = 14$ TeV. The descriptions of these samples is summarised in Table 1. The detector response is taken into account using a set of parameterised response functions based on studies performed with Geant 4 simulations [28, 29] of the upgraded detector in high luminosity conditions [30]. The most relevant MC samples have equivalent luminosities of at least 3000 fb$^{-1}$.

Signal samples are generated from leading-order (LO) matrix elements, using the aMC@NLO v2.6.1 event generator interfaced to Pythia 8.230 with the A14 tune for the modelling of the parton showering, hadronisation and the description of the underlying event. Parton luminosities are provided by the NNPDF23LO Parton Distribution Function (PDF) set. The decay of the top quarks is modelled using MadSpin [52]. The interference of the signal processes with SM four top-quark production is neglected.

---

$^1$ ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r, $\phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Rapidity is defined as $y = 0.5 \ln [(E + p_z)/(E - p_z)]$ where $E$ denotes the energy and $p_z$ is the component of the momentum along the beam direction.
Table 1: Simulated signal and background event samples: the corresponding event generator, the parton shower, the cross-section normalisation, the PDF set and the underlying-event set of tuned parameters are shown.

<table>
<thead>
<tr>
<th>Physics process</th>
<th>Generator</th>
<th>Parton shower</th>
<th>Cross-section normalisation</th>
<th>PDF set</th>
<th>Tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>2HDM+α Signals</td>
<td>aMC@NLO 2.2.3</td>
<td>Pythia 8.186</td>
<td>LO [2]</td>
<td>NNPDF3.1LO [33]</td>
<td>A14 [34]</td>
</tr>
<tr>
<td>Single-top</td>
<td>powheg-box v1</td>
<td>Pythia 6.428</td>
<td>NNLO+NNLL [45]</td>
<td>NLO CT10f4</td>
<td></td>
</tr>
<tr>
<td>(t- and W-channel)</td>
<td>powheg-box v2</td>
<td>Pythia 6.428</td>
<td>NNLO+NNLL [46, 47]</td>
<td>NLO CT10</td>
<td>Perugia2012</td>
</tr>
<tr>
<td>Diboson</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
<td>Generator NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>t¯th</td>
<td>aMC@NLO 2.2.2</td>
<td>Pythia 8.186</td>
<td>NLO [31]</td>
<td>CT10 [43]</td>
<td>Sherpa default</td>
</tr>
<tr>
<td>Wt, Zh</td>
<td>aMC@NLO 2.2.2</td>
<td>Pythia 8.186</td>
<td>NLO [50]</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>tW, Wt, tW</td>
<td>aMC@NLO 2.2.2</td>
<td>Pythia 8.186</td>
<td>NLO [31]</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>tZ, tW, ZW, tZ</td>
<td>aMC@NLO 2.2.2</td>
<td>Pythia 8.186</td>
<td>LO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>Triboson</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
<td>Generator LO, NLO</td>
<td>CT10</td>
<td>Sherpa default</td>
</tr>
</tbody>
</table>

as it amounts to less than 5% in the phase space considered in this analysis\(^2\) [2]. In all cases, the mass of the top quark is fixed at 172.5 GeV.

Signal cross-sections are taken from the generator predictions and are between 1 and 30 fb. For comparison, the nominal cross-section of the largest irreducible background, the SM production of t¯t t, is 12.06 fb [31].

### 4 Event selection

Candidate leptons are selected with \( p_T \) larger than 25 GeV to ensure that trigger efficiencies are fully efficient in the relevant phase space, and \( |\eta| < 2.47 \) (2.5) for electrons (muons). For this study, it was decided not to take advantage of the extended pseudorapidity coverage of the upgraded detector, since the lepton contribution at large values of \( |\eta| \) for the targeted models has been found to be negligible. The electrons (muons) are required to pass "tight" ("medium") identification requirements [30]. For events with two electrons or one electron and one muon, electrons with \( |\eta| > 1.37 \) are not considered since such events are subject to backgrounds from electron charge misidentification, which has a substantially higher probability of occurring for electrons at high \( |\eta| \). This background is subsequently assumed to be negligible [26]. They are also required to be isolated within the tracking volume: the scalar sum of the transverse momenta of charged tracks with \( p_T > 1 \) GeV, not including the lepton track, within a cone of radius \( \Delta R \equiv \sqrt{\Delta \phi^2 + (\Delta \eta)^2} = 0.2 \) around the lepton candidate must be less than 15% of the lepton \( p_T \), where \( \Delta \eta \) and \( \Delta \phi \) are the separations in \( \eta \) and \( \phi \).

Candidate jets are reconstructed with the anti-\( k_t \) algorithm [53, 54] with a radius parameter of 0.4. They are selected with \( p_T > 25 \) GeV and \( |\eta| < 3.8 \) and requiring a tracking confirmation to reduce the contribution from pile-up. Signal events have been found to lie mostly in the central region of the detector, and the \( \eta \) requirements for leptons and jets, tighter than the detector acceptance, have been optimised accordingly.

\(^2\) The exact madgraph instruction used is: \( p p > t t t t / a z h1 \) QCD\(<=2\)
Jets are required to be separated from candidate electrons by $\Delta R(\text{e}, \text{jet}) > 0.2$. Leptons are removed if they are within $\Delta R = 0.4$ of a remaining jet. Jets are identified as originating from $b$-decays ($b$-tagged) using a parameterisation (as a function of the jet $p_T$ and $\eta$) modelling the performances of the MV2 $b$-tagging algorithm [55]. A requirement is chosen corresponding to a 77% average efficiency obtained for $b$-quark jets in simulated $t\bar{t}$ events. The rejection factors for light-quark and gluon jets, $c$-quark jets and $\tau \to \text{hadrons} + \nu$ decays in simulated $t\bar{t}$ events are approximately 380, 12 and 54, respectively [30]. The $E_T^{\text{miss}}$ at generator level is computed as the vectorial sum of the momenta of neutral weakly-interacting particles. It is then smeared to simulate the detector response, with a function parameterised in the average number of interactions per bunch crossing $\mu$ and the scalar sum of energy in the calorimeter $\sum E_T$.

Events are accepted if they contain at least two electrons, two muons or one electron and one muon with the same electric charge or at least three leptons ($p_T > 25$ GeV). Furthermore, events are required to contain at least three $b$-jets. The up to four leading leptons and up to four leading $b$-jets in the event are grouped respectively in two systems, called $S_\ell$ and $S_b$. A signal system $S$ is defined by $S = S_\ell \cup S_b$. Different discriminators and kinematic variables are used in the analysis to separate the signal from the SM background.

- $p_T(S_\ell)$: the vectorial sum of the lepton four momenta in $S_\ell$;
- $\Delta R(S_\ell, S_b)$: the $\Delta R$ between the vectorial sum of the leptons in $S_\ell$ and the vectorial sum of the $b$-jets in $S_b$;
- $m(S)$: the invariant mass of the signal system $S$;

A common selection is applied to all events, before further categorisations. Events are required to have at least two jets with a $p_T > 50$ GeV. In events with exactly two (anti-)electrons, the contribution of SM processes including an on-shell $Z$ boson decaying leptonically with a lepton charge misidentification is reduced by vetoing events with $81.2 \text{ GeV} < m_{\ell\ell} < 101.2 \text{ GeV}$. Furthermore, low mass resonances are vetoed by requiring $m_{\ell\ell} > 15$ GeV. Figure 3 shows the $p_T(S_\ell)$ and $\Delta R(S_\ell, S_b)$ distributions for events passing all the requirements described so far.

Two signal regions (SR) are defined selecting events with exactly two charged leptons with the same electric charge (denoted Same-Sign) or three or more charged leptons (denoted Multi-lep). A summary of the selections is presented in Table 2.

Figure 4 shows four key distributions ($\Delta R(S_\ell, S_b)$, $p_T(S_\ell)$, $b$-jet multiplicity, $m(S)$) for events passing one set of SRs requirements except for the requirement on the shown variable itself. The main backgrounds that survive the selections are the irreducible $t\bar{t} t\bar{t}$ and $t\bar{t} + V/h$. 

---
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Figure 3: Distributions of $p_T(S_\ell)$ (left) and $\Delta R(S_\ell, S_b)$ (right) for events passing the $m_{\ell\ell}$ requirements described in Section 4. The contributions from all SM backgrounds are shown, and the hashed band represents the statistical uncertainty on the total SM background prediction. The expected distributions for signal models with $m_a = 250$ GeV, $m_H = 1000$ GeV, $\sin\theta = 0.35$ and $m_a = 550$ GeV, $m_H = 600$ GeV, $\sin\theta = 0.35$ are also shown as dashed lines for comparison.

Table 2: Summary of the analysis selection criteria (see text for details).

<table>
<thead>
<tr>
<th></th>
<th>Same-Sign</th>
<th>Multi-lep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton multiplicity ($p_T &gt; 25$ GeV)</td>
<td>exactly 2 (same charge)</td>
<td>$\geq 3$</td>
</tr>
<tr>
<td>$m_{\ell\ell}$ allowed intervals [GeV]</td>
<td>($&gt; 15$ AND $&lt; 81.2$)</td>
<td>OR</td>
</tr>
<tr>
<td>$p_T(S_\ell)$ [GeV]</td>
<td>$&gt; 101.2$</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>$b$-jet multiplicity ($p_T &gt; 25$ GeV)</td>
<td>$&gt; 3$</td>
<td>$&gt; 2$</td>
</tr>
<tr>
<td>$b$-jet multiplicity ($p_T &gt; 50$ GeV)</td>
<td>$-$</td>
<td>$&gt; 1$</td>
</tr>
<tr>
<td>Jet multiplicity ($p_T &gt; 50$ GeV)</td>
<td>$&gt; 3$</td>
<td>$&gt; 1$</td>
</tr>
<tr>
<td>$\Delta R(S_\ell, S_b)$</td>
<td>$&lt; 2.5$</td>
<td>$&lt; 2.5$</td>
</tr>
<tr>
<td>$m(S)$ [GeV]</td>
<td>$-$</td>
<td>$&gt; 550$</td>
</tr>
</tbody>
</table>
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Figure 4: Key distributions for events passing all Same-Sign (left) or Multi-lep (right) selection requirements except that on the distribution itself. The contributions from all SM backgrounds are shown, and the hashed band represents the statistical uncertainty on the total SM background prediction. The expected distributions for signal models with $m_a = 150$ GeV, $m_H = 1000$ GeV, $\sin \theta = 0.7$ and $m_a = 550$ GeV, $m_H = 600$ GeV, $\sin \theta = 0.35$ are also shown as dashed lines for comparison.
5 Systematic uncertainties

The projection of systematic uncertainties determined starting from those studied in Ref [56] have been used. A sensible extrapolation has been developed by ATLAS and CMS Collaborations which is documented in Ref. [30]. The theory modelling uncertainties are expected to halve, while different recommendations have been provided for detector-level and experimental uncertainties.

In Ref. [56], the dominant uncertainties were due to theoretical modelling of the irreducible backgrounds (32%), the jet energy scale (JES - 6%) and resolution (JER - 6%), the b-tagging efficiency (7%) and the modelling of the fake and non-prompt lepton background. Owing to the reduced statistical uncertainty and a better understanding of the physics models, it is expected that JES, JER, b-tagging efficiency and irreducible background modelling uncertainties will all be reduced. It is assumed that they will all be halved by the end of the HL-LHC running. This leads to an estimate of the total background uncertainty of about 20%.

The resulting experimental uncertainty is assumed to be fully correlated between the background and the signal when setting 95% CL exclusion limits. Furthermore, an additional systematic of 5% is considered for the signal, in order to account for the theoretical systematic uncertainty on the model. For the expected discovery \( p\)-values values, only the uncertainty on the background is considered.

6 Results

Table 3 shows the expected yields in the SR for each background source, together with few benchmark signal models. The dominant contribution to the \( t\bar{t} + V/h \) processes is \( t\bar{t} +h \) for the Same-Sign SR and \( t\bar{t} +Z \) for the Multi-lep SR.

Table 3: Expected yields in the SRs together with their statistical uncertainties, for an integrated luminosity of 3000 fb\(^{-1}\). The expected numbers of events for few signal samples are also reported.

<table>
<thead>
<tr>
<th></th>
<th>Same-Sign SR</th>
<th>Multi-lep SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected Standard Model</td>
<td>27.4 ± 5.2</td>
<td>38.4 ± 6.4</td>
</tr>
<tr>
<td>( t\bar{t} ) and single-top</td>
<td>7.9 ± 1.5</td>
<td>9.1 ± 1.5</td>
</tr>
<tr>
<td>( t\bar{t} +V/h )</td>
<td>4.94 ± 0.94</td>
<td>17.5 ± 2.9</td>
</tr>
<tr>
<td>( t\bar{t} +V/h )</td>
<td>14.5 ± 2.8</td>
<td>10.9 ± 1.8</td>
</tr>
<tr>
<td>Others</td>
<td>0.110 ± 0.020</td>
<td>0.86 ± 0.14</td>
</tr>
</tbody>
</table>

\( (m_\ell, m_{H}, \sin \theta) \) GeV, GeV, GeV, \( \sin \theta \)

\( (200, 600, 0.05) \) | 31.7 ± 4.8   | 38.9 ± 5.8   |
| (200, 600, 0.50)  | 17.4 ± 2.6   | 17.4 ± 2.6   |
| (200, 600, 0.95)  | 6.06 ± 0.91  | 7.0 ± 1.1    |
| (250, 1000, 0.70) | 1.33 ± 0.20  | 3.32 ± 0.50  |
| (250, 600, 0.35)  | 24.2 ± 3.6   | 25.2 ± 3.8   |
| (350, 1000, 0.05) | 9.5 ± 1.4    | 4.95 ± 0.74  |
| (350, 1000, 0.50) | 5.03 ± 0.75  | 5.63 ± 0.84  |
| (350, 1000, 0.95) | 32.9 ± 4.9   | 36.0 ± 5.4   |
| (550, 1000, 0.70) | 10.7 ± 1.6   | 11.4 ± 1.7   |
| (550, 600, 0.35)  | 30.5 ± 4.6   | 34.9 ± 5.2   |
The HistFitter framework [57], which utilises a profile-likelihood-ratio test statistics [58], is used to compute expected discovery $p$-values. In case there is no excess seen in this channel, expected exclusion limits with the CL$_s$ prescription [59] are also calculated.

Scans of expected discovery $p$-values and expected exclusion limits at 95% CL are shown in Figures 5 and 6, respectively, as a function of $m_a$, for fixed $m_H$ and $\sin\theta$ and as a function of $\sin\theta$ for fixed $m_a$ and $m_H$. In all benchmarks, it is assumed that $\tan\beta = 1$ and $m_\chi = 10$ GeV.

For light pseudo-scalar masses above the $t\bar{t}$ decay threshold, a significance of about $3\sigma$ is expected if $m_H = 600$ GeV and $\sin\theta = 0.35$. The same benchmark is expected to be excluded for all light-pseudoscalar masses and for $\sin\theta < 0.35$ if $m_a = 200$ GeV. Mixing angles such that $\sin\theta > 0.95$ are also expected to be excluded for $m_a = 350$ GeV, $m_H = 1$ TeV and, under the same assumptions, an upper limit of about two times the theoretical cross section is set for $\sin\theta < 0.8$. Finally, $\sin\theta < 0.4$ is excluded for $m_H = 600$ GeV, $m_a = 200$ GeV.

In almost all cases the Same-Sign SR yields the strongest constraints on the parameter space considered in this work. However, the Multi-lep SR offers a complementary channel whose sensitivity is of the same order of magnitude. Possibly, exploiting dedicated techniques developed to suppress or better estimate the $t\bar{t} + V$ background that affects the Multi-lep SR, this signature can achieve sensitivity comparable to the Same-Sign selection.
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**Figure 5:** Discovery $p$-values for Same-Sign and Multi-lep SRs derived from the analysis of 3000 fb$^{-1}$ of 14 TeV proton-proton collision data as a function of $m_a$ (a) or as a function of $\sin \theta$ (b) for each parameter assumptions described in Sec. 1 and indicated in the legend.
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**Figure 6**: Exclusion limits at 95% CL for Same-Sign and Multi-lep SRs in terms of excluded cross-section ($\sigma$) over the cross-section predicted by the model ($\sigma_{\text{theory}}$). Limits are derived from the analysis of 3000 fb$^{-1}$ of 14 TeV proton-proton collision data as a function of $m_a$ (a) or as a function of $\sin \theta$ (b) for each parameter assumptions described in Sec. 1 and indicated in the legend. The 1σ variation of the total uncertainty on the limit is indicated as a band around each exclusion line.
7 Conclusion

The sensitivity to 2HDM+\(a\) models is studied using simulated ATLAS data from proton-proton collisions at the LHC design centre-of-mass-energy of \(\sqrt{s} = 14\) TeV. Final states with with exactly two charged leptons with the same electric charge or three or more charged leptons have been considered. Emphasis has been put on four parameter scans: two scans of \(m_a\), for \(m_H = 1000\) GeV, \(\tan\beta = 1\), \(\sin\theta = 0.7\) and for \(m_H = 600\) GeV, \(\tan\beta = 1\), \(\sin\theta = 0.35\) and two scans of \(\sin\theta\), for \(m_a = 350\) GeV, \(m_H = 1000\) GeV, \(\tan\beta = 1\) and for \(m_a = 200\) GeV, \(m_H = 600\) GeV, \(\tan\beta = 1\). Searches are carried out with MC simulated events generated at \(\sqrt{s} = 14\) TeV, and with corrections accounting for the detector response applied to the generator-level particles. A dataset of 3000 fb\(^{-1}\) extends the potential for evidence of a signal with \(m_H = 600\) GeV and mixing angles of \(\sin\theta = 0.35\) assuming \(m_a\) masses between 400 GeV and 1 TeV and the exclusion sensitivity for all \(m_a\) between 200 GeV and 1 TeV. The addition of fully hadronic, semi-leptonic and di-leptonic final states with different electric charge channels, which have not been considered in this study, are likely to further extend this reach. Future improvements in the understanding of experimental and theoretical systematic uncertainties on the SM backgrounds would also provide additional gains in sensitivity.
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Abstract

We present High-Luminosity LHC (HL-LHC) projections of the Run 2 search for new physics in hadronic final states with boosted W bosons or top quarks using razor variables. Data event yields and signal/background cross sections from the 2016 analysis are scaled to obtain the HL-LHC sensitivity for center-of-mass energy of 14 TeV and integrated luminosity of 3 ab$^{-1}$. Different scenarios for systematic uncertainties are considered. The projection results are interpreted in terms of gluino pair production where each gluino decays to a top quark, an anti-top quark, and a neutralino; or to a top quark and a top squark; and direct top squark pair production where each top squark decays to a top quark and a neutralino.


1 Introduction

This note presents the projection of the CMS search for new physics with boosted W bosons or top quarks using the razor kinematic variables to the High-Luminosity LHC (HL-LHC) conditions of center-of-mass energy of 14 TeV and integrated luminosity of 3 ab$^{-1}$. The projected search performed on the Run 2 2016 dataset is part of a larger inclusive new physics search with razor variables that includes an extensive set of hadronic and leptonic search regions, documented in [1].

The analysis targets final states consistent with supersymmetry (SUSY), and in particular, with a realization of it called natural SUSY [2, 3]. This specific scenario requires the existence of a light top squark, $\tilde{t}_1$, and a somewhat light gluino, $\tilde{g}$, which stabilize the Higgs field mass-squared term without excessive fine tuning. Observing light gluinos and top squarks at the LHC would provide a test for naturalness. The possibility that the top squark could be light has motivated several searches by the CMS and ATLAS collaborations for the direct production of top squarks. However, these searches tend to lose sensitivity in a few particular scenarios. One such scenario, called the compressed scenario, occurs when the mass of the $\tilde{t}_1$ approaches that of the lightest SUSY particle (LSP), assumed to be the lightest neutralino, $\tilde{\chi}_0^1$. A second scenario, called the diagonal scenario, occurs when the mass difference between the top squark and the LSP is around the top quark mass, $\Delta m = m_{\tilde{t}_1} - m_{\tilde{\chi}_0^1} \approx m_t$. The diagonal scenario reduces the sensitivity of searches looking specifically for $\tilde{t}_1 \rightarrow t\tilde{\chi}_0^1$.

In the compressed scenario, the $\tilde{t}_1$ decays either through a 4-body decay to $b\tilde{f}\tilde{\chi}_0^1$, where $f$ is any fermion, or through the loop-induced decay to $c\tilde{\chi}_0^1$. In both scenarios, the decay products of the top squark generally have very low transverse momentum ($p_T$) and therefore are very hard to detect. In order to be sensitive to such cases, it is necessary to rely on another property of the events, often the presence of initial state radiation (ISR) jets. Instead, the search can target top squarks produced in a slightly longer decay chain. One possible assumption is that the heavy top squark $\tilde{t}_2$ is also accessible and decays to the $\tilde{t}_1$ via a Higgs or Z boson. Alternatively, one may postulate the existence of a gluino and search for top squarks from gluino decays. This analysis targets gluino production, where the gluino decays to a top squark and a top quark. The Run 2 analysis excluded scenarios with a gluino mass around 2 TeV and a top squark mass of several hundred GeV; these limits are expected to increase significantly for the HL-LHC. Due to the significant mass gap between the gluino and the top squark, the top quark from the gluino decay receives a large boost. The top squark then decays, as in one of the scenarios explained above, to $c\tilde{\chi}_0^1$ for small $\Delta m$. The simplified model [4, 5] corresponding to this topology is called T5ttcc. In addition to these models, we also consider gluinos directly decaying to $t\tilde{\chi}_0^1$, called T1tttt, and direct production of top squark pairs, where each top squark decays to a top quark and a neutralino, called T2tt. All of these models are illustrated by the diagrams in Fig. 1.

Boosted objects, which have high $p_T$, are characterized by merged decay products separated by $\Delta R \sim 2m/p_T$, where $m$ denotes the mass of the decaying massive particle. A top quark or W boson can be identified via boosted objects within a jet of size 0.8 if it has a momentum of $\gtrsim 430$ GeV or $\gtrsim 200$ GeV, respectively. As boosted objects become more accessible at the increased center-of-mass energies, they will be produced more frequently at the HL-LHC. Therefore this analysis is an interesting addition to the HL-LHC studies.

Figure 2 shows the generator-level $p_T$ distributions for W bosons and top quarks from the gluino decay for several mass points of the T5ttcc simplified models, compared to the W boson and top quark $p_T$ distributions from the standard model (SM) $t\bar{t}$+jets process. An initial
selection of a jet having size 0.8 with \( p_T > 200 \text{ GeV} \) and razor variable \( R^2 > 0.04 \) has been applied to events shown in Fig. 2. From these distributions we can see that the W bosons and top quarks in the signal models have significantly higher momenta compared to the SM t\( t \) + jets process. This shows that the boosted top quarks and W bosons are a promising signature in new physics searches.

The analysis is performed in hadronic topologies with boosted top quarks, or boosted W bosons and b jets, using the razor kinematic variables (to be defined in Section 2), which are powerful tools that help to discriminate between SM processes and production of heavy new particles decaying to final states with massive invisible particles and massless visible particles. The analysis is performed in three signal search regions defined by selections on the razor variables. Boosted top quarks and W bosons are identified by finding massive jets that possess...
substructure, which can be identified with the n-subjettiness technique [6].

In this note, we will first introduce the razor variables in Section 2, followed by the HL-LHC and the upgraded CMS detector in Section 3. We will then explain the analysis methodology in Section 4, followed by the details of the projection of MC and data events in Section 5 and treatment of uncertainties in Section 6. Finally, we will present our results and their interpretation in Section 7, followed by the summary in Section 8.

2 The razor variables

The razor variables \( M_R \) and \( R^2 \) map the event into a dijet topology [7]. They help to describe a signal coming from pair production of two heavy particles, each decaying to a massless visible particle and a massive invisible particle, as a peak over exponentially falling SM backgrounds. For this reason, the razor variables are robust discriminators for SUSY signals with pair-produced sparticles that subsequently decay to lighter SM particles and the invisible LSPs.

For the simple case where the final topology has two visible particles, e.g., jets \( j_1 \) and \( j_2 \), the razor variables are defined using the 4-momenta of these two jets \((E^i_j, \vec{p}^i_j, p^i_jT, p^i_jz)\), where \( i = 1, 2 \), and the missing transverse momentum \( \vec{p}^{\text{miss}}_T \), with magnitude \( p^{\text{miss}}_T \), as

\[
M_R \equiv \sqrt{(E^i_1 + E^i_2)^2 - (p^i_1 z + p^i_2 z)^2} \quad (1)
\]

\[
M^R_T \equiv \sqrt{p^{\text{miss}}_T (p^i_1 T + p^i_2 T) - \vec{p}^{\text{miss}}_T \cdot (\vec{p}^i_1 T + \vec{p}^i_2 T)} \quad (2)
\]

Given \( M_R \) and \( M^R_T \), the razor dimensionless ratio is defined as

\[
R \equiv \frac{M^R_T}{M_R} \quad (3)
\]

However, if the decay chains are more complicated and there are multiple particles in the final state, we first form two “megajets” from the final state particles, such that each of the megajets contain the particles coming from one of the heavy pair-produced particles. \( M_R \) and \( R^2 \) are then computed using the 4-momenta of these two megajets, where the megajet 4-momenta are computed as the vectorial sums of the 4-momenta of the jets contributing to each megajet. Of all the possible partitions of the jets into two megajets, we select the combination that minimizes the sum of the invariant masses of the two megajets. This choice will cluster together particles that are traveling in the same direction, and it has been found to perform well.

3 Upgraded CMS detector

The CMS detector [8] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions at the HL-LHC [9–13]. The upgrade of the first level hardware trigger (L1) will allow for an increase of the L1 rate and latency to about 750 kHz and 12.5 \( \mu \)s, respectively, and the high-level software trigger is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about \( |\eta| = 4 \). The muon system will be enhanced by upgrading the electronics of the existing cathode strip...
chambers, resistive plate chambers (RPC) and drift tubes. New muon detectors based on improved RPC and gas electron multiplier technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision latency timing capability for photons. The hadronic calorimeter, consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers. The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter that will provide highly-segmented spatial information in both the transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles in both the barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high pileup (PU) rates.

A detailed overview of the CMS detector upgrade program is presented in Refs. [9–13], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [14].

4 Analysis methodology

The analysis is designed to look for an excess in events with high values of $M_R$ and $R^2$ in fully hadronic final states with at least one boosted W boson and a $b$ jet, or one boosted top jet.

The 2016 analysis was performed using 35.9 fb$^{-1}$ of 13 TeV proton-proton collision data collected in 2016 [1]. The projection study presented here uses the same data and Monte Carlo (MC) events as in the 2016 analysis. It also follows exactly the same object selection, event selection, background estimation, systematic uncertainty calculation, and limit setting procedures as used in the 2016 analysis. As this is a projection study, event kinematics for individual processes are unchanged. The main differences introduced in the projection study are the scaling of event yields to higher cross sections and luminosities, which will be explained in Section 5, and the scaling of systematic uncertainties to the HL-LHC conditions [14], which will be detailed in Section 6. In the remainder of this section, we outline event selection and background estimation procedures which are directly adapted from the 2016 analysis by the HL-LHC projection study.

The 2016 analysis used data collected by triggers selecting events based on the $p_T$ of the leading jet and the scalar sum of the transverse momenta of all jets, $H_T$. These jets are reconstructed using the anti-$k_T$ algorithm [15, 16] with distance parameters of $R = 0.8$ (AK8) and $R = 0.4$ (AK4) for the $p_T$-based and $H_T$-based triggers, respectively. As these triggers were only $\approx 70\%$ efficient for the $M_R$-$R^2$ selection, efficiencies were modeled as a function of jet $p_T$ and $H_T$ using orthogonal datasets. This trigger efficiency modeling is also applied in the projection, since data distributions are used in the control regions for background estimation. Detailed description of the objects used in the analysis are given in Ref. [1]. Boosted W bosons and top quarks are identified using the jet mass, the $n$-subjettiness variables $\tau_{2/1}$ and $\tau_{3/2}$ [6], and subjet $b$ tagging.

Events in all signal, control, and validation regions in the analysis are required to have

- at least one good primary vertex
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- at least four selected AK4 jets
- at least one AK8 jet with $p_T > 200$ GeV defining the boosted phase space; and
- $M_R > 800$ GeV and $R^2 > 0.08$, where the megajets are constructed from the selected AK4 jets. This selection, based on the kinematic properties of the target signals, provides an optimal balance between background suppression and signal acceptance.

The signal regions are required to have in addition:

- No leptons fulfilling the veto identification criteria
- Azimuthal distance between the two megajets, $\Delta \phi_{\text{megajets}} < 2.8$
- 3 categories based on boosted object and jet multiplicities are defined:
  - $W$ boson categories: $\geq 1$ AK4 b jet (identified with the medium tagger of the combined secondary vertex algorithm [17]) and $\geq 1$ reconstructed AK8 $W$ jet. Two bins of AK4 jet multiplicity:
    - $W$ 4-5 jet: $4 \leq n_{\text{jet}} \leq 5$
    - $W$ 6 jet: $n_{\text{jet}} \geq 6$
  - Top quark category (Top): $\geq 1$ reconstructed AK8 top jet

The dominant SM backgrounds remaining in the signal regions originate from $t\bar{t}$+jets, single top quark production, quantum chromodynamics (QCD) multijet events that have jets produced through the strong interaction, and the $W(\ell\nu)$+jets and $Z(\nu\nu)$+jets processes. Because there are large uncertainties in the simulation modeling for these processes, data-driven methods are employed to estimate their contributions to the signal regions. The estimation method outlined below is directly taken from the 2016 analysis, and its complete details can be found in [1]. The procedure involves control regions that isolate a particular process to be estimated, or a process that can approximately mimic it. These control regions are generally defined by reversing or otherwise modifying one or more signal selection criteria, and are designed to be as similar as possible in kinematic properties to the signal regions, in order to reduce shape uncertainties.

The projection study uses the control region definitions from the 2016 analysis as listed below:

- A multijet control region for the QCD multijet estimation obtained by inverting the $\Delta \phi_{\text{megajets}}$ selection, and by reversing the n-subjettiness criterion in the $W$ and top tagging algorithms.
- A $t\bar{t}$+jets and single top control region for the $t\bar{t}$+jets and single top estimation, which requires exactly 1 lepton ($\ell = e$ or $\mu$), and transverse mass $m_T = \sqrt{2p_T^\ell p_T^{\text{miss}}(1 - \cos \Delta \phi(p_T^\ell, p_T^{\text{miss}}))} < 100$ GeV.
- A $W$+jets control region for the $W$+jets estimation, which requires exactly 1 lepton, 0 b jets, reversed subjet b tagging in the top tagging algorithm, and $30 < m_T < 100$ GeV.
- A $\gamma$+jets control region for the $Z(\nu\nu)$+jets estimation, with exactly 1 photon whose $p_T$ is added to the $p_T^{\text{miss}}$, 1 $W$- or top-tagged jet with only the jet mass requirement applied, and no requirement on b jets.
- A $Z(\ell^+\ell^-)$+jets control region with 2 same-flavor leptons (ee or $\mu\mu$) whose $p_T$ are added to the $p_T^{\text{miss}}$, 1 $W$- or top-tagged jet with only the jet mass requirement applied, and no requirement on b jets. This control region is used for correcting the primary $Z(\nu\nu)$+jets estimate, which uses the $\gamma$+jets control region defined above.
- A $W(\ell\nu)$+jets control region with exactly 1 lepton (e or $\mu$) whose $p_T$ is added to the $p_T^{\text{miss}}$, $30 < m_T < 100$ GeV, 1 $W$- or top-tagged jet with only the jet mass requirement applied.
applied, and no requirement on b jets. This control region is used to cross-check the $Z(\nu\bar{\nu})+jets$ estimate and to derive a systematic uncertainty based on the difference with respect to the primary estimate from the $\gamma+jets$ control region.

Data and simulation event yields in these regions are scaled to the HL-LHC cross sections, as described in Section 5. After scaling all distributions, background estimates in the signal regions are obtained by multiplying the observed data yields, binned in $M_R$ and $R^2$, by the simulation transfer factors computed as the ratios of the yields of background MC simulation events in the signal regions to the yields in control regions. Other SM processes that contribute less significantly, such as VV, VVV, and $t\bar{t}V$, are estimated directly from the simulation, scaled to the HL-LHC cross sections and luminosities. The simulated events used for obtaining both the transfer factors and the direct estimates are corrected using various data-to-simulation correction factors and event weights. The uncertainties in these correction factors and weights are taken into account as systematic uncertainties (see Section 6). The validity of this background estimation procedure was established in the 2016 analysis by closure tests in two validation regions that resemble the topology and kinematic properties of the signal regions, but are background-dominated. These closure tests applied the full background estimation procedure to estimate the backgrounds in the validation regions and compared the estimated background yields to data counts, confirming their agreement.

Finally, these background estimates are used together with signal distributions obtained from MC simulation scaled to HL-LHC cross sections and luminosities to set exclusion limits on production cross sections and upper limits on gluino and top squark masses. Furthermore, projections of $5\sigma$ discovery sensitivity were computed.

## 5 Projection of MC and data event counts

The HL-LHC projections are performed on 2016 simulated and observed events. Simulated events are reweighted to better model data with trigger efficiency corrections, jet energy and resolution smearing, pileup corrections, $W$ and top jet scale factors, $b$ jet tagging scale factors, electron and muon identification and isolation scale factors, and various other corrections specific to the signal event generation and simulation modeling. After these corrections, the object and event selections that define the signal and control regions are applied to these events, as described in Section 4.

To do a projection to the HL-LHC conditions, we first take the $M_R-R^2$ distributions of the simulated events for each physics process $i$ and each selection region $j$, and scale the number of events as

$$N_{ij}^{HL-LHC} = \left( \frac{\sigma_{ij}^{HL-LHC}}{\sigma_{ij}^{2016}} \cdot \frac{\mathcal{L}_{HL-LHC}}{\mathcal{L}_{2016}} \right) N_{ij}^{2016}$$

$$= \kappa_{ij}^{HL-LHC} N_{ij}^{2016}$$

where $N_{ij}^{2016}$ and $N_{ij}^{HL-LHC}$ are the total number of events for a simulated process $i$ in search region $j$ for 2016 and HL-LHC; $\sigma_{ij}^{2016}$ and $\sigma_{ij}^{HL-LHC}$ are the cross sections for process $i$ for the 2016 and HL-LHC energies of 13 and 14 TeV; and $\mathcal{L}_{2016}$ and $\mathcal{L}_{HL-LHC}$ are the 2016 and HL-LHC integrated luminosities of 35.9 fb$^{-1}$ and 3 ab$^{-1}$.

The scaling applies to both the control and signal regions. Figure 3 shows the $pp \to \tilde{g}\tilde{g}$ and $pp \to \tilde{t}\tilde{t}$ production cross sections at the next-to-leading-order + next-to-leading-log
(NLO+NLL) level versus the gluino or top squark masses, computed using PROSPINO and NLL-fast [18–22].

Figure 3: The pp → ˜g ˜g (left) and pp → ˜t ˜t (right) production cross sections at NLO+NLL precision versus the gluino and top squark masses, respectively.

Since some background estimates are based on the event yields measured in control regions in data, the correspondent data yields should be scaled to the HL-LHC conditions to deliver the proper projection of the backgrounds. The control regions represent a mixture of some dominant physics processes with minor contributions from additional backgrounds. To properly scale data yields, the simulated events are used. All background processes in MC are scaled to HL-LHC conditions separately and are mixed according to their cross sections to estimate the total event yield in the control region. This yield is compared to the total simulated event yields in the same control region without scaling. The ratio is used to project the existing data-based background estimates to the HL-LHC conditions. We compute this shape-dependent scaling on data distribution $D_{j,k}^{2016}$ in a control region $j$ for each $M_{R^2}$ bin $k$ as follows:

$$D_{j,k}^{j,k} = \frac{\sum D_{j,k}^{j,k}}{\sum D_{j,k}^{2016}}$$

$$= \frac{\sum N_{j,k}^{2016}}{\sum N_{j,k}^{2016}}$$

$$r_{j,k}^{2016}$$

where $N_{j,k}^{2016}$ and $N_{j,k}^{2016}$ are yields in bin $k$ of simulated distributions for each process $i$ for a control region $j$, and the resulting scaling factors $r_{j,k}^{2016}$ vary depending on the bin $k$.

Once the data distributions $D_{j,k}^{j,k}$ are obtained, a number of pseudo-data events $D_j = \sum D_{j,k}$ are produced from the distributions to match the expected yields from the HL-LHC. These pseudo-data event distributions and their statistical uncertainties are used to calculate the estimated backgrounds.

6 Treatment of uncertainties

During the HL-LHC runs, CMS will collect two orders of magnitude more data than it has collected so far in Run 2. This will significantly improve the precision of any analysis result. The large instantaneous luminosity will also cause an increase in the number of pileup events,
which will introduce uncertainties in the results. However, improvements to the detector will help reduce various systematic uncertainties arising from detector inaccuracies and compensate for the pileup effects. The theoretical calculations are also expected to improve, providing more accurate and precise cross sections and event simulations. Furthermore, potential increases in computational speed and storage would help increase the number of simulated events produced and reduce MC-related statistical uncertainties. In this study, we use three scenarios to assess the effects of varying levels of the above-mentioned uncertainties, taken from conventions based on [14]. The integrated luminosities used in defining systematics are $L_{HL-LHC} = 3 \text{ ab}^{-1}$ and $L_{2016} = 35.9 \text{ fb}^{-1}$.

- Run 2 systematic uncertainties: This scenario is useful for direct comparison with the current analyses. Statistical uncertainties are scaled by $1/\sqrt{L_{HL-LHC}/L_{2016}} = 1/\sqrt{L}$. Systematic uncertainties (including experimental, theoretical and luminosity) are kept the same in relative terms as in the 2016 analysis.

- YR18 (CERN Yellow Report 2018) systematic uncertainties: This scenario reflects uncertainties that are considered achievable from today’s perspective for the HL-LHC phase. Statistical uncertainties are scaled by $1/\sqrt{L}$. Theoretical uncertainties are scaled down by $1/2$. The remaining uncertainties, such as those on luminosity, jet energy scale and resolution, $W$, top, or $b$ jet tagging scale factors, lepton scale factors, that are considered in the experimental systematic uncertainties category are scaled down based on the recommendations for the Yellow Report. While well-defined percent values were taken for some systematic uncertainties, such as $\pm 1\%$ for luminosity, for others, a fractional or luminosity-based scaling was done, except for the cases where the uncertainties are already small. Table 1 shows the list of uncertainties applied on background and signal processes and the corresponding scaling applied to these with respect to the current analysis.

- Stat-only: This scenario indicates the ultimate precision limit. Statistical uncertainties are scaled by $1/\sqrt{L}$, while systematic uncertainties are neglected.

The effects of systematic uncertainties applied for the Run 2 and YR18 scenarios vary as a function of $M_R$ and $R^2$. The uncertainties in the 2016 analysis were dominated by statistical effects. Systematic uncertainties were relatively small for the final states of interest. For the YR18 scenario, some of the Run 2 uncertainties are small, such as those in the lepton reconstruction and identification scale factors, and thus not scaled down. Uncertainties arising from pileup are taken the same as in 2016. Even though pileup is expected to increase by about an order of magnitude, there will be large improvements in tracking, vertexing and $\eta$ coverage which will compensate for the increased effect. Figure 4 shows the average percentage contributions of the various systematic uncertainties to the overall background estimation as a function of $M_R$ and $R^2$ bins for the W 4-5 jet, W 6 jet, and Top categories for the Run 2 and YR18 scenarios. The most dominant systematic uncertainties affecting the simulated signal event yields come from $W$/top tagging ($\sim 8\%$), jet energy scale (JES) ($\sim 3\%$) and $b$ tagging ($\sim 2\%$) variations.
Table 1: Summary of the scaling of uncertainties in the YR18 scenario for the background and signal processes for the HL-LHC projections. The “YR18 recommendation” treatment note specifies that the scaling of the uncertainty was done based on CMS recommendations for the Yellow Report, reflecting the potential upgrade performance of the CMS detector, summarised in Ref. [14].

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Background</th>
<th>Signal</th>
<th>Treatment notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statistical uncertainties</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MC event yield</td>
<td>ignored</td>
<td>Run2 / √(L)</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>Data event yield</td>
<td>Run2 / √(L)</td>
<td>–</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>Extrapolation of background distributions in signal region</td>
<td>ignored</td>
<td>–</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td><strong>Theoretical systematic uncertainties</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scales (fact., renorm.)</td>
<td>Run2 × 1/2</td>
<td>Run2 × 1/2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>(\alpha_s)</td>
<td>Run2 × 1/2</td>
<td>Run2 × 1/2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>Top (p_T) reweighting</td>
<td>Run2 × 1/3</td>
<td>–</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>ISR reweighting</td>
<td>–</td>
<td>Run2 × 1/2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>(Z \to \nu\nu) modeling</td>
<td>Run2 × 1/2</td>
<td>Run2 × 1/2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>Multijet modeling</td>
<td>Run2 × 1/2</td>
<td>Run2 × 1/2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td><strong>Experimental systematic uncertainties</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luminosity</td>
<td>±1.0%</td>
<td>±1.0%</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>Pileup</td>
<td>Run2</td>
<td>Run2</td>
<td>Increased PU but better detector performance</td>
</tr>
<tr>
<td>Jet energy/mass scale</td>
<td>Run2 × 1/2</td>
<td>Run2 × 1/2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>Jet energy/mass resolution</td>
<td>Run2 × 1/2</td>
<td>Run2 × 1/2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>(p_T^{miss})</td>
<td>Run2 × 1/2</td>
<td>Run2 × 1/2</td>
<td>from JES, JER</td>
</tr>
<tr>
<td>Electron reconstruction</td>
<td>Run2</td>
<td>Run2</td>
<td>small</td>
</tr>
<tr>
<td>Electron identification</td>
<td>Run2</td>
<td>Run2</td>
<td>small</td>
</tr>
<tr>
<td>Muon tracking</td>
<td>Run2</td>
<td>Run2</td>
<td>small</td>
</tr>
<tr>
<td>Muon identification</td>
<td>Run2</td>
<td>Run2</td>
<td>small</td>
</tr>
<tr>
<td>Lost lepton shape</td>
<td>Run2 / √(L)</td>
<td>–</td>
<td>stat-dependent</td>
</tr>
<tr>
<td>(b) tag</td>
<td>±1%</td>
<td>±1%</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>W/Top tag</td>
<td>Run2</td>
<td>Run2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>W/Top mistag</td>
<td>Run2</td>
<td>Run2</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>W/Top mistag</td>
<td>Run2</td>
<td>–</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>W/Top antitag</td>
<td>Run2</td>
<td>–</td>
<td>YR18 recommendation</td>
</tr>
<tr>
<td>Photon purity</td>
<td>Run2 √(L)</td>
<td>–</td>
<td>stat-dependent</td>
</tr>
<tr>
<td>Direct photon fraction</td>
<td>Run2 √(L)</td>
<td>–</td>
<td>stat-dependent</td>
</tr>
<tr>
<td>(Z/\gamma) ratio</td>
<td>ignored</td>
<td>–</td>
<td>small</td>
</tr>
<tr>
<td>(Z(\nu\nu)) closure</td>
<td>Run2 / √(L)</td>
<td>–</td>
<td>stat-dependent</td>
</tr>
</tbody>
</table>
Figure 4: Average percentage contributions of various systematic uncertainties to the overall background estimation under the background-only assumption as a function of bins in $M_k$ and $R^2$ for the W 4-5 jet (top), W 6 jet (middle), and Top (bottom) categories for the Run 2 (left) and YR18 (right) scenarios.
7 Results and interpretation

We present the overall background estimation for the W 4-5 jet, W 6 jet, and Top categories along with distributions for several signal benchmark scenarios versus a one-dimensional representation of the bins in $M_R$ and $R^2$ in Fig. 5 for the HL-LHC. Statistical and systematic uncertainties are also shown for the YR18 case where systematic uncertainties are scaled down based on currently estimated projections of luminosity, detector conditions, and theoretical calculations.

Figure 5: $M_R$-$R^2$ distributions shown in a one-dimensional representation for background predictions obtained for the W 4-5 jet (upper left), W 6 jet (upper right), and Top (lower) categories for the HL-LHC. Statistical and systematic uncertainties for the YR18 scenario are shown with the hatched and shaded error bars, respectively. Also shown are the signal benchmark models T5tcc with $m_R = 2$ TeV, $m_t = 320$ GeV and $m_{\chi_0^0} = 300$ GeV; T1tttt with $m_R = 2$ TeV and $m_{\chi_0^0} = 300$ GeV; and T2tt with $m_t = 1.2$ TeV and $m_{\chi_0^0} = 100$ GeV.
The results are used to set expected upper limits on the production cross sections of various SUSY simplified models. We follow the LHC CL$_s$ procedure [23–25] by using the profile likelihood ratio test statistic and the asymptotic formula to evaluate the 95% confidence level (CL) expected limits on the production cross section. Systematic uncertainties are propagated by incorporating nuisance parameters that represent different sources of systematic uncertainty, which are profiled in the maximum likelihood fit. Fig. 6 shows the expected upper limits on the signal cross sections for the T5ttcc, T1tttt and T2tt simplified models for the combination of the W 4-5 jet, W 6 jet, and Top categories for the HL-LHC projection based on the YR18 scenario. Additionally, lower limits on gluino/top squark versus neutralino masses are shown for the cases of Run 2 systematic uncertainties, YR18 systematic uncertainties, and statistical-only scenarios. Gluino mass exclusion limit reaches over 2.6 TeV and 2.5 TeV for T5ttcc and T1tttt, respectively, and top squark mass limit reaches over 1.5 TeV for T2tt. For comparison, the figures also show the 2016 mass limits and the 300 fb$^{-1}$ limits for the Run 2 scenario.

Furthermore, projections of expected discovery sensitivity in the presence of a signal are computed. The p-values for the signal plus background and background-only hypotheses are used to obtain the expected significances in terms of number of standard deviations. Figure 7 shows the projected expected significance for the T5ttcc, T1tttt, and T2tt models based on the YR18 systematic uncertainties, along with the discovery upper bounds on the gluino/top squark versus neutralino masses for the three uncertainty scenarios for the HL-LHC. Discovery reach for gluino mass extend over 2.35 TeV and 2.3 TeV gluino mass for T5ttcc and T1tttt, and 1.4 TeV top squark mass for T2tt.
Figure 6: Projected expected upper limits on the signal cross sections for the HL-LHC using the asymptotic $\text{CL}_s$ method versus gluino/top squark and neutralino masses for the T5ttcc (top left), T1tttt (top right), and T2tt (bottom) models for the combined W 4-5 jet, W 6 jet, and Top categories for the YR18 scenario. The contours show the expected lower limits on the gluino/stop squark and neutralino masses based on the Run 2 systematic uncertainties, YR18 systematic uncertainties, and statistical-only scenarios, along with the 2016 analysis limit and the 300 fb$^{-1}$ limit for comparison. The lower left white diagonal band in the T2tt plot corresponds to the region $|m_{\tilde{t}} - m_{\tilde{t}} - m_{\chi_1^0}| < 25$ GeV, where the mass difference between the $\tilde{t}$ and the $\chi_1^0$ is very close to the top quark mass. In this region, the signal acceptance depends strongly on the $\chi_1^0$ mass and is therefore difficult to model.
Figure 7: Projected expected significance for the HL-LHC versus gluino/stop and neutralino masses for the T5ttcc (top left), T2tttt (top right), and T2tt (bottom) models for the combined W 4-5 jet, W 6 jet, and Top categories for the YR18 scenario. The contours show the expected discovery bounds on the gluino/top squark and neutralino masses based on the Run 2 systematic uncertainties, YR18 systematic uncertainties, and statistical-only scenarios. The lower left white diagonal band in the T2tt plot corresponds to the region $|m_{\tilde{t}} - m_{\tilde{t}} - m_{{\chi_1}^0}| < 25$ GeV, where the mass difference between the $\tilde{t}$ and the ${{\chi_1}^0}$ is very close to the top quark mass. In this region, the signal acceptance depends strongly on the ${{\chi_1}^0}$ mass and is therefore difficult to model.
8. Summary

We have presented the HL-LHC projection of the Run 2 search for new physics in hadronic final states with boosted W bosons or top quarks using the razor kinematic variables. Final states with boosted objects constitute an important search scenario, as they become more accessible at the increased center-of-mass energy at the HL-LHC. The projection study uses observed data yields and simulated signal and background events from the original analysis, which are scaled to obtain the HL-LHC sensitivity for center-of-mass energy of 14 TeV and integrated luminosity of $3\, ab^{-1}$. The background estimation and limit setting procedures are fully adopted from the Run 2 analysis done using 2016 data. Different scenarios for systematic uncertainties, based on a common convention with other CMS analyses and ATLAS are considered. The projection results are interpreted in terms of gluino pair production where the gluinos decay into either a top quark, an anti-top quark, and a neutralino; or to a top quark and a top squark, and direct top squark pair production where top squarks decay into top quarks and neutralinos. The HL-LHC would exclude gluinos and top squarks up to 2.6 TeV and 1.5 TeV respectively, while making discovery possible for gluinos and top squarks up to masses of 2.35 TeV and 1.4 TeV, respectively, thus providing a very strong test of naturalness scenarios for supersymmetry.
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4.8. Searches for new physics in hadronic final states using razor variables (CMS-FTR-18-037)


Extrapolation of $E_{\text{T}}^\text{miss} + \text{jet}$ search results to an integrated luminosity of 300 fb$^{-1}$ and 3000 fb$^{-1}$

The ATLAS Collaboration

This note presents a study of the impact of different systematic uncertainty scenarios on the sensitivity of the ATLAS search in the final state with at least one jet and large missing transverse momentum (monojet signature) to weakly-interacting massive particles (WIMPs). A simplified model in which WIMPs are pair-produced from the $s$-channel exchange of an axial-vector mediator is used as a benchmark for the sensitivity of the analysis to dark matter. The sensitivity prospectives are evaluated by extrapolating simulated results obtained by a recent ATLAS search based on 36 fb$^{-1}$ of $pp$ collisions at a center-of-mass energy of 13 TeV to integrated luminosities of 300 fb$^{-1}$ and 3000 fb$^{-1}$.
1 Introduction

The final state with at least one jet and large missing transverse momentum ($E_T^{\text{miss}} + \text{jet}$) is a key channel for the search for dark matter at the Large Hadron Collider (LHC) [1–3]. Different theoretical frameworks [4–6] beyond the Standard Model predict the production of pairs of Weakly Interacting Massive Particles (WIMPs) [7, 8] in association with hadronic jets, coming from initial state radiation, which can be used to discriminate signal from background events. This process is conveniently described with simplified benchmark models, which assume the existence of a massive mediator of the interaction between the initial state partons and the WIMPs. Depending on the spin-parity state of the mediator and on its couplings, different sensitivity is achieved at the LHC compared to direct and indirect detection experiments, with differing complementarity between LHC search channels, namely those with missing transverse momentum and those with resonant particles.

In the upcoming years, the LHC and the ATLAS experiment [9] will undergo significant upgrades. During the first phase, from 2021 to 2023 (Run-3), the ATLAS detector is expected to collect an integrated luminosity of $300 \text{fb}^{-1}$ whereas in the second phase, from 2026 to 2036 (Run-4), the total amount of data corresponding of $3000 \text{fb}^{-1}$ is foreseen. This unprecedented luminosity, which will be crucial for precision measurements in the Higgs sector and for increasing the discovery potential at the energy frontier, will be collected in two steps.

The goal of this study is to evaluate the impact of different assumed systematic uncertainty scenarios on the expected sensitivity to dark matter in the $E_T^{\text{miss}} + \text{jet}$ channel. The evaluation is based on the extrapolation to higher luminosity of the limits published by the ATLAS Collaboration with $36 \text{fb}^{-1}$ of $pp$ collisions at a center-of-mass energy $\sqrt{s} = 13 \text{TeV}$ [10]; the same center-of-mass energy is assumed in all scenarios. A simplified benchmark model is chosen to illustrate the WIMP discovery potential, where Dirac fermion WIMPs, $\chi$, are pair-produced from the $s$-channel exchange of a spin-1 mediator, $Z_A$, with axial-vector couplings. The model is defined by four free parameters: the mediator mass ($m_{Z_A}$), the WIMP mass ($m_{\chi}$), the coupling strength of the flavour-universal mediator-quark interaction ($g_q$), and the coupling strength of the mediator-WIMP interaction ($g_{\chi}$). The width of the mediator is assumed to be minimal, as detailed in Refs. [5, 6].

This note is organized as follows. An overview of the ATLAS detector is provided in Sec. 2. Sec. 3 describes the simulation of Monte Carlo (MC) events used for these projections. Sec. 4 describes the event selection, while the methodology used to extrapolate limits to a luminosity of $300 \text{fb}^{-1}$ and $3000 \text{fb}^{-1}$ is discussed in Sec. 5. Results are discussed in Sec. 6, and conclusions are drawn in Sec. 7.

2 The ATLAS detector and the LHC programme

ATLAS [9] is a multi-purpose particle detector with a forward-backward symmetric cylindrical geometry. It covers almost the whole solid angle around the collision point with layers of tracking detectors immersed in a 2 T axial magnetic field produced by a solenoid, a calorimeter system which provides both the electromagnetic and hadronic energy measurements and a muon spectrometer which measures the deflection of muons in the magnetic field provided by large superconducting air-core toroidal magnets. During Run-2 (2015-2018) an integrated luminosity close to $150 \text{fb}^{-1}$ has been collected with an instantaneous luminosity of $2.1 \times 10^{34} \text{cm}^{-2} \text{s}^{-1}$ and an average number of collisions per bunch crossing $< \mu > \sim 35$. 
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After a long shutdown (2019-2020), collisions will restart in Run-3 at the instantaneous luminosity of $2.1 \times 10^{34} \text{ cm}^{-2} \text{s}^{-1}$ and $\langle \mu \rangle \sim 60$. The integrated luminosity which is expected to be collected at the end of Run-3 corresponds to 300 fb$^{-1}$ at the centre-of-mass-energy to $\sqrt{s} = 14 \text{ TeV}$.

During the long shutdown between 2024-2026, the accelerator is foreseen to be upgraded to the High-Luminosity LHC (HL–LHC). It is currently expected to begin its operations in the second half of 2026, with a nominal levelled instantaneous luminosity of $7.5 \times 10^{34} \text{ cm}^{-2} \text{s}^{-1}$ at $\sqrt{s} = 14 \text{ TeV}$. This will lead to an average number of approximately 200 inelastic $pp$ collisions per bunch-crossing. This programme aims to provide a total integrated luminosity of 3000 fb$^{-1}$ by 2036. Upgrades to the ATLAS detector and the trigger system are planned in order to adapt the experiment to the new challenging conditions foreseen for LHC during Run-3 and Run-4 [11–21]. A detailed description of the expected performance of the ATLAS detector at the HL-LHC is addressed in Ref. [22].

3 Simulation

The same signal and background MC simulation setup as Ref. [10] is used in this study. Proton-proton collision events are simulated with $\sqrt{s} = 13 \text{ TeV}$; unless otherwise indicated, samples are processed with the full ATLAS detector simulation [23] based on Geant 4 [24]. Pile-up effects are taken into account by overlaying simulated minimum-bias events from Pythia 8.205 [25] onto the hard-scattering process, distributed according to the frequency in 36 fb$^{-1}$ data collected in 2015 and 2016. No correction for the different detector setup and pile-up conditions expected during Run-3 and the HL-LHC phase is applied assuming that similar performance to the ones gotten during Run-2 can be achieved in this channel.

3.1 Signal

Signal events are simulated in Powheg-Box v2 [26–28] (revision 3049) using the DMV model of WIMP pair production introduced in Ref. [29], at next-to-leading order (NLO) in the strong coupling constant $\alpha_s$. The mediator couplings are set to $g_q = 0.25$ and $g_\chi = 1$, and its propagator is described by a Breit-Wigner distribution. Events are generated using the NNPDF30 [30] parton distribution functions (PDFs) and interfaced to Pythia 8.205 with the A14 set of tuned parameters (tune) [31] for parton showering, hadronization and the underlying event.

A grid of samples is produced for WIMP masses ranging from 1 GeV to 1 TeV and mediator masses between 10 GeV and 10 TeV. For a few values of $m_{Z_A}$, additional samples with respect to those used in Ref. [10] are produced at generator-level only, in order to increase the granularity of the expected exclusion limit contours in the region where the mediator decay in WIMP pairs is on the mass shell. Full-simulation events have been used to validate the stability of acceptance and selection efficiency effects for on-shell events at fixed $m_{Z_A}$.

3.2 Backgrounds

$W/Z+\text{jets}$ production processes are simulated using the Sherpa 2.2.1 [32] event generator. Matrix elements (ME) are calculated for up to two partons at NLO and up to four at LO using OpenLoops [33] and Comix [34], and merged with the Sherpa parton shower (PS) [35] using the ME+PS@NLO prescription [36] and the NNPDF3.0NNLO [30] PDF set.
A reweighting of the $W$+jets and $Z$+jets MC predictions is performed in order to account for higher-order QCD and electroweak corrections as described in Ref. [37], where parton-level predictions for $W$/$Z$+jets production, including NLO QCD corrections and NLO electroweak corrections supplemented by Sudakov logarithms at two loops, are provided as a function of the vector-boson $p_T$. More details on the procedure are provided in Ref. [10].

The $t\bar{t}$ and single top quarks in the $Wt$-channel and $s$-channel processes are generated by Powheg-Box v2 [38] with CT10 [39] PDFs whereas electroweak $t$-channel single-top-quark events are generated using the Powheg-Box v1 event generator. The four-flavour scheme has been set to calculate NLO matrix elements, with the CT10 four-flavour PDF set. The parton shower, hadronization, and underlying event are simulated using PYTHIA 8.205 with the A14 tune. The top-quark mass is set to 172.5 GeV. In order to estimate the effects of the choice of matrix-element event generator and parton-shower algorithm, alternative sample based on MadGraph5_aMC@NLO v2.2.1 [40] interfaced to Herwig++ (v2.7.1) [41] are used.

Diboson processes ($WW$, $WZ$, and $ZZ$ production) are simulated by SHERPA 2.2.1 or SHERPA 2.1.1 with NNPDF3.0NNLO or CT10nlo PDFs, respectively, and normalized to NLO pQCD predictions [42]. Further diboson samples based on Powheg-Box [27] interfaced to PYTHIA 8.186 with CT10 PDFs are used for studies of systematic uncertainties.

4 Event reconstruction and event selection

Jets are reconstructed from energy deposits in the calorimeters, using the anti-$k_T$ algorithm[43, 44] with the radius parameter $R = 0.4$. Jets with $p_T > 20$ GeV and $|\eta| < 2.8$ are considered in the analysis; for central jets ($|\eta| < 2.4$) with $p_T < 50$ GeV, additional requirements based on the inner detector information[45] are applied to remove jets originating from pile-up collisions1. Additionally, jets with $p_T > 30$ GeV and $|\eta| < 2.5$ are identified as $b$-jets if they pass the requirements of a multi-variate algorithm[46, 47] with 60% efficiency, as determined in a simulated sample of $t\bar{t}$ events.

Electrons are required to have $p_T > 20$ GeV, $|\eta| < 2.47$, to satisfy the ‘Loose’ selection criteria described in Ref. [48] and to pass track-based isolation requirements. In case an electron overlaps within $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 0.2$ with a jet with $p_T > 30$ GeV, the electron is discarded (retained) if the jet is (not) $b$-tagged, while the other is removed. Electrons separated by $0.2 < \Delta R < 0.4$ from any remaining jet are removed.

Muons are reconstructed combining the information from the muon spectrometer and the inner detector. They are required to have $p_T > 10$ GeV, $|\eta| < 2.5$ and to pass the ‘Medium’ identification requirements described in Ref. [49]. In case a muon overlaps within $\Delta R < 0.4$ with a jet with $p_T > 30$ GeV, the jet (muon) is discarded if the number of tracks with $p_T > 500$ MeV associated to the jet is less than (at least) three, while the other is removed.

The missing transverse momentum vector $\mathbf{p}_T^{\text{miss}}$ is reconstructed using all energy deposits in the calorimeter with $|\eta| < 4.9$; its magnitude is denoted as $E_T^{\text{miss}}$. Clusters associated with electrons, photons or jets with $p_T > 20$ GeV make use of the corresponding calibrations. Softer jets and clusters not associated with

---

1 Similar performance in terms of jet identification and pile-up suppression reached during Run-2 are assumed in this context even in the challenging pile-up regimes expected in Run-3 and Run-4.
electrons, photons or jets are calibrated using tracking information\[50\]. In this analysis, $E_T^{\text{miss}}$ is not corrected for the presence of muons.

Events are pre-selected if they have at least one reconstructed primary vertex, with at least two associated tracks, and $E_T^{\text{miss}} > 250$ GeV. At least one jet with $p_T > 250$ GeV and $|\eta| < 2.4$ must have been reconstructed, together with up to three additional jets with $p_T > 30$ GeV and $|\eta| < 2.8$. In order to suppress background from multi-jet events, jets must have an azimuthal angle separation with respect to the missing transverse momentum direction $\Delta \phi (\text{jet}, p_T^{\text{miss}}) > 0.4$. Jet quality criteria, based on quality requirements on calorimetric variables and on the jet charged particle fraction, are applied to suppress non-collision background and calorimeter noise.

Five regions are used in the analysis: a signal region, where only events without electrons or muons are selected, and four control regions enriched in $W \rightarrow \mu \nu$, $W \rightarrow e\nu$, $W \rightarrow \tau \nu$, and $Z \rightarrow \mu \mu$ events, respectively. Events containing exactly one muon and no electron, and with a transverse mass $m_T = \sqrt{2p_T^{\mu}p_T^{\nu}[1 - \cos(\phi^{\mu} - \phi^{\nu})]}$ of the lepton-$p_T^{\text{miss}}$ system between 30 and 100 GeV, are assigned to the $W \rightarrow \mu \nu$ (i$t$) control region if they have zero (at least one) $b$-tagged jet. Similarly, events with exactly two muons, and with an invariant mass of the di-muon system between 66 and 116 GeV, are assigned to the $Z \rightarrow \mu \mu$ control region.

Finally, events with exactly one isolated electron with $p_T > 30$ GeV (reconstructed outside the transition region between the barrel and endcaps of the electromagnetic calorimeter, $1.37 < |\eta| < 1.52$), no other electron or muon, and with $30 < m_T < 100$ GeV, are assigned to the $W \rightarrow e\nu$ region; in this region, the $E_T^{\text{miss}}$ calculation is corrected by subtracting from $p_T^{\text{miss}}$ the contribution from the electron cluster in the calorimeter. Trigger requirements based on the missing transverse momentum, which make no use of muon information at trigger level, and fully efficient for $E_T^{\text{miss}} > 250$ GeV, are used for the signal region and for the $W \rightarrow \mu \nu$, $W \rightarrow \mu \nu$, and $Z \rightarrow \mu \mu$ control regions; dedicated single-electron triggers are used for the $W \rightarrow e\nu$-enriched control region. A summary of the signal region selection cuts is listed in Table 1.

5 Methodology

The discriminating variable of the search is $E_T^{\text{miss}}$, 17 bins are used, as defined in Table 2, which corresponds to an improved coverage in $E_T^{\text{miss}}$ with respect to the 10 bin scenario of Ref. [10]. The lower end of the last
Table 2: $E_T^{miss}$ bins used in the analysis.

<table>
<thead>
<tr>
<th>$E_T^{miss}$ bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>$250 &lt; E_T^{miss} \leq 300$ GeV</td>
</tr>
<tr>
<td>$300 &lt; E_T^{miss} \leq 350$ GeV</td>
</tr>
<tr>
<td>$350 &lt; E_T^{miss} \leq 400$ GeV</td>
</tr>
<tr>
<td>$400 &lt; E_T^{miss} \leq 450$ GeV</td>
</tr>
<tr>
<td>$450 &lt; E_T^{miss} \leq 500$ GeV</td>
</tr>
<tr>
<td>$500 &lt; E_T^{miss} \leq 550$ GeV</td>
</tr>
<tr>
<td>$550 &lt; E_T^{miss} \leq 600$ GeV</td>
</tr>
<tr>
<td>$600 &lt; E_T^{miss} \leq 650$ GeV</td>
</tr>
<tr>
<td>$650 &lt; E_T^{miss} \leq 700$ GeV</td>
</tr>
<tr>
<td>$700 &lt; E_T^{miss} \leq 800$ GeV</td>
</tr>
<tr>
<td>$800 &lt; E_T^{miss} \leq 900$ GeV</td>
</tr>
<tr>
<td>$900 &lt; E_T^{miss} \leq 1000$ GeV</td>
</tr>
<tr>
<td>$1000 &lt; E_T^{miss} \leq 1100$ GeV</td>
</tr>
<tr>
<td>$1100 &lt; E_T^{miss} \leq 1200$ GeV</td>
</tr>
<tr>
<td>$1200 &lt; E_T^{miss} \leq 1400$ GeV</td>
</tr>
<tr>
<td>$1400 &lt; E_T^{miss} \leq 1600$ GeV</td>
</tr>
<tr>
<td>$E_T^{miss} &gt; 1600$ GeV</td>
</tr>
</tbody>
</table>

$E_T^{miss}$ bin, 1.6 TeV, is chosen in order to keep a similar level of uncertainty on signal and control region yields for 300 fb$^{-1}$ and 3000 fb$^{-1}$ as in the Run-2 search.

Differently from Ref. [10], the non-collision and multi-jet backgrounds, whose extrapolation to higher luminosity is non-trivial due to their strong dependence on the details of detector and LHC performance, and which nevertheless give a sub-leading, low-$E_T^{miss}$ contribution to the overall background in the signal region, are neglected in this analysis. Additionally, expected event yields for $W/Z + \text{jets}$ ($t\bar{t}$ and single-$t$) processes are rescaled by a factor 1.27 (1.06), in order to reflect the observation of the fitted normalisation factors obtained by performing a control regions based fit in an inclusive $E_T^{miss}$ bin selection [10].

A simultaneous, binned likelihood fit of a signal plus background model to the simulated $E_T^{miss}$ distributions of the five analysis regions is performed. The signal normalisation and two additional normalisation factors, one which rescales the prediction for processes containing $Z$ and $W$ bosons produced in association with jets, and one for $t\bar{t}$ and single-$t$ production, are free parameters of the fit. Nuisance parameters with gaussian constraints are used to describe the effect of systematic uncertainties on the signal and background $E_T^{miss}$ distributions. Correlations of systematic uncertainties across $E_T^{miss}$ bins are taken into account.

The different systematic uncertainty scenarios which are tested in this analysis are chosen to reflect the possible improvements in detector performance and in the theoretical modelling of signal and background processes, which could be achieved in the next years thanks to the foreseen detector upgrades and to progress in QCD and EW calculations. Table 3 illustrates the impact of the background uncertainties from Ref. [10], grouped in terms of different sources, on the total background yield in the signal and control regions, as determined from fits of the background-only model to the event yield in inclusive $E_T^{miss}$ bins of the four control regions. The systematic uncertainties which take into account limited MC-statistics are neglected in this study. Signal uncertainties affecting acceptance and cross-section are treated separately, and their impact before the fit is summarised in Table 4.

In this context the same systematic uncertainties considered in Ref. [10] are evaluated in the new binning scenarios. Three different scenarios are probed, which differ only by the assumed pre-fit value of uncertainties:

- **standard**: same uncertainties as in Ref. [10];
- **reduced by factor 2**: all pre-fit signal and background uncertainties are reduced by a factor two;
- **reduced by factor 4**: all pre-fit signal and background uncertainties are reduced by a factor four.
Table 3: Systematic uncertainties on the total signal region background yield, as determined after a background-only fit to simulated data in control regions. In order to illustrate the different impact of uncertainties across the $E_{T}^{\text{miss}}$ spectrum, the fit is performed using inclusive $E_{T}^{\text{miss}}$ bins.

<table>
<thead>
<tr>
<th>Source</th>
<th>Effect [%]</th>
<th>$E_{T}^{\text{miss}} &gt; 250$ GeV</th>
<th>$E_{T}^{\text{miss}} &gt; 1000$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet and $E_{T}^{\text{miss}}$ energy scales/resolutions</td>
<td>0.5</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>$b$-tagging efficiency</td>
<td>0.9</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>soft contributions to $E_{T}^{\text{miss}}$</td>
<td>0.4</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>lepton identification, reconstruction, $E_{/p}^{\text{miss}}$ scale/resolution</td>
<td>0.2 – 1.7</td>
<td>0.3 – 2.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Systematic uncertainties on the signal cross-section ($\sigma$) and acceptance ($A$), or on the signal yield ($N_{\text{sig}}$), evaluated from MC simulation; see Ref. [10] for details.

<table>
<thead>
<tr>
<th>Source</th>
<th>Effect [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet and $E_{T}^{\text{miss}}$ energy scales/resolutions</td>
<td>2 – 7 on $N_{\text{sig}}$ ($E_{T}^{\text{miss}} &gt; 250$ GeV)</td>
</tr>
<tr>
<td></td>
<td>3 – 9 on $N_{\text{sig}}$ ($E_{T}^{\text{miss}} &gt; 1000$ GeV)</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>20 on $A$</td>
</tr>
<tr>
<td>PDF</td>
<td>&lt; 20 on $A$, &lt; 10 on $\sigma$</td>
</tr>
<tr>
<td>Renormalization/factorisation scales</td>
<td>&lt; 10 on $A$, &lt; 25 on $\sigma$</td>
</tr>
<tr>
<td>Luminosity</td>
<td>3.2 on $N_{\text{sig}}$</td>
</tr>
<tr>
<td>$W/Z$ parton shower modelling, PDF</td>
<td>0.8</td>
</tr>
<tr>
<td>$W/Z$ QCD and EW corrections</td>
<td>0.4</td>
</tr>
<tr>
<td>$t$-quark parton shower modelling, ISR/FSR, MC generator choice</td>
<td>0.3</td>
</tr>
<tr>
<td>diboson MC generator choice, NLO cross-section</td>
<td>0.2</td>
</tr>
</tbody>
</table>

6 Results

6.1 Exclusion sensitivity

The exclusion limits, obtained with the profile likelihood method [51], for each of the three systematic uncertainty scenarios are plotted in the $(m_{\chi}, m_{Z^{\prime}})$ mass plane in Fig. 1.

The choice of the new binning corresponds to an improvement of about 100 GeV in mediator mass reach with respect to the 10 bin scenario.

The plot on the left shows that with an integrated luminosity of 300 fb$^{-1}$, and assuming the same uncertainties as in Ref. [10], the 95% CL exclusion contour for $m_{\chi} = 1$ GeV can be extended up to $m_{Z^{\prime}} \sim 2.20$ TeV. The phase-space that can be probed by reducing by a factor two (four) all systematic uncertainties increases significantly, and the exclusion contour for low $m_{\chi}$ reaches mediator masses of about 2.34 (2.43) TeV.

Similarly, the plot on the right shows that with a luminosity of 3000 fb$^{-1}$, and assuming the same uncertainties as in Ref. [10], the 95% CL exclusion contour for $m_{\chi} = 1$ GeV can be extended up to
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Figure 1: Expected 95% CL excluded regions on the $(m_\chi, m_{Z_A})$ mass plane for the axial-vector simplified model with couplings $g_\chi = 1$ and $g_q = 0.25$, for a luminosity of 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right). Three contours are shown in each plot, corresponding to the three different systematic uncertainty scenarios: standard (black), reduced by a factor 2 (red) and 4 (green). More details in the text.

$m_{Z_A} \sim 2.65$ TeV. The excluded region that can be obtained by reducing by a factor two (four) all systematic uncertainties reaches, for low $m_\chi$, mediator masses of about 2.77 (2.88) TeV.

Small differences between systematic uncertainty scenarios are observed when approaching the region where the decay of the mediator in two WIMPs is off the mass shell ($m_{Z_A} < 2m_\chi$), due to the decrease of the signal cross-section.

The contributions to sensitivity of experimental and theoretical uncertainties are investigated separately in Fig. 2 for 300 fb$^{-1}$ and in Fig. 3 for 3000 fb$^{-1}$. The left (right) plots show the effect of reducing by a factor two and four the effect of experimental (theoretical) systematic uncertainties on signal and backgrounds. The comparison of limit contours in these different systematic scenarios shows that the major impact to the sensitivity of the monojet search comes from theoretical uncertainties. Among these, $V$+jets and diboson uncertainties, as well as theoretical uncertainties on signal processes, are similar in size and give the leading contributions.

6.2 Discovery power

The discovery potential that can be reached with the integrated luminosities of 300 fb$^{-1}$ and 3000 fb$^{-1}$ is estimated in terms of the $p$-value of the background-only hypothesis, $p_0$, evaluated in the asymptotic approximation [51]. For each mass point, $p_0$ is evaluated after injecting the corresponding signal on top of the SM background. Results are shown in Fig. 4 for the different scenarios: contours corresponding to the 3σ evidence (5σ discovery) are shown with solid (dashed) lines, for each of the tested systematic uncertainty scenarios.

With an integrated luminosity of 300 fb$^{-1}$ (3000 fb$^{-1}$) the existence of a dark matter signal described by the simplified model with an axial-vector mediator, $m_\chi = 1$ GeV and the coupling choice $g_\chi = 1$ and
Figure 2: Expected 95% CL excluded regions on the \((m_{A, m_{Z_0}})\) mass plane for the axial-vector simplified model with couplings \(g_A = 1\) and \(g_Z = 0.25\), for a luminosity of 300 fb\(^{-1}\). The plot on the left (right) shows in black the expected contour assuming the same systematic uncertainties as in Ref. [10], while the scenarios with experimental (theoretical) uncertainties reduced by a factor two and four are shown in blue and green (red and orange), respectively.

Figure 3: Expected 95% CL excluded regions on the \((m_{A, m_{Z_0}})\) mass plane for the axial-vector simplified model with couplings \(g_A = 1\) and \(g_Z = 0.25\), for a luminosity of 3000 fb\(^{-1}\). The plot on the left (right) shows in black the expected contour assuming the same systematic uncertainties as in Ref. [10], while the scenarios with experimental (theoretical) uncertainties reduced by a factor two and four are shown in blue and green (red and orange), respectively.
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Figure 4: Expected 3σ (solid) and 5σ (dashed) discovery contours on the $(m_\chi, m_{Z_A})$ mass plane for the axial-vector simplified model with couplings $g_Y = 1$ and $g_Q = 0.25$, for a luminosity of 300 fb$^{-1}$ (left) and 3000 fb$^{-1}$ (right). Three contours are shown in each plot, corresponding to the three different systematic uncertainty scenarios: standard (black), reduced by a factor 2 (red) and 4 (green). More details in the text.

$g_q = 0.25$ would lead to a background incompatibility greater than $5\sigma$ at 1.81 (2.25) TeV, 1.94 (2.38) TeV and 2.02 (2.52) TeV assuming the same uncertainties as in Ref. [10], the scenario obtained by reducing by a factor two and by a factor four all the systematic uncertainties, respectively.

The increase of the center-of-mass energy from $\sqrt{s} = 13$ TeV to $\sqrt{s} = 14$ TeV, foreseen for the Run-3 and Run-4, will lead to an increase of the cross-sections of the dark matter signals considered in this context by 25-40%. On the other hand the overall cross-sections of the main $V+$jets background processes will increase by 10-15% leading to a slight increase of the $E_T^{\text{miss}} + \text{jet}$ channel sensitivity.

7 Conclusions

The impact of different systematic uncertainty scenarios on the sensitivity of the ATLAS search for dark matter in the final state with jets and large $E_T^{\text{miss}}$ has been estimated for the target luminosities of 300 fb$^{-1}$ and 3000 fb$^{-1}$, using a simplified model in which WIMP pairs are produced from the $s$-channel exchange of an axial-vector mediator coupling to quarks with a coupling strength of 0.25 and to WIMPs with unit coupling strength. Since the dominant contribution to sensitivity is given by the treatment and constraining of the systematic uncertainties, the same analysis strategy and simulated samples of the search with 36.1 fb$^{-1}$ of $pp$ collision data collected at $\sqrt{s} = 13$ TeV [10] are used, and the same center-of-mass energy is assumed. Different scenarios in terms of experimental and theoretical systematic uncertainties on signal and backgrounds have been tested, where these uncertainties are improved by a factor two or four. For WIMP masses of 1 GeV, the expected 95% CL limit on the mediator mass for 300 fb$^{-1}$ (3000 fb$^{-1}$) increases from 2.20 (2.65) TeV to 2.43 (2.88) TeV if the total uncertainties are reduced by a factor four. An improvement of the systematic uncertainties related to the theoretical modelling of the signal and background processes is found to give the leading contribution to sensitivity. A discovery threshold of
5σ could be reached, for a signal with WIMP mass of 1 GeV and mediator mass of 1.81(2.25) TeV, with 300 fb$^{-1}$ (3000 fb$^{-1}$) and can be extended up to 2.02 (2.52) TeV by reducing the systematic uncertainties by a factor four. A further sensitivity improvement in this channel is expected with the increase of the center-of-mass energy from $\sqrt{s} = 13$ TeV to $\sqrt{s} = 14$ TeV, foreseen in the future LHC phases.
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Sensitivity of the ATLAS experiment to long-lived particles with a displaced vertex and $E_T^{\text{miss}}$ signature at the HL-LHC

The ATLAS Collaboration

This note presents the estimated sensitivity of a search for long-lived particles decaying within the tracking volume to multiple outgoing charged particles, using a signature of a displaced vertex and missing transverse momentum, in the upgraded ATLAS detector for the High-Luminosity LHC. The dataset is taken as 3000 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 14$ TeV. The replacement of the existing tracking detector with a full-silicon inner tracker (ITk) significantly changes the search sensitivity, which is estimated using extrapolations of the reconstruction capabilities for displaced tracks and displaced vertices from a combination of the performance of the current detector and a simulation of the proposed upgraded detector. Results are projected in the context of gluino $R$-hadron pair production. For long-lived gluinos which decay to SM quarks and a 100 GeV stable neutralino, ATLAS should have the sensitivity to discover $R$-hadrons with lifetimes from 0.1 to 10 ns with masses up to 2.8 TeV. In the absence of long-lived gluino production, the 95% CL upper limit on gluino masses will reach 3.4 TeV.
1 Introduction

One of the most intriguing scenarios of new physics to look for at the Large Hadron Collider (LHC) is new particles with measurably long lifetimes. Whether in the Standard Model (SM) or in new physics models, particles can acquire discernible lifetimes from a variety of mechanisms, including weak effective couplings to the final state due to heavy intermediate particles, which can arise in models with mass hierarchies, or due to small coupling constants, which can arise from conserved or nearly-conserved symmetries. Long lifetimes can also manifest due to decays that are phase-space suppressed or from new particles which interact only weakly with the SM particles via mediators.

If a new long-lived particle decays within the detector but at an observable distance from the proton-proton interaction point, and if its decay products include multiple charged particles reconstructed as tracks, it can produce a distinctive signature of an event containing at least one displaced vertex (DV). There are several recent papers at the LHC which have searched for displaced vertices, including Refs. [1–3].

This note presents a projection of the expected sensitivity of the analysis published in Ref. [2] in the context of the planned upgrades to the LHC and the ATLAS detector, presenting in detail and extending a study shown in Ref. [4]. The study assumes that the High-Luminosity LHC (HL-LHC) will deliver 3000 fb$^{-1}$ of collisions at $\sqrt{s} = 14$ TeV to the ATLAS experiment, and it explores the effect that the geometry of the new inner tracker (ITk) of the upgraded ATLAS detector will have in extending the acceptance for reconstructing DVs.

The search presented here requires at least one displaced vertex reconstructed within the ITk, and events are required to have at least moderate missing transverse momentum ($E_T^{\text{miss}}$), which serves as a discriminant against background as well as an object on which to trigger. The analysis sensitivity is projected for a benchmark supersymmetry model of pair production of long-lived gluinos, as shown in Figure 1. Each gluino hadronizes into an $R$-hadron and decays through a heavy virtual squark into a pair of SM quarks and a stable neutralino with a mass of 100 GeV. Results are presented for discovery and exclusion potential are explored for several different gluino lifetimes and for varying masses of the gluino.

Figure 1: The benchmark model considered in this projection is a supersymmetric scenario with a long-lived gluino, which hadronizes after production into an $R$-hadron, and then decays through a virtual squark into a pair of SM quarks and a neutralino.
2 ATLAS Detector

ATLAS is a general-purpose detector\(^{1}\) with a forward–backward symmetric cylindrical symmetry described in detail in Ref. [5]. For the purpose of this study, only the inner detector tracking system is described in detail below.

The current ATLAS tracker, referred to in this note as the Run 2 inner detector (ID), is composed of three detector systems organized in concentric layers, and covers the pseudorapidity range \(|\eta| < 2.5\), immersed in a 2 T superconducting solenoid. The outermost layer, the transition radiation tracker (TRT), consists of densely packed proportional gas-filled straw tubes [6]. The semiconductor tracker (SCT) is equipped with silicon microstrip detectors and occupies the radial region from roughly 300 mm to 550 mm [7]. The innermost layer consists of a silicon pixel detector [8], which was upgraded in 2015 with an additional innermost pixel layer [9]. The pixel detector typically provides four precision measurements (hits) for each track at radial distances of 33 mm, 50 mm, 88 mm and 122 mm from the LHC beam line, while the SCT has four layers that typically provide eight hits in total, as each layer is composed of of double-sided stereo strip sensors.

The central barrel portion of the Phase II ATLAS tracker, the ITk, will be composed of four double-sided silicon strip detectors and five layers of silicon pixel sensors [4, 10]. There will be no gaseous detector to replace the TRT in the ITk; the new-generation silicon strip and pixel sensors will fill the entire volume inside the solenoid. The pixel coverage will be extended from \(|\eta| < 2.5\) to \(|\eta| < 4.0\), and the pixel layers in the central region will be located at approximately 39 mm, 99 mm, 160 mm, 220 mm, and 279 mm. The distance between one silicon layer and the next layer will increase relative to the ID. For charged particles coming from the primary vertex at \(|\eta| \approx 0\), the typical number of silicon hits available for tracking will increase from twelve to thirteen, and will increase significantly more at higher \(|\eta|\). While the exact configuration of the pixel layers in the endcap region is not yet finalized, this study used the Inclined Duals geometry described in Ref. [4]. The ID and ITk layouts are shown in Figure 2 and the expected performance are summarized in Ref. [11]. In addition to the new layout for ITk, the pixel size will decrease relative to the current detector.

3 Analysis overview

In this study, the event selection closely follows the requirements in the recent Run 2 search for a DV and \(E_T^{\text{miss}}\) [2]. Events are required to have at least one DV in the ITk and at least five tracks must be associated to that vertex. To exclude hadronic interactions of SM particles, the vertex must not be located within a region of the detector filled with solid materials, and the invariant mass of the reconstructed vertex must be larger than 10 GeV. The event must pass the \(E_T^{\text{miss}}\) trigger and have reconstructed \(E_T^{\text{miss}} > 200\) GeV.

Estimating the future sensitivity to the distinctive signature of a DV in a new detector with new reconstruction tools requires creative methods of extrapolation and necessitates several assumptions about the future layout and performance of the detector. As the tracks comprising the signal DVs have fewer hits and much larger impact parameters than tracks from the primary vertex, the reconstruction algorithm

\(^{1}\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln \tan(\theta/2)\).
Figure 2: The radial layouts of the current ATLAS tracker and the proposed upgrade, the ITk.

needs to cover a much wider tracking phase space than tracking for prompt particles. To efficiently reconstruct signal tracks, a custom, extended configuration of the ATLAS tracking software is required. This custom configuration, hereafter referred to as displaced tracking, is optimized for the Run 2 detector and software [12]. Similarly, a custom algorithm is required for reconstruction of the displaced vertices. These customizations depend heavily on the geometry of the tracker, and neither a dedicated displaced tracking nor DV reconstruction setup has yet been developed for the Phase II detectors.

Many ATLAS Phase II projection studies rely on simulated events which have been fully reconstructed by tracking software specially developed for finding prompt tracks in the Phase II detector. In other studies, generated Monte Carlo (MC) events are used to obtain particle-level kinematic properties, which are smeared by functions which estimate the future detector’s performance. In this analysis, a hybrid approach is developed to estimate the prospective acceptance and efficiency for reconstructing and selecting displaced vertices. In this approach, particle-level Monte Carlo events are used to obtain kinematic distributions for the signal. The displaced tracking performance is estimated by factorizing the current displaced tracking performance into acceptance and efficiency terms, and assuming that the efficiency performance of the Run 2 algorithm will be reproduced for ITk for particles which pass the acceptance. The tracking acceptance is based on the number of hits left by a charged particle traversing the silicon sensors, and is calculated for the tracks of interest using a full simulation of the ITk geometry. The current DV performance is parameterized and extrapolated to the new detector geometry.

Other selections are either directly applied at particle-level to the signal events, or use the results of the Run 2 reinterpretation material which are publicly available [13] to estimate the efficiency. The background estimation is extrapolated from the Run 2 data-driven result, and systematic uncertainties are taken directly from the existing analysis.
This study makes use of Monte Carlo simulation samples to obtain the kinematic properties of signal events, which are then used to estimate the efficiency for selecting signal events. The pair production of gluinos from proton-proton collisions at $\sqrt{s} = 13$ TeV was simulated in Pythia 6.428 [14] at leading order with the AUET2B [15] set of tuned parameters for the underlying event and the CTEQ6L1 [16] parton distribution function (PDF) set. The gluino mass, $m_{\tilde{g}}$, ranges from 2.0 to 3.8 TeV. After production, the gluino hadronizes into an $R$-hadron and is propagated through the ATLAS detector by Geant4 [17, 18] until it decays. Pythia 6.428 is called to decay the gluino into a pair of SM quarks and a neutralino and models the three-body decay of the gluino, fragmentation of the remnants of the light-quark system, and hadronization of the decay products. The gluino lifetime ranges from 0.1 ns to 10 ns, and the neutralino mass is fixed to 100 GeV. In this study, only particle-level information about the $R$-hadron’s decay products is used.

To normalize the expected number of signal events in the full HL-LHC dataset, the cross-sections for pair production of gluinos are calculated at next-to-leading order at $\sqrt{s} = 14$ TeV using Prospino [19], assuming no contribution from the squark. The resummation of soft-gluon emission is taken into account at next-to-leading-logarithm accuracy (NLO+NLL) for cross-sections for gluino masses up to 3.5 TeV, beyond which a linear extrapolation of the correction for the NLL term is performed [20]. Uncertainties on the cross-section prediction are taken by varying the choice of PDF set and factorization and renormalization scales, as described in Ref. [21], with a reduction of 50% applied to the uncertainties to account for improvements by the time the analysis will be performed. This approach is also consistent with the expected improvements in PDF uncertainties described in Ref. [22].

### 5 Projection of displaced tracking performance

Both standard and displaced tracking reconstruction in the ATLAS ID require that each track have at least seven silicon-detector hits, where each side of the double-sided SCT strips counts as a hit. For a typical particle in the central part of the current ATLAS detector travelling away from the interaction point, the maximum radial distance at which a particle can originate and still have seven silicon hits is approximately 300 mm, the first layer of the SCT. Previous studies on reconstructing displaced tracks in the ID found that for simulated particles which do produce seven silicon hits, the probability of reconstructing a track is between 90–100% for a radius of production in the transverse plane, $r_{\text{prod}}$, from 0 mm to 300 mm [12].

For this study, it is assumed that the tracking algorithms in Phase II will be able to match the current performance. Therefore, the total efficiency for reconstructing displaced tracks is factorized into an algorithmic efficiency, $\epsilon_{\text{alg}}$, and a fiducial acceptance, $A_{\text{fid}}$, where $\epsilon_{\text{alg}}$ is the probability of reconstructing a track given a particle has deposited at least seven silicon hits, and $A_{\text{fid}}$ is the fraction of particles which deposit at least seven hits. $\epsilon_{\text{alg}}$ is taken to be 100% in this study. While this is consistent with the current performance, the increased instantaneous luminosity of the HL-LHC will make it more difficult to efficiently find tracks with large impact parameter. However, this study assumes that the following factors will work to mitigate the effect of high pileup: 1) the increase in the number of silicon layers is expected to increase the ability to separate tracks from actual prompt particles from combinatoric fakes, thereby mitigating the potential problem of fake prompt tracks claiming hits from displaced particles, 2) the increased resolution of the pixel detector will help to mitigate efficiency loss due to pileup, and 3) the
collaboration will continue to adapt the tracking and vertexing algorithms until the era of the HL-LHC to deal with the more difficult conditions.

To estimate $A_{\text{fid}}$ for the ITk layout, the particles from the $R$-hadron decay are propagated through a detailed simulation of the ITk Inclined Duals geometry using their generator-level radius of production and momentum vector. Only charged decay products with $p_T > 1$ GeV are considered. Along each particle’s trajectory, the number of active silicon layers traversed, $N_{Si}$, is recorded, as well as the integrated amount of active and passive material traversed from one hit to the other in terms of the nuclear interaction length, $N_\lambda$. Each sensor’s hit efficiency is assumed to be 100%. The effects of multiple scattering are not included. The probability that each particle reaches the next silicon strip layer of the tracker volume without undergoing a hadronic interaction is estimated as $e^{-N_\lambda}$. $A_{\text{fid}}$ is taken as the ratio of the number of particles with $N_{Si} \geq 7$ that do not undergo a hadronic interaction divided by the total number of particles.

In Figure 3, the total tracking efficiency calculated using this method is shown, for the decay products of $R$-hadrons with a mass of 2.0 TeV which decay with a mean proper lifetime of 1 ns. The tracking efficiency is shown as a function of the $R$-hadron decay position. As $\epsilon_{\text{alg}}$ is taken to be 100%, the total tracking efficiency is simply $A_{\text{fid}}$, and is shown with and without the effects of hadronic interactions due to material. The tracking efficiency is shown for the ITk as well as the Run 2 ID geometry. The steep drop off in efficiency in the present ID at around 300 mm corresponds to the farthest radial extent of the first layer of the SCT, after which it is unlikely that a typical particle would traverse seven strip layers. In the ITk, the equivalent drop-off does not occur until after 400 mm due to the larger spacing between the silicon layers. Similar tracking efficiencies are observed within statistical uncertainty for the decay products of $R$-hadron with a range of gluino masses, lifetimes, and neutralino masses.

Figure 3: The probability that a charged particle, with $p_T > 1$ GeV produced in the decay of a 2.0 TeV $R$-hadron with a lifetime of 1 ns, passes through at least seven silicon layers, as a function of the decay radius of the $R$-hadron, for both the Run 2 and ITk detector layouts [4]. The probability is shown with and without the simulated effect of material producing hadronic interactions.

---

2 The values of the $R$-hadron decay radius, $r_{DV}$, and the radius of the decay products production, $r_{\text{prod}}$, are identical at the MC generator level for the $R$-hadron model used in this note, but $r_{DV}$ is preferentially used when focusing on the vertex properties, while $r_{\text{prod}}$ is used when focusing on the outgoing particles.
6 Projection of displaced vertexing performance

The configuration of the algorithm for reconstructing displaced vertices has recently been optimized within ATLAS for finding signals such as decaying $R$-hadrons. The efficiency of reconstructing a displaced vertex is measured in simulation as a function of the number of reconstructed tracks which belong to the vertex at generator-level, $n_{\text{tracks}}$, and the radius of the vertex position in the transverse plane, $r_{\text{DV}}$.

For this study, it is assumed that similar performance of the vertexing algorithms can be achieved in Phase II. However, given the different geometry of ITk relative to the current detector, the vertexing efficiency measured for Run 2 can not be applied directly to this study. The Run 2 vertex efficiency is parametrized and extrapolated as described below.

The Run 2 vertex efficiency is parameterized as a function of $r_{\text{DV}}$ for bins of $n_{\text{tracks}}$. One of the main reasons that the reconstruction efficiency depends on $n_{\text{tracks}}$ is due to the fact that the number of trials of vertex forming using seed tracks increases with $n_{\text{tracks}}$. The efficiency is fit with a function which smoothly combines an error function at low $r_{\text{DV}}$ to model the initial rise in efficiency, a linear plateau, and an error function at high $r_{\text{DV}}$ to model the falling off of efficiency near the beginning of the SCT. The fit values are compared across all bins of $n_{\text{tracks}}$, and some smoothing of values is performed for bins which suffer from poor statistics.

To extrapolate from the Run 2 efficiency to the expected performance at ITk, the same fit values are used for each bin of $n_{\text{tracks}}$. However, the mean of the error function used to model the turn-off is moved from 300 mm to 400 mm to reflect the change in the location of the inner silicon strip layer.

The vertex efficiency parameterized in this way is shown in Figure 4 for the case where $n_{\text{tracks}} = 10$. The efficiency is shown as fit in the Run 2 measurement and as extrapolated to ITk. Also shown is the plateau of the efficiency as a function of $n_{\text{tracks}}$ for the ITk extrapolation, assumed to be the same as that measured in Run 2.

Figure 4: (a) The parametrized efficiency for reconstructing a displaced vertex with $n_{\text{tracks}} = 10$, as a function of the decay radius of the parent particle, as measured in Run 2 simulation and extrapolated to the ITk geometry. (b) The plateau of the vertex efficiency as a function of $n_{\text{tracks}}$ for the ITk geometry.
7 Event selection

The event selection efficiency is estimated on signal events for the following selections:

• Event must pass $E_T^{\text{miss}}$ trigger and have offline $E_T^{\text{miss}} > 250$ GeV.

• Event must have at least one displaced vertex which passes the following requirements:
  – the vertex is not located in a region of the detector with material;
  – the vertex must contain at least 5 reconstructed tracks;
  – the invariant mass of the reconstructed tracks in the vertex, $m_{\text{DV}}$, must be larger than 10 GeV.

• Each reconstructed track must satisfy:
  – $6 \text{ mm} < r_{\text{prod}} < 400 \text{ mm}$;
  – $p_T > 1$ GeV;
  – $|\eta| < 5$.

The efficiency of passing the $E_T^{\text{miss}}$ trigger and offline $E_T^{\text{miss}}$ requirements is taken from the Run 2 analysis, as parameterized in Ref. [13] as a function of the generator-level $E_T^{\text{miss}}$ and the decay radius of the $R$-hadron in the event which decays the farthest from the interaction point. The generator-level $E_T^{\text{miss}}$ is calculated as the magnitude of the transverse component of the vector sum of the momenta of the stable, weakly-interacting particles in the final state. For an event in which the farthest $R$-hadron decays before the calorimeter, the $E_T^{\text{miss}}$ efficiency plateaus near 100% for generator-level $E_T^{\text{miss}}$ of 500 GeV, while the plateau is between 80–90% for decays inside or after the calorimeter.

The efficiency of the material veto is estimated with a material map derived from a detailed geometry model of the ITk implemented in Geant4 [17, 18], which is used for the full Phase II MC simulations. All locations of passive and active material within the boundaries of 1200 mm in the radial ($r$) dimension and 3000 mm in longitudinal dimension ($z$) are stored in a binned $r$–$z$ projection of the ITk. For each $R$-hadron decay in an event, the position of the $R$-hadron decay is checked against the map. If the decay vertex is consistent with any material, the vertex is not considered further. For a $R$-hadron with a mass of 2.0 TeV and lifetime of 1 ns which decays into a 100 GeV neutralino, roughly 60% of the signal events pass the material veto.

For each $R$-hadron which passes the material selection, an estimation is made of which of its decay products would be reconstructed as a track with a random sampling of the displaced tracking efficiencies. It is parameterized as a function of the particle production radius, as calculated in Section 5. Only charged decay products with $p_T > 1$ GeV, $|\eta| < 5$, and with $6 \text{ mm} < r_{\text{prod}} < 400 \text{ mm}$ are considered. The requirements on the track’s production radius at truth level approximates a selection on the radius of a reconstructed vertex. If at least five charged particles of the decay are within the fiducial acceptance and modeled as reconstructed, then the invariant mass of those particles, $m_{\text{DV}}$, is calculated, assuming all are pions.

If $m_{\text{DV}} > 10$ GeV, the vertex is accepted based on a random-sampling of the vertex reconstruction efficiency computed in Section 6, which depends on the number of tracks and the vertex radius $r_{\text{DV}}$. If at least one vertex is accepted in an event, the event is considered to have passed all selections, and an event weight is applied based on the event $E_T^{\text{miss}}$ efficiency.
8 Background

In the search for events with a displaced vertex and $E_{\text{T}}^{\text{miss}}$ in Run 2, the main source of background arises from hadronic interactions of SM particles with residual material not accounted for in the material map (such as gas molecules) and from low-mass vertices, such as from the decay of a SM hadron, which are either merged, or which are crossed by an unrelated, high-$p_T$ track which promotes the vertex to higher $m_{\text{DV}}$. The contribution from different background sources was estimated independently in control regions in data and tested in validation regions. The total expected background for 36 fb$^{-1}$ was estimated to be 0.02$^{+0.02}_{-0.01}$ events.

Given that the background for this search is entirely instrumental in nature, it would not be reliable to perform a simulation-based projection of the expected background for a different detector and different reconstruction algorithms. Therefore, for the purpose of this projection, two different extrapolations of the size of current background are performed.

The default extrapolation assumes that the background will scale linearly with the size of the dataset, resulting in an expected background of 1.8$^{+1.8}_{-0.9}$ events. However, several handles could be tightened in the analysis selection to continue to reject background without introducing appreciable signal efficiency loss. For example, additional requirements on the vertex goodness-of-fit or the compatibility of each track with the vertex could be imposed to further reduce backgrounds from low-mass vertices which are merged or crossed by an unrelated track. Therefore, a more optimistic scenario is also considered in which the total background is kept to the current level of 0.02$^{+0.02}_{-0.01}$ events.

9 Results

The expected number of selected $R$-hadron events in the full HL-LHC dataset of 3000 fb$^{-1}$ is shown in Figure 5 for different gluino masses and lifetimes. This note focuses on the 0.1-10 ns lifetime range, which is expected to be the most sensitive range for this analysis. The sensitivity is expected to gradually drop off at lifetimes shorter than 0.1 ns, and below 0.01 ns searches for other signatures are expected to perform better.

To estimate the potential discovery and exclusion sensitivity, an estimate is needed of the uncertainty on the number of expected signal events. The signal selection uncertainties are taken to have the same relative size as in the existing Run 2 analysis. The uncertainties on the cross-sections for gluino pair production are described in Section 4. Finally, the uncertainties on the number of expected background events are taken to be the same relative amount as in the existing analysis, for both scenarios of the background size.

Using the number of expected signal and background events with their respective uncertainties, the expected exclusion limit at 95% confidence level (CL) on the gluino mass, as a function of lifetime, is calculated assuming no signal presence. In the case that signal is present, the 3$\sigma$ evidence and 5$\sigma$ discovery reaches are also calculated. Both the exclusion and discovery reach are estimated in the two background scenarios described in Section 8: linearly scaling it with integrated luminosity, and keeping the same value as in the Run 2 analysis. The exclusion and observation reach are calculated with pseudo-experiments following the CL$_s$ prescription [23]. The results are shown in Figure 6 for both background scenarios.
4.10. Sensitivity to long-lived particles with displaced vertices and $E_T^{miss}$ signature (ATL-PHYS-PUB-2018-033)

**Figure 5:** The number of expected $R$-hadron events selected for 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV as a function of the gluino lifetime and gluino mass for gluinos which decay to SM quarks and a neutralino with a mass of 100 GeV.

For an expected background of $1.8^{+1.8}_{-0.9}$ events, ATLAS should have sensitivity to a 5σ discovery of a gluino $R$-hadron decaying to SM quarks and a 100 GeV neutralino with masses up to 2.8 TeV over a range of lifetimes from 0.1 ns to above 10 ns. For the optimistic background scenario of $0.02^{+0.02}_{-0.01}$ background events expected, the projected discovery reach goes up to 2.9 TeV at a lifetime of 1 ns.

In the absence of long-lived gluino production, this analysis is projected to be able to exclude at the 95% CL $R$-hadrons with masses up to 3.3 TeV for lifetimes from 3 ns to above 10 ns, and up to 3.4 TeV for lifetimes between 0.1 ns and 3 ns, assuming the scaled background estimate. For the smaller background scenario, the 95% CL exclusion is above 3.4 TeV for the whole lifetime range, and up to 3.5 TeV around 1 ns. The significant increase in sensitivity relative to the ATLAS result with 33 fb$^{-1}$ at $\sqrt{s} = 13$ TeV comes in part from the increase in collision energy and integrated luminosity. For longer lifetimes, a significant gain in selection efficiency and therefore reach is due to the larger volume of the silicon tracker, which allows displaced tracks and displaced vertices to be reconstructed at larger radii. This pushes the radius at which tracks from long-lived particles can be efficiently reconstructed from 300 to 400 mm, with corresponding gain in acceptance for longer lifetimes.

While the results presented here were studied only for a fixed neutralino mass of 100 GeV, based on the results in Ref. [2], comparable sensitivity is expected over a large range of neutralino masses. As the neutralino mass increases for a fixed gluino mass, the multiplicity and momentum of the visible SM particles decreases, which in turn decreases the efficiency of the requirements on the track multiplicity, vertexing reconstruction, and vertex invariant mass as the difference between the neutralino mass and the gluino mass, $m_{DV}$, falls below 400 GeV. To efficiently select events with low $m_{DV}$, it is especially important to retain high $e_{alg}$ and high vertexing efficiency in the HL-LHC conditions. Moreover, new background estimation techniques could allow a future analysis to relax the requirement on track multiplicity.

While such studies require data and full reconstruction and are therefore beyond the scope of this note, future advances in reconstruction or analysis techniques could significantly improve the sensitivity to signals with fewer visible decay products due to a compressed mass spectrum or different signal models.
4.10. Sensitivity to long-lived particles with displaced vertices and $E_{T}^{miss}$ signature (ATL-PHYS-PUB-2018-033)

Figure 6: The projected sensitivity for the upper limit on the mass of a gluino $R$-hadron that can be observed with $3\sigma$ and $5\sigma$ confidence or excluded at 95% CL, as a function of the gluino lifetime, for (a) a background of $1.8^{+1.8}_{-0.9}$ events and (b) a background of $0.02^{+0.02}_{-0.01}$ events. These results are valid for a gluino which decays to SM quarks and a stable neutralino with a mass of 100 GeV. Results assume 3000 fb$^{-1}$ of collisions at $\sqrt{s} = 14$ TeV collected with the upgraded ATLAS detector, and are compared to the observed ATLAS exclusion limits for a dataset of 33 fb$^{-1}$ at $\sqrt{s} = 13$ TeV.
10 Conclusion

The upgraded energy and the larger dataset expected from the HL-LHC will increase significantly the sensitivity to new, heavy, long-lived particles. For models with a signature of a displaced vertex within the tracker and moderate $E_T^{\text{miss}}$, the larger silicon volume of the upgraded ATLAS detector will further extend the reach for lifetimes longer than 10 ns. For 3000 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 14$ TeV, ATLAS could discover gluino $R$-hadrons with masses up to 2.8 TeV and lifetimes from 0.1 ns to 10 ns, when the gluino decays to SM quarks and a 100 GeV stable neutralino. In the absence of long-lived gluino production, the 95% CL upper limit on gluino masses is projected to reach or exceed 3.4 TeV.
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Search sensitivity for dark photons decaying to displaced muons with CMS at the high-luminosity LHC

The CMS Collaboration

Abstract

This note presents sensitivity studies for a search for pairs of displaced muons originating from long-lived dark photons using the Phase-2 CMS detector at the high-luminosity LHC with an integrated luminosity of 3000 fb$^{-1}$. Projected sensitivities are obtained for broad ranges of dark photon masses (1 − 30 GeV) and lifetimes ($c\tau = 0.01 − 10$ m) in the context of Dark Supersymmetry models.
1 Introduction

A growing class of new physics models predicts long-lived particles (LLPs). A possible experimental signature of such particles at the LHC is an emergence of standard model (SM) particles at a large distance from the point of the primary proton-proton collision. Due to their low production cross section, LLPs are often beyond the sensitivity of the current searches. The high-luminosity LHC (HL-LHC) will provide proton-proton collisions at a center-of-mass energy of 14 TeV with an expected total integrated luminosity of 3000 fb$^{-1}$. Therefore, it is foreseen to be a powerful instrument to probe the production of LLPs, benefiting from both the increased center-of-mass energy, leading to larger cross-sections, and the significantly larger amount of data collected compared to the LHC.

We present a sensitivity study for a search for displaced muons that emerge from the decay of long-lived particles. The identification of such muons is challenging both at the trigger and final reconstruction level, especially if the LLPs decay outside the central tracking detector. Additional hits coming from the new CMS endcap muon stations [1], in combination with improved reconstruction algorithms, will allow one to extend triggering and efficient reconstruction of displaced muon tracks in the forward region.

Previous studies of displaced muon signatures at the HL-LHC, including a search sensitivity study in the context of Supersymmetry (SUSY) models with long-lived smuons, are presented in the Muon Upgrade TDR [2]. In this study, we explore another class of SUSY models containing an additional $U_D(1)$ symmetry [3, 4] and giving rise to massive long-lived bosons, so-called dark photons. If they have sufficiently long lifetimes, dark photons could yield signatures with pairs of displaced muons.

2 Muon upgrade for the CMS Phase-2 detector

The CMS detector will be upgraded in order to cope with the challenges during data taking at the HL-LHC. The upgraded existing detectors together with new detectors will allow CMS to maintain or even improve the trigger, reconstruction and identification capabilities for muons. The muon pseudorapidity acceptance range will be extended from $|\eta| < 2.4$ to $|\eta| < 2.8$, where $\eta = -\ln \left(\tan \left(\frac{\theta}{2}\right)\right)$ and $\theta$ denotes the polar angle with respect to the counterclockwise proton beam that is the $z$-axis of the CMS reference frame. This study assumes the geometry of the Phase-2 detector with the performance as documented in the recent TDRs. The analysis mainly depends on the capabilities of the muon system.

The current muon system consists of three detector types, namely drift tubes (DTs), resistive plate chambers (RPCs) and cathode strip chambers (CSCs) [5]. The muon forward region will be augmented with gas electron multipliers (GEMs) and improved RPCs for Phase-2 data taking while the electronics of the existing detectors will be upgraded. The foreseen upgrade of the CMS muon system is discussed in detail in Ref. [2].

3 Displaced muon reconstruction

This analysis relies on a dedicated muon reconstruction algorithm, the displaced standalone (DSA) algorithm, designed for highly displaced muons that potentially leave hits only in the muon system. In this algorithm, the muon reconstruction is performed using the Kalman-filter technique [6] without imposing the primary vertex constraint as it is done in the default standalone (SA) muon reconstruction algorithm. The DSA algorithm has a better reconstruction...
efficiency than the SA algorithm, for highly displaced muons (see Fig. 8.12 of the Muon TDR [2]). The DSA algorithm improves the transverse impact parameter ($d_0$) and the transverse momentum ($p_T$) resolution for displaced muons compared to the SA muon algorithm [7].

### 4 Signal model

In Dark SUSY models, in addition to supersymmetric fields, a dark sector of fermions and gauge fields is introduced. The gauge boson corresponding to the additional $U_D(1)$ symmetry is called the dark photon ($\gamma_D$) [3, 4], which can have a kinetic mixing with the SM photon. The dark photon acquires a mass after $U_D(1)$ symmetry breaking. In such models, the dark photon couples to SM charged particles in the same way as a photon, except that the couplings are scaled by a parameter $\epsilon$ that gives the strength of the kinetic mixing. The dark photon lifetime is proportional to $1/\epsilon^2$, and since $\epsilon$ can be very small, the dark photon lifetime can be long. If this is the case and if the dark photon has non-zero momentum, it can have a macroscopically long decay length.

Dark photons can be produced in cascade decays of the SM Higgs boson that would first decay to a pair of MSSM-like lightest neutralinos ($n_1$), each of which, in Dark SUSY models, can decay further to a dark sector neutralino ($n_D$) and the dark photon, as shown in Fig. 1.

For the branching fraction $\text{BR}(H \rightarrow 2\gamma_D + X)$, where X denotes the particles produced in the decay of the SM Higgs boson apart from the dark photons, 20% is used. This value is in agreement with recent Run-2 studies [8] and taking into account the upper limit on invisible/non-conventional decays of the SM Higgs boson [9]. We assume neutralino masses $m(n_1) = 50 \text{GeV}$ and $m(n_D) = 1 \text{GeV}$, and explore the search sensitivity for dark photon masses and lifetimes in the following ranges: $m(\gamma_D) = (1, 5, 10, 20, 30) \text{ GeV}$ and $c\tau = (10, 10^2, 10^3, 5 \times 10^3, 10^4) \text{ mm}$. Final states with two and four muons are included in the analysis. In the former case, one dark photon decays to a pair of muons while the other dark photon decays to some other fermions (2-muon final state). In the latter case, both dark photons decay to muon pairs (4-muon final state). Both decay chains are shown in Fig. 1. The assumed Higgs production cross section via gluon-gluon fusion is 49.97 pb [10].

![Feynman diagram](image)

Figure 1: Feynman diagram of the decay of SM Higgs boson to a final state containing two or more muons in Dark SUSY models [11]. (a) Decay chain leading to a final state containing exactly two muons. (b) Decay chain leading to a final state containing exactly four muons.

The branching ratio of dark photons decaying to muons as a function of the dark photon mass
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5. Event simulation

is shown in Fig. 2. For dark photon masses close to masses of hadronic resonances such as \( \rho \), \( \omega \), \( \phi \) and \( \rho' \), the branching ratio to leptons is reduced. Narrow hadronic resonances (e.g. \( \Upsilon \), \( J/\psi \) and \( \psi(2S) \)) are not considered. Hence, in the vicinity of these narrow hadronic resonances in the range of the order of their natural widths, the analysis does not claim any sensitivity. For \( m(\gamma_D) > 5 \text{ GeV} \), the branching ratio to muons stays constant around 15% as shown in Fig. 2.

In addition to muons, the final state contains missing transverse momentum (\( p_T^{\text{miss}} \)) originating from the dark neutralino in the \( n_1 \rightarrow n_D + \gamma_D \) decay.

![Figure 2: Branching ratio of dark photons to muons. The branching ratio calculations include the impact of hadronic resonances, such as \( \rho \), \( \omega \), \( \phi \) and \( \rho' \), as well as other leptonic decay modes of the dark photon. Narrow hadronic resonances (e.g. \( \Upsilon \), \( J/\psi \) and \( \psi(2S) \)), which are shown as gray areas, do not enter the branching ratio calculations.](image)

5 Event simulation

The dark photon signal and the quantum chromodynamics (QCD) multijet background are both simulated with \textsc{Pythia} 8.212 [12, 13] at leading order. The Drell-Yan (DY) background is simulated with \textsc{MadGraph5 \_aMC@NLO} [14] and the \( \bar{t}t \) background with \textsc{Powheg} 2.0 [15–17], both with next-to-leading order cross sections. For hadronization, \textsc{Pythia} 8.212 is used with the underlying event tune \textsc{CUETP8M1} [18]. The generated events are processed through a full simulation of the CMS Phase-2 detector based on \textsc{Geant4} [19].

Pileup interactions for the “PU200” scenario, with an average of 200 interactions per bunch crossing corresponding to expectations for the HL-LHC, are included in the simulation by overlaying additional simulated minimum bias events. Samples with no pileup and the CMS Phase-2 detector geometry are used to study effects from pileup. Beam halo muons are included in the simulation with the rate expected at HL. In addition, samples obtained with the Phase-1 detector performance are considered.
6 Backgrounds

A number of SM processes may yield the signal signature of two displaced muons and missing transverse momentum. The following three dominant processes are included in this study:

- The dominant background consists of QCD multijets events. Displaced muons can be produced in the decay of heavy quarks and neutrinos can be the source of missing transverse momentum.
- Similarly, $t\overline{t}$ production can lead to displaced muons and neutrinos that contribute to missing transverse momentum.
- Drell-Yan processes ($DY \rightarrow \mu\mu$) can appear as signal due to the misidentification of prompt muons as displaced. The missing transverse momentum can arise from instrumental effects.

Given the displaced signature, other sources of background besides the SM processes may contribute. However, they can be sufficiently suppressed, as described below.

- Beam halo: The protons of the LHC beam can collide with leftover molecules in the beam pipe. During these collisions, muons can be produced and can travel through the detector from one side to the other (see horizontal red lines in Fig. 3). These muons can have a large displacement from the primary interaction vertex. The amount of such beam halo muons scales with luminosity and exceeds the current conditions for the HL-LHC. However, these tracks can be identified by their very low transverse momentum (see Fig. 14 (b) in Ref. [20]). In 2% of the signal events simulated with PU200, a signature consistent with beam halo muons is observed before event selection. By selecting displaced muons with $p_T > 15$ GeV, muons from beam halo are completely suppressed.

- Cosmic ray muons: Cosmic ray muons traverse the detector usually from top to bottom and may be reconstructed as two displaced muon tracks. The contribution of cosmic ray muons is suppressed by rejecting displaced muon pairs which are back-to-back (Sec. 7). A suppression factor of $10^{-9}$ is calculated for a sample of cosmic ray muon events taken in 2017 with the active LHC clock while pp collisions are absent. As the rate of cosmic ray muons is independent of the collider conditions, this value is also valid for HL operation.

7 Event selection

In the context of the Phase-2 CMS detector and the HL-LHC, various studies have been performed to tackle the issue of triggering on displaced muons [2]. We use those results to set benchmark trigger scenarios in this analysis. We assume a dedicated displaced single-muon trigger with $p_T > 20$ GeV. For the Phase-2 upgraded CMS, such a trigger is expected to have 90% efficiency even for largely displaced muons [2].

For the offline selection, we require the DSA muons to have $p_T \geq 15$ GeV and $|\eta| \leq 2.8$. For the muon with the highest transverse momentum, $p_T \geq 20$ GeV is imposed to account for the displaced muon trigger threshold. To select muons of good quality, the fit of the hits in the muon chambers to build each muon track should meet the condition that the chi-squared divided by the number of degrees of freedom $\chi^2/\text{ndof} \leq 2.0$. The corresponding track of the displaced muon has to have at least 17 muon hits for $|\eta| \leq 2.4$ and 6 hits in the region of the new ME0 station $2.4 \leq |\eta| \leq 2.8$ that are well associated with the track. Selected displaced muons should have a transverse impact parameter significance $|d_0|/\sigma(d_0) \geq 5.0$ (see Fig. 4).
7. Event selection

Figure 3: Event display of a $t\bar{t}$ event with high pileup. All reconstructed muons fulfilling $p_T > 1$ GeV are shown. Muons from pileup are predominantly in the forward region of the detector. The tracks going horizontally through detector with no origin at the center of the detector are muons from beam halo. Both types of muons, from pileup and beam halo, are very low-$p_T$ objects and are rejected by the muon $p_T$ criterion applied in the analysis.

Since requiring two muons to pass this criterion leaves very few events in the QCD background sample, we opt for assuming that the selection efficiency on two muons is factorizable and weight events following the procedure used in Ref. [21].

For each event, we require to have at least two DSA muons fulfilling the requirements mentioned above. If there are more than two selected muons, the ones with the highest $p_T$ are chosen. The two muons must have opposite charge ($q_{\mu,1} \cdot q_{\mu,2} = -1$) and must be separated by $\Delta R = \sqrt{\Delta\phi^2 + \Delta\eta^2} > 0.05$. The three-dimensional angle between the two displaced muons is required to be less than $\pi - 0.05$ (not back-to-back) in order to suppress cosmic ray backgrounds. Additionally, $p_T^{\text{miss}} \geq 50$ GeV is imposed to account for the dark neutralinos escaping the detector without leaving any signal.

In order to discriminate between background and signal, the three-dimensional distance from the primary vertex to the point of closest approach of the extrapolated displaced muon track, called $R_{\text{Muon}}$, is used. A sketch illustrating $R_{\text{Muon}}$ for the two selected muons is shown in Fig. 5. The event yield after full event selection of both selected muons as a function of $R_{\text{Muon}} - 1$ and $R_{\text{Muon}} - 2$ is used to search for the signal. Figure 6 shows $R_{\text{Muon}} - 1$ of the first selected muon for signal and background samples.

Dedicated search regions are defined using these distances symmetrically for both muons by summing up all events above a sliding lower threshold. With increasing threshold, the signal-to-background ratio improves due to the suppression of the backgrounds. The lower thresholds are optimized for every possible lifetime $c\tau$. By varying the lower bound, the sensitivity reaches its maximum at some point. This is taken as the predefined lower bound for the statistical interpretation of the results: 1 cm for $c\tau = 10$ mm, 10 cm for $c\tau = 100$ mm and 80 cm for $c\tau = 10^3, 5 \times 10^3, 10^4$ mm. The signal and background event yields for the different search regions after full selection are summarized in Tab. 1.
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Figure 4: Distribution of the significance of the transverse impact parameter, $|d_0|/\sigma(d_0)$, for signal and background samples. Displaced standalone muons passing the kinematic selection ($p_T$ and $\eta$) of the object selection are shown.

Figure 5: Sketch illustrating the three dimensional distances of the closest approach of the displaced muon track to the primary interaction vertex, $R_{\text{Muon-1}}$ and $R_{\text{Muon-2}}$, for the two selected muons. PV denotes the primary interaction vertex. $(x, y)$ illustrates the transverse plane and the $z$-axis is along the beam line.
7. Event selection

Figure 6: Distribution of the distance of the closest approach of the displaced muon track to the primary interaction vertex, $R_{\text{Muon}^{-1}}$, for signal and background samples after the final event selection. The distance of the highest $p_T$ muon is shown.

Table 1: Signal and background event yields with statistical uncertainties in different search regions after the final event selection. The systematic uncertainties can be found in Sec. 8.
8 Systematic uncertainties

Since many systematic uncertainties can only be fully and finally determined using data, this study is left with establishing different scenarios to estimate uncertainties for the Phase-2 run period. The two scenarios considered in this study are taken from Ref. [22]. The first one assumes no change in systematic uncertainties with respect to 2016 Run-2 data taking, and the other one takes into account the larger dataset size, better detector performance, and higher theoretical accuracy for the HL-LHC, all of which lead to a reduction of systematic uncertainties compared to the nominal values of 2016.

For the Run-2 uncertainties, a 5% systematic uncertainty on the cross section of the different processes is applied, except for $t\bar{t}$ processes for which an uncertainty of 15% is considered. This is comparable to systematic uncertainties for the $t\bar{t}$ background applied for Run-2 searches [23, 24]. For the Higgs boson production cross section via gluon-gluon fusion, a 10% systematic uncertainty is assumed [10]. The instrumental uncertainties are taken from Ref. [25].

For Phase-2, the so-called “S2+” scenario, defined in Ref. [22], is considered. In this scenario, theory uncertainties are scaled by a factor 1/2, the muon identification uncertainty is taken at the expected floor value of 1% and, for luminosity, the anticipated 1% uncertainty is assumed. The efficiency of the displaced muon trigger varies with respect to the transverse displacement. This is covered by setting the uncertainty to 10% for the Phase-2 scenario. The systematic uncertainty on the trigger efficiency is taken from the efficiency evaluation in Fig. 3.4 of the Phase-2 Upgrade Level-1 Trigger Interim TDR [26].

9 Results

We present the search sensitivity results for the following three scenarios:

- Phase-2 scenario (DSA):
  - Integrated luminosity: 3000 fb$^{-1}$
  - Geometry: Phase-2 detector
  - Higher-efficiency trigger benchmark scenario (90%)
  - Pileup scenario: PU 200
  - Reconstruction: Dedicated displaced standalone algorithm
  - Systematic uncertainties: “S2+” scenario

- Phase-2 scenario (SA):
  - Same assumptions as Phase-2 scenario (DSA) except reconstruction: We assume the SA reconstruction efficiency is 1/3 of the dedicated DSA reconstruction efficiency (see Fig. 8.9 of the Muon TDR [2]).

- Phase-1 scenario:
  - Integrated luminosity: 300 fb$^{-1}$
  - Geometry: Phase-1 detector
  - Lower-efficiency trigger benchmark scenario: Since the trigger performance potentially decreases over the course of Phase-1 due to aging and increasing PU, an overall 60% efficiency is assumed here.
  - Pileup scenario: PU 200
  - Systematic uncertainties: Taken from 2016 Run-2 data taking

The search is performed using a simple counting experiment approach. In absence of a signal,
upper limits at 95% confidence level (CL) are obtained on a signal event yield with respect to the one expected for the considered model. We use the Bayesian method with a uniform prior for the signal event rate. The nuisance parameters associated with the systematic uncertainties are modeled with log-normal distributions. In presence of the expected signal, significance of the corresponding event excess over the expected background is assessed using the likelihood method.

The resulting limits for the Dark SUSY models are depicted in Fig. 7. While the results shown in Fig. 7 (a) are for a dark photon with a decay length of 1 m as a function of the dark photon mass, Fig. 7 (b) shows the results for a dark photon mass of 20 GeV as a function of the decay length.

Figure 7: 95% CL upper limits on production cross section $\sigma/\sigma_{\text{theory}}$ for various dark photon mass hypotheses and a fixed decay length of $c\tau = 1000$ mm (a) and a fixed mass of $M_D = 20$ GeV as a function of the dark photon decay length (b). Green and yellow shaded bands show the one and two sigma range of variation of the expected 95% CL limits, respectively. Phase-2 results with 3000 fb$^{-1}$ (red) are compared to results obtained with 300 fb$^{-1}$ (violet) of integrated luminosity, which corresponds to the end of Phase-1 data taking. Another median of an excluded limit is shown here which represents the scenario with the reduced standalone reconstruction efficiency with 3000 fb$^{-1}$ (black) of integrated luminosity. Additionally, Phase-2 results with 3000 fb$^{-1}$ are determined without any systematic uncertainties (blue). The theoretical Dark SUSY cross section for 14 TeV is shown as a solid line. The gray lines indicate the regions of narrow hadronic resonances where the analysis does not claim any sensitivity (see Fig. 2).

Another presentation of the limits can be done in a parameter scan of the two-dimensional $\epsilon - m_D$ plane. The closed area in Fig. 8 (b) shows the excluded region along with the region of discovery of dark photons compared to existing results (Fig. 8 (a)). Besides the searches at the LHC provided by ATLAS [27] and CMS [28] at a center-of-mass energy of $\sqrt{s} = 8$ TeV, there are constraints from low-energy electron-positron colliders (KLOE [29], BaBar [30]), heavy ion colliders (PHENIX [31]) as well as from cosmological observations [32].
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Figure 8: Parameter scan in the $\epsilon - m_{\gamma_D}$ plane. (a) Collection of existing limits taken from Ref. [8]. (b) Results from this analysis for Phase-2 with 3000 fb$^{-1}$. The ranges with exclusion and discovery sensitivity are shown in light and dark red color, respectively. The gray lines indicate the regions of narrow hadronic resonances where the analysis does not claim any sensitivity (see Fig. 2).

Comparing the result to former CMS results at $\sqrt{s} = 8(13)$ TeV [28], Phase-2 searches will be sensitive to higher dark photon masses and lower values of the kinetic mixing parameter $\epsilon$ and, hence, longer lifetimes. The difference in the shape of the exclusion range has its origin in the usage of the dedicated displaced muon reconstruction algorithm instead of the standard muon reconstruction algorithm. By relaxing the constraint on the primary interaction vertex, the search becomes more sensitive to lower values of the kinetic mixing parameter $\epsilon$. 
10 Summary

Present searches for displaced muons show no significant deviation with respect to the standard model expectation. However, there is quite a large phase-space which has not been explored yet and is unreachable with the current LHC conditions due to low signal cross sections and limited statistics. The high-luminosity LHC will provide a unique opportunity to search for new physics with a striking signature of highly displaced muons. This study presents the search sensitivity for pairs of displaced muons with an integrated luminosity of $3000 \, fb^{-1}$. The transverse impact parameter significance and the three-dimensional distance between the extrapolated displaced muon track and the primary vertex are used as the discriminating variables in the search for two largely displaced muons that are reconstructed with a standalone algorithm using only muon chamber hits.

The search in this note is performed within a model belonging to a class of Dark SUSY models where dark photons decay into a pair of displaced muons. The study shows that searches at the high-luminosity LHC will be able to probe phase-space which has not been explored yet.
11 Appendix: Extension of Muon-TDR Analysis

This sensitivity study for displaced muons at the HL-LHC is an extension of a former study presented in the Muon Upgrade TDR [2] where displaced muons originate from smuons which serve as long-lived particles. In gauge-mediated SUSY breaking models, smuons can be (co-)NLSPs, i.e. the next-to-lightest SUSY particles, and almost degenerate in mass, decaying to a muon and a gravitino [33]. This decay can either be prompt, or the slepton can have a significant lifetime. In the latter case, the final state is given by two displaced opposite-sign muons and significant amount of missing transverse energy.

The study is focused on the process $q\bar{q} \rightarrow \tilde{\mu}\bar{\tilde{\mu}} \rightarrow 2\mu 2\tilde{G}$ (see Fig. 9), where the two smuons decay far away from the primary interaction vertex with various decay length ranging from 10 mm up to 1 m and with masses from 200 GeV to 1.5 TeV. Distributions of the transverse impact parameter for different decay lengths can be found in Ref. [2].

![Feynman diagram](image.png)

Figure 9: Feynman diagram of the process leading to smuon pair production at a hadron collider. The decay of the smuons leads to the final state including two muons.

In this section, additional results of this former study are presented. Figure 10 (a) shows the discovery sensitivity for smuons as a function of the decay length. The results are shown in terms of p-value and significance. A significance of $3\sigma$ corresponds to an evidence and a significance of $5\sigma$ to discovery. Figure 10 (b) shows the discovery sensitivity in the parameter space of mass and decay length. Smuons with masses up to 200 GeV could be discovered with the 3000 fb$^{-1}$ of the HL-LHC.
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11. Appendix: Extension of Muon-TDR Analysis

Figure 10: (a) Discovery significance and p-value for a fixed smuon mass of $M_{\tilde{\mu}} = 200$ GeV. (b) Discovery sensitivity in the parameter space of mass and decay length.
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Search prospects for dark-photons decaying to displaced collimated jets of muons at HL-LHC

The ATLAS Collaboration

Several models of new physics beyond the Standard Model predict the existence of neutral particles that decay to pairs of leptons. These particles can also be long-lived with decay length comparable to, or even larger than, the LHC detectors dimensions. The triggering and the standalone tracking capabilities of the ATLAS muon spectrometer have been exploited to search for neutral long-lived particles decaying to pairs of muons in LHC Run-2 13 TeV data and set exclusion limits on their mass and lifetime. The enormous amount of data that will be collected by ATLAS during the Run-3 (300 fb$^{-1}$) and High-Luminosity (3000 fb$^{-1}$) 14 TeV LHC phase, and the updated ATLAS detector setup, will offer a unique opportunity to probe unexplored regions of phase space in the context of such searches. This note presents sensitivity prospects for Run-3 and High Luminosity LHC discussed in the context of a Hidden Sector model predicting the decay of the Higgs boson to two neutral long-lived particles subsequently decaying into a pair of displaced muons. Two new muon trigger algorithms are studied to improve the selection efficiency of displaced muon pairs.
1 Introduction

Long-lived particles (LLPs) arise in several new physics models that answer open questions in particle physics: dark matter, neutrino mass, matter–antimatter asymmetry and naturalness. Examples include: supersymmetric (SUSY) models such as mini-split SUSY [1, 2], gauge-mediated SUSY breaking [3], R-parity-violating (RPV) SUSY [4, 5] and Stealth SUSY [6, 7]; models addressing the hierarchy problem such as Neutral Naturalness [8–11], Hidden Valleys [12, 13] and Hidden Sectors [14]; models addressing dark matter [15–19], and the matter–antimatter asymmetry of the universe [20]; and models that generate neutrino masses [21, 22]. Many of these theoretical models predict the existence of new neutral particles that can be long-lived, which may be produced in the proton–proton collisions of the LHC and decay back into Standard Model (SM) particles far from the interaction point (IP).

The Hidden Sector models predict the existence of a dark sector that is weakly coupled to the visible one. Depending on the structure of the dark sector and its coupling to the SM, some unstable dark states may be produced at colliders and decay back to SM particles with sizeable branching fractions (Br). An extensively studied case is one in which the two sectors couple through vector portals, i.e. a dark photon ($\gamma_d$) which mixes kinetically with the SM photon. If the dark photon cannot decay to a lighter dark fermion, it will decay to SM fermions. The kinetic mixing ($\epsilon$) can be small, resulting in dark photons with a non-negligible lifetime. Highly displaced decays of dark photons would produce unique signatures which may be overlooked by searches for promptly decaying particles, and thus require dedicated analyses that represent a challenge both for the trigger and for the reconstruction capabilities of the ATLAS detector.

The triggering and standalone tracking capabilities of the ATLAS muon spectrometer (MS) have been usefully exploited in the searches for displaced decays of dark photons to muon pairs based on 7 TeV, 8 TeV and Run-2 13 TeV LHC $pp$ data [23–25], and exclusion limits have been set on the $\gamma_d$ mass and lifetime.

The standard ATLAS triggers [26] are designed assuming prompt production of particles at the interaction point (IP) and therefore are very inefficient in selecting the products of displaced decays. The searches for $\gamma_d$ decays are thus based on events selected by specialised triggers dedicated to the selection of events with displaced muon pairs [23, 25]. However these triggers are still far from optimal. If the dark photon is highly boosted, muons are collimated and the trigger efficiency is limited by the finite granularity of the current hardware trigger level. In terms of an interval of the azimuthal angle $\phi$ and pseudorapidity $\eta$, the granularity is $\Delta\eta \times \Delta \phi \approx 0.2 \times 0.2$ (Region of Interest, RoI). If the dark photon is not boosted sufficiently, the out-going muons from a displaced decay are more open and may not point to the IP. The current hardware trigger level has a tight constraint on IP pointing resulting in non-optimal selection efficiency of displaced non-pointing muon tracks.

The new ATLAS detector setup [27] and the new Trigger & Data Acquisition system [28] for the High Luminosity LHC (HL-LHC) will offer the opportunity to develop new trigger algorithms overcoming the current limitations, both for collimated and non-pointing muon pairs. A study of two new trigger algorithms has been carried out using simulated Monte Carlo (MC) samples produced according to a Hidden Sector model predicting Higgs boson decays to dark photon pairs which in turn decay to a pair of muons. This model has been chosen as a benchmark also for the Run-2 13 TeV search for displaced dark photons decaying to collimated muon pairs [23]. The analysis sensitivity is studied here for Run-3 and

---

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and the z-axis coinciding with the beam pipe axis. The x-axis points from the interaction point to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates ($r$,\,$\phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. 

---

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC
HL-LHC conditions. The improvement introduced by adopting the new proposed trigger algorithm is also estimated.

The benchmark model and the simulated MC samples used for this study are presented in Section 2. The new ATLAS HL-LHC setup and updated detectors are described in Section 3. Section 4 presents a comparison of the trigger efficiency on MC signal samples simulated with the Run-2 and HL-LHC setup, and the new proposed triggers. Prospects of the Run-2 search for dark photon displaced decay to muons for Run-3 (300 fb$^{-1}$) and HL-LHC (3000 fb$^{-1}$) are presented in Section 5. Finally, the results of this study are summarised in Section 6.

2 Benchmark model and Monte Carlo samples

Among the numerous models predicting $\gamma_d$, one class that is particularly interesting for the LHC features the hidden sector communicating with the SM through the Higgs portal. The benchmark model used in this analysis is the Falkowsky-Ruderman-Volansky-Zupan (FRVZ) vector portal model [29, 30]. In the FRVZ model a pair of dark fermions $f_{d2}$ is produced in the Higgs boson decay. As shown in Figure 1, the dark fermion decays in turn to a $\gamma_d$ and a lighter dark fermion assumed to be the Hidden Lightest Stable Particle (HLSP). The dark photon, assumed as vector mediator, mixes kinetically with the SM photon and decays to leptons or light hadrons. The branching fractions depend on its mass [29, 31, 32]. At the LHC, these dark photons would typically be produced with large boost, due to their small mass [33, 34], resulting in collimated structures containing pairs of leptons and/or light hadrons, known as lepton-jets (LJs). If produced away from the interaction point (IP), they are referred to as "displaced LJs". The mean lifetime $\tau$ of the $\gamma_d$ is a free parameter of the model, and is related to the kinetic mixing parameter $\epsilon$ [35] by the relation:

$$\beta_{\gamma CT} \propto \left( \frac{10^{-4}}{\epsilon} \right)^2 \frac{(100 \text{ MeV})^2}{m_{\gamma_d}} \text{s.}$$

Figure 1: The Higgs boson decay to hidden particles according to the FRVZ model.

The analysis presented in this note focuses on displaced decays of dark photons into muon pairs, considering the expected $\gamma_d$ decay BR of the FRVZ model [29]. The model assumes a gluon–gluon fusion (ggF) production mode $H \rightarrow 2\gamma_d + X$, thus the final results will be presented for different BR($H \rightarrow 2\gamma_d + X$).
2.1 Monte Carlo samples

MC samples have been produced at 13 and 14 TeV center-of-mass energy for the FRVZ model and they are summarized in Table 1. Only the dominant ggF Higgs production mechanism is considered. The estimated cross section, calculated at next-to-next-to-leading order (NNLO) [36], in pp collisions at $\sqrt{s} = 13$ TeV and $\sqrt{s} = 14$ TeV are respectively $\sigma_{SM} = 43.87$ pb and $\sigma_{SM} = 49.97$ pb assuming $m_H = 125$ GeV. The mean lifetime $\tau$ and mass $m_{\gamma_d}$ of the $\gamma_d$ are free parameters of the model. In order to have boosted dark photons, two samples with light $\gamma_d$ with a mass of $m_{\gamma_d} = 400$ MeV have been generated: a very displaced (‘medium’) sample with $c\tau = 49$ mm, and a less displaced (‘short’) sample with $c\tau = 4.9$ mm. A sample with unboosted dark photons has been generated considering a dark photon mass of 10 GeV. The ‘medium’ $m_{\gamma_d} = 400$ MeV sample and the $m_{\gamma_d} = 10$ GeV sample are used only for the trigger studies. The samples have been generated at leading order using MG5_aMC@NLO 2.2.3 [37] interfaced to the PYTHIA 8.210 [38] parton shower model. The A14 set of tuned parameters [39] has been used together with the NNPDF2.3LO parton distribution function (PDF) set [40].

<table>
<thead>
<tr>
<th>$\sqrt{s}$ [TeV]</th>
<th>$&lt;\mu&gt;$ [GeV]</th>
<th>$m_H$ [GeV]</th>
<th>$m_{b_{\mu\mu}}$ [GeV]</th>
<th>$m_{HLSP}$ [GeV]</th>
<th>$m_{\gamma_d}$ [GeV]</th>
<th>$c\tau_{\gamma_d}$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>25</td>
<td>125</td>
<td>5.0</td>
<td>2.0</td>
<td>0.4</td>
<td>49</td>
</tr>
<tr>
<td>13</td>
<td>25</td>
<td>125</td>
<td>5.0</td>
<td>2.0</td>
<td>0.4</td>
<td>4.9</td>
</tr>
<tr>
<td>14</td>
<td>200</td>
<td>125</td>
<td>5.0</td>
<td>2.0</td>
<td>0.4</td>
<td>49</td>
</tr>
<tr>
<td>14</td>
<td>200</td>
<td>125</td>
<td>5.0</td>
<td>2.0</td>
<td>0.4</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table 1: Parameters used for the Monte Carlo generation of the $H \to 2\gamma_d + X$ FRVZ benchmark samples.

One of the main SM backgrounds to the dark photon signal is multijet production. Samples of simulated 14 TeV multijet events are needed to compute scale factors to rescale the data-driven estimates at 13 TeV center-of-mass energy to 14 TeV. These samples are also used to evaluate the systematic uncertainties as discussed in Section 5. As shown in Table 2, the multijet MC samples have been generated with PYTHIA 8.210 using the A14 set of tuned parameters for parton showering and hadronisation, with the NNPDF2.3LO PDF set.

Simulated MC $Z \to \mu\mu$ events are needed for trigger and systematic uncertainties studies as discussed in Section 5. The MC samples have been generated with POWHEG 1.2856 [41, 42] with PYTHIA 8.186 using the CT10 [43] PDF set and the AZNLO [44] tune. Four samples have been generated with different number of interactions per bunch crossing (pile-up) as shown in Table 2. The HL-LHC is expected to provide an increase of pile-up up to $\langle\mu\rangle = 200$. These samples are used to study the effects of pile-up on the signal and background efficiency, discussed in Section 5.3.

Finally, a minimum bias sample has been generated for trigger rate evaluation for HL-LHC conditions. PYTHIA 8 with A2 [45] tune and MSTW2008LO [46] PDFs has been used for the generation of single proton-proton interactions.

For each MC sample, pile-up has been simulated with the soft strong-interaction processes of PYTHIA 8.210 using the A2 set of tuned parameters and the MSTW2008LO PDF set. Per-event weights were applied to the simulated events to correct for inaccuracies in the pileup simulation. All the generated MC samples...
Table 2: Parameters used for the Monte Carlo generation of the multijets, minimum bias and $Z \to \mu\mu$ samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\sqrt{s}$ [TeV]</th>
<th>$&lt;\mu&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCD dijet 13</td>
<td>13</td>
<td>25</td>
</tr>
<tr>
<td>QCD dijet 14</td>
<td>14</td>
<td>200</td>
</tr>
<tr>
<td>$Z \to \mu\mu$ 13</td>
<td>13</td>
<td>25</td>
</tr>
<tr>
<td>$Z \to \mu\mu$ 14</td>
<td>14</td>
<td>30</td>
</tr>
<tr>
<td>$Z \to \mu\mu$ 14</td>
<td>14</td>
<td>80</td>
</tr>
<tr>
<td>$Z \to \mu\mu$ 14</td>
<td>14</td>
<td>140</td>
</tr>
<tr>
<td>$Z \to \mu\mu$ 14</td>
<td>14</td>
<td>200</td>
</tr>
<tr>
<td>Minimum bias 14</td>
<td>14</td>
<td>200</td>
</tr>
</tbody>
</table>

have been processed through a full simulation of the ATLAS detector geometry and response [47] using the Geant4 [48] toolkit.

3 ATLAS detector and trigger upgrades for the HL-LHC

The HL-LHC is expected to operate at a center-of-mass energy $\sqrt{s} = 14$ TeV, providing a peak luminosity of $\sim 5 \times 10^{34}$ cm$^{-2}$s$^{-1}$ with a pile-up of $\langle\mu\rangle = 200$. A total integrated luminosity of 3000 fb$^{-1}$ is expected at the end of the operations. The ATLAS collaboration has planned an extensive detector and trigger upgrade plan to cope with a luminosity ten times higher. The upgrade strategy is described in detail in the Phase-II Scoping Document [27]. For the purpose of this note, an overview of the upgrade plans of the ATLAS muon spectrometer in the barrel region ($|\eta| < 1$) [49] and of the muon trigger and data acquisition [28] will be presented in detail.

The ATLAS experiment plans to increase the maximum rate capability of the first trigger level (Level-0, L0) to 1 MHz at 10 $\mu$s latency. This requires new electronics for the MS. The replacement of the precision chamber read-out electronics will make it possible to include their data in the L0 decision and thus to increase the selectivity of the muon trigger. The acceptance of the present Resistive Plate Chamber (RPC) trigger system in the barrel region will be increased from 75% to 95% by the installation of additional thin-gap RPCs with a substantially increased high-rate capability compared to the current RPCs. In Figure 2, a transverse section of the barrel region is presented, showing the four layers of RPC chambers: the new RPC0 layer, also called Barrel Inner (BI), the two Barrel Middle (BM) RPC1-2 layers and the Barrel Outer (BO) RPC3 layer.

The new L0 muon trigger is designed to operate on the same principle as the Run-2 identification algorithm that runs at hardware level. The algorithm requires a coincidence of hits in the different RPC layers within a $\Delta\eta \times \Delta\phi$ window pointing to the IP. The width of the window is related to the transverse momentum ($p_T$) threshold of the trigger. Different quality requirements are made on number of hits fully exploiting the four layers layout. The L0 will provide good efficiency at a moderate rate for low threshold single muon triggers. The expected RPC trigger system improvement in terms of acceptance $\times$ efficiency is shown in Figure 3 for prompt muons with $p_T = 25$ GeV. The efficiency of the current Run-2 setup, that requires a coincidence on all existing layers (BM-BM-BO) called "3/3 chambers" trigger, is shown by the red histogram. At the HL-LHC the additional RPC layer will be exploited requiring coincidence on 3 out of 4 layers ("3/4...
4. New proposed triggers

Hidden Sector scenarios can produce signatures which are not identified by the standard trigger system. The standard ATLAS triggers are optimised to select prompt events and are very inefficient in the selection of displaced objects. The upgraded detector will offer a great opportunity to implement dedicated triggers to improve the selection of displaced muons.

Two new trigger selections have been studied in this work: one dedicated to triggering on collimated LJs in boosted scenarios, based on requiring muons in a single RoI; a second one dedicated to triggering on non-boosted scenarios, loosening the pointing requirements applied in Run-2. With these new approaches it is possible to choose a lower single muon $p_T$ threshold as compared to the Run-2 configuration, improving...
the selection efficiency of events with displaced muon pairs without increasing significantly the trigger rate.

4.1 Comparison between the Run-2 and the HL-LHC baseline setups

The efficiency of the low-level trigger of the Run-2 setup has been compared to the efficiency of the low-level trigger of the HL-LHC setup, using FRVZ 'medium' MC samples simulated for 13 TeV and 14 TeV conditions. The single muon trigger with \( p_T = 20 \) GeV threshold has been used and only events with truth muons in the barrel region \(|\eta| < 1.05\) have been considered. Figure 4 shows the \( p_T = 20 \) GeV Run-2 (blue) and the L0 HL-LHC (red) low level muon trigger efficiency as a function of the truth transverse decay position (Lxy) of the \( \gamma_d \). As expected, the HL-LHC L0 has a higher efficiency with respect to the Run-2 low level for decays that happen before the new BI RPC layer (~ 5 m). The two drops at ~ 6 m and ~ 7 m correspond to the \( \gamma_d \) decaying after the BI and the BM RPC layer, respectively. The \( p_T = 20 \) GeV threshold results in a reduced efficiency at small decay length that correspond to decays of low boosted dark photons.

4.2 L0 multi-muon scan trigger

In a scenario with highly boosted \( \gamma_d \), the decay muons are close-by and likely fall in the same RoI. Figure 5 shows the opening \( \Delta \phi \) angle of the two out-going muons of the dark photon decay as a function of the \( p_T \) of the leading muon for the 'medium' MC FRVZ sample: most of the signal is between 10 and 20 GeV, and both muons fall in the same RoI. The Run-2 system is able to select only one muon candidate per RoI. Due to the high single muon trigger rate, it is not possible to go below the 20 GeV threshold, resulting in a major loss of events.
A new approach is proposed to include in the sector logic multiple trigger candidates in the same RoI. This would allow the design of a new trigger selection called 'L0 multi-muon scan’ with lower $p_T$ thresholds resulting in a higher efficiency without increasing sensibly the trigger rate.

The new trigger algorithm is designed to analyze hit patterns in the MS. As a first step, the algorithm searches for the pattern with the highest number of hit points, called best pattern, in the MS to form the primary L0 muon candidate. Then all the other possible hit patterns, not compatible with the best pattern, are searched for in the same RoI to form the secondary L0 muon candidates. A quality cut is applied to reduce the influence of noisy hits, requiring patterns with hits on at least three different RPC layers. Patterns are requested to not share RPC hits. If at least one secondary pattern is found, an additional L0 muon is assumed to be found in the RoI. The new L0 trigger algorithm is defined by the logical OR of a
single muon L0 with $p_T = 20$ GeV threshold and a multi-muon L0 with $p_T = 10$ GeV threshold. The fake rate of the multi-muon trigger depends on the angular separation between the patterns found in the RoI. A minimal angular separation in the $\phi$ plane between the secondary pattern and the best one, $\Delta \phi_{\text{RoI}}$, is required to lower the fake rate. The angular separation $\Delta \phi_{\text{RoI}}$ is defined as a 'resolution parameter' and it is the only input to the algorithm. In order to fix the value of the resolution parameter, the efficiency of the proposed L0 trigger algorithm has been studied as a function of the resolution parameter for the 'medium' benchmark signal FRVZ sample. The fake rate of the trigger as a function of the resolution parameter has also been studied. The fake rate has been estimated using a sample of $Z \to \mu\mu$ decays simulated with HL-LHC conditions, by evaluating the trigger rate of events with single muons in the RoI. Figure 6 shows the trigger efficiency for the 'medium' signal FRVZ model and the fake rate as a function of the $\Delta \phi_{\text{RoI}}$ parameter. The efficiency is defined as the number of triggered events over the number of total events. The $\Delta \phi_{\text{RoI}} = 0.01$ value for the resolution parameter has been adopted as basic selection (working point), this is the best compromise between efficiency and fake rate. The rate of the proposed L0 trigger is evaluated on the minimum bias MC sample and is estimated to be 13 kHz at $5 \times 10^{34}$ cm$^{-2}$s$^{-1}$. From this estimate of the trigger rate we can assume the multijet background contamination to be small, a more complete study on multijet cannot be performed due to the limited samples statistics.

Figure 6: L0 multi-muon scan trigger efficiency for the 'medium' FRVZ signal sample in black (left axis) and fake rate in red (right axis) as a function of the resolution parameter $\Delta \phi_{\text{RoI}}$. In the separate box the Run-2 standard $p_T = 20$ GeV (L1_MU20) trigger efficiency is shown for comparison.

Figure 7 shows the L0 multi-muon scan trigger efficiency as a function of the truth opening angle $\Delta \phi(\mu, \mu)$ between the two muons of the $\gamma_d$ decay. As reference, two single muon selections are shown with 10 (L0_MU10) and 20 (L0_MU20) GeV $p_T$ threshold. Moreover a preselection is made at truth level to select events with leading muon $p_T > 10$ GeV and sub-leading muon $p_T > 5$ GeV. The results are presented for both the 'short' and the 'medium' FRVZ MC samples. The opening angle $\Delta \phi(\mu, \mu)$ depends on both the decay distance and transverse momentum of the $\gamma_d$. For very small $\Delta \phi(\mu, \mu)$ the 'short' sample is expected to have on average larger $p_T$ of the $\gamma_d$ with respect to the 'medium' sample, and therefore the trigger efficiency is larger for this sample. At larger $\Delta \phi(\mu, \mu)$ both samples are expected to have the same trigger efficiency. An overall improvement up to 7% is achieved with respect to the baseline $p_T = 20$ GeV selection.

Figure 7: Efficiency for different trigger selections as a function of the opening angle of the two muons of the $\gamma_d$ decay. Single muon with 10 (L0_MU10) and 20 (L0_MU20) GeV $p_T$ threshold are shown in red and blue, respectively. The L0 multi-muon scan trigger is shown in green.

4.3 L0 sagitta muon trigger

Considering a different scenario with unboosted $\gamma_d$, the out-going muons may not be pointing to the IP. The L1 Run-2 trigger has a tight constraint on selecting only pointing muons resulting in non optimal selection of these exotic signatures.

The benchmark FRVZ sample with 10 GeV $\gamma_d$ mass can be used to study a new trigger to select events with displaced non-pointing muons. In this sample the muons produced in the $\gamma_d$ decay have a large track impact parameter $z_0$, defined as the minimum distance in the z coordinate (along the beam axis) of the muon track extrapolated to the IP. Figure 8 shows the $z_0$ distribution as a function of the truth transverse momentum of the muons. The efficiency of the low level Run-2 muon triggers rapidly drops to zero for values of $|z_0| \geq 100$ mm: the transverse momentum of the non-pointing muon is mis-reconstructed due to the pointing constraint to the IP, resulting in a underestimation of the true $p_T$ value. As an example, a non-pointing muon that would have passed the $p_T = 20$ GeV trigger threshold is often only triggered by a 5 GeV threshold.

To recover this loss of efficiency, a new muon trigger, called 'L0 sagitta muon', and based on the sagitta method is proposed. The sagitta, defined as the vertical distance from the midpoint of the arc of the muon trajectory itself, can be used to estimate the momentum of a charged particle travelling inside a magnetic field. The sagitta of a muon track can be computed at the L0 trigger level using $\eta - \phi$ measurement points in the BI, BM and BO RPC stations. The map between the inverse of the sagitta and the muon transverse momentum has been studied using a MC sample of single muons generated according to a uniform transverse momentum distribution. Figure 9 shows the distribution of the inverse of the sagitta as a function of the truth muon transverse momentum, the profile is also superimposed. The mean value of the inverse of the sagitta for $p_T = 20$ GeV pointing truth muon is $s^{-1} = 9 \times 10^{-6}$ mm$^{-1}$. High transverse momentum non-pointing muons can be thus selected using a L0 muon trigger with low $p_T = 5$ GeV threshold, computing the inverse of the sagitta and requesting a cut on $s^{-1} \leq 9 \times 10^{-6}$ mm$^{-1}$.

The performance of the L0 sagitta muon trigger has been studied with the FRVZ benchmark MC sample

---

2 The midpoint is defined as the middle point of a segment
3 The chord of a circle is a line segment that connects two points of the circle itself
4 The arc is a portion of the circumference of a circle.
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Figure 8: $z_0$ muon impact parameter as a function of the truth muon transverse momentum in the FRVZ MC sample with $10 \text{ GeV } \gamma_d$'s.

Figure 9: Inverse of the sagitta of pointing muons as a function of the muon truth transverse momentum. The profile of the inverse of the sagitta over the muon transverse momentum is overlaid in red.

with $m_{\gamma_d} = 10 \text{ GeV}$. Figure 10 shows the efficiency, as a function of the muon transverse momentum, of the L0 $p_T = 20 \text{ GeV}$ muon trigger (red), the L0 sagitta muon trigger (blue) and the logical OR of the two triggers (green). A $\sim 20\%$ improvement in efficiency is achieved by adding the new trigger.

The L0 sagitta muon trigger has been tested on single pointing muon events generated with a flat $p_T$ in the range 1-50 GeV. Figure 11 shows the standard 20 GeV muon trigger efficiency (red) and the L0 sagitta muon trigger efficiency when the $p_T = 20 \text{ GeV}$ trigger has not fired (blue) as a function of the muon transverse momentum. The contamination from low $p_T$ muons is low. Furthermore, it can be further reduced via tuning of the sagitta threshold.

5 Prospects for Run-3 and the HL-LHC

The evaluation of the expected sensitivity of the displaced dark photon search after Run-3 and HL-LHC operations is based on the 2015+2016 Run-2 ATLAS analysis. This analysis, which is in the finalisation phase and uses 36 fb$^{-1}$ of 13 TeV data, improves the early Run-2 analysis based on 3.4 fb$^{-1}$ [23] by making
5.1 Event selection and background estimation in the Run-2 analysis

Only dark photons decaying to muons after the pixel detector and before the BM RPC trigger chambers are considered. Muons are reconstructed using information from the MS only (no match with an Inner Detector (ID) track is required). At least two muons reconstructed in a \( \Delta R = 0.4 \) cone, isolated with respect to calorimeter jets, identify a dark photon decay to muons (muonic LJ). The search is limited to a pseudorapidity interval \(-2.4 \leq \eta \leq 2.4\), rejecting events in the barrel-endcap transition region \(1.0 \leq |\eta| \leq 1.1\). Only events with two muonic lepton-jets are selected.

Multijet events and cosmics-rays are the sources of background to the muonic lepton-jet signal. In Run-2 analysis the secondary cosmics-ray background contributes around 7% of the total background and depends
only on the duration time of data taking, therefore it is expected to be a marginal background for the Run-3 and HL-LHC prospects. The residual cosmics-ray background in the signal region is estimated by applying the analysis selection to empty bunch crossing data and then scaling the remnant events to the filled bunch crossing data.

The multijet background is reduced using track isolation around the muonic lepton-jet direction: displaced muonic lepton-jet are expected to be highly isolated in the inner tracker. The track isolation ($\sum p_T$) is defined as the sum of the transverse momenta of the tracks reconstructed in the inner tracker and matched to the primary vertex of the event, in a $\Delta R = 0.4$ cone around the muonic lepton-jet direction. Residual multijet background has been estimated with a data-driven ABDC method, relying on the assumption that the background events distribution can be factorised in a plane of two uncorrelated variables in four sub-regions and expecting most of the signal events in only one of them. The two uncorrelated variables used in the ABCD methods are the maximum value of the $\sum p_T$ of the two muonic lepton-jets and the opening angle of the two muonic lepton-jets in the azimuthal plane ($|\Delta \phi|$). The opening angle $|\Delta \phi|$ is expected to be large as the dark photons in the FRVZ model are produced almost back-to-back.

5.2 Extrapolations of Run-2 results to Run-3 and HL-LHC

Run-2 results have been extrapolated to Run-3 and HL-LHC assuming an integrated luminosity at the end of the operations respectively of 300 fb$^{-1}$ and 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. Analysis selection and detector efficiency for Run-3 and HL-LHC are considered to be the same of the Run-2 analysis. The extrapolation procedure is described below.

For the extrapolation to Run-3 at 300 fb$^{-1}$ and $\sqrt{s} = 14$ TeV, considering no change in pileup with respect to Run-2, signal events and multijet background events have been scaled according to the difference in integrated luminosity and centre-of-mass energy. The cosmics-ray background is assumed to scale with duration of data taking, a scale factor of 2.5 has been assumed.

For the extrapolation to HL-LHC, in addition to the difference in integrated luminosity, a scale factor has been considered to take into account the increase in centre-of-mass energy from 13 TeV to 14 TeV and the pileup conditions up to 200 interactions per bunch crossing. The scale factor is calculated directly from the comparison between the simulated MC samples at HL-LHC conditions and the simulated MC samples with Run-2 conditions. The resulting scaling factor are 1.25 for multijet events and 1.13 for the FRVZ signal model. The cosmics-ray background is assumed to scale with duration of data taking, comparing Run-2 to the expected 12 years duration of the HL-LHC data taking, a scale factor of 6 has been assumed. Moreover, since the Run-2 analysis is sensitive to $\gamma_d$ with mass up to 2 GeV, we can assume an improvement in signal selection of 7% by adopting the L0 multi-muon scan trigger selection discussed in Sec. 4.2.

The expected number of background and signal events after Run-3 and HL-LHC data taking are summarised in Table 3.

5.3 Uncertainties

Uncertainties have been extrapolated from the Run-2 reference analysis. The statistical sources of uncertainties have been scaled with the expected integrated luminosity, for both Run-3 and HL-LHC. The systematic uncertainties for Run-3 have been assumed to be the same as in the Run-2 analysis.
Table 3: Expected number of background and FRVZ signal events after Run-3 and HL-LHC operations. Statistical errors only are presented and $BR(\gamma_d \rightarrow \mu \mu) = 45\%$ is used. Cosmics-ray events are subtracted.

<table>
<thead>
<tr>
<th>Muonic channel</th>
<th>$\sqrt{s}$ TeV</th>
<th>Expected background</th>
<th>Expected signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run-3</td>
<td>14</td>
<td>930 ± 12 (stat.)</td>
<td>5325 ± 213 (stat.)</td>
</tr>
<tr>
<td>HL-LHC</td>
<td>14</td>
<td>11685 ± 48 (stat.)</td>
<td>65648 ± 2626 (stat.)</td>
</tr>
</tbody>
</table>

For the HL-LHC projection systematic uncertainties have been evaluated according to the specifications of the ATLAS collaboration for upgrade studies [50]. The upgraded ATLAS detector is assumed to perform at least as well as in Run-2, therefore analysis specific uncertainties (like reconstruction and trigger efficiency) have been considered to be the same as in the Run-2 analysis. The systematic uncertainty on the jet energy resolution has been taken to be the same as in the Run-2 analysis, whilst the uncertainty on the jet energy scale has been halved. The high pileup conditions during the HL-LHC operations will affect the efficiency of the track isolation variable used in the Run-2 analysis. The effect of the higher pile-up on the $\sum p_T$ has been evaluated by computing the efficiency of $\sum p_T$ selection for isolated muons from the $Z \rightarrow \mu \mu$ decay, using the MC samples generated with different pileup conditions. The distributions of the isolation efficiency as a function of the isolation variable $\sum p_T$ for four different samples with an increasing number of interaction vertices are shown in Figure 12. The systematic uncertainty has been assumed to be 18%, corresponding to the maximum variation of the efficiency at $\sum p_T = 4.5$ GeV which is the value that defines the signal region in the Run-2 analysis. Finally the uncertainty on the integrated luminosity of the full HL-LHC dataset has been assumed to be 1%. A summary of the systematic uncertainties is given in the Table 4.

Figure 12: Isolation efficiency as a function of $\sum p_T$ for four intervals of the number of reconstructed interaction vertices per event in a $Z \rightarrow \mu \mu$ MC sample.

5.4 Results

The CLs method [51] has been used to set upper limits at 95% CL on the cross-section times branching fraction of $H \rightarrow 2\gamma_d + X$ as a function of the $\gamma_d$ lifetime, considering a 45% dark photon branching ratio to muons.
Table 4: Summary of the systematic uncertainties used for sensitivity extrapolation to Run-3 and HL-LHC.

<table>
<thead>
<tr>
<th>Systematic uncertainty</th>
<th>Run-3</th>
<th>HL-LHC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>2.2</td>
<td>1.0</td>
</tr>
<tr>
<td>Reconstruction efficiency $\gamma_d$</td>
<td>9.7</td>
<td>9.7</td>
</tr>
<tr>
<td>Effect of pile-up on $\Sigma p_T$</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>Reconstruction of the $p_T$ of the $\gamma_d$</td>
<td>5.1</td>
<td>5.1</td>
</tr>
<tr>
<td>Pile-up</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>5.0</td>
<td>2.5</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 5: Ranges of $\gamma_d c_\tau$ excluded at 95 % CL for $H \rightarrow 2\gamma_d + X$ assuming $\text{BR}(H \rightarrow 2\gamma_d + X) = 10 \%$ and $\text{BR}(H \rightarrow 2\gamma_d + X) = 1 \%$.

<table>
<thead>
<tr>
<th>Excluded $c_\tau$ [mm] muonic-muonic</th>
<th>Run-2</th>
<th>Run-3</th>
<th>HL-LHC</th>
<th>HL-LHC w/ L0 muon-scan</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{BR}(H \rightarrow 2\gamma_d + X)=10 %$</td>
<td>$2.2 \leq c_\tau \leq 111$</td>
<td>$1.15 \leq c_\tau \leq 435$</td>
<td>$0.97 \leq c_\tau \leq 553$</td>
<td>$0.97 \leq c_\tau \leq 597$</td>
</tr>
<tr>
<td>$\text{BR}(H \rightarrow 2\gamma_d + X)=1 %$</td>
<td>-</td>
<td>$2.76 \leq c_\tau \leq 102$</td>
<td>$2.18 \leq c_\tau \leq 142$</td>
<td>$2.13 \leq c_\tau \leq 148$</td>
</tr>
</tbody>
</table>

Results for the three different scenarios are presented in Figure 13: 300 fb$^{-1}$ after Run-3, 3000 fb$^{-1}$ after HL-LHC and 3000 fb$^{-1}$ after HL-LHC including the multi-muon scan trigger improvement. Table 5 shows the excluded $c_\tau$ ranges assuming $\text{BR}(H \rightarrow 2\gamma_d + X) = 10 \%$ and $\text{BR}(H \rightarrow 2\gamma_d + X) = 1 \%$.

The exclusion limits are re-interpreted in the context of the vector portal model. The exclusion contour plot in the plane defined by the $\gamma_d$ mass and the kinetic mixing parameter $\varepsilon$ is presented in Figure 14. Two different scenarios are shown assuming a Higgs decay branching fraction to the hidden sector of 1%:

300 fb$^{-1}$ after Run-3, 3000 fb$^{-1}$ after HL-LHC including multi-muon scan trigger improvement.

---

5 Results for 10% BR are visually very similar to the 1% ones in log-scale and are not shown in the figure.
Figure 13: 95% CL upper limit on the cross-section times branching fraction of $H \rightarrow 2\gamma_d + X$ as a function of the $\gamma_d$ lifetime, considering 45% dark photon branching ratio to muons. Three different scenario are considered: 300 fb$^{-1}$ after Run-3 (top), 3000 fb$^{-1}$ after HL-LHC (right) and 3000 fb$^{-1}$ after HL-LHC including multi-muon scan trigger improvement (left).

6 Conclusions

Two new muon trigger algorithms to improve the selection of displaced dark photons decaying to muons at the HL-LHC have been presented. The performance of the two triggers has been evaluated on MC simulated events based on a simplified model that predicts the Higgs boson decay to dark photons pairs. A first trigger, the L0 multi-muon scan trigger, has been designed to improve trigger efficiency for close-by muon pairs. Tests on the MC benchmark sample show a gain in efficiency of $\sim$7% with respect to the baseline selection used in Run-2. A second trigger, the L0 sagitta muon trigger, has been designed to trigger on displaced non-pointing muons. An efficiency improvement of $\sim$20% is achieved on the benchmark MC sample with respect to the Run-2 baseline selection.
Figure 14: Exclusion contour plot in the plane defined by the $\gamma_d$ mass and the kinetic mixing parameter $\epsilon$. Two different scenarios are shown assuming a Higgs decay branching fraction to the hidden sector of 1%: 300 fb$^{-1}$ after Run-3 (red) and 3000 fb$^{-1}$ after HL-LHC including multi-muon scan trigger improvement (orange).

Sensitivity prospects of the ATLAS dark photon search for Run-3 and HL-LHC have been estimated at the expected integrated luminosity of 300 fb$^{-1}$ and 3000 fb$^{-1}$ respectively, extrapolating the results of the Run-2 search. The 95% CL exclusion limit on the dark photon average $c\tau$ is expected to improve, extending the lower bound down to 0.97 mm and the upper bound up to 597 mm, assuming a branching ratio of the Higgs boson decay to the Hidden sector of 10%. Moreover, the search at the HL-LHC is expected to probe BR$(H \to 2\gamma_d + X)$ down to $\sim 1\%$, where the Run-2 analysis lacks of sensitivity.
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A study of the expected discovery sensitivity and exclusion power of a search for new invisible particles in events with a Z boson and missing transverse momentum at the high-luminosity LHC is presented. Sensitivity estimates are derived from a CMS Run 2 result with the use of rescaling techniques. Different scenarios of integrated luminosity and systematic uncertainties are explored, and results are presented in the parameter space of a simplified model of dark matter production with a spin-1 mediator, as well as a simplified model with a pseudoscalar mediator and second Higgs doublet.
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1 Introduction

One of the most important open questions in physics today is the origin and nature of dark matter (DM). At the end of Run 2 of the LHC, no evidence has been found that DM particles are produced in proton-proton collisions. In this document, the discovery sensitivity and exclusion potential of a search for DM particles in collision events with a Z boson and missing transverse momentum $p_T^{\text{miss}}$ at the high-luminosity LHC (HL-LHC) is explored, where the Z boson decays to either a pair of electrons or muons.

The results are interpreted in the context of simplified models of DM production. As a general benchmark, a scenario with a vector mediator $Z'$ and Dirac fermion DM candidate $\chi$ is considered. In addition to the masses of these particles, $m_{\text{med}}$ and $m_{\text{DM}}$, the model has two free coupling parameters: $g_q$, the universal mediator-quark coupling, and $g_{\text{DM}}$, the mediator-DM coupling. Following the recommendations of the LHC DM forum [1], default coupling values of $g_q = 0.25$ and $g_{\text{DM}} = 1$ are chosen.

In addition, a model with a pseudoscalar mediator and a second Higgs doublet, referred to as a+2HDM, is considered [2]. The addition of a second Higgs doublet results in the presence of two new neutral and charged scalars $H$ and $H^\pm$, as well as an additional pseudoscalar $A$. The $a$ and $A$ bosons mix, resulting in the possibility of $H \rightarrow aZ$ decays. The $a$ boson subsequently decays to DM particles, resulting in an overall $Z + p_T^{\text{miss}}$ signature. The DM candidate is assumed to be a Dirac fermion. Parameter choices follow the recommendations from the LHC DM working group [3] based on the work of Ref. [2]. To ensure compatibility with the measurements of the coupling strengths of the known h(125) boson, the coupling strength of the $H$ boson to the SM gauge bosons $\cos(\beta - \alpha)$ is set to zero (“alignment limit”). Constraints from precision measurements of the properties of the W and Z bosons are evaded by setting the masses of the heavy bosons to be equal $m_H = m_{H^\pm} = m_A$. The ratio of the vacuum expectation values of the two Higgs doublets is chosen to be $\tan(\beta) = 1$, and the mass of the DM candidate is $m_{\text{DM}} = 10$ GeV. To ensure perturbativity of the model, the mixing angle of the $a$ and $A$ bosons is set to $\sin(\theta) = 0.35$, and the quartic couplings in the extended Higgs sector are chosen to be $\lambda_{P_1} = \lambda_{P_2} = \lambda_{P_3} = 3$. All one-loop diagrams for $gg \rightarrow \ell\ell\chi\chi$ are taken into account. For the parameter space covered in this analysis, the width of the heavy scalar $H$ ranges between 5% at $m_H = 500$ GeV and 30% at $m_H = 2$ TeV. Due to the large relative width at large $m_H$, the H boson is dominantly produced off-shell with a mass much lower than the $m_H$ parameter. This ensures that even at high values of $m_H$, the Z boson is not overly boosted and the leptons from its decay are well separated.

The main kinematic differences between the two signal models are visible in the distributions of $p_T(Z)$ and $p_T^{\text{miss}}$. While these distributions are strictly nonresonant in the case of the vector mediator scenario, there is a Jacobian peak present in the distributions of both variables for the a+2HDM model, which is caused by the resonant $H \rightarrow aZ$ decay. The peaking structure is generally attractive for this search as it facilitates the discrimination between the signal and the fully nonresonant backgrounds. Representative Feynman diagrams for the signal processes in both models are shown in Fig 1.

2 Method

The strategy and implementation of this analysis follows directly that of Ref. [4], which is a search for the production of beyond the standard model particles, such as dark matter particles, that show no detector interaction. A possible signal is constrained by considering the production of such invisible particles in association with a Z boson decaying to either a pair of
Figure 1: Representative leading-order Feynman diagrams of the signal processes in the simplified model with a vector mediator $Z'$ and DM candidate $\chi$ (left), as well as the a+2HDM model (right). In the case of the a+2HDM scenario, box diagrams without a heavy scalar particle are also taken into account, but give a sub-dominant contribution in the parameter range of interest.

electrons or muons.

The sought-after signal topology is a well-reconstructed $Z$ boson and large missing transverse momentum. Missing transverse momentum is calculated as transverse component of the vector sum of all particle-flow particle momenta in an event [5]. In the following, this vector is referred to as $p_T^{miss}$, while its magnitude is referred to as $p_T^{miss}$. Except for the effects of initial state radiation, the invisible particles and the $Z$ boson are expected to be produced back-to-back in the laboratory frame, and the signal selection thus focuses on extracting events in a balanced topology. The exact selection criteria are listed in Tab. 1.

In addition to the signal region (SR), the following control regions are used:

- Opposite-flavour lepton region: Same selection as SR, but using $e\mu$ instead of $ee/\mu\mu$ events. This region is used to estimate nonresonant backgrounds such as $t\bar{t}$ and WW production.
- Low-$p_T^{miss}$ region: Same selection as SR, except $50 < p_T^{miss} < 200$ GeV. This region is used to derive the normalization for the Drell-Yan process.
- 3-lepton/4-lepton regions: Same selection as SR except requiring 3 or 4 leptons instead of 2 and using emulated $p_T^{miss}$ instead of the standard reconstructed $p_T^{miss}$ to evaluate all selection criteria. From all opposite-sign same-flavour combinations of leptons, the pair with the invariant mass closest to the nominal mass of the $Z$ boson is used to reconstruct the $Z$ candidate. Emulated $p_T^{miss}$ is calculated by excluding the charged leptons that are not part of the $Z$ candidate from the $p_T^{miss}$ calculation. The goal of this procedure is to mimic the effect of not reconstructing the lepton from the decay of the $W$ boson ($WZ$) or substituting the $Z$ boson decay mode from $Z \to \ell\ell$ to $\nu\bar{\nu}$ ($ZZ$). The emulated $p_T^{miss}$ in the control regions is then representative of the standard $p_T^{miss}$ in the signal region. These regions are used to constrain the $WZ$ and $ZZ$ processes.

The signal extraction is performed using a maximum-likelihood (ML) fit to the $p_T^{miss}$ spectrum in signal and control regions. The fit strategy of Ref. [4] is extended by introducing one freely floating normalization parameter for each (emulated) $p_T^{miss}$ bin. These parameters have a multiplicative effect on the yield of the $WZ$ and ZZ background contributions and are correlated between both processes, as well as between signal and control regions, but uncorrelated between the (emulated) $p_T^{miss}$ bins. Effectively, this implementation allows the full shape of the background distribution of (emulated) $p_T^{miss}$ to be determined from data, while constraining
the ratio between the WZ and ZZ contributions in signal and control regions to the values predicted in simulation. It is therefore well suited to the case of large integrated luminosities, where large event yields in signal and control regions are expected. An example of a successful application of this method is given in Ref. [6].

Simulated samples of the relevant background processes are used as inputs to the ML fit. The dominant ZZ and WZ, as well as the $t\bar{t}$ and WW contributions making up the nonresonant backgrounds, are simulated using POWHEG at next-to-leading order (NLO) in quantum chromodynamics (QCD) [7–9]. For WZ and ZZ, scale factors are applied to account for NNLO QCD and NLO electroweak corrections [10–14]. The Drell-Yan process is simulated using Madgraph5_aMC@NLO at NLO in QCD with up to two additional partons at the matrix element level [15, 16]. Signal samples for the scenario with a vector mediator are generated using the implementation of Ref. [17] with Madgraph5_aMC@NLO version 2.2.2 at NLO in QCD with up to one additional parton at the matrix element level. Events for the a+2HDM scenario are produced using Madgraph5_aMC@NLO version 2.4.2 at leading order in QCD without additional partons using the implementation of Ref. [2]. The parton distribution functions (PDFs) in all samples are modeled using NNPDF3.0 NLO [18], except for the a+2HDM case, which uses NNPDF3.1 NNLO [19].

For all simulated samples, parton showering is applied using PYTHIA version 8.2 [20] with the CUETP8M1 tune for the underlying event description [21]. A full implementation of the CMS detector in GEANT4 [22] is used to simulate the detector response. The samples are processed with the CMS detector configuration and data taking conditions of the 2016 data taking period.

Systematic uncertainties are comprised of experimental and theoretical uncertainties. The main experimental uncertainties are related to the energy scale of identified objects (approximately 1% for leptons, less than 3% for jets), and lepton identification efficiencies (approximately 1% per lepton). Theoretical uncertainties related to the choice of parton distribution functions amount to approximately 2% for the background and signals alike. The uncertainty related to the choice of renormalization and factorization scales is up to 10% for the background and 5% for signals. The dominant theoretical uncertainty is related to missing mixed electroweak-QCD higher order corrections in the WZ and ZZ processes and is estimated as the product of the LO to NLO scale factors in both QCD and electroweak. This uncertainty ranges from approximately 10% for $p_T^{\text{miss}} = 200$ GeV up to 30% for $p_T^{\text{miss}} > 800$ GeV.

Any relevant differences between the HL-LHC and Run 2 conditions are covered by event-by-event rescaling procedures. The following scaling procedures are applied:

- Center-of-mass energy: The change from $\sqrt{s} = 13$ TeV to $\sqrt{s'} = 14$ TeV is incorporated by recalculating the PDF weight for each event with shifted values of the Bjorken $x$ variables for the incoming partons $1, 2$: $x_{1/2} \rightarrow x'_{1/2} = \frac{\sqrt{s}}{\sqrt{s'}} x_{1/2}$. The event-by-event weights are derived using the LHAPDF interface [26]. The method is validated on dedicated simulation samples produced at different values of $\sqrt{s}$ and a good agreement between the reweighted samples and the validation samples is observed.

- Experimental $p_T^{\text{miss}}$ performance: The large instantaneous luminosity at the HL-LHC will come at the cost of an increase in the number of collision events per bunch crossing, referred to as pileup (PU). For this analysis, an average number of PU events of 200 is considered. This may result in a degradation of the $p_T^{\text{miss}}$ resolution compared to the Run 2 case [27]. Based on studies of simulated events with both Run 2 and HL-LHC conditions with current reconstruction methods, the $p_T^{\text{miss}}$ resolution
Table 1: Requirements for the signal region selection. The requirements fall in three categories: Lepton selection, vetoes based on the multiplicities of hadronic objects, dilepton candidate selection, and high-$p_T^{\text{miss}}$ back-to-back topology requirements. The requirements are identical to those of Ref. [4], except for the $p_T^{\text{miss}}$ requirement, which has been increased to remove increased background contributions at low $p_T^{\text{miss}}$ due to degraded $p_T^{\text{miss}}$ resolution at high PU. Jets are clustered using the anti-$k_T$ algorithm [23] implemented in the FastJet program [24] with a radius parameter of 0.4. Bottom quark jets are identified using the CSVv2 algorithm [25]. The dilepton angular separation is defined as $\Delta R = \sqrt{(\eta(\ell_1) - \eta(\ell_2))^2 + (\phi(\ell_1) - \phi(\ell_2))^2}$.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of charged leptons</td>
<td>= 2, with opposite charge, same flavour</td>
</tr>
<tr>
<td>Muon $p_T$</td>
<td>&gt; 20 GeV</td>
</tr>
<tr>
<td>Leading (trailing) Electron $p_T$</td>
<td>&gt; 25 (20) GeV</td>
</tr>
<tr>
<td>Jet multiplicity</td>
<td>$\leq$ 1 jet with $p_T &gt; 30$ GeV</td>
</tr>
<tr>
<td>b Jet multiplicity</td>
<td>No b jet $p_T &gt; 20$ GeV</td>
</tr>
<tr>
<td>Hadronic $\tau$ multiplicity</td>
<td>No $\tau$ with $p_T &gt; 18$ GeV</td>
</tr>
<tr>
<td>Dilepton mass</td>
<td>$</td>
</tr>
<tr>
<td>Dilepton $p_T$</td>
<td>&gt; 60 GeV</td>
</tr>
<tr>
<td>Dilepton $\Delta R$</td>
<td>&lt; 1.8</td>
</tr>
<tr>
<td>$p_T^{\text{miss}}$</td>
<td>&gt; 200 GeV</td>
</tr>
<tr>
<td>$\Delta\phi(p_T^{\ell\ell}, p_T^{\text{miss}})$</td>
<td>&gt; 2.6</td>
</tr>
<tr>
<td>$</td>
<td>p_T^{\text{miss}} - p_T^{\ell\ell}</td>
</tr>
<tr>
<td>$\Delta\phi(p_T^{\ell\ell}, p_T^{\text{miss}})$</td>
<td>&gt; 0.5 rad</td>
</tr>
</tbody>
</table>
3. Results

is expected to be worse at the HL-LHC by a factor of 1.5 − 2, depending on the value of the generator-level $p_T^{\text{miss}}$. As a conservative choice, a resolution degradation by a constant factor of 2 is assumed for this analysis, which is incorporated in simulated events by artificially increasing the vectorial difference between the generated and reconstructed $\vec{p}_T^{\text{miss}}$ vectors by a factor of two,

$$(\vec{p}_T^{\text{miss}}(\text{reco}) - \vec{p}_T^{\text{miss}}(\text{gen})) \rightarrow 2 \times (\vec{p}_T^{\text{miss}}(\text{reco}) - \vec{p}_T^{\text{miss}}(\text{gen})).$$

- Luminosity: The normalization of simulation samples is scaled to values of the integrated luminosity between 300 fb$^{-1}$ and 3 ab$^{-1}$.

3 Results

The distribution of $p_T^{\text{miss}}$ in the signal region is shown in Fig. 2. Signal significances and exclusion limits are calculated with the asymptotic approximation of the CLs method [28–31]. The significance is calculated as the quantile of a two-sided Gaussian distribution corresponding to the probability that an observed excess caused by a signal of unit signal strength could be the result of a statistical fluctuation of the standard model backgrounds. It is given in units of the standard deviation of the Gaussian distribution. For all interpretations, three systematic uncertainty scenarios are considered:

- **Run 2 syst. uncert.**: Systematic uncertainties are estimated to be of the same size as the Run 2 analysis [4]. This scenario does not consider any possible future improvements to the systematic uncertainties.

- **YR18 syst. uncert.**: The effect of expected future improvements in the control of systematic uncertainties is included according to the conventions of the 2018 CERN yellow report (YR18) [32]. Theoretical and experimental uncertainties are reduced by 50%, and the statistical uncertainties due to the finite size of the simulation samples are neglected. This scenario is the current best estimate of what can be achieved at the HL-LHC.

- **Stat. uncert. only**: Only statistical uncertainties are considered. This scenario demonstrates the maximal reach of the analysis strategy if systematic uncertainties are negligible.

The discovery significance and signal strength exclusion limits for a signal in the vector mediated simplified model are shown in Fig. 3. The sensitivity to a signal in this scenario does not depend strongly on the value of the DM candidate mass $m_{\text{DM}}$ as long as $m_{\text{med}} < m_{\text{med}}/2$ and the results are thus shown for the representative case $m_{\text{DM}} = 1$ GeV. At the lowest considered integrated luminosity $L_{\text{int}} = 300$ fb$^{-1}$, the search is statistically limited, and the result shows only a limited dependence on the choice of the systematic uncertainty scenario. Depending on the choice of mediator mass, the signal overlaps with different regions of the standard model $p_T^{\text{miss}}$ background spectrum. Accordingly, the effect of systematic uncertainties is largest for lower values of the mediator masses ($\approx 300$ GeV), where there is significant overlap of the signal and background distributions. With increasing mediator mass, the effect subsides, as the signal moves towards the tails of the background $p_T^{\text{miss}}$ distribution. Depending on the mass of the mediator, different values of $L_{\text{int}}$ are required to achieve a discovery. For the intermediate masses between 750 and 1000 GeV, a signal could have been small enough in Run 2 not to be detected, while still achieving discovery sensitivity over the run time of the HL-LHC. The case of $m_{\text{med}} = 1$ TeV highlights the need for improved systematic uncertainties: Depending on the assumed scenario for systematic uncertainties, the signal may either already be discovered.
with an integrated luminosity of $1 \text{ ab}^{-1}$, or it may remain below the discovery threshold even with $3 \text{ ab}^{-1}$. In addition to the discovery sensitivity, Fig. 4 shows the expected limits on the couplings in the vector-mediated DM scenario. The general dependence on luminosity and systematic uncertainty scenarios is similar to the case of the discovery significance. For the case of the quark coupling $g_q$, values of approximately $0.04 - 0.10$ will be testable at the end of the HL-LHC run. For the DM coupling $g_{DM}$, values between 0.15 and 0.45 will be accessible, depending on the mediator mass. The difference in exclusion reach in the two couplings is due to their different effects on the product of signal cross section and branching fraction: While a reduction of $g_q$ decreases the mediator production cross section, it increases the branching fraction of the mediator to DM particles and thus partly counteracts the first effect. In the case of the DM coupling, there is no effect compensating the reduction it induces in the branching fraction of the mediator to DM particles.

The exclusion in the two-dimensional $m_{\text{med}}$-$m_{DM}$ plane for $L_{\text{int}} = 3 \text{ ab}^{-1}$ is shown in Fig. 5. Assuming the YR18 systematic uncertainty scenario, mediator masses up to approximately $1.5 \text{ TeV}$ can be probed, which is an improvement over the Run 2 result by a factor of approximately 2.3. In the “stat. only” and “Run 2 syst. unc.” scenarios, the exclusion is improved, respectively weakened, by slightly more than $100 \text{ GeV}$.

For the a+2HDM model, results are presented in terms of the two-dimensional exclusion reach with $L_{\text{int}} = 3 \text{ ab}^{-1}$ in the plane of $m_a$ and $m_H = m_A$, which is shown in Fig. 6. In the YR18 scenario, the light pseudoscalar can be probed up to masses of approximately $600 \text{ GeV}$, with the maximum reach being achieved around $m_H = m_A = 1.3 \text{ TeV}$. Again, the range of outcomes defined by the “stat. only” and “Run 2 syst. unc.” scenarios spans $100 - 150 \text{ GeV}$ in the pseudoscalar mass. The maximal exclusion reach in the mass of the heavy bosons is approximately 1.9 TeV for low values of $m_a \approx 100 \text{ GeV}$ with a corresponding range of 100 – 200 GeV for the different uncertainty scenarios.

4 Summary

A sensitivity study for a search for dark matter (DM) particles in events with a $Z$ boson and missing transverse momentum at the HL-LHC has been presented. The effects of the increase in integrated luminosity and center-of-mass energy, as well as the impact of changing experimental conditions and expected future improvements in the size of systematic uncertainties are taken into account. Assuming an integrated luminosity of $3 \text{ ab}^{-1}$, it will be possible to probe vector-mediated DM production up to values of the mediator mass of approximately $1.5 \text{ TeV}$. In a simplified model with a second Higgs doublet and a pseudoscalar mediator, heavy scalars will be probed up to masses of $1.9 \text{ TeV}$, and the light pseudoscalar mediator will be accessible up to masses of $600 \text{ GeV}$. A comparison of different scenarios of systematic uncertainties shows that even moderate differences in the size of uncertainties can significantly affect the size of the dataset necessary for discovery. Independent of the details of the systematic uncertainty treatment, significant improvements in the mass and coupling reach over current results are to be expected.
Figure 2: Spectrum of $p_T^{\text{miss}}$ in the signal region. The summed background spectrum is overlaid with the spectra for two signal hypotheses. The uncertainty bands for the background prediction correspond to the YR18 uncertainty scenario described in the text and are shown both before and after applying a background-only maximum-likelihood fit to the Asimov dataset in signal and control regions (“prefit” and “postfit”, respectively).
Figure 3: Expected discovery significance (left) and signal strength exclusion limits (right) for the vector-mediated DM signal as a function of $L_{\text{int}}$ and for different values of the mediator mass. The results are shown for the three systematic uncertainty scenarios described in the text, with the scenario labeled as “Run 2” corresponding to Ref. [4]. The significance is calculated for unity signal strength.

Figure 4: Exclusion sensitivity for the couplings $g_q$ (left) and $g_{DM}$ (right) in the vector-mediated DM scenario as a function of $L_{\text{int}}$ and for different values of the mediator mass. The results are shown for the three systematic uncertainty scenarios described in the text, with the scenario labeled as “Run 2” corresponding to Ref. [4]. Note that no limit can be set if the sensitivity for a given point is too low. For increasing values of $g_q$ and $g_{DM}$, the product of cross section and branching fraction eventually reaches a plateau and does not increase further with an increase in one of the couplings. Due to this effect, no coupling limits can be set for $m_{\text{med}} = 2$ TeV.

Figure 5: Expected 95% CL exclusion limits on the signal strength of vector-mediated DM production in the plane of mediator and dark matter masses. The results are shown for the three systematic uncertainty scenarios described in the text, with the scenario labeled as “Run 2” corresponding to Ref. [4]. The $m_{\text{med}} = 2 \times m_{\text{DM}}$ diagonal, which is the kinematic boundary for decay of an on-shell mediator to DM particles, is indicated as a grey line. The white line indicates parameter combinations for which the observed DM relic density in the universe can be reproduced [33]. Points below (above) this line have relic densities that are larger (smaller) than the observed value of $\Omega h^2 = 0.12$ [34].

Figure 6: Expected 95% CL exclusion limits on the signal strength in the a+2HDM scenario as a function of the mass of the main DM mediator a and the masses of the H and A bosons $m_H = m_A$. The results are shown for the three systematic uncertainty scenarios described in the text, with the scenario labeled as “Run 2” corresponding to Ref. [4]. The grey line indicates the kinematic boundary $m_H = m_a + m_Z$, below which the $H \rightarrow aZ$ decay is prohibited for an on-shell H and the sensitivity of this search is limited.
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This document presents a prospect study for dark matter searches with the ATLAS detector at luminosities as expected at HL-LHC. A scenario where the Standard Model is extended by the addition of an electroweak fermionic triplet with null hyper charge is considered. The lightest mass state of the triplet constitutes a weakly interacting massive particle dark matter candidate. This model is inspired by Supersymmetry and by the Minimal Dark Matter setup, and provides a benchmark in the spirit of simplified models. Projections for an integrated luminosity of 3000 fb$^{-1}$ are presented for the dark matter searches in the mono-photon and VBF+$E_T^{\text{miss}}$ final states, based on the run-2 analyses strategy. To illustrate the experimental challenges associated to a high pile-up environment due to the high luminosity, the VBF+$E_T^{\text{miss}}$ topology is considered and the effect of the increased pile-up on the VBF invisibly decaying Higgs boson is studied as a benchmark process.
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1 Pure WIMP Dark Matter triplet

A fermionic triplet $\chi$ of the $SU(2)_L$ group with null hypercharge ($Y$),

$$\chi = \begin{pmatrix} \chi^+ \\ \chi_0 \\ \chi^- \end{pmatrix}$$

is added to the SM with a Lagrangian:

$$\mathcal{L}_{MDM} = \frac{1}{2} \bar{\chi} (i\not\!D + M) \chi$$

$$= \frac{1}{2} \bar{\chi}_0 (i\not\!D - M_{\chi^0}) \chi_0 + \bar{\chi}^+ (i\not\!D - M_{\chi^+}) \chi^+$$

$$+ g (\bar{\chi}^+ \gamma\mu \chi^+ (\sin \theta_W A_\mu + \cos \theta_W Z_\mu)) + \bar{\chi}^+ \gamma\mu \chi_0 W_\mu^- + \bar{\chi}_0 \gamma\mu \chi^+ W^+$$

where $g$ is the $SU(2)$ gauge coupling; $M$ is the tree-level mass of the particle; $\sin \theta_W$ and $\cos \theta_W$ are the sine and cosine of the Weinberg angle; $A_\mu$, $Z_\mu$, $W_\mu$ are the SM boson fields. The lightest component of the triplet is stable if some extra symmetry is imposed, like lepton number, baryon minus lepton number $(B-L)$ or a new symmetry under which $\chi$ is charged (e.g. R-parity in SUSY).

At tree level all the $\chi$ components have the same mass, but a mass splitting is induced by the electroweak corrections given by loops of SM gauge bosons between the charged and neutral components of $\chi$. These corrections make the charged components heavier than the neutral one. The neutral component ($\chi_0$) is therefore the lightest one and its mass differs by $\approx 165$ MeV [1] from the one of the charged components. Being neutral and stable, $\chi_0$ constitutes a potential DM candidate. If the thermal relic abundance is assumed, the mass of $\chi_0$ is $M_{\chi_0} \approx 3$ TeV. However, if $\chi$ is not the only particle making the whole dark matter or if it is not thermally produced [2], its mass can be $M_{\chi_0} < 3$ TeV.

This model provides a benchmark of a typical WIMP DM candidate and its phenomenology recreates the one of supersymmetric models where the Wino is the lightest supersymmetric particle (LSP). For this reason this triplet is referred to as Wino-like. Together with providing a good DM candidate, this Wino-like triplet has other interesting features, for instance it modifies the running of the Higgs quartic stabilizing the electroweak vacuum. It also changes the running of the gauge couplings helping with their unification. As studied in Ref. [3], treating $M$ as a free parameter, this triplet can be probed at the LHC in different ways. Once produced, the charged components of the triplet decay into the lightest neutral component $\chi_0$ plus very soft charged pions. $\chi_0$ is identified as $E_T^{\text{miss}}$ in the detector while the pions, because of the small mass splitting between the neutral and charged components, are so soft that they are lost and are not reconstructed. Therefore, the production of $\chi$ can be searched for by:

- mono-X searches, such as mono-jet (see also Ref. [4]) and mono-photon;
- VBF + $E_T^{\text{miss}}$ searches as $\chi$ can also be produced via VBF (see also Ref. [5]);
- disappearing tracks searches: the lifetime of $\chi^\pm$ is about $\tau \approx 0.2$ ns and it corresponds to a decay length at rest $d = c\tau \approx 6$ cm, this means that almost all the $\chi^\pm$ particles decay before reaching the detector. However, a small fraction of them can travel enough to leave a track in the detector. In this case, the signature of these events is characterized by high $p_T$ tracks (caused by $\chi^\pm$) which end inside the detector once they have decayed into $\chi_0$ and soft pions [6].
This document is focused on the VBF production mode and mono-photon final state. They constitute a necessary complement to the mono-jet and disappearing track searches, because of the very different dependencies on the model parameters like the EW representation and the value of the mass splitting. For example, the strong reach of disappearing track searches [7] would be significantly reduced for larger values of the mass splitting because the lifetime scales as the inverse of the third power of the mass splitting. On the other hand, the reach of VBF and mono-photon searches would not be substantially altered because the decay products other than $\chi^0$ would still be too soft for our vetos, see e.g. [8]. Furthermore, the mono-photon final state provides a complementary channel with respect to the mono-jet one as the mono-jet signature arises from initial state radiation while in case of the mono-photon the radiation can also be emitted from an intermediate $W$ boson or $\chi^\pm$ particle.

LEP limits exclude masses below $\sim 90$ GeV [9–11], therefore we focus on $M_{\chi^0} \geq 90$ GeV.

2 The LHC, HL-LHC and the ATLAS detector

The expected luminosity that will be collected at the end of run-2 is estimated to be $\sim 150$ fb$^{-1}$ (end of 2018) with an instantaneous luminosity of $\sim 1.5 \times 10^{34}$ cm$^{-2}$s$^{-1}$ and an average number of collisions per bunch crossing $< \mu > \sim 30$. The run-2 will be followed by a long shutdown (2019-2020). Collisions will restart in early 2021, in the so-called run-3. During this run, the instantaneous luminosity will increase up to $\sim 2 \times 10^{34}$ cm$^{-2}$s$^{-1}$ and $< \mu >$ is expected to be $\sim 60$. The amount of data which is expected at the end of run-3 corresponds to 300 fb$^{-1}$. An increase of the centre-of-mass-energy to $\sqrt{s} = 14$ TeV is foreseen.

The HL LHC will start after 2025. The centre-of-mass-energy will be $\sqrt{s} = 14$ TeV for an instantaneous luminosity of $7.5 \times 10^{34}$ cm$^{-2}$s$^{-1}$ and the aim is to achieve $\sim 3000$ fb$^{-1}$ of total integrated luminosity per experiment in 10 years of running time. The pile-up will increase substantially with an expected $< \mu >$ growing to $\sim 200$. This implies the necessity of developing techniques able to mitigate it in order to perform physics analysis. The ATLAS detector and the trigger system will undergo several upgrades to collect data during the HL-LHC [12, 13].

In this note projections corresponding to an integrated luminosity of 3 ab$^{-1}$ are presented for analyses performed with run-2 data [14, 15], this allows to exploit the full complexity of run-2 analyses. The upgrades of the detector are expected to lead to a better background rejection, while the different pile-up conditions will constitute a challenge, as shown in Sec. 5.2 for the VBF+$E_T^{\text{miss}}$ analysis.

3 Simulation setup

3.1 EW triplet DM signal generation for mono-photon and VBF plus $E_T^{\text{miss}}$ analyses

The model has been implemented in FeynRules 2.3.24 [16] and considers the electroweak triplet $\chi = (\chi^+, \chi^0, \chi^-)$ described in Sec. 1. This model implementation is the same that has also been used for the phenomenological studies in Ref. [3]. MadGraph [17–19] at Leading Order (LO) has been used to generate the hard-scatter process. Madgraph is then interfaced to Pythia8 [20], with the parameter values set according to the ATLAS tune A14 [21], for parton shower, hadronization and underlying event simulation. The parton distribution function (PDF) set used is NNPDF2.3 at leading order (LO) [22].
For the mono-photon analysis, events with a pair of $\chi$ and one final state $\gamma$ with at least $E_T^{\gamma} = 130$ GeV are generated. For the VBF+$E_T^{miss}$ analysis, events with a pair of $\chi$ and two final state partons with transverse momentum $p_T > 40$ GeV, pseudorapidity separation $\Delta \eta > 3$ and invariant mass of at least 500 GeV have been generated at the matrix-element level. Some Feynman diagrams for the two processes are shown in Figure 1 and Figure 2 respectively. Notice that, for the VBF+$E_T^{miss}$ analysis, also diagrams not properly originating from two vector bosons (in contrast to pure VBF processes) contribute to the signal (and also background) events as those diagrams produce a jets+$E_T^{miss}$ signature where the jets have large pseudorapidity separation. In particular, all the diagrams generated from processes with a final state pair of $\chi$ particles and two quarks, passing the generator level selections listed above, are included as part of the signal. Cross sections, computed at $\sqrt{s} = 13$ and 14 TeV for comparisons, for different values of the $\chi_0$ mass, are shown in table 1 and 2 for the mono-photon and VBF+$E_T^{miss}$ final states respectively. Only samples generated at $\sqrt{s} = 13$ TeV have been used in the analyses described in Sec. 4 and Sec. 5.1, the cross sections at $\sqrt{s} = 14$ TeV are only listed for reference to show the relative change due to the increase in the center-of-mass energy.

Signal samples have been simulated for different values of $\chi_0$ mass with the official ATLASFAST-II simulation of the current detector [23] at $\sqrt{s} = 13$ TeV. For the mono-photon analysis Monte Carlo (MC) samples have been simulated for $\chi_0$ masses ranging from 90 GeV to 1 TeV, while for the VBF+$E_T^{miss}$ analysis, a scan of $\chi_0$ mass has been performed in the range 90-200 GeV.

### 3.2 Datasets for pile-up studies

To investigate the realistic conditions for the HL-LHC, a study using the VBF+$E_T^{miss}$ topology employs a full simulation of the upgraded ATLAS detector with $<\mu> = 200$ and at $\sqrt{s} = 14$ TeV. The main
Table 1: Summary of cross sections for different $\chi^0$ mass hypotheses considered in the analysis for triplet $\chi$ generated with MadGraph at $\sqrt{s} = 13$ TeV and $\sqrt{s} = 14$ TeV after the generation level cuts described in Sec. 3.1 in final states with an energetic matrix element photon (mono-photon final state). Notice that only MC samples generated at $\sqrt{s} = 13$ TeV have been simulated and used in the analysis described in Sec. 4, the cross sections at $\sqrt{s} = 14$ TeV are only listed for reference to show the relative change due to the increase in the center of mass energy.

<table>
<thead>
<tr>
<th>$\chi^0$ Mass [GeV]</th>
<th>Cross-section at $\sqrt{s} = 13$ TeV [fb]</th>
<th>Cross-section at $\sqrt{s} = 14$ TeV [fb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>5.55 ± 0.05</td>
<td>6.36 ± 0.06</td>
</tr>
<tr>
<td>100</td>
<td>4.67 ± 0.03</td>
<td>5.28 ± 0.03</td>
</tr>
<tr>
<td>200</td>
<td>1.164 ± 0.009</td>
<td>1.36 ± 0.01</td>
</tr>
<tr>
<td>300</td>
<td>0.399 ± 0.002</td>
<td>0.478 ± 0.003</td>
</tr>
<tr>
<td>500</td>
<td>7.54e-02 ± 0.05e-02</td>
<td>9.32e-02 ± 0.06e-02</td>
</tr>
<tr>
<td>750</td>
<td>1.369e-02 ± 0.009e-02</td>
<td>1.80e-02 ± 0.012e-02</td>
</tr>
<tr>
<td>1000</td>
<td>3.169e-03 ± 0.021e-03</td>
<td>4.393e-03 ± 0.029e-02</td>
</tr>
</tbody>
</table>

Table 2: Summary of cross sections for different $\chi^0$ mass hypotheses for triplet $\chi$ generated with MadGraph at $\sqrt{s} = 13$ TeV and $\sqrt{s} = 14$ TeV after the generation level cuts described in Sec. 3.1 in final states with a pair of $\chi$ and two matrix element partons (VBF+$E_T^{miss}$ analysis). MC samples have been simulated and considered in the analysis only for masses shown in bold, the other values are shown for reference. Notice that only samples generated at $\sqrt{s} = 13$ TeV have been used in the analysis described in Sec. 5.1, the cross sections at $\sqrt{s} = 14$ TeV are only listed for reference to show the relative change due to the increase in the center of mass energy.

<table>
<thead>
<tr>
<th>$\chi^0$ Mass [GeV]</th>
<th>Cross-section at $\sqrt{s} = 13$ TeV [fb]</th>
<th>Cross-section at $\sqrt{s} = 14$ TeV [fb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>195.8 ± 0.6</td>
<td>238.1 ± 0.8</td>
</tr>
<tr>
<td>100</td>
<td>140.9 ± 0.4</td>
<td>172.9 ± 0.5</td>
</tr>
<tr>
<td>110</td>
<td>105.6 ± 0.4</td>
<td>129.2 ± 0.4</td>
</tr>
<tr>
<td>120</td>
<td>80.7 ± 0.2</td>
<td>99.7 ± 0.3</td>
</tr>
<tr>
<td>200</td>
<td>16.49 ± 0.04</td>
<td>20.56 ± 0.05</td>
</tr>
<tr>
<td>500</td>
<td>0.612 ± 1e-03</td>
<td>0.815 ± 2e-03</td>
</tr>
<tr>
<td>1000</td>
<td>2.132e-02 ± 8e-05</td>
<td>3.16e-02 ± 1e-04</td>
</tr>
</tbody>
</table>

background\(^1\) for the VBF $H \rightarrow$ invisible search is the strong production of $Z$+jets, where the $Z$ decays to neutrinos. Event samples of VBF $H \rightarrow ZZ^{*} \rightarrow \nu\bar{\nu}\nu\bar{\nu}$ and strong production of $Z$+jets are generated at $\sqrt{s} =$14 TeV with Powheg-Box v1_r2856 [24–28] using the CT10 [29] PDF set and interfaced with Pythia8 v8.186 [20, 30]. The invisible Higgs event sample further includes EvtGen (v1.2.0) [31] and uses the AZNLOCTQ1L1 [32] set of tuned parameters for Pythia 8. The cross-section for this signal sample is 4.32 fb. In the run-2 analysis, there is also a non-negligible contribution of $ggH$ production (about 15%); this is ignored in the results presented in Sec. 5.2 as it does not qualitatively change the conclusions. The $Z$+jets event sample additionally includes PhotonsPP [33] and uses the AU2 [34] set of tuned parameters for Pythia 8. Detector simulation including digitization uses a full simulation based on Geant 4 [35, 36]. The detector geometry includes the upgraded ATLAS inner tracker (ITk) [37, 38] with five barrel pixel layers and four barrel strip layers. Pythia 8 minimum bias events are overlaid on top of each hard-scatter event to simulate pile-up.

---

\(^1\) Strong production of $W$+jets is also a significant background for the current search. This background is reducible, resulting from leptons that fall out of acceptance. As discussed in Sec. 5.2, this background contribution is accounted for by simply doubling the $Z$+jets yield.
4 Mono-Photon final state

The mono-photon analysis is characterized by a relatively clean final state, containing a photon with a high transverse energy and large $E_T^{\text{miss}}$, which can be mimicked by few SM processes. The run-2 search for new phenomena performed in mono-photon events in pp collisions at $\sqrt{s} = 13$ TeV at the LHC, using data collected by the ATLAS experiment in 2015 and 2016 corresponding to an integrated luminosity of 36.1 fb$^{-1}$[15], has shown no deviations from the SM expectations. The mono-photon search has been interpreted in terms of the pure WIMP triplet model described in Sec. 1 at high luminosity by keeping the same event selection and the same strategy for the background estimates to exploit the full complexity of the analysis.

The dominant backgrounds consist in processes with a Z or W boson produced in association with a photon, mainly $Z(\rightarrow \nu\nu) + \gamma$ and processes containing a photon with associated jets, $\gamma + \text{jets}$. They are estimated by normalizing the MC prediction for those backgrounds with factors obtained from a simultaneous fitting technique, based on control regions built by reverting one or more cuts of the signal region such that one type of process becomes dominant in that region. Other subleading backgrounds, like $W/Z + \text{jet}$, top and diboson, in which electrons or jets can fake photons are estimated with data-driven techniques and their contribution obtained with 2015 and 2016 data, is rescaled to the high luminosity scenario.

Events passing the lowest unprescaled single photon trigger are selected requiring $E_T^{\text{miss}} > 150$ GeV. The leading photon has to satisfy the "tight" identification criteria and is required to have $p_T \gamma > 150$ GeV, $|\eta| < 2.37$ and to be isolated. The photon and $E_T^{\text{miss}}$ are required to be well separated, with $\Delta \phi(\gamma, E_T^{\text{miss}}) > 0.4$.

Finally, events are required to have no electrons or muons and no more than one jet with $\Delta \phi(\text{jet}, E_T^{\text{miss}}) > 0.4$. Five signal regions (SRs) are defined corresponding to different $E_T^{\text{miss}}$ ranges. The run-2 analysis shows that the total background prediction uncertainty, including systematic and statistical contributions varies from 6.1% to 13.5% for the various SRs, dominated by the statistical uncertainty in the control regions which varies from approximately 4.3% to 10.4%. The largest systematic uncertainties are due to the uncertainty in the rate of fake photons from jets and to the uncertainty in the jet energy scale. Exclusion limits have been set on the production cross section of DM models using a one-sided profile likelihood ratio and the CLs technique [39, 40] with the asymptotic approximation[41]. In the run-2 analysis, a multiple-bin fit has been performed on the expected $E_T^{\text{miss}}$ distributions of the signal samples by combining the information from the three SRs with increasing $E_T^{\text{miss}}$ ranges. Model independent limits on the fiducial cross section, defined as $\sigma \times A$, where $A$ is the acceptance, have been obtained using inclusive SRs with increasing $E_T^{\text{miss}}$ thresholds in order to provide useful constraints on new physics which can be re-interpreted in terms of signal models not covered by this study.

<table>
<thead>
<tr>
<th>$\chi^0$ mass [GeV]</th>
<th>Signal Efficiency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>36.6 ± 0.5</td>
</tr>
<tr>
<td>100</td>
<td>36.7 ± 0.5</td>
</tr>
<tr>
<td>200</td>
<td>38.2 ± 0.5</td>
</tr>
<tr>
<td>300</td>
<td>38.5 ± 0.5</td>
</tr>
<tr>
<td>500</td>
<td>39.8 ± 0.5</td>
</tr>
<tr>
<td>700</td>
<td>40.3 ± 0.5</td>
</tr>
<tr>
<td>1000</td>
<td>40.5 ± 0.5</td>
</tr>
</tbody>
</table>

Table 3: Summary of signal efficiencies for different values of $\chi^0$ masses for the mono-photon analysis in the SR.
The reinterpretation of mono-photon search in the context of the pure WIMP triplet model uses the full simulated MC signal samples described in Sec. 3. The simultaneous fit is performed on the most inclusive SR, corresponding to $E_T^{miss} > 150$ GeV, that gives the best expected sensitivity as this model provides a medium-low $E_T^{miss}$ distribution for the various signal samples studied. All background samples, including fake photons estimated with data-driven techniques, have been included in the fit rescaling the run-2 estimates to the high luminosity scenario. For an integrated luminosity of 3000 fb$^{-1}$, the number of background events in the SR before any fit is $217400 \pm 7600$, where the error is statistical only. The pre-fit distribution of $E_T^{miss}$ for the dominant backgrounds and some signals is shown in Figure 3. All the systematic uncertainties on the MC background samples have been taken into account to obtain projections of the expected upper limits on the $\chi_0$ at 95% CL for an integrated luminosity of 3000 fb$^{-1}$ and $\sqrt{s} = 13$ TeV, that are shown in Figure 4. The expected limit is obtained from a fit to the so-called Asimov dataset [41], with the signal and all backgrounds scaled to their predicted values. Masses of $\chi_0$ below 310 GeV can be excluded at 95% CL by the analysis assuming the same systematic uncertainties adopted in Ref. [15]. For an integrated luminosity of 36.1 fb$^{-1}$, corresponding to the run-2 analysis, masses of $\chi_0$ below 50 GeV could be excluded. A sensitivity to masses above 90 GeV, which corresponds to the current limit by LEP, can be reached only with the increased luminosity provided by the HL-LHC scenario.

The impact of the systematic uncertainty on the sensitivity of the analysis has been checked considering that the analysis will no more be limited by the statistical uncertainty at high luminosity. In a scenario in which the current systematic uncertainties are halved, an exclusion of $\chi_0$ masses up to about 340 GeV could be reached. Thanks to the increased statistics, the analysis at high luminosity could be further optimized by performing a multiple-bin fit, thus on more bins in $E_T^{miss}$ improving the overall sensitivity of the analysis.

The increase in the $\sqrt{s}$ from 13 TeV to 14 TeV has not been taken into account: the cross section of the signals close to exclusion are expected to increase by $\sim 20\%$ (see table 1), while those of the main $Z \rightarrow \nu\nu + \gamma$ background are expected to increase by $\sim 10-15\%$ leading to a slight increase in the signal significance.
Figure 4: Expected upper limits at 95% CL on the production cross section of $\chi$ as a function of $\chi_0$ mass in mono-photon final state corresponding to an integrated luminosity of 3000 fb$^{-1}$ and assuming the same systematic uncertainties adopted in Ref [15]. The red line shows the theoretical cross section.

5 VBF plus $E_T^{\text{miss}}$ final state

The VBF+$E_T^{\text{miss}}$ topology is characterized by two quark-initiated jets with a large separation in rapidity and $E_T^{\text{miss}}$. In analogy to the mono-photon result presented in the previous section, the sensitivity of the VBF+$E_T^{\text{miss}}$ analysis to the pure WIMP triplet model is presented in Sec. 5.1 as a reinterpretation of the run-2 results for the high luminosity scenario foreseen for the HL-LHC. As pile-up is a key experimental challenge for event reconstruction in the VBF topology at the HL-LHC, a dedicated study of its impact is shown in Sec. 5.2 using VBH $H \rightarrow$ invisible as benchmark.

5.1 Projections at high luminosity for DM for EW triplet DM

As the mass splitting $\Delta M$ between $\chi^\pm$ and $\chi_0$ is small ($\Delta M \sim 165$ MeV), the $\chi^\pm$ particles decay into $\chi_0$ and very soft pions, which are not reconstructed and are lost in the detector. Therefore the signature of a triplet produced via VBF is defined by the presence of two energetic jets, largely separated in pseudorapidity, with $O(1)$ TeV invariant mass, and large $E_T^{\text{miss}}$ coming from the DM particles. A search for an invisibly decaying Higgs boson produced via VBF has been performed by ATLAS using a dataset corresponding to an integrated luminosity of 36 fb$^{-1}$ of $pp$ collision at $\sqrt{s}=13$ TeV [14]. The final state is defined by the presence of two energetic jets, largely separated in pseudorapidity and with $O(1)$ TeV invariant mass, and large $E_T^{\text{miss}}$ coming from the invisible particles from the Higgs decay. This analysis set limits on the Branching Ratio ($B$) of the Higgs boson decaying into invisible particles. The main
backdrops to this analysis arise from $Z \to \nu\nu +$jets and $W \to \ell\nu +$jets events. The contribution of $W/Z$ events is estimated with the following approach: dedicated regions (control regions) enriched in $W \to \ell\nu$ (where the lepton is found) and $Z \to \ell\ell^2$ events are used to normalize to data the MC estimates using a simultaneous fitting technique and to extrapolate them to the signal region. The multijet background comes from multijet events where large $E_T^{\text{miss}}$ is generated mainly by jet mismeasurements. This is highly reduced by a tight $E_T^{\text{miss}}$ cut and is estimated via data-driven methods resulting in less than 1% of the total background.

This analysis is reinterpreted in the context of the model described in Sec. 1 for an integrated luminosity of 3000 fb$^{-1}$: the same selections, background samples and analysis strategy are used to set limits on the cross section of the pure WIMP triplet produced via VBF at an integrated luminosity corresponding to the one which will be reached by HL-LHC. The only selection which has been changed is the separation in pseudorapidity between the two leading jets ($\Delta\eta(j_1,j_2)$) which has been relaxed from $\Delta\eta(j_1,j_2) > 4.8$ to $\Delta\eta(j_1,j_2) > 3.5$. A relaxed $\Delta\eta(j_1,j_2)$ selection increases the sensitivity to the model as, in addition to the pure VBF Feynman diagrams, also diagrams with strong production contribute to the signal. Therefore, a signal region is defined by selecting events passing the lowest unprescaled $E_T^{\text{miss}}$ trigger, containing no electron and muon, having exactly two jets with transverse momentum $p_T(j_1) > 21$ nov 80 GeV and $p_T(j_2) > 50$ GeV, which are not back to back in the transverse plane ($\Delta\Phi(j_1,j_2) < 1.8$) and which are separated in pseudorapidity ($\Delta\eta(j_1,j_2) > 3.5$). Events are required to have large $E_T^{\text{miss}}$ ($E_T^{\text{miss}} > 180$ GeV), the two leading jets are separated from the $E_T^{\text{miss}}$ ($\Delta\Phi(j_1, E_T^{\text{miss}}) > 1$, $\Delta\Phi(j_2, E_T^{\text{miss}}) > 1$), the vectorial sum of all the jets (including the pile-up ones) is required to be $H_T^{\text{miss}} > 150$ GeV and the invariant mass of the dijet system is required to be $M(j_1,j_2) > 1$ TeV. For all the details about jet, electron, muon and $E_T^{\text{miss}}$ reconstruction and details about the selection refer to Ref. [14]. As done in the run-2 analysis, the selected events are then split into three categories (bins) according to the invariant mass of the dijet system. In particular, the following bins are selected by requiring: 1 TeV $< M(j_1,j_2) < 1.5$ TeV; 1.5 TeV $< M(j_1,j_2) < 2$ TeV; $M(j_1,j_2) > 2$ TeV. Similarly, the control regions enriched in $W/Z+$ jets processes used in the analysis to constrain the backgrounds, are also split in the same three categories. The same background MC samples that have been used for the run-2 analysis, produced at $\sqrt{s} = 13$ TeV, have been used for this study by rescaling the luminosity to 3000 fb$^{-1}$, the signal samples used are the ones described in Sec. 3.1. Following the same run-2 strategy, a simultaneous fit in SR and CRs, using the three $M(j_1,j_2)$ bins to increase the signal sensitivity, is used for the $W/Z+$ jets background estimation and for the limit setting. The signal efficiencies, prior to any fits, for the three values of $\chi_0$ mass considered in the analysis, are shown in table 4 for an integrated luminosity of 3000 fb$^{-1}$. The total background, before any fits, in the three bins is respectively 215000±4900; 72000±3300; 48400±1900, where the error is statistical only. Pre-fit distributions of $\Delta\eta(j_1,j_2)$ and $M(j_1,j_2)$, for the total background and the signals, in the inclusive $M(j_1,j_2) > 1$ TeV SR bin, are shown in Fig. 5.

Exclusion limits are set on the production cross section of the model using a one-sided profile likelihood ratio and the CLs technique [39, 40] with the asymptotic approximation[41].

Experimental and theoretical systematic uncertainties have been taken into account and are included in the likelihood as Gaussian-distributed nuisance parameters. Experimental systematic uncertainties include the ones related to the jet energy scale (JES) and resolution (JER), $E_T^{\text{miss}}$ soft term and lepton measurements. The main experimental systematic uncertainties for the run-2 VBF+$E_T^{\text{miss}}$ analysis come from JES and JER [42]. At HL, some of the experimental systematic uncertainties are expected to be reduced or become negligible, therefore, for this projection, all the run-2 experimental systematic uncertainties

---

2 With $\ell$ being electrons or muons.
Figure 5: Pre-fit distribution of event yields for $\Delta \eta (j_1, j_2)$ (top) and $M(j_1, j_2)$ (bottom) in the signal region (inclusive $M(j_1, j_2) > 1$ TeV bin). The backgrounds ($W/Z+\text{jets}$, dibosons, top) and the three signal samples considered in the analysis are shown.
Table 4: Summary of signal efficiencies for different values of $\chi_0$ mass, for the VBF analysis, in the three $M(j_1,j_2)$ bins considered in the analysis.

<table>
<thead>
<tr>
<th>$\chi_0$ mass [GeV]</th>
<th>$M(j_1,j_2)$ bin1</th>
<th>$M(j_1,j_2)$ bin2</th>
<th>$M(j_1,j_2)$ bin3</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>0.56 ± 0.02</td>
<td>0.27 ± 0.01</td>
<td>0.26 ± 0.01</td>
</tr>
<tr>
<td>110</td>
<td>0.67 ± 0.02</td>
<td>0.32 ± 0.01</td>
<td>0.32 ± 0.01</td>
</tr>
<tr>
<td>200</td>
<td>0.97 ± 0.03</td>
<td>0.44 ± 0.02</td>
<td>0.55 ± 0.02</td>
</tr>
</tbody>
</table>

The results obtained by rescaling the signals and backgrounds to an integrated luminosity of 3000 fb$^{-1}$ are shown in Fig. 6. The results indicate that with such a luminosity the lowest masses considered ($M_\chi \sim 110$ GeV) can be excluded at 95% CL. This study is aimed at providing a first idea of the potential reach of such an analysis with an increased luminosity. Indeed, with an integrated luminosity corresponding to the one that will be reached at the end of the run-2, there is no sensitivity to masses above 90 GeV. This analysis is very sensitive to the systematic uncertainties and a further optimization of the selection cuts on this model, taking into account the higher luminosity, could help to achieve a better reach. Furthermore, the HL-LHC trigger scenario has not been considered in this note. VBF analyses will probably benefit from a combination of $E_T^{\text{miss}}$ and VBF jet triggers. However, even with $E_T^{\text{miss}}$ thresholds raised by 50-100 GeV with respect to the current ones, the analysis is still sensitive to this model for the masses considered. The increase in the center of mass energy $\sqrt{s}$ from 13 TeV to 14 TeV, which is expected at HL-LHC, has not been taken into account: the cross-section of the signals considered are expected to increase by $\sim 20\%$ at $\sqrt{s} = 14$ TeV, as shown in table 2, while the $W/Z+$jets cross sections will increase by $\sim 8\%$. Therefore, a slight increase in the signal significance is expected.

5.2 The challenge of pile-up for VBF at the HL-LHC

In this study, jets are built from particle flow objects [45] using the anti-$k_t$ [46] algorithm with radius parameter $R = 0.4$ as implemented in FastJet [47]. Even though the current ATLAS standard jet collection is constructed from locally calibrated topological calorimeter-cell clusters [48], particle flow jets are used for this analysis because of their superior jet energy resolution and pile-up stability at low $p_T$. Aside from a constant calibration to bring the jet response close to unity on average, jets are not further corrected for pile-up or calibrated for the detector response. Jets are only considered if $p_T > 25$ GeV and $|\eta| < 4.5$. 

---

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC
Figure 6: Expected upper limit on the production cross section of $\chi$ in VBF+$E_T^{\text{miss}}$ final state. Results are shown for an integrated luminosity of 3000 fb$^{-1}$.

Particle-level jets are built from detector-stable particles ($c\tau > 10$ mm) excluding muons and neutrinos as well as pile-up and any particles resulting from interactions with the detector. The same algorithm is used at particle level as is used at detector-level. A particle-level jet is matched to a detector-level jet if it is the highest $p_T$ particle-level jet satisfying $p_{T,\text{part}} > 10$ GeV and $\Delta R(\text{part.}, \text{det.}) < 0.3$. The parton label of a detector-level jet is the type of the highest energy parton ghost-associated [49] to the matched particle-level jet. Detector-level jets originating mostly from pile-up (henceforth, ‘pile-up jets’) will have no associated particle-level jet. There are ambiguous cases where a jet may have significant contributions from both the hard-scatter process as well as pile-up. The ambiguous case is assigned when there is a particle-level jet with $p_T > 10$ GeV close (0.3 < $\Delta R$ < 0.6) to a given detector-level jet.

Figure 7 shows the average number of jets of each type in $H \rightarrow$ invisible and $Z +$jets events. Most Higgs events have two quark-initiated jets, but there is only 1 quark-initiated jet with $p_T > 50$ GeV on average. The average number of pile-up jets per event in the two processes is nearly the same and is about 0.2. In the absence of any pile-up jet mitigation, there is also a spike in the $\Delta \eta$ distribution at the edge of acceptance that is dominated by pile-up jets. Therefore, pile-up jet rejection is critical for the success of this analysis.

Charged particle tracks are constructed from hits in the upgraded inner tracker. No explicit track quality selection is applied in terms of the hit pattern in the ITk, though the baseline fake rate is expected to be significantly better than for the present detector. Tracks are ghost associated to the jets and required to have $p_T > 900$ MeV and $p_T < 40$ GeV (to suppress fake tracks). The difference between the primary vertex $z$ position and the track $z_0$ (longitudinal impact parameter) must be less than $2\sigma$, where $\sigma$ is

\[ z_0 > 2\sigma. \]

\[ \text{This is the vertex with the highest } \sum p_T^2. \]
figure 7: Left: The average number of jets in $H \rightarrow$ invisible and $Z$+jets events for the various jet types prior to any event selection for jets with $p_T > 50$ GeV. Right: The distribution of $\Delta \eta(j_1,j_2)$ of the leading two jets (requiring events to have at least two jets, each with $p_T > 50$ GeV). No pile-up jet rejection is applied.

One of the key discriminating observables between pile-up jets and hard scatter jets is $R_{p_T}$ [50], which is the sum of the $p_T$ of the tracks associated to the jet normalized by the jet $p_T$. Only tracks with $\Delta R < 0.3$ are considered in the calculation of $R_{p_T}$. Figure 9 shows the distribution of $R_{p_T}$ for hard-scatter and pile-

figure 8: The $z$ resolution for the primary vertex. The left plot is simply a zoomed in version of the right plot. In the right plot, the range away from 10 mm in both tails is fit to a Gaussian. The area of the fitted region is about 25% of the total.
up jets which are relatively forward/central (|\eta| > 1.2) and cases where the primary vertex is or is not correctly identified. When the primary vertex is mis-identified, the distribution of \(R_{p_T}\) for hard-scatter jets is nearly the same as it was for pile-up jets when the vertex is correctly identified. For forward jets, the separation between the two classes is worse, due to the poorer vertex and track-to-vertex performance. As a baseline, jets are declared 'hard-scatter' if \(R_{p_T} > 0.05\) which corresponds to 85% hard-scatter efficiency and 2% pile-up jet efficiency when |\eta| < 1.2 and |z^{\text{reco}} - z^{\text{true}}| < 0.1.

![Figure 9: The distribution of \(R_{p_T}\) for |\eta| < 1.2 and |z^{\text{reco}} - z^{\text{true}}| < 0.1 mm (top left), |\eta| < 1.2 and |z^{\text{reco}} - z^{\text{true}}| > 0.1 mm (top right), |\eta| > 1.2 and |z^{\text{reco}} - z^{\text{true}}| < 0.1 mm (bottom left), and |\eta| > 1.2 and |z^{\text{reco}} - z^{\text{true}}| > 0.1 mm (bottom right). Summed over H and Z jets, about 14% are in the top left, 6% in the top right, 53% in the bottom left, and 27% in the bottom right.](image)

A last input that is critical to the \(H \rightarrow \text{invisible}\) search is the \(E_{T}^{\text{miss}}\), a proxy for the Higgs \(p_T\). As it depends on all of the reconstructed objects, \(E_{T}^{\text{miss}}\) reconstruction is a complex task. There has not been a detailed optimization of the \(E_{T}^{\text{miss}}\) reconstruction for the upgraded ATLAS detector; in this analysis, the negative sum of the transverse momenta of all reconstructed jets is used (and indicated by the symbol \(E_{T,\text{jet}}^{\text{miss}}\)).

4 Clearly, the optimal configuration will have an |\eta|-dependent definition.
An event selection based on the jets and $E_T^{\text{miss}}$ described above is modeled after the run-2 analysis [14] in order to assess the impact of various pile-up mitigation scenarios. It is likely that a dedicated optimization for the amount of data and detector conditions will improve the result, but this is beyond the scope of this illustrative study. Due to limitations of MC statistics, a simplified version of the run-2 VBF $H \rightarrow$ invisible analysis as introduced in Sec. 5.1 is used. In particular, all of the angular requirements with jets are removed and there is no binning in $M(j_1,j_2)$. Additionally, $E_T^{\text{miss}} > 150$ GeV.

For the run-2 analysis, the event selection efficiency for $Z \rightarrow \nu \bar{\nu}$ events is about $2 \times 10^{-6}$ and about 0.5% for the signal with a $B(H \rightarrow \text{invisible}) = 100\%$ (which is about 85% from VBF). The background is nearly half QCD $Z \rightarrow \nu \bar{\nu}$ and half QCD $W+jets$. Since the following results are only based on $Z+jets$, branching ratio limits are computed by doubling the $Z+jets$ background. It is likely that with the extended coverage of the ITk relative to the current tracker the lost leptons will be suppressed and thus the $W+jets$ background will be less than the $Z+jets$ rate so this approximation is conservative.

A simplified statistical analysis is performed to assess the impact of several scenarios on the $H \rightarrow$ invisible branching ratio limit with the full HL-LHC dataset. A one-bin statistical test with one overall source of systematic uncertainty is performed to determine if a particular signal yield is excluded. The signal yield is scanned to determine the largest branching ratio that would be not excluded at the 95% confidence level. Table 5 presents the corresponding limits, normalized to the one for the run-2 systematic uncertainties and truth-based pile-up tagging to show the relative gains and losses possible under various scenarios. The choice of showing only a normalized $B$ is motivated by the fact that a simplified analysis has been performed with the aim to show the importance of having a pile-up tagger for this analysis and not to optimize the reach of an Higgs invisible search at HL-LHC. The three rows correspond to different strategies for removing pile-up jets. The first row corresponds to the case where pile-up jets are not actively removed, the second row indicates the performance when pile-up jets are identified using $R_{p_T}$, and the last row represents the case where truth labels are used to reject pile-up. The four columns correspond to different assumptions on the systematic uncertainties at the time of the HL-LHC. A total systematic uncertainty of 10% is used, which is similar to the run-2 result; this scenario is indicated by the results in the first column. The second and third columns show results with systematic uncertainties that are half as large and the last column uses systematic uncertainties that are a factor of ten smaller than the present analysis. To give an indication of the potential of harsher event selections, the third column supposes that the HL-LHC analysis will have the same number of selected signal events as the current analysis. For this scenario, the background efficiency is assumed to be 10% of the signal efficiency.

With a realistic reduction in the systematic uncertainty and tighter selection criteria, it may be possible to significantly improve the sensitivity. The limit improves from including a simple $R_{p_T}$-based pile-up jet rejection, though the gap with the truth-information-based tagger indicates that there is room (and reward) for developing a more sophisticated approach.

---

5 Furthermore, the challenges of event triggering are ignored. With the many improvements to upgraded ATLAS triggering system, it is likely that despite a more challenging environment, triggering may be more effective at the HL-LHC than the present LHC as mentioned before.

6 Reference [14] required the full $E_T^{\text{miss}} > 180$ GeV and the $H_T^{\text{miss}}$ to be above 150 GeV. The latter also includes pile-up jets. The requirement used here is a hybrid that uses the sum of jets (so like $H_T^{\text{miss}}$) but does not include pile-up jets (like $E_T^{\text{miss}}$) that compromises performance and the availability of MC statistics.

7 Implemented as a single component uncertainty for a one-bin counting experiment.

#### Table 5: The limit on the $H \rightarrow \text{invisible}$ branching ratio using the full HL-LHC dataset (3 ab$^{-1}$) normalized to the one for the run-2 systematic uncertainties and truth-based pile-up tagging to show the relative gains and losses possible under various scenarios. A ‘–’ indicates a value bigger than 1. In addition to rejecting more background that would have otherwise passed the $\Delta \eta$ and $M(j_1,j_2)$ requirements, a truth pile-up tagger has more signal as the third jet veto is also more efficient. The amount by which the truth pile-up tagger is more efficient for the signal for the third jet veto is about the same as the inefficiency on the background for the $\Delta \eta$ requirement.

<table>
<thead>
<tr>
<th>$\mathcal{B}(H \rightarrow \text{invs.})$</th>
<th>Systematic Uncertainties [% of nominal]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100%</td>
</tr>
<tr>
<td>$\mathcal{B}_{\text{Truth, Nominal}}(H \rightarrow \text{invs.})$</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>$R_{p_T}$</td>
</tr>
<tr>
<td></td>
<td>Truth</td>
</tr>
</tbody>
</table>

#### 6. Conclusion

A new $SU(2)$ fermionic triplet, added on top of the SM with an approach inspired by the Minimal Dark Matter model, provides a good dark matter candidate if a new symmetry is imposed (e.g. the SM B-L). This triplet has mass $\sim 3$ TeV if the relic abundance is matched, however smaller masses are also allowed in case of non-thermal production mechanisms or if it constitutes only a fraction of the DM abundance. Such a triplet can be produced at the LHC and it can be probed in different ways. This note presents results for the mono-photon and the VBF+$E_T^{\text{miss}}$ final states.

The run-2 mono-photon search has been reinterpreted in the context of this model assuming an integrated luminosity of 3000 fb$^{-1}$, which will be available with the HL-LHC. The result of this study shows that masses of $\chi_0$ below 310 GeV will be probed at 95% CL assuming the same systematic uncertainties adopted in the run-2 analysis.

The pure WIMP triplet can also be produced via VBF giving rise to a final state with jets largely separated in rapidity and $E_T^{\text{miss}}$. This final state is the same final state that has been defined to look for the invisible decay of the Higgs boson produced via VBF. The run-2 analysis, applying small changes in the selection, is used as basis, to test the DM triplet model at an integrated luminosity of 3000 fb$^{-1}$. Projections are presented for the HL-LHC scenario are presented showing that, with such a luminosity, it will be possible to test the lower masses of this model (up to $\sim 110$ GeV). A slight improvement in the signal significance from the increase of the center-of-mass energy to $\sqrt{s} = 14$ TeV foreseen for the HL-LHC is expected for both analyses. Complementary searches, such as mono-jet searches and disappearing track signatures, would also set stringent constraints to this model.

Many experimental aspects of the search in the VBF+$E_T^{\text{miss}}$ channel will be particularly challenging including the rejection of pile-up jets, the identification of the primary vertex, and the resolution of low $p_T$ jets. With a combination of pile-up robustness studies, analysis optimization, and theory uncertainty reduction, perhaps in part from auxiliary SM measurements, then $H \rightarrow \text{invisible}$ and EW triplet DM searches at the HL-LHC may be significantly improved.
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Prospects for a search of invisible particles produced in association with single-top quarks with the ATLAS detector at the HL-LHC
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The expected sensitivity of a search for events with one top quark and large missing transverse momentum is estimated using simulated proton–proton collisions at a centre-of-mass energy of 14 TeV with the ATLAS experiment at the HL-LHC. A non-resonant production of an exotic state decaying to a pair of invisible dark-matter particles in association with a right-handed top quark is considered. Only the topologies where the $W$ boson from the top quark decays into an electron or a muon and a neutrino are considered. Assuming an integrated luminosity of 3000 fb$^{-1}$, the expected exclusion limit (discovery reach) at 95% CL on the mass of the exotic state is 4.6 TeV (4.0 TeV) using a multivariate analysis based on a boosted decision tree.
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1 Introduction

The discovery of a Standard Model (SM) Higgs-like boson in 2012 by the ATLAS [1] and CMS [2] Collaborations opened up new possibilities in searches for new physics. In fact, even with the existence of a Higgs boson confirmed, the SM cannot be considered a complete description of nature. For example, the theory does not explain the fermion generations and mass hierarchy, nor the origin of the matter–antimatter asymmetry in the Universe. Neither does it describe the existence of non light-emitting matter, usually referred to as dark matter (DM), nor describe gravitational interactions. The SM is therefore generally regarded as a low-energy approximation of a more fundamental theory with new degrees of freedom and symmetries that would become manifest at higher energy.

Despite the strong evidence from astrophysical measurements [3–5] which support the existence of DM, there is no evidence yet for non-gravitational interactions between DM and SM particles. DM particles are not expected to interact with the detector and therefore can not be directly detected but can be inferred through a large amount of missing transverse momentum. The specific search strategy depends on what type of particle or system is recoiling against the unseen DM. Both the ATLAS and CMS Collaborations have carried out searches for DM particles produced in association with jets [6–9], photons [10, 11], W or Z [7, 12, 13] and Higgs [14–17] bosons, significantly constraining the allowed parameter space for generic classes of models predicting DM candidates.

This note describes the expected sensitivity of a search for the non-resonant production of an exotic state decaying into a pair of invisible DM particle candidates in association with a right-handed top quark. Such final-state events, commonly referred to as “monotop” events, are expected to have a reasonably small background contribution from SM processes [18]. In this analysis only the topologies where the W boson from the top quark decays into a lepton and a neutrino are considered.

The non-resonant monotop production via a flavour-changing neutral interaction is shown in Figure 1 where a top quark (t), a light-flavour up-type quark (u) and an exotic massive vector-like particle V can be parametrised through a general Lagrangian [18, 19]:

\[ \mathcal{L}_{\text{int}} = aV_\mu \bar{u} \gamma^\mu P_R t + g_\chi V_\mu \bar{\chi} \gamma^\mu \chi + \text{h.c.}, \]  

where V is coupled to a pair of DM particles (represented by Dirac fermions \( \chi \bar{\chi} \)) whose strength can be controlled through a parameter \( g_\chi \) and where \( P_R \) represents the right-handed chirality projector. The
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...parameter $a$ stands for the coupling constant between the massive invisible vector boson $V$, and the $t$- and $u$-quarks, and $\gamma^\mu$ are the Dirac matrices. A detailed description of further assumptions present in the benchmark models can be found in Refs. [19, 20].

The study presented here is performed with simulated proton–proton ($pp$) collisions at a centre-of-mass energy of 14 TeV within the framework of the HL-LHC with an upgraded ATLAS detector [21, 22] and assuming an integrated luminosity of 3000 fb$^{-1}$. Similar searches for such topologies were previously done by the CDF Collaboration in proton–antiproton ($p\bar{p}$) collisions at $\sqrt{s} = 1.96$ TeV at the Tevatron, using 7.7 fb$^{-1}$ [23], excluding the presence of such vector particles of masses of up to 150 GeV. Using $pp$ collisions at the LHC, the ATLAS Collaboration set a limit of 657 GeV using 20.3 fb$^{-1}$ of $pp$ collision data at $\sqrt{s} = 8$ TeV [24] and the CMS Collaboration in a search using 36 fb$^{-1}$ at $\sqrt{s} = 13$ TeV [25], excluded masses up to 2 TeV. This result superseded the previous search by CMS using 19.7 fb$^{-1}$ at $\sqrt{s} = 8$ TeV [26].

2 Upgraded ATLAS detector at the HL-LHC

The HL-LHC is currently expected to begin its operations in the second half of 2026, with a nominal levelled instantaneous luminosity of $7.5 \times 10^{34}$ cm$^{-2}$ s$^{-1}$ at $\sqrt{s} = 14$ TeV. This will lead to an average number of approximately 200 inelastic $pp$ collisions per bunch-crossing (pile-up). This will be significantly higher than the average pile-up of 50 during 2018 data-taking at $2.1 \times 10^{34}$ cm$^{-2}$ s$^{-1}$. This programme aims to provide a total integrated luminosity of 3000 fb$^{-1}$ by 2036. Upgrades of the ATLAS detector$^1$ will be necessary to maintain its performance in the higher luminosity environment and to mitigate the impact of radiation damage and detector ageing. The inner detector will be completely replaced for the HL-LHC, using an all-silicon design (referred to as “ITk”) with increased granularity, higher read-out bandwidth and reduced material budget [27, 28]. It will be extended to provide tracking in the region $|\eta| < 4$. The performance of the ITk will be as good, and in most cases better, than the existing inner detector in an environment with significantly higher overlapping events. All of the calorimeters except the forward calorimeters will maintain their current performance and they will not be replaced, although the readout electronics will be replaced to enable improved triggering [29, 30]. A new high-granularity timing detector (HGTD) will also be installed in the forward regions to reduce occupancy from $|\eta| < 2.4$ up to $|\eta| < 4.0$ in the high pile-up HL-LHC environment [31]. The muon detector will be upgraded [32] in order to: extend coverage for muon identification to $|\eta| < 4.0$; permit the use of precision tracking for early trigger decisions; reduce the fake trigger rate in the forward region while preserving high efficiency; and increase trigger acceptance to $|\eta| < 2.7$ by eliminating gaps. The trigger and data acquisition systems will be improved to preserve high signal acceptance in the high-rate and high-occupancy HL-LHC environment [33]. The improvements will include: higher bandwidth readout; using high granularity measurements and tracking information earlier in the trigger. The hardware-based first-level trigger accept rate is planned to be 400-1000 kHz, while the software-based high-level trigger accept rate will be 10 kHz, i.e. an increase of about a factor 10 compared to the high-level trigger at the current ATLAS detector. The $b$-jet efficiency and light-flavour-quark rejection of the projected ATLAS detector at the HL-LHC is expected to be similar

---

$^1$ ATLAS uses a right-handed coordinate system with its origin at the nominal IP in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. The transverse momentum and energy are defined as $p_T = p \sin \theta$ and $E_T = E \sin \theta$, respectively. The $\Delta R$ is the distance defined as $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$.
to that of the current detector while the $c$-jet rejection is expected to be about a factor of two lower than that of the current detector \[34\].

### 3 Signal and background simulation samples

Samples of events generated using Monte Carlo (MC) simulations were produced using different event generators interfaced to various parton showering (PS) and hadronisation generators. After the event generation step, a fast simulation of the trigger and detector effects was added with the dedicated ATLAS software framework \[35\]. The trigger, reconstruction and identification efficiencies, the energy and transverse momentum resolution of leptons and jets were computed as a function of their $\eta$ and $p_T$ using full simulation studies assuming an upgrade ATLAS detector \[22\], and were tabulated in smearing functions which provide parameterised estimates of the ATLAS performance at the HL-LHC. These smearing functions were applied to the truth-level quantities, defined in Section 4. The smearing functions assume the HL-LHC conditions of an instantaneous luminosity of $7.5 \times 10^{34}$ cm$^{-2}$ s$^{-1}$ and the presence of 200 overlapping events in each bunch-crossing \[36\]. Detailed studies are shown in Refs. \[37, 38\].

All the signal and background processes involving top quarks were simulated assuming a top-quark mass of $m_t = 172.5$ GeV and a branching ratio (BR) of 100\% for the decay $t \rightarrow Wb$. All samples are normalised using their corresponding theoretical production cross-sections.

#### 3.1 Signal samples

For the matrix-element (ME) calculations, samples of signal events generated using the non-resonant monotop model were produced using the MadGraph5_aMC@NLO (v2.3.3) \[39\] generator at leading-order (LO) using the NNPDF3.0 LO \[40\] parton distribution function (PDF) set. The PS, hadronisation and the underlying event (UE) were handled by the Pythia 8 (v8.30) event generator \[41\] with the A14 \[42\] set of tuned parameters, using the NNPDF2.3 LO PDF set \[43\]. The EvtGen (v1.6.0) program \[44\] was used to describe the properties of the bottom and charmed hadron decays. All these MC simulation samples were generated for a range of the mediator masses between $m_V = 1.0$ and 5.0 TeV, in steps of 0.5 TeV. The benchmark DM particle masses are assumed to be $m_\chi = 1$ GeV (larger masses, up to around 100 GeV, can be considered since kinematic distributions predicted by the model do not change as shown in Ref. \[25\]). The values of the coupling parameter $a$ was set to 0.5 and $g_\chi$ was set to 1.0.

#### 3.2 Background samples

Samples of simulated events for background processes include production of single-top quark, top-quark-antiquark pair ($t\bar{t}$), $W/Z$ boson in association with jets, vector-boson pairs, associated production of a $t\bar{t}$ pair and a $W/Z$ boson and single-top quark in association with a $Z$ boson.

Samples of simulated events for $t\bar{t}$ production and electroweak production of single-top quarks in the $s$-channel, associated $tW$ and $t$-channel were produced using the next-to-leading-order (NLO) Powheg-Box generator \[45–47\]. In the $t\bar{t}$ event generation the resummation damping factor\(^2\) was set to $1.5 \times m_t$ and in

---

\(^2\) The resummation damping factor is one of the parameters controlling the ME/PS matching in Powheg and effectively regulates the high-$p_T$ gluon radiation.
the $t$-channel event generation the four-flavour scheme was used, treating the $b$-quark as massive. For $t\bar{t}$ and $s$-channel the NNPDF3.0 NLO PDF set was used in the ME generation, while NNPDF3.04f NLO PDF set was used for the $t$-channel, and CT10 [48] PDF set for the associated $tW$ process. All these simulation samples except the latter were interfaced to Pythia 8 for the PS, fragmentation and the UE simulation, using the A14 set of tuned parameters and the NNPDF2.3 LO PDF set. The associated $tW$ production sample was interfaced to Pythia 6 [49], using the CT10 PDF set and the corresponding Perugia 2012 tuneable parameters [50].

The $W$ boson production in association with jets was produced using the MadGraph5_aMC@NLO generator at LO using the NNPDF3.0 NLO PDF set. These $W$+jets event samples were simulated for up to one additional parton at NLO and up to two additional partons at LO. The $Z$ boson production in association with jets ($Z$+jets) was produced using the Powheg-Box generator at NLO in QCD with the CT10 PDF set and the AZNLO [51] set of tuned parameters of the UE are used. The final-state photon radiation was modelled by the Photos [52] MC simulation. Both productions were interfaced with Pythia 8 generator for the PS, fragmentation and UE, using the CT10 PDF set in the case of $W$+jets and CTEQ6L1 [53] PDF set in the case of $Z$+jets.

Samples of vector-boson pairs events ($WW$, $ZZ$, $WZ$), containing up to three additional partons where at least one of the bosons decays leptonically, were produced using the Sherpa generator [54] with the NNPDF3.0 NNLO PDF set.

The associated productions of a $t\bar{t}$ pair and either a $W$ or $Z$ boson ($t\bar{t}W$, $t\bar{t}Z$) were generated using MadGraph5_aMC@NLO at LO using the NNPDF3.0 NLO [40] PDF set. The generated events were then processed with Pythia 8 to perform the fragmentation and hadronisation, and to generate the UE, using the NNPDF2.3 LO PDF set and the A14 set of tuned parameters.

Samples of single-top quark production in association with a $Z$ boson events ($tZq$) were generated at LO in QCD using MadGraph5_aMC@NLO in the four-flavour scheme with the CTEQ6L1 LO PDF set. The $Z$ boson was simulated to be on-shell and off-shell $Z/\gamma^*$ contributions and their interference were not taken into account. The PS, hadronisation and the UE were generated by Pythia 8 with the A14 set of tuned parameters using the NNPDF2.3 LO PDF set.

In all background samples where Pythia 6 or Pythia 8 were used, theEvtGen program was also used to model bottom and charmed hadron decays.

### 4 Object definition

Particle-level definitions are used for electrons, muons, jets and missing transverse momentum, which are the final-state objects used by this analysis. These are constructed from stable particles of the MC event record with a lifetime larger than $0.3 \times 10^{-10}$ s within the observable pseudorapidity range.

Electrons and muons, hereafter referred to as leptons ($\ell$), need to originate from a $W$ boson, including from an intermediate tau decay. Leptons from hadron decays, either directly or via a tau decay, are rejected. Leptons are requested to have $|\eta| < 2.5$. The selected lepton four-momentum is calculated including photons within a cone of size of $\Delta R = 0.1$. In order to simulate the electron/muon track match requirement (i.e. the overlap removal between electrons and muons), events are rejected if a matching in $\phi$ and $\theta$ of 0.005 is found between these two particle-level objects. Identification efficiencies [22] are applied to the
lepton candidates to select which particles are identified as leptons. These have their energy, \( p_T \) and \( \eta \) smeared according to the detector resolution.

Neutrinos are required, similarly to electrons and muons, not to originate from a hadron or quark decay. The missing transverse momentum, with magnitude \( E^\text{miss}_T \), is calculated from the negative vector sum of true final-state particles within the detector acceptance. The contribution due to pile-up is taken into account before applying detector resolution effects.

Jets are reconstructed using the anti-\( k_T \) algorithm [55] implemented in the FastJet [56] library, with a radius parameter of 0.4. All stable final-state particles are used to reconstruct the jets, except the selected neutrinos, leptons and the photons associated with these leptons. This implies that the \( b \)-jet energy is close to that of the \( b \)-quark before hadronisation and fragmentation. The \( b \)-tagging is performed if the jet is within \( |\eta| < 2.5 \) applying a tagging efficiency, function of the true flavour of the jet, \( p_T \) and \( \eta \). Since the \( b \)-tagging is particularly sensitive to the contamination of pile-up tracks, tracks with large impact parameters are considered. Therefore tracks from nearby pile-up are likely to be selected in order to mitigate effects from pile-up. These efficiencies are evaluated considering the latest layout of the ITk detector [28] though not the HGTD, pile-up of 200 and using the MV2 \( b \)-tagging algorithm [34, 57, 58] at the 70% working point. Double counting of electrons as jets may arise from electron energy deposition in the calorimeter being clustered by the jet algorithm. To mitigate such effect jets are removed if within \( \Delta R = 0.2 \) from a selected electron. After this step, electrons within \( \Delta R = 0.4 \) from a jet are rejected, since they are considered as decay products of the hadrons in the jet. For the same reason, muons that are within \( \Delta R(\muon,\text{jet}) = 0.04 + 10 \text{ GeV}/p_T(\muon) \) from a jet are also removed. A fraction of the particle-level jets are removed, according to the expected mis-identification rate shown in Ref. [37]. Energy, \( p_T \) and \( \eta \) of remaining jets are smeared according to the detector resolution. Pile-up jets are rejected using tracking information.

### 5 Event selection and analysis strategy

The experimental signature of the non-resonant monotop events with \( W \) boson decaying leptonically is one lepton from the \( W \)-boson decay, large \( E^\text{miss}_T \), and one jet identified as likely to be originated from a \( b \)-quark. The signal event candidates are selected by requiring exactly one lepton with \( p_T > 30 \text{ GeV} \), exactly one jet with \( p_T > 30 \text{ GeV} \) identified as a \( b \)-jet and \( E^\text{miss}_T > 100 \text{ GeV} \). Since the considered monotop process favours final states with positive leptons, events with negative lepton charge are rejected. These criteria defines the base selection.

In order to maximise the sensitivity of the study, in addition to the base selection further discrimination is achieved by applying additional criteria according to the kinematic properties of the signal while rejecting background. Events entering the pre-selection region defined in Section 5.1 are used to train a boosted decision tree (BDT) algorithm. A selection on the BDT output is used to define the BDT-based signal region. A study was performed to optimise a cut-based analysis and signal region, but it was found to be less effective than a multivariate analysis approach. The results of this study are also described in this Section 5.2. To extract exclusion limits the \( E^\text{miss}_T \) distribution is used as the discriminating variable when executing the statistical analysis.
5.1 BDT-based analysis

In addition to the base selection, further discrimination between the monotop signal events and background events is achieved by applying additional criteria. The transverse mass of the lepton–$E_T^{\text{miss}}$ system,

$$m_{T}(\ell, E_T^{\text{miss}}) = \sqrt{2p_T(\ell)E_T^{\text{miss}}(1 - \cos\Delta\phi(\ell, E_T^{\text{miss}}))},$$

(2)

where $p_T(\ell)$ denotes the magnitude of the lepton transverse momentum and $\Delta\phi(\ell, E_T^{\text{miss}})$ is the azimuthal difference between the lepton momentum and the $E_T^{\text{miss}}$ directions, is required to be larger than 100 GeV in order to reduce the background contribution. In background events the spectrum of this quantity decreases rapidly for values higher than the $W$-boson mass. In signal events instead, the spectrum has a tail at higher mass values, as seen in the search performed by ATLAS at $\sqrt{s} = 8$ TeV [24]. When originating from the decay of a top quark, the lepton and the $b$-jet are close to each other. Therefore, events are required to have an azimuthal difference between the lepton momentum and the $b$-jet momentum directions ($|\Delta\phi(\ell, b\text{-jet})|$) of less than 2.0, which disfavours the $W$+jets and diboson backgrounds. Table 1 shows a summary of the previous criteria which defines the pre-selection region. Figure 2 shows the distributions of $|\Delta\phi(\ell, b\text{-jet})|$, the angular distance between the lepton and the $b$-jet ($\Delta R(\ell, b\text{-jet})$), and $m_{T}(\ell, E_T^{\text{miss}})$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplicity (leptons)</td>
<td>1</td>
</tr>
<tr>
<td>$p_T(\ell)$ [GeV]</td>
<td>$&gt; 30$</td>
</tr>
<tr>
<td>Lepton charge sign</td>
<td>$&gt; 0$</td>
</tr>
<tr>
<td>$p_T(b\text{-jet})$ [GeV]</td>
<td>$&gt; 30$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$ [GeV]</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>Multiplicity (b-jets)</td>
<td>1</td>
</tr>
<tr>
<td>$m_{T}(\ell, E_T^{\text{miss}})$ [GeV]</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>$</td>
<td>\Delta\phi(\ell, b\text{-jet})</td>
</tr>
</tbody>
</table>

Table 1: Overview of the pre-selection criteria used to define the pre-selection region.

Further selection is performed via a BDT algorithm provided by the Toolkit for Multivariate Analysis [59]. The BDT is trained to discriminate the monotop signal from the dominant $t\bar{t}$ background. For the training, since no significant difference is observed for the different mass values, the sample with $m_V = 2.5$ TeV is used. Half of the events of both signal and background samples are selected randomly and used to train the BDT. The other half is used to probe the BDT behaviour in order to avoid the presence of overtraining. The variables entering the BDT are selected from a pool of fundamental quantities, like $p_T$ of jets and $b$-jets, and angular distances. The variables selected are the ones showing the best discriminating power. In particular, $|\Delta\phi(\ell, b\text{-jet})|$ and $m_{T}(\ell, E_T^{\text{miss}})$ are found to be the most effective variables. A full list and description of the variables used in the BDT training is given in Table 2. Figure 3 shows the distribution of the BDT response in the pre-selection region. Only events with BDT response $> 0.9$ and $E_T^{\text{miss}} > 150$ GeV enter in the signal region and are used in the extraction of the result. This value is chosen because it maximises the significance while leaving sufficient statistics for the result to be meaningful.
Figure 2: Distributions of (a) $\Delta \phi$ between the lepton and the $b$-jet, (b) $\Delta R$ between the lepton and the $b$-jet and (c) transverse mass of the lepton–$E_T^{\text{miss}}$ system. The stack distribution shows the background prediction which includes $t\bar{t}$, single-top quark, $W+$ jets and Other (i.e. $Z+$ jets, dibosons, $t\bar{t}W/Z$ and $tZq$). Solid and dashed lines represent the signal corresponding to a mediator mass of 2.5 and 4.0 TeV, respectively. The background event samples are normalised to their theoretical predictions and the signal event samples are normalised to the number of background events.
5.2 Cut-based analysis

Events used in this study are selected with the base selection together with additional requirements in three variables properly optimised. The optimisation is performed by varying systematically the thresholds of $|\Delta \phi(\ell, b\text{-jet})|$, $\Delta R(\ell, b\text{-jet})$ and $m_T(\ell, E_T^{\text{miss}})$, and without taking into account systematics uncertainties. The $E_T^{\text{miss}}$ is used as discriminant variable in the likelihood fit. The tested selection on $m_T(\ell, E_T^{\text{miss}})$ ranges between $>50$ GeV and $>300$ GeV in steps of 25 GeV. Selections on the angular variables range from $<0.5$ to $<2.9$, in steps of 0.2. The figure of merit used in this process is the excluded signal strength obtained from the likelihood fit. The fitting procedure is described in Section 6. The signal with $m_{V}=2.5$ TeV is used for this study. The optimal set of requirements is found to be the base-section criteria with $\Delta R(\ell, b\text{-jet}) < 1.2$ and $m_T(\ell, E_T^{\text{miss}}) > 225$ GeV and with no requirements on $|\Delta \phi(\ell, b\text{-jet})|$. Additionally a cut on $E_T^{\text{miss}} > 150$ GeV is applied to further reduce background. These criteria define the signal region of the cut-based analysis.

Table 3 shows the predicted event yields in the pre-selection region and in the signal regions of the BDT- and cut-based analyses. Comparing the two signal regions, the former analysis has about two order of magnitude larger signal-to-background ratios than the latter analysis. In both analyses the dominant background is the $t\bar{t}$ production. In the BDT-based analysis, the $t\bar{t}$ background represents the 65% of the total background, followed by an important contribution of $W+$ jets and single top-quark backgrounds. In the cut-based analysis, the $t\bar{t}$ background represents the 90% of the total background with minor contribution of single top-quark production and negligible contribution of the rest.
<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinematic variables</td>
<td></td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}}$</td>
<td>Magnitude of the missing transverse momentum</td>
</tr>
<tr>
<td>$p_{T}(b\text{-jet})$</td>
<td>Transverse momentum of the $b$-jet</td>
</tr>
<tr>
<td>$p_{T}\text{(leading-jet)}$</td>
<td>Transverse momentum of the leading jet</td>
</tr>
<tr>
<td>Lepton $p_{T}$</td>
<td>Transverse momentum of the lepton</td>
</tr>
<tr>
<td>$m_{\ell}(E_{T}^{\text{miss}})$</td>
<td>Transverse mass of lepton–$E_{T}^{\text{miss}}$ system</td>
</tr>
<tr>
<td>Azimuthal differences</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\Delta \phi(\ell, \text{leading-jet})</td>
</tr>
<tr>
<td>$</td>
<td>\Delta \phi(\ell, b\text{-jet})</td>
</tr>
<tr>
<td>$\Delta \phi(\ell, E_{T}^{\text{miss}})$</td>
<td>$\Delta \phi$ between the lepton and $E_{T}^{\text{miss}}$</td>
</tr>
<tr>
<td>Angular distance differences</td>
<td></td>
</tr>
<tr>
<td>$\Delta R(\ell, \text{leading-jet})$</td>
<td>$\Delta R$ between the lepton and the leading jet</td>
</tr>
<tr>
<td>$\Delta R(\ell, b\text{-jet})$</td>
<td>$\Delta R$ between the lepton and $b$-jet</td>
</tr>
<tr>
<td>Masses</td>
<td></td>
</tr>
<tr>
<td>Leading-jet mass</td>
<td>Mass of the leading jet</td>
</tr>
</tbody>
</table>

Table 2: List of variables entering the BDT and their definitions.

<table>
<thead>
<tr>
<th>Process</th>
<th>Pre-selection region</th>
<th>Signal region (BDT-based)</th>
<th>Signal region (Cut-based)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{V} = 1.0$ TeV</td>
<td>$183100 \pm 400$</td>
<td>$58900 \pm 200$</td>
<td>$100300 \pm 300$</td>
</tr>
<tr>
<td>$m_{V} = 1.5$ TeV</td>
<td>$33700 \pm 180$</td>
<td>$13000 \pm 110$</td>
<td>$19800 \pm 140$</td>
</tr>
<tr>
<td>$m_{V} = 2.0$ TeV</td>
<td>$8400 \pm 90$</td>
<td>$3530 \pm 60$</td>
<td>$5110 \pm 70$</td>
</tr>
<tr>
<td>$m_{V} = 2.5$ TeV</td>
<td>$2540 \pm 50$</td>
<td>$1100 \pm 30$</td>
<td>$1560 \pm 40$</td>
</tr>
<tr>
<td>$m_{V} = 3.0$ TeV</td>
<td>$890 \pm 30$</td>
<td>$380 \pm 19$</td>
<td>$540 \pm 20$</td>
</tr>
<tr>
<td>$m_{V} = 3.5$ TeV</td>
<td>$360 \pm 19$</td>
<td>$150 \pm 12$</td>
<td>$220 \pm 15$</td>
</tr>
<tr>
<td>$m_{V} = 4.0$ TeV</td>
<td>$160 \pm 13$</td>
<td>$64 \pm 8$</td>
<td>$97 \pm 10$</td>
</tr>
<tr>
<td>$m_{V} = 4.5$ TeV</td>
<td>$83 \pm 9$</td>
<td>$31 \pm 6$</td>
<td>$48 \pm 7$</td>
</tr>
<tr>
<td>$m_{V} = 5.0$ TeV</td>
<td>$47 \pm 7$</td>
<td>$17 \pm 4$</td>
<td>$27 \pm 5$</td>
</tr>
<tr>
<td>Single-top quark $t\bar{t}$</td>
<td>$2058000 \pm 1400$</td>
<td>$490 \pm 20$</td>
<td>$32600 \pm 180$</td>
</tr>
<tr>
<td>$W$+ jets</td>
<td>$14146000 \pm 4000$</td>
<td>$2270 \pm 50$</td>
<td>$407500 \pm 600$</td>
</tr>
<tr>
<td>Other</td>
<td>$4617000 \pm 2000$</td>
<td>$710 \pm 30$</td>
<td>$16900 \pm 130$</td>
</tr>
<tr>
<td>Total background</td>
<td>$20957000 \pm 5000$</td>
<td>$3520 \pm 60$</td>
<td>$458300 \pm 700$</td>
</tr>
</tbody>
</table>

Table 3: Predicted pre-fit event yields for the merged electron and muon channels in the pre-selection region and for the signal regions of the BDT- and cut-based analyses. The signal and backgrounds are normalised to their theoretical predictions. The uncertainties shown are statistical only.
6 Results

The BDT-based approach is selected given the significantly better results obtained compared to the cut-based analysis. Thus, unless explicitly stated, the content on this section refers to the BDT-analysis.

For the statistical analysis all backgrounds except the $t\bar{t}$ production are merged in a non-$t\bar{t}$ background to avoid problems of poor statistics in the signal region. This allows to use a binned likelihood fit. The shape of the $E_T^{\text{miss}}$ distribution is used in the statistical analysis, as it is expected to be the most sensitive variable to the presence of new physics. The binning of this distribution is optimised for the sensitivity of the analysis in the signal region while ensuring the stability of the fit. This results in a non-equidistant binning which exhibits wider bins in regions with a large signal contribution, while preserving a sufficiently large number of background events in each bin. Figure 4 shows the post-fit $E_T^{\text{miss}}$ distribution in the signal region. The result does not include MC statistical uncertainties but incorporates effects of systematic uncertainties. The theoretical modelling of signal and background has the largest prior, 15%. The second largest source of uncertainty is the one relative to the $E_T^{\text{miss}}$ reconstruction, with 6% prior. Jet energy scale (JES) and jet energy resolution (JER) contribute with a total of 5%. The uncertainty on the requirements for pile-up jets rejection is 5%. The ones on lepton identification and $b$-tagging efficiencies are 1.2% and 2.5%, respectively. The uncertainty on the expected luminosity is also taken into account, with a 1% effect.

Hypothesis testing is performed using a frequentist approach which uses the asymptotic approximation described in Ref. [60]. Figure 5 shows the expected 95% confidence level (CL) upper limits as a function of the mediator mass for the non-resonant model assuming $m_X = 1$ GeV, $a = 0.5$ and $g_X = 1$. After the fit, the largest impact on the result is coming from the uncertainty on the $E_T^{\text{miss}}$ reconstruction. This is expected since the $E_T^{\text{miss}}$ is the final discriminant in the analysis. The second largest contribution is coming from background and signal modelling. The other contributions are, in order of importance: pile-up jet rejection requirements, JES and JER, lepton reconstruction efficiency and $b$-tagging efficiency. The uncertainty...
on the expected luminosity is found to have the smallest effect. The expected mass limit at 95% CL is 4.6 TeV while the discovery reach (based on 5σ significance) is 4.0 TeV. For the current analysis the effect of possible improvements in the systematic uncertainties is estimated by reducing by half the uncertainties. This has the effect of increasing the exclusion limit (discovery reach) by 80 (50) GeV.

Figure 5: Expected 95% CLs upper limits on the signal cross-section as a function of the mass of the mediator for the non-resonant model assuming $m_{\chi} = 1$ GeV, $a = 0.5$ and $g_{\chi} = 1$ using a BDT analysis. The MC statistical uncertainty is not considered but the full set of systematics, extrapolated from the 13 TeV analysis is considered.

The expectations for the equivalent of Run-3 integrated luminosity (300 fb$^{-1}$) is checked, obtaining an exclusion limit (discovery reach) of 3.7 TeV (3.2 TeV).

The expected mass limit at 95% CL obtained with the cut-based analysis, assuming an integrated luminosity of 3000 fb$^{-1}$ and including same systematic uncertainties, is 3.2 TeV. As anticipated at the beginning of the section, this limit is significantly lower than what is obtained with the BDT-based analysis.

7 Conclusion

The expected sensitivity of a search for events with one top quark and large missing transverse momentum is estimated in $pp$ collisions at a centre-of-mass energy of $\sqrt{s} = 14$ TeV with the ATLAS detector at the HL-LHC. A non-resonant production of an exotic state $V$, decaying to a pair of invisible dark-matter particles $\chi \bar{\chi}$, in association with a right-handed top quark is considered. Only the topologies where the $W$ boson from the top quark decays into an electron or a muon and a neutrino are considered. The number of signal and background events are estimated from simulated truth particle-level information after applying smearing functions to mimic an upgraded ATLAS detector response in the HL-LHC environment. The expected exclusion limit at 95% CL on the mass of the exotic state $V$ is, in the absence of MC statistical uncertainty but considering systematic uncertainties, 4.6 TeV using a multivariate analysis based on a
BDT and assuming an integrated luminosity of 3000 fb$^{-1}$. The discovery reach obtained is 4.0 TeV. If improvements in systematics would be translated into a reduction of the uncertainties by a factor 2, the expected exclusion (discovery) would increase by 80 (50) GeV. Expected exclusion for Run-3 equivalent integrated luminosity (300 fb$^{-1}$) including systematics is 3.7 TeV, while the discovery reach is 3.2 TeV.
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1 Introduction

While the existence of dark matter (DM) is supported by a plethora of astrophysical observations [1–4], its particle nature remains largely unexplained. The Weakly Interacting Massive Particle (WIMP) [5] is a well-motivated candidate for the bulk of dark matter, possessing the requisite properties and appearing in many Beyond the Standard Model (SM) theories. WIMPs created at colliders escape detection, resulting in a signature characterised by missing transverse momentum. Searches for WIMP dark matter, observable by the presence of an accompanying SM particle(s), have been performed extensively at the Large Hadron Collider (LHC) [6–12]. This note presents the prospects of a search for dark matter produced in association with heavy flavour (bottom or top) quarks at the High Luminosity LHC (HL–LHC).

Signatures involving heavy flavour quarks are expected to be the most sensitive to models where the dark and SM sectors couple via the exchange of a spin-0 mediator [13]. This study therefore focuses on two simplified models, defined by either a scalar, \( \phi \), or a pseudoscalar, \( a \), mediator [14–16]. In both cases, the mediating particle is taken to be colour-neutral and the dark matter candidate is assumed to be a weakly interacting Dirac fermion, \( \chi \), uncharged under the SM. The models are described by five common parameters: the dark matter mass, \( m(\chi) \), the mediator mass, \( m(\phi) \) or \( m(a) \), the dark matter–mediator coupling, \( g_\chi \), the flavour-universal SM–mediator coupling, \( g_\nu \), and the decay width of the mediator, \( \Gamma(\phi) \) or \( \Gamma(a) \). For simplicity, an assumption of \( g_\chi = g_\nu = g \) is made and the mediator width is taken to be the minimal width described in Ref. [15]. For this scenario, \( \chi \bar{\chi} \) production in association with top-quarks is expected to dominate at the HL–LHC. Two signatures featuring top quarks in the final state are therefore considered. The first signature, denoted DM+\( t\bar{t} \), is characterised by two tops decaying di-leptonically as shown in Figure 1(a). The second signature, DM+Wt, involves a single top produced in tandem with a W-boson, both of which decay leptonically as shown in Figures 1(b) and 1(c).

While the couplings of the mediator to the up- and down-type quarks are assumed to be indistinguishable in this study, the condition is by no means a necessary one. In the event that coupling to up-type quarks is suppressed - a possibility in UV completions of the aforementioned models - production of dark matter in association with bottom quarks becomes relevant. The DM+\( b\bar{b} \) final state is also well motivated as an avenue for probing the parameter space of two-Higgs doublet models (2HDM). In the context of the 2HDM+a model [17, 18] for example, the rate for \( pp \rightarrow b\bar{b} + a \) is enhanced by the ratio of the Higgs doublet vacuum expectation values, \( \tan \beta \), if a Yukawa sector of type-II is realised. Constraints on \( \tan \beta \) can be extracted via a straightforward recasting of exclusion limits on the simplified pseudoscalar mediator model (see Appendix A in Ref. [18]). Consequently, a search for DM+\( b\bar{b} \) targeting the latter model is optimised to also set bounds on \( \tan \beta \). DM+\( t\bar{t}/Wt \), mono-\( X \), and di-top searches can be exploited in a similar manner, however the DM+\( b\bar{b} \) channel is uniquely situated to probe the high \( \tan \beta \) region, a region not currently well constrained in two-Higgs doublet models. Dark matter production in association with \( b \)-quarks is therefore also considered in this note, an example diagram for which is shown in Figure 1(d) where the model parameters are as defined in the previous paragraph.

A search targeting the DM+\( b\bar{b} \) and DM+\( t\bar{t} \) signatures was performed at the LHC using 36.1 fb\(^{-1}\) of data collected in 2015 and 2016 at a centre of mass energy of 13 TeV [13]. No evidence of physics beyond the SM was found and constraints were placed on the ratio of the measurable cross-section to the theoretically predicted cross-section, \( \sigma / \sigma(g = 1.0) \), as a function of the mediator mass in the range 10–500 GeV. Likewise, constraints on spin-0 mediator production with a DM+Wt signature were projected for 35 fb\(^{-1}\) and 300 fb\(^{-1}\) of data in Ref. [19]. This note presents the prospects for further constraining these models with HL-LHC data and is divided into two independent analyses. The first is optimised for the DM+\( b\bar{b} \) final state and serves to additionally quantify the expected gain in performance potential for HL–LHC.
searches involving flavour tagged jets and large missing transverse momentum. Similarly, the second analysis, which is optimised for the DM+t\bar{t} and DM+Wt final states, also serves to showcase the gain for searches featuring a combination of flavour tagged objects, missing transverse momentum, and leptons.

2 The LHC and HL–LHC

In the present data-taking period, the LHC delivered $\sim 150 \text{ fb}^{-1}$ of proton-proton collisions with a peak instantaneous luminosity of $2 \times 10^{34} \text{ cm}^{-2}\text{s}^{-1}$ and an average number of collisions per bunch crossing of $\langle \mu \rangle \sim 35$. A long shutdown (LS2) will follow, during which the injection chain is foreseen to be modified to allow for instantaneous luminosities up to $\sim 2.5 \times 10^{34} \text{ cm}^{-2}\text{s}^{-1}$. The data collected up to the next long shutdown (LS3) will amount to $\sim 300 \text{ fb}^{-1}$. An increase of the centre-of-mass-energy to 14 TeV is possible and is assumed to happen for this study. An upgrade of the accelerator to the HL–LHC is planned to take place during LS3, enabling luminosities of $\sim 7 \times 10^{34} \text{ cm}^{-2}\text{s}^{-1}$ to be achieved. The HL–LHC is expected to deliver an average number of pile up interactions per bunch crossing of $\langle \mu \rangle \sim 200$ during its operation with the total data collected amounting to $\sim 3000 \text{ fb}^{-1}$.

3 The ATLAS Detector

The ATLAS experiment [20] is a multi-purpose particle detector with a forward-backward symmetric cylindrical geometry and nearly $4\pi$ coverage in solid angle\(^1\). The interaction point is surrounded by an inner detector (ID), a calorimeter system, and a muon spectrometer.

Upgrades to the detector and the triggering system are planned to adapt the experiment to the increasing instantaneous and integrated luminosities expected with the HL–LHC [21–27].

\(^1\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates ($r$, $\phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Rapidity is defined as $y = 0.5 \ln [(E + p_z)/(E - p_z)]$ where $E$ denotes the energy and $p_z$ is the component of the momentum along the beam direction.
In the reference upgrade scenario, the ID will provide precision tracking of charged particles for pseudorapidities $|\eta| < 4.0$ and will be surrounded by a superconducting solenoid providing a 2 T axial magnetic field. It will consist of silicon pixel and microstrip detectors.

In the pseudorapidity region $|\eta| < 3.2$, the currently installed high-granularity lead/liquid-argon (LAr) electromagnetic (EM) sampling calorimeters will be used. The current steel/scintillator tile calorimeter will be used, although the readout electronics will be replaced to enable improved triggering [23, 24]. A new high-granularity timing detector (HGTD) will also be installed in the forward regions to reduce occupancy from $|\eta| < 2.4$ up to $|\eta| < 4.0$ in the high pile-up HL-LHC environment [27].

The muon spectrometer, consisting of three large superconducting toroids with eight coils each, and a system of trigger and precision-tracking chambers, which provide triggering and tracking capabilities in the ranges $|\eta| < 2.4$ and $|\eta| < 2.7$ respectively, could be upgraded with the addition of a very forward muon tagger that would extend the trigger coverage up to $|\eta| = 4.0$ [22].

A two-level trigger system will be used to select events, reducing the event rate to about 10 kHz. In the reference scenario, the bandwidth allocated to di-lepton ($ee$, $\mu\mu$, $e\mu$) triggers is expected to be 0.2 kHz per trigger, where an offline selection of $p_T > 10$ GeV for each lepton ensures full efficiency. For the missing transverse energy ($E_T^{miss}$) trigger, the bandwidth allocated is ~ 0.4 kHz, with $> 210$ GeV representing the offline $E_T^{miss}$ above which a typical analysis would use the data according to the Technical Design Report for the Phase-II upgrade of the ATLAS TDAQ system [25].

## 4 Monte Carlo Samples

Monte Carlo (MC) simulated event samples are used to predict the background from SM processes and to model the dark matter signal. The most relevant MC samples have equivalent luminosities (at 14 TeV) of at least 3000 fb$^{-1}$. The technical implementation of these samples is summarised in Table 1, including the packages used to perform matrix element generation and parton showering. The order at which the cross-section is computed for a given process is also shown, along with the specific choice of Parton Distribution Function (PDF) and tune. The dark-matter $t\bar{t}$ and $b\bar{b}$ signal samples are generated following the prescriptions in Ref. [15] and the $Wt$ signal samples ($Wt + \phi/a$) are generated following Ref [19]. For the $Wt + \phi/a$ model the production cross-section is computed at leading-order (LO) accuracy in the strong coupling constant $\alpha_s$. For the $t\bar{t} + \phi/a$ and $b\bar{b} + \phi/a$ models the production cross-section is computed at next-to-LO (NLO) accuracy. Lastly, the $Z/\gamma^* +$jets and $W+$jets samples are generated with $\sqrt{s} = 13$ TeV. A collision energy of 14 TeV is replicated by applying an event weight based on the momentum fraction carried by the colliding partons and the ratio of PDF distributions for the different beam energies.

To emulate the Phase-II run conditions and detector response, the signal and SM background samples are smeared using performance functions derived from MC events passed through a full Geant 4 simulation of the upgraded ATLAS detector [28–30]. Specifically, smearing is applied to the resolution and reconstruction efficiencies of the physics objects discussed in Section 5 using parameterisations made with $\langle \mu \rangle = 200$. The contribution from pileup is emulated by overlaying jets from a dedicated library.
Table 1: Summary of the simulated signal and SM background event samples used in this analysis, including the event generator, parton shower package, cross-section normalisation, PDF set, and underlying event parameter tune.

<table>
<thead>
<tr>
<th>Physics process</th>
<th>Generator</th>
<th>Parton shower</th>
<th>Cross-section normalisation</th>
<th>PDF set</th>
<th>Tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>aMC@NLO 2.3.3</td>
<td>Pythia 8.212</td>
<td>NLO</td>
<td>NNPDF30NLO</td>
<td>A14 [31]</td>
</tr>
<tr>
<td>$b\bar{b}$</td>
<td>aMC@NLO 2.4.3</td>
<td>Pythia 8.212</td>
<td>LO</td>
<td>NNPDF23LO</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t}$ + $\phi$</td>
<td>Powheg-box v2 [32–34]</td>
<td>Pythia 8.186</td>
<td>NNLO</td>
<td>NNLO CT10</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t}$ (s-channel)</td>
<td>powheg-box v1</td>
<td>Pythia 6.428</td>
<td>NNLO+NNLL [37]</td>
<td>NLO CT10f4</td>
<td>Perugia2012</td>
</tr>
<tr>
<td>$t\bar{t}$ (s and Wt-channel)</td>
<td>powheg-box v2</td>
<td>Pythia 6.428</td>
<td>NNLO+NNLL [38, 39]</td>
<td>NLO CT10</td>
<td>Perugia2012</td>
</tr>
<tr>
<td>$tW/Z\gamma^*$</td>
<td>aMC@NLO 2.2.2</td>
<td>Sherpa 2.2.1</td>
<td>NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>Diboson</td>
<td>Sherpa 2.2.1 [41]</td>
<td>Sherpa 8.186</td>
<td>Generator NLO</td>
<td>CT10 [36]</td>
<td>Sherpa default</td>
</tr>
<tr>
<td>$t\bar{t}h$</td>
<td>aMC@NLO 2.2.2</td>
<td>Herwig 2.7.1</td>
<td>NLO</td>
<td>CTEQ6L1 [44]</td>
<td>A14</td>
</tr>
<tr>
<td>$W, Z$</td>
<td>aMC@NLO 2.2.2</td>
<td>Pythia 8.186</td>
<td>NLO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t}W$, $tt\bar{t}$</td>
<td>aMC@NLO 2.2.2</td>
<td>Pythia 8.186</td>
<td>LO</td>
<td>NNPDF2.3LO</td>
<td>A14</td>
</tr>
<tr>
<td>Triboson</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa 2.2.1</td>
<td>Generator LO, NLO</td>
<td>CT10 [36]</td>
<td>Sherpa default</td>
</tr>
<tr>
<td>$Z/\gamma^*+$jets</td>
<td>Sherpa 2.2.1 [45]</td>
<td>Sherpa 2.2.1</td>
<td>NLO</td>
<td>NLO CT10</td>
<td>Sherpa default</td>
</tr>
<tr>
<td>$W+$jets</td>
<td>Sherpa 2.2.1 [45]</td>
<td>Sherpa 2.2.1</td>
<td>NLO</td>
<td>NLO CT10</td>
<td>Sherpa default</td>
</tr>
</tbody>
</table>

5 Final State Object Selections

Selecting events consistent with the production of dark matter in a final state with either bottom or top quarks requires the reconstruction of jets, muons, electrons, and missing transverse momentum, $\mathbf{p}_T^{\text{miss}}$, where $E^{\text{miss}} = |\mathbf{p}_T^{\text{miss}}|$. This section describes the object definitions and kinematic variables used to discriminate signal from SM background processes in the two search channels.

In the previous search, $\mathbf{p}_T^{\text{miss}}$ is calculated as the negative vector sum of the transverse momenta of all identified physics objects [13]. A soft term constructed from all tracks unmatched to any physics object and originating from the primary vertex is also added. For the studies performed in this note however, the $\mathbf{p}_T^{\text{miss}}$ is computed at generator-level as the vectorial sum of the momenta of all neutral weakly-interacting particles in an event, including neutrinos and the dark matter candidate. This quantity is then smeared based on the $\mathbf{p}_T^{\text{miss}}$ resolution associated with the smeared sum of energies of interacting particles in the event.

Jet candidates are reconstructed using the anti-$k_T$ jet clustering algorithm with a radius parameter $R = 0.4$ [47] and are required to have transverse momentum $p_T > 20$ GeV and $|\eta| < 3.8$. Tracking confirmation is applied to all jets to reduce the contribution from particle decays originating from pile-up interactions [48].

Decays from $b$-quarks are identified ($b$-tagged) using parametrisations that model the performance of the Run-2 multivariate $b$-tagging algorithm MV2c10 [49–51] as a function of jet $p_T$ and $\eta$. Candidate $b$-jets must pass an identification requirement corresponding to an efficiency of 70% for jets containing $b$-hadrons in simulated $t\bar{t}$ events. This requirement represents the tightest set of restrictions on $b$-jets for

which flavour-tagging performance functions are available. The corresponding rejection factor for jets originating from the fragmentation of a c (light) quark is ~20 (750) [26].

Baseline electron candidates with $p_T > 7$ GeV are reconstructed in the region $|\eta| < 4.0$ and required to pass the “loose” likelihood-based identification requirements [52, 53]. Similarly, muon candidates with $p_T > 6$ GeV and $|\eta| < 2.7$ are required to pass the “medium” identification criteria [54, 55]. Signal leptons in the DM+$t\bar{t}/Wt$ channels are further required to have $p_T > 20$ GeV, to ensure constant trigger efficiencies in the relevant phase, and $|\eta| < 2.47$ (2.5) for electrons (muons). The reduced pseudorapidity range compared with the DM+$b\bar{b}$ channel is motivated by the topologies of DM+$t\bar{t}/Wt$ events, which are characterised by central leptons.

To resolve reconstruction ambiguities, an overlap removal algorithm is applied to baseline leptons and jets. Where a baseline electron is found to lie within $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2} = 0.2$ of a candidate jet, the jet is removed if it fails to pass $b$-jet identification criteria corresponding to an efficiency of 85%. The same is applied to jets in the DM+$b\bar{b}$ (DM+$t\bar{t}/Wt$) channel which lie within $\Delta R = 0.2$ (0.4) of a selected muon and which are not true $b$-jets. To avoid rejecting events featuring leptonic $c$- or $b$-hadron decays, electrons (muons) are discarded if they are found within a cone of $\Delta R = 0.4$ ($\Delta R = \max(0.4, 0.04 + (10 \text{ GeV})/p_T^b)$) of any surviving jet.

6 Signatures with $b$-quarks and $E_T^{\text{miss}}$

To isolate the event topology of the DM+$b\bar{b}$ final state, events are required to have at least two $b$-tagged jets. The contribution from SM background processes is suppressed via the application selection criteria based on that of the 13 TeV analysis and updated to align with HL–LHC design considerations.

To reduce the contribution from leptonic and semi-leptonic $t\bar{t}$ decays and from leptonic decays of W and Z bosons, events containing at least one baseline lepton ($N^B_l$) are vetoed. A further requirement of no more than 2 or 3 jets is imposed in order to control the large background from hadronic $t\bar{t}$ decays which are typically characterised by high jet multiplicities. A minimum requirement on the azimuthal separation between each jet, $j$, and the missing transverse momentum, $\Delta \phi(j, \vec{p}_T^{\text{miss}}) > 0.4$, is also imposed in accordance with the treatment used at 13 TeV to suppress fake $E_T^{\text{miss}}$ in multi-jet events.

To reduce the contribution from the dominant $Z$+jets background, several variables exploiting the difference in spin between the scalar and pseudoscalar particles and the $Z$ boson are defined. These variables make use of the pseudorapidity and azimuthal separations between jets, $b$-jets and the missing transverse momentum and include:

- The azimuthal correlation variables:

$$\delta^- = \Delta \phi(j, \vec{p}_T^{\text{miss}}) - \Delta \phi(b, b)$$

$$\delta^+ = |\Delta \phi(j, \vec{p}_T^{\text{miss}}) + \Delta \phi(b, b) - \pi|$$

where $\Delta \phi(j, \vec{p}_T^{\text{miss}}) = \phi(j) - \phi(\vec{p}_T^{\text{miss}})$ is the azimuthal separation between any jet in an event and $\vec{p}_T^{\text{miss}}$, and $\Delta \phi(b, b) = \phi(b_1) - \phi(b_2)$ is the azimuthal separation between the leading $b$-jet ($b_1$) and sub-leading $b$-jet ($b_2$).
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• The momentum imbalance between the leading and sub-leading $b$-jets:
  \[ \text{Imb}(b,b) = \frac{p_T(b_1) - p_T(b_2)}{p_T(b_1) + p_T(b_2)} \]

• The cosine of $\pi - \Delta\phi(b,b)$:
  \[ \cos(\pi - \Delta\phi(b,b)) \]

• The hyperbolic tangent of the pseudorapidity separation between the leading and sub-leading $b$-jet,
  \[ \Delta\eta(b,b) = \eta(b_1) - \eta(b_2) \] is expected to peak around 1. The distribution of this variable, along with those of other key discriminants, is shown in Figure 2.

To reduce the contribution from processes where spin anti-correlations are not present or easily exploited, events are required to pass a cut on $H_T^{\text{ratio}}$, the ratio of the leading jet transverse momentum, $p_T(j_1)$, to the scalar sum of the transverse momenta of all jets in the event, $H_T$. Also used is the hyperbolic tangent of the $\eta$ separation between the leading ($j_1$) and third-leading jet ($j_3$):

\[ \cos \theta_{j_1,j_3}^{*} = \left| \tanh \left( \frac{\Delta\eta(j_1,j_3)}{2} \right) \right| \]

In signal events with 3 jets the first and third jet are largely produced back-to-back, leading to a peak at approximately 1 in the $\cos \theta_{j_1,j_3}^{*}$ distribution. In contrast, $j_1$ and $j_3$ in events from SM background processes – in particular, from $t\bar{t}$ decays – exhibit strong collinearity, leading to dominance in the region below 0.5 as shown in Figure 2(b). Note that a cut on $\cos \theta_{j_1,j_3}^{*}$ is only applied to events with 3 jets.

As seen from Figure 2(c), the shape of the $\cos \theta_{j_1,j_3}^{*}$ distribution for the scalar and pseudoscalar signals can depend strongly on the mass of the mediating particle. Consequently, separate selections are derived for $m(\phi/a) < 100$ GeV and $m(\phi/a) \geq 100$ GeV. The resulting signal regions, denoted by SR$_{b,\text{low}}$ and SR$_{b,\text{high}}$ respectively, are defined in Table 2.

The $\cos \theta_{bb}^{*}$ variable provides the best discrimination between signal and background events. As such, SR$_{b,\text{low}}$ and SR$_{b,\text{high}}$ are divided into four equal-width exclusive bins in $\cos \theta_{bb}^{*}$, reflecting the configuration used in Run 2. The bins are denoted by the labels SR$_{b,X}$-bin1 through SR$_{b,X}$-bin4 where $X = \{\text{low, high}\}$.
7 Signatures with top quarks and $E_T^{\text{miss}}$

In order to target dark matter produced in association with one (DM+Wt) or two (DM+tt) top quarks, one signal region is defined, and it is denoted denoted SR$_{2\ell}$. Events are required to have exactly two opposite electric charge leptons, electrons or muons, either same- or different-flavour with an invariant mass (regardless of the flavours of the leptons in the pair), $m_{\ell\ell}$, being larger than 100 GeV in order to reduce the $t\bar{t}$ background. Furthermore, candidate signal events are required to have at least one identified $b$-jet. Different discriminators and kinematic variables have been used to further separate the $t\bar{t} + \phi/a$ and $Wt + \phi/a$ signal from the SM background.

- $m_{\ell\ell}^{\text{min}}$ is the smallest invariant mass computed between the leading $p_T$ $b$-tagged jet and each of the two leptons in the event. In events with two top quarks decaying dileptonically, at least one of the two mass combinations must be bounded from above by $m_{\ell\ell}^{\text{min}} < \sqrt{m_t^2 - m_W^2}$.

- $p_{T,\text{boost}}^{\ell}$: defined as the vector $p_{T,\text{boost}}^{\ell}$. 

Figure 2: Distributions of several key discriminants in the DM+$b\bar{b}$ analysis following the requirement of $E_T^{\text{miss}} > 210$ GeV, no leptons, 2 or 3 jets, and at least two identified $b$-jets. The hatched bands and error bars represent the statistical uncertainty on the total SM background and signal yields respectively.
\[ p_{T,\text{boost}}^\ell = p_T^{\text{miss}}(\ell_1) + p_T(\ell_2). \]

The variable, with magnitude \( p_{T,\text{boost}}^\ell \), can be interpreted as the opposite of the vector sum of all the transverse hadronic activity in the event.

- \( \Delta \phi_{\text{boost}} \): the azimuthal angle between the \( p_T^{\text{miss}} \) vector and the \( p_{T,\text{boost}}^\ell \) vector [56].

- \( m_{T2} \): lepton-based transverse mass. The transverse mass [57, 58] is a kinematic variable used to bound the masses of a pair of intermediate particles which are presumed to each have decayed semi-invisibly into one visible and one invisible particle. The transverse mass is defined as

\[
m_{T2}(p_{T},1,p_{T},2,q_T) = \min_{q_{T,1}+q_{T,2}=q_T} \left\{ \max\left[ m_T(p_{T},1,q_{T,1}), m_T(p_{T},2,q_{T,2}) \right] \right\},
\]

where \( m_T \) indicates the transverse mass\(^2\); \( p_{T,1} \) and \( p_{T,2} \) are the transverse momentum vectors of the two particles (assumed to be massless), and \( q_{T,1} \) and \( q_{T,2} \) are the unknown transverse momentum vectors of the invisible particles, with \( q_T = q_{T,1} + q_{T,2} \). The minimisation is performed over all the possible decompositions of \( q_T \). For \( t\bar{t} \) or \( WW \) events, where the transverse momenta of the two leptons in each event are taken as \( p_{T},1 \) and \( p_{T},2 \), and \( p_T^{\text{miss}} \) as \( q_T \), \( m_{T2}^\ell(\ell_1,\ell_2,E_T^{\text{miss}}) \) is bounded sharply from above by the mass of the \( W \) boson [59, 60], while signal events do not respect this bound because of the additional \( E_T^{\text{miss}} \) coming from the undetected DM particles.

A summary of the analysis selections of SR\(_2\ell\) is presented in Table 2. For reference, the distribution of the \( m_{T2} \) variable for events passing all of the SR\(_2\ell\) requirements except that on \( m_{T2} \) is shown in Figure 3.

For the exclusion limits presented in Section 9, the \( m_{T2} \) distribution is divided into five exclusive bins between \([200,220],[220,240],[240,260],[260,280],[>280]\) GeV following an approach similar to that used for SR\(_b\),\_low and SR\(_b\),\_high. The bins are denoted by the labels SR\(_{2\ell}\)-bin1 through SR\(_{2\ell}\)-bin5 and span the range of \( m_{T2} \) between 200 GeV and 300 GeV. The last bin also includes events with \( m_{T2} > 300 \) GeV.

\(^2\)The transverse mass is defined as \( m_T = \sqrt{2|p_{T,1}||p_{T,2}|(1-\cos(\Delta \phi))} \), where \( \Delta \phi \) is the angle between the particles with transverse momenta \( p_{T,1} \) and \( p_{T,2} \) in the plane perpendicular to the beam axis.
Figure 3: Distribution of $m_{T2}$ for events satisfying the SR criteria except that on $m_{T2}$. The contributions from all SM backgrounds are shown; the hatched bands represent the systematic uncertainty. The rightmost bin includes overflow events.

Table 2: Summary of the analysis selection criteria (see text for details).

<table>
<thead>
<tr>
<th></th>
<th>$\text{SR}_{b,\text{low}}$</th>
<th>$\text{SR}_{b,\text{high}}$</th>
<th>$\text{SR}_{2\ell}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_\ell$</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$N_{\text{jets}}$</td>
<td>2 or 3</td>
<td>2 or 3</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>$N_{b,\text{jets}}$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>$</td>
<td>\eta_j</td>
<td>$</td>
<td>$&lt; 3.0$</td>
</tr>
<tr>
<td>$m_{T2}$</td>
<td>-</td>
<td>-</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}}$</td>
<td>$&gt; 210$ GeV</td>
<td>$&gt; 300$ GeV</td>
<td>$&gt; 300$ GeV</td>
</tr>
<tr>
<td>$m_{T2,\text{min}}$</td>
<td>-</td>
<td>-</td>
<td>$&lt; 150$ GeV</td>
</tr>
<tr>
<td>$\Delta \phi_{\text{boost}}$</td>
<td>-</td>
<td>-</td>
<td>$&lt; 1.5$</td>
</tr>
<tr>
<td>$p_T(j_1)$</td>
<td>$&gt; 130$ GeV</td>
<td>$&gt; 200$ GeV</td>
<td>$&gt; 100$ GeV</td>
</tr>
<tr>
<td>$p_T(j_3)$</td>
<td>$&lt; 50$ GeV</td>
<td>$&lt; 90$ GeV</td>
<td>-</td>
</tr>
<tr>
<td>$H_T^{\text{ratio}}$</td>
<td>$&gt; 0.75$</td>
<td>$&gt; 0.4$</td>
<td>-</td>
</tr>
<tr>
<td>$\delta^-$ [rad]</td>
<td>-</td>
<td>$&lt; 0.5$</td>
<td>-</td>
</tr>
<tr>
<td>$\delta^+$ [rad]</td>
<td>-</td>
<td>$&lt; 1.0$</td>
<td>-</td>
</tr>
<tr>
<td>Imb$(b,b)$</td>
<td>-</td>
<td>$&lt; 0.6$</td>
<td>-</td>
</tr>
<tr>
<td>$\cos(\pi - \Delta \phi(b,b))$</td>
<td>$&gt; 0.75$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\cos \theta^*_{j_1/j_3}$</td>
<td>$&gt; 0.8$</td>
<td>$&gt; 0.75$</td>
<td>-</td>
</tr>
<tr>
<td>$m_{T2}$</td>
<td>-</td>
<td>-</td>
<td>$&gt; 200$ GeV</td>
</tr>
</tbody>
</table>
8 Systematic Uncertainties

Systematic uncertainties based on those in Ref. [13] are applied to signal and SM background processes. The uncertainties are scaled to align with HL–LHC extrapolations developed by the ATLAS and CMS Collaborations and documented in Ref. [30]. During Phase-II operation, the theory modelling uncertainties are expected to halve, while the degree of reduction of experimental uncertainties like, for example, the jet energy scale and $b$-jet mis-identification depend on the signal region. This results in a total expected systematic uncertainty on the SM background of 13.42% for SR$_{b,\text{low}}$/SR$_{b,\text{high}}$ and 13% for SR$_{2\ell}$, corresponding to a reduction of $\sim$15% and $\sim$54% respectively compared to the 13 TeV analysis. Statistical uncertainties due to the limited size of the Monte Carlo samples used for the modelling of signal and SM background processes are neglected.

Two types of hypothesis tests are performed in order to extract expected discovery $p$-values and 95% CL exclusion limits. For the $p$-values, a cut-and-count experiment is employed assuming uncertainty only on the SM background yield. The value of this uncertainty is set to the total background uncertainty reported above. For the exclusion limits, the sensitivity is evaluated by performing a profile-likelihood fit to pseudo-data corresponding to the expected background and signal yields in each multi-bin signal region. The likelihood is built as the product of Poissonian terms, one for each of the bins considered. Systematic uncertainties are incorporated as Gaussian distributed nuisance parameters affecting both the overall normalisation of the fit variable and the individual bin yields. For the former, the uncertainty on the SM background contribution is modelled by a nuisance parameter with value equal to the total background uncertainty. For the signal contribution, experimental uncertainty is accounted for by a nuisance parameter with a value of 10% (9.4%) for SR$_{b,\text{low}}$/SR$_{b,\text{high}}$ (SR$_{2\ell}$), corresponding to the HL–LHC extrapolation of the Run 2 detector- and reconstruction-based uncertainties. A separate nuisance parameter with a value of 5% is also included to account for theoretical uncertainties on the signal models. The nuisance parameters affecting the individual bin yields account for potential inaccuracies in the extrapolated theory and experimental uncertainties. Such inaccuracies may result from, for example, the difference in selection criteria between a HL–LHC search and the reference Run 2 search.

9 Results

The predicted yields in the SR$_{b,\text{low}}$, SR$_{b,\text{high}}$ and SR$_{2\ell}$ signal regions are reported in Tables 3, 4 and 5 respectively. For both SR$_{b,\text{low}}$ and SR$_{b,\text{high}}$, the main background consists of $Z/\gamma^*+\text{jets}$ events followed by hadronic decays of $t \bar{t}$. A significant contribution also comes from single top quark processes and events featuring a $W$-boson produced in association with jets ("$W+\text{jets}$"). Note that the minor background from di-boson, tri-boson, and $t \bar{t} + W$ processes in SR$_{b,\text{low}}$ and SR$_{b,\text{high}}$ is referred to collectively as "Others".

In SR$_{2\ell}$, the dominant background consists of di-leptonic decays of $t \bar{t}$ and $t \bar{t}Z$ with $Z \rightarrow \nu \bar{\nu}$. As with SR$_{b,\text{low}}$ and SR$_{b,\text{high}}$, the SM processes that make a minor contribution are merged into an “Others” category. In SR$_{2\ell}$, this category contains the background from di-/tri-boson, $Z/\gamma^*+\text{jets}$, $t \bar{t} t \bar{t}$, and $t \bar{t} + WW$ processes.

<table>
<thead>
<tr>
<th></th>
<th>SR$_{b,\text{low}}$-bin1</th>
<th>SR$_{b,\text{low}}$-bin2</th>
<th>SR$_{b,\text{low}}$-bin3</th>
<th>SR$_{b,\text{low}}$-bin4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM events</td>
<td>2542 ± 75</td>
<td>2436 ± 92</td>
<td>2861 ± 103</td>
<td>2585 ± 138</td>
</tr>
<tr>
<td>$Z/\gamma^*+\text{jets}$ events</td>
<td>1337 ± 64</td>
<td>1410 ± 82</td>
<td>1885 ± 96</td>
<td>2030 ± 136</td>
</tr>
<tr>
<td>$t\bar{t}$ events</td>
<td>785 ± 37</td>
<td>708 ± 41</td>
<td>685 ± 35</td>
<td>384 ± 26</td>
</tr>
<tr>
<td>Single top quark events</td>
<td>166.8 ± 8.0</td>
<td>137.6 ± 8.0</td>
<td>143.8 ± 7.3</td>
<td>146.0 ± 9.8</td>
</tr>
<tr>
<td>W+jets events</td>
<td>252.9 ± 12.1</td>
<td>151.0 ± 8.8</td>
<td>108.1 ± 5.5</td>
<td>24.7 ± 1.7</td>
</tr>
<tr>
<td>Others events</td>
<td>0.81 ± 0.04</td>
<td>28.2 ± 1.6</td>
<td>39.1 ± 2.0</td>
<td>---</td>
</tr>
<tr>
<td>$b\bar{b} + \phi$ (10 GeV)</td>
<td>12.21 ± 0.83</td>
<td>11.43 ± 0.86</td>
<td>14.55 ± 0.98</td>
<td>15.0 ± 1.2</td>
</tr>
<tr>
<td>$b\bar{b} + a$ (10 GeV)</td>
<td>10.48 ± 0.50</td>
<td>14.62 ± 0.85</td>
<td>14.73 ± 0.75</td>
<td>13.11 ± 0.88</td>
</tr>
</tbody>
</table>

Table 3: Expected yields in SR$_{b,\text{low}}$ for SM background processes and a selection of signal masses for an integrated luminosity of 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. The uncertainties on the quoted numbers correspond to the MC statistical uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>SR$_{b,\text{high}}$-bin1</th>
<th>SR$_{b,\text{high}}$-bin2</th>
<th>SR$_{b,\text{high}}$-bin3</th>
<th>SR$_{b,\text{high}}$-bin4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM events</td>
<td>1130 ± 54</td>
<td>1208 ± 47</td>
<td>1218 ± 52</td>
<td>1054 ± 52</td>
</tr>
<tr>
<td>$Z/\gamma^*+\text{jets}$ events</td>
<td>572 ± 45</td>
<td>594 ± 39</td>
<td>665 ± 46</td>
<td>698 ± 49</td>
</tr>
<tr>
<td>$t\bar{t}$ events</td>
<td>346 ± 27</td>
<td>343 ± 23</td>
<td>312 ± 22</td>
<td>214 ± 15</td>
</tr>
<tr>
<td>Single top quark events</td>
<td>101.4 ± 8.0</td>
<td>110.3 ± 7.3</td>
<td>108.2 ± 7.5</td>
<td>101.6 ± 7.1</td>
</tr>
<tr>
<td>W+jets events</td>
<td>40.4 ± 3.2</td>
<td>108.1 ± 7.1</td>
<td>104.6 ± 7.2</td>
<td>40.1 ± 2.8</td>
</tr>
<tr>
<td>Others events</td>
<td>69.8 ± 5.5</td>
<td>53.2 ± 3.5</td>
<td>28.2 ± 2.0</td>
<td>---</td>
</tr>
<tr>
<td>$b\bar{b} + \phi$ (300 GeV)</td>
<td>0.70 ± 0.05</td>
<td>0.76 ± 0.045</td>
<td>0.92 ± 0.06</td>
<td>1.22 ± 0.07</td>
</tr>
<tr>
<td>$b\bar{b} + a$ (300 GeV)</td>
<td>0.51 ± 0.04</td>
<td>0.68 ± 0.04</td>
<td>0.66 ± 0.05</td>
<td>0.94 ± 0.07</td>
</tr>
</tbody>
</table>

Table 4: Expected yields in SR$_{b,\text{high}}$ for SM background processes and a selection of signal masses for an integrated luminosity of 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV. The uncertainties on the quoted numbers correspond to the MC statistical uncertainty.

The results are translated into constraints on the scalar and pseudoscalar models using the HistFitter package [61], which employs a profile-likelihood-ratio test statistic to perform hypothesis testing [62]. The package is used to compute the expected discovery $p$-values for the scalar and pseudoscalar mediator models. For a flavour-universal coupling between $\phi/a$ and the SM quarks, only SR$_{2\ell}$ is sensitive to dark matter production. Scans of the expected discovery significance in this signal region are shown in Figure 4 as a function of the mediator mass. The 5σ discovery potential for the full HL–LHC dataset is expected to extend up to $m(\phi) = 105$ GeV and $m(a) = 150$ GeV for the DM+$t\bar{t}$ channel. Addition of the DM+$Wt$ channel further extends the discovery potential to $m(\phi) = 155$ GeV and $m(a) = 250$ GeV.

The HistFitter package is also used to compute the expected exclusion limits for each model with the CL$_s$ prescription [63] and assuming no excess in the observed data. The limits are shown in Figures 5 and 6 for $\phi/a \to \chi \bar{\chi}$ production in association with bottom quarks and top quarks respectively for $L = 3000$ fb$^{-1}$ at $\sqrt{s} = 14$ TeV. The contours correspond to the 95% CL upper limit on the ratio of the measurable cross-section with respect to the theoretically predicted cross-section for $g = 1.0$. Also shown for comparison are the corresponding limits at $\sqrt{s} = 13$ TeV with $36.1$ fb$^{-1}$ of data [13].

For the DM+$b\bar{b}$ channel, cross-sections ~45–100 times the theoretically predicted for $g = 1.0$ and
Table 5: Expected yields in SR2ℓ for SM background processes and a selection of signal masses for an integrated luminosity of 3000 fb⁻¹ at √s = 14 TeV. The uncertainties on the quoted numbers correspond to the MC statistical uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>SR2ℓ</th>
<th>SR2ℓ-bin1</th>
<th>SR2ℓ-bin2</th>
<th>SR2ℓ-bin3</th>
<th>SR2ℓ-bin4</th>
<th>SR2ℓ-bin5</th>
</tr>
</thead>
<tbody>
<tr>
<td>t¯t events</td>
<td>33.3 ± 5.3</td>
<td>15.1 ± 4.5</td>
<td>7.1 ± 2.2</td>
<td>4.05 ± 2.9</td>
<td>2.0 ± 1.0</td>
<td>5.0 ± 1.3</td>
</tr>
<tr>
<td>t¯t +V events</td>
<td>92 ± 15</td>
<td>29.9 ± 8.8</td>
<td>24.9 ± 7.7</td>
<td>6.00 ± 4.3</td>
<td>3.7 ± 1.8</td>
<td>27.4 ± 6.7</td>
</tr>
<tr>
<td>Single top quark events</td>
<td>3.82 ± 0.61</td>
<td>0.76 ± 0.23</td>
<td>2.30 ± 0.70</td>
<td>--</td>
<td>--</td>
<td>0.76 ± 0.20</td>
</tr>
<tr>
<td>Others events</td>
<td>4.30 ± 0.43</td>
<td>3.00 ± 0.70</td>
<td>0.60 ± 0.18</td>
<td>--</td>
<td>--</td>
<td>0.66 ± 0.32</td>
</tr>
<tr>
<td>t¯t/Wt + a (50 GeV)</td>
<td>235 ± 18</td>
<td>62.9 ± 9.6</td>
<td>42.6 ± 7.3</td>
<td>45.1 ± 8.6</td>
<td>19.6 ± 4.3</td>
<td>64.5 ± 8.1</td>
</tr>
<tr>
<td>t¯t/Wt + φ (50 GeV)</td>
<td>219 ± 33</td>
<td>61 ± 17</td>
<td>58 ± 16</td>
<td>10.6 ± 4.4</td>
<td>17.0 ± 9.8</td>
<td>71 ± 22</td>
</tr>
<tr>
<td>t¯t/Wt + a (400 GeV)</td>
<td>39.0 ± 4.9</td>
<td>6.9 ± 1.8</td>
<td>6.8 ± 1.8</td>
<td>8.3 ± 3.3</td>
<td>2.8 ± 1.0</td>
<td>14.1 ± 2.6</td>
</tr>
<tr>
<td>t¯t/Wt + φ (400 GeV)</td>
<td>57.2 ± 6.6</td>
<td>16.8 ± 3.7</td>
<td>8.2 ± 2.0</td>
<td>4.0 ± 2.0</td>
<td>7.5 ± 2.0</td>
<td>20.6 ± 3.4</td>
</tr>
</tbody>
</table>

Figure 4: Expected compatibility, represented by the p-value p₀, of the background-only hypothesis with the production of a colour-neutral (left) scalar or (right) pseudoscalar mediator in association with one or two top quarks for 3000 fb⁻¹ of 14 TeV proton-proton collision data. The compatibility is given as a function of the mediator mass assuming φ/a → χχ and g = 1.0.

m(φ/a) < 100 GeV are excluded with the anticipated HL-LHC dataset. This corresponds to a factor of 3–3.5 (3–4.3) improvement with respect to the previous reach achievable for the scalar (pseudoscalar) mediator model. Similarly, for m(φ/a) ≥ 100 GeV, the extended coverage in pseudorapidity afforded by the upgrade to the ATLAS Inner Tracker allows for better exploitation of anti-correlations in jet and b-jet spin-sensitive variables like cosθ⁺bb. This results in a larger gain in the exclusion potential for the high-mass region, equivalent to a factor of 5.8–8.7 (3–5) increase with respect to the 13 TeV limit for scalar (pseudoscalar) masses in the range 100–500 GeV.

As mentioned previously, the DM+b¯b channel is better motivated within the context of the 2HDM+a model, offering appealing prospects for constraints on tanβ. Using the same 2HDM+a model as in Ref. [18] and assuming a large mass splitting between the two pseudoscalar states (A and a with m(A) >
an upper bound on \( \tan \beta \) can be approximated by the formula [17]:

\[
\tan \beta \simeq \left[ \frac{g_{\chi}g_{\nu}}{y_{\chi} \sin \theta} \left( \frac{\sigma}{\sigma(g = 1.0)} \right) \right]^{1/2} = \left[ \frac{1}{y_{\chi} \sin \theta} \left( \frac{\sigma}{\sigma(g = 1.0)} \right) \right]^{1/2}
\]

where \( \sigma / \sigma(g = 1.0) \) corresponds to the value of the exclusion limit for \( pp \rightarrow a + b\bar{b} \) in the context of the simplified pseudoscalar mediator model. For \( \sin \theta = 0.35 \) and \( y_{\chi} = 1 \) (a common choice of parameter values), expected bounds on \( \tan \beta \) achievable at the HL–LHC range from \( \sim 19 \) for \( m(a) = 10 \) GeV to \( \sim 100 \) for \( m(a) = 500 \) GeV, significantly extending the current phase space coverage.

The exclusion limits in Figure 6 include the contributions from both the DM+\( t\bar{t} \) and DM+\( Wt \) final states. Considering only the DM+\( t\bar{t} \) channel, the limit is expected to extend up to \( m(\phi) = 405 \) GeV and \( m(a) = 385 \) GeV. In the case of the scalar mediator model, this represents a factor of 5 improvement with respect to the 13 TeV result. The statistical precision of the signal models has been found to be the main limiting factor in assessing the sensitivity of the DM+\( t\bar{t}/Wt \) channel. If a single-bin signal region defined by the inclusive selection (SR\( _{2}\)) is considered in place of the multi-bin selection, the exclusion limits in Figure 6 are reduced by a maximum of 20%, with scalar mediator masses below 100 GeV predominantly affected. For reference, the statistical uncertainties on the signal and SM background yields are provided in Table 5. Statistical uncertainties are also provided for the DM+\( b\bar{b} \) channel in Tables 3 and 4.

![Figure 5: Exclusion limits for the production of a colour-neutral (left) scalar or (right) pseudoscalar mediator in association with bottom quarks and decaying to a pair of dark matter particles with mass 1 GeV. The limits, calculated at 95% CL, are given as a function of the mediator mass and represent the ratio of the excluded cross-section to the theoretically predicted cross-section for a coupling, \( g = 1.0 \), and for 3000 fb\(^{-1}\) of 14 TeV proton-proton collision data. The solid bands correspond to the expected limit \( \pm \sigma \). Also shown for comparison is the expected limit for 36.1 fb\(^{-1}\) of 13 TeV proton-proton collision data taken from the previous analysis [13] (pink).](fig5.png)

For each dark matter and mediator mass pair, the exclusion limit on the production cross-section of colour-neutral scalar mediator particles can be converted into a limit on the spin-independent DM–nucleon scattering cross-section using the procedure described in Ref. [64]. Figure 7 shows the resulting constraints in the plane defined by the dark-matter mass and the scattering cross-section, which are derived considering only the contribution from the \( t\bar{t} + \phi \) model. The maximum value of the DM–nucleon scattering cross-section shown in the plot corresponds to the value of the cross section for a mediator...
Figure 6: Exclusion limits for the production of a colour-neutral (left) scalar or (right) pseudoscalar mediator in association with one or two top quarks and decaying to a pair of dark matter particles with mass 1 GeV. The limits, calculated at 95% CL, are given as a function of the mediator mass and represent the ratio of the excluded cross-section to the theoretically predicted cross-section for a coupling, $g = 1.0$. and for 3000 fb$^{-1}$ of 14 TeV proton-proton collision data. The solid bands correspond to the expected limit ±1σ. Also shown for comparison is the expected limit for 36.1 fb$^{-1}$ of 13 TeV proton-proton collision data taken from the previous analysis [13] (pink).

mass of 10 GeV. The red contour is the exclusion limit at 90% CL. The green contour indicates the 5σ discovery potential. The lower horizontal line in the green (red) contour corresponds to the value of the cross section for $m(\phi) = 105$ GeV ($m(\phi) = 430$ GeV). Overlaid for comparison are the most stringent direct detection limits to date from the LUX [65, 66], CRESST-III [67], XENON1T [68], PandaX [69] and DarkSide-50 [70] Collaborations.
Figure 7: Comparison of the 90% CL limits on the spin-independent DM-nucleon cross-section as a function of DM mass between these results and the direct-detection experiments, in the context of the colour-neutral simplified model with scalar mediator. The green contour indicates the 5σ discovery potential at HL–LHC. The lower horizontal line of the DM–nucleon scattering cross-section for the red (green) contour corresponds to value of the cross section for $m(\phi) = 430$ GeV ($m(\phi) = 105$ GeV). The grey contour indicates the exclusion derived from the observed limits for 36.1 fb$^{-1}$ at 13 TeV taken from Ref. [13]. The results are compared with limits from direct detection experiments.

10 Conclusion

This note presents an estimate of the ATLAS sensitivity to dark matter production in association with heavy flavour quarks with 3000 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 14$ TeV. Feasibility studies are carried out for two simplified models in which the dark and SM sectors are assumed to couple via the exchange of a spin-0 mediator. The studies are divided into two categories: dark matter production in association with a pair of bottom quarks, and dark matter production in association with one or two top quarks. Parameterisations derived from performance studies are used to emulate the response of the upgraded ATLAS detector with 200 interactions per bunch crossing. Exclusion limits are derived at 95% CL for mediator masses in the range 10–500 GeV assuming systematic uncertainties consistent with current forecasts. In comparison to results obtained with 36 fb$^{-1}$ in Run 2, the exclusion potential at the HL–LHC is found to improve by a factor of $\sim$3–8.7 for scalar and pseudoscalar masses produced in association with bottom quarks, assuming unitary couplings and a dark matter mass of 1 GeV. In final states with one or two leptonically-decaying top quarks, the mass range for which a colour-neutral scalar mediator is expected to be excluded extends from 80 GeV to 405 GeV. Similarly, exclusion of pseudoscalar masses up to 385 GeV is expected.
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Search for excited leptons in $\ell\ell\gamma$ final states in proton-proton collisions at the HL-LHC

The CMS Collaboration

Abstract

A search for excited leptons (electrons and muons) is presented, using simulation of the upgraded CMS detector at the High-Luminosity LHC (HL-LHC). Excited leptons are predicted by many theories beyond the standard model (SM) where quarks and leptons are not elementary but instead are themselves composite objects. Excited leptons ($\ell^* = e^*, \mu^*$) in $\ell\ell\gamma$ ($\ell = e, \mu$) final states where the excited lepton decays to a SM lepton and a photon ($\ell^* \rightarrow \ell\gamma$) are studied. The main background is Drell-Yan production in association with a photon. The HL-LHC environment (a centre of mass energy of 14 TeV and an integrated luminosity of 3000 fb$^{-1}$) allows for an extension of the discovery potential for excited leptons. The analysis is optimised for HL-LHC conditions, and indicates that 5$\sigma$ discovery of excited leptons is possible for masses up to 5.1 TeV. If no significant discrepancies are seen in the data, excited leptons with masses below 5.8 TeV could be excluded at 95% confidence level.

This document has been revised with respect to the version dated December 17, 2018.
1 Introduction

The standard model (SM) provides a very precise description of many phenomena in particle physics observed over the last half century. Notwithstanding its huge success, it does not explain the origin of the mass hierarchy and the existence of three generations of quarks and leptons. As an attempt to answer such fundamental questions, compositeness of quarks and leptons is introduced in many models [1–10]. These compositeness models suggest that quarks and leptons are made of more fundamental constituents that are bound by a new strong interaction with a characteristic energy scale $\Lambda$ (called the compositeness scale).

Compositeness models predict the existence of excited states of quarks and leptons. In proton-proton (pp) collisions, excited fermions could be produced via contact interactions (CI) governed and decay either through SM gauge interactions or via CI to SM fermions. The contact interaction can be described by an effective Lagrangian:

$$L_{CI} = \frac{g^2}{2\Lambda^2} j^\mu j_\mu$$

where $g^2$ is chosen to be $4\pi$, $j^\mu$ is the fermion current and $\Lambda_m$ is the energy scale of the substructure, assumed to be equal to or larger than the excited lepton mass. An illustration of the production decay mode is shown in Fig. 1.

This analysis presents a search for excited leptons ($\ell^* = e^*, \mu^*$) in $\ell\ell\gamma$ ($\ell = e, \mu$) final states where the excited lepton decays to a SM lepton and a photon ($\ell^* \rightarrow \ell\gamma$) in an upgraded CMS detector at the High-Luminosity LHC (HL-LHC).

The upgraded CERN HL-LHC is expected to deliver a peak instantaneous luminosity of up to $7.5 \times 10^{34}$ cm$^{-2}$ s$^{-1}$ [11], which is an increase in instantaneous luminosity of about four times with respect to the LHC Run 2 conditions. With this increase in instantaneous luminosity, the number of overlapping proton-proton interactions per bunch crossing, or pileup (PU), is expected to increase from its mean value of about 40 at the LHC to a mean value of up to 200 at the HL-LHC. Similarly, the levels of radiation are expected to significantly increase in all regions of the detector, in particular in its forward regions.

The CMS detector will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions at the HL-LHC [12–16]. In particular, in order to sustain the increased PU rate and associated increase in flux of particles, the upgrade will provide the detector with: higher granularity to reduce the average channel occupancy, increased bandwidth to accommodate the higher data rates, and improved trigger capability to keep the trigger rate at an acceptable level without...
compromising physics potential. The upgrade will also provide an improved radiation hardness to withstand the increased radiation levels.

A detailed overview of the CMS detector upgrade program, known as ‘Phase-2’ is presented in Ref. [12–16]. The expected performance of the reconstruction algorithms and PU mitigation with the CMS detector is summarised in Ref. [17].

In this search, a clear signature of an opposite-sign same-flavour (SF) lepton pair and a photon allows highly efficient signal selection to assess the CMS upgrade physics reach. However, an ambiguity between the lepton from the excited lepton decay and the lepton from CI makes it challenging to identify the reconstructed mass of the excited lepton between invariant masses of two possible pairings of a lepton and the photon. For this search, information of both invariant masses is used to discriminate the excited lepton signal from SM background processes. We consider a benchmark model based on the formalism described in Ref. [8]. Because the excited lepton is produced in association with a SM lepton, there are two leptons in the final state.

Searches for excited leptons have been previously performed by the ATLAS [18–20] and CMS [21–23] Collaborations, the LEP [24–27], HERA [28], and Tevatron [29–32] colliders. No evidence for their existence was found in the searches so far and excited electrons (muons) are excluded for $m_{\ell^*} < 3.8 (3.9)$ TeV by the CMS 13 TeV results [23].

For this HL-LHC sensitivity projection, we use an analysis strategy and procedure similar to the previous CMS data analysis [23]. The following scenario is considered: a centre-of-mass energy 14 TeV, an integrated luminosity of 3000 fb$^{-1}$ accumulated at the end of the HL-LHC program, and an increased average PU of 200 under the Phase-2 CMS detector upgrade.

## 2 Simulated samples and event selection

The signal samples are generated with PYTHIA 8.205 [33] at $\Lambda = 10$ TeV for $\ell^*$ masses ranging from 3.5 TeV to 6.5 TeV in steps of 250 GeV. The simulated signal samples are generated at leading order (LO) in perturbative quantum chromodynamics and corrected by using a mass dependent k-factor for next-to-leading-order (NLO) normalisation, ranging from 1.28 to 1.46. The main background is the SM $Z\gamma$ process, which is generated at NLO using the MadGraph5 aMC@NLO 2.3.3 [34]. The generated signal and background samples are interfaced to DELPHES [35], which is a parametric simulation of the CMS Phase-2 detector at the particle level. All simulated samples used in this analysis include a simulation with 200 average PU.

The signature of the signal event in this search has a SF lepton pair and a photon. The leptons and photon from the signal event are produced centrally for $m_{\ell\ell} > 3.5$ TeV and therefore they are separated from the PU which is more significant in the high $\eta$ region. We select events having two isolated electrons or muons and a photon with requirements as follows. Electron and photon candidates are required to have pseudorapidity $|\eta| < 2.5$ and transverse momentum $p_T > 35$ GeV, and they are excluded in the electromagnetic calorimeter barrel-endcap transition region ($1.44 < |\eta| < 1.57$). Muon candidates should be isolated with $|\eta| < 2.4$ and $p_T > 35$ GeV.

The leptons are required to have opposite charge and the selected electrons and muons must be separated from the photon by $\Delta R = \sqrt{\Delta\eta^2 + \Delta\phi^2} > 0.7$. In addition, the invariant mass of the two SF leptons $m_{\ell\ell}$ is required to be larger than 116 GeV in order to suppress the dominant background contribution from real $Z$ boson production ($Z$ resonance veto criteria). The detailed criteria are based on the definitions used in the 2016 $\ell^*$ search [23].
3 Background and signal modelling

The main SM background after the event selection is Drell-Yan production associated with a photon ($Z\gamma$), which has the same signature as the final state of the signal, when the $Z$ boson decays into two leptons. This background is significantly suppressed by the $Z$ boson veto requirement. Contributions of other SM processes like diboson and top quark pair production in association with a photon ($t\bar{t} + \gamma$) are relatively small, in particular in the signal search region of excited lepton masses above 2 TeV. Simulated $t\bar{t} + \gamma$ events are studied in this analysis, however the background events are imperfectly estimated due to insufficient sample size. Hence, we only consider the dominant $Z\gamma$ background in this search, and additional background contributions are considered as systematic uncertainties on the total background estimate. The photon misidentification rate under the HL-LHC conditions is studied in Ref. [36] using PHASE-2 DELPHES samples. The photon misidentification rate is expected to be about 1% when the photon $p_T$ is on the order of 100 GeV, which is compatible with the 2016 result.

In the previous CMS Run 2 $\ell^*\gamma$ search [23], we observed 20% and 5% contribution from $t\bar{t} + \gamma$ and misidentified photon backgrounds, respectively, at $m_{\ell^*} > 1$ TeV; therefore a 25% systematic uncertainty is assigned for the missing background contributions.

To distinguish between signal and background events, a two-dimensional distribution of the two invariant masses $m_{\ell\gamma}^{\text{min}}$ and $m_{\ell\gamma}^{\text{max}}$ is used. A search window is set in the two-dimensional distribution of $m_{\ell\gamma}^{\text{max}}$ versus $m_{\ell\gamma}^{\text{min}}$. For $\ell^*$ events, either $m_{\ell\gamma}^{\text{min}}$ or $m_{\ell\gamma}^{\text{max}}$ corresponds to the reconstructed invariant mass of $\ell^*$. Therefore, the mass resonance of the signal is concentrated in an “L” shape [21, 22]. On the other hand, background events have no such correlation in $m_{\ell\gamma}^{\text{min}}$ and $m_{\ell\gamma}^{\text{max}}$ and are scattered around at low masses below about 2 TeV. This distinction between signal and background events in the distribution of $m_{\ell\gamma}^{\text{max}}$ versus $m_{\ell\gamma}^{\text{min}}$ is used to set the search window. We only set the lower $m_{\ell\gamma}^{\text{max}}$ bound at 2 TeV in the two-dimensional distribution as the search window in order to maximise the signal yields. The reason why the L-shaped search window is not applied in this analysis is due to the insufficient MC statistics, therefore the results of the limits are conservative. The distributions of the dominant $Z\gamma$ background and signal are shown in Fig. 2.

The product of signal acceptance and efficiency ($A \times \epsilon_{\text{sig}}$) is obtained using the simulated DELPHES signal samples. The result as a function of $m_{\ell^*}$ is shown in Fig. 3 and is approximately 43% (55%) in the electron (muon) channel.

4 Systematic uncertainties

Systematic uncertainties for the performance of the lepton (0.5%) and photon (2.0%) reconstruction and identification, and the integrated luminosity (1.0%) follow the recommendation for upgrade analyses [37]. The theoretical systematic uncertainty is reduced by a scale of 1/2 with respect to the 2016 result. A statistical uncertainty in the entire signal region is dominant in this analysis. The missing background contribution is considered to be the main systematic uncertainty in the background estimation, as discussed in Sec. 3. The systematic uncertainties in the signal and background yields are summarised in Table 1.

5 Results and their interpretations

We explore the discovery potential for excited electrons and muons under the HL-LHC scenario, based on an integrated luminosity of 3000 fb$^{-1}$. We set 95% confidence level (CL) upper
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Figure 2: The 2D $m_{\ell\gamma}^{\text{max}}$ versus $m_{\ell\gamma}^{\text{min}}$ distribution after full selection with $Z\gamma$ background (blue circles) and signal $e^*$ and $\mu^*$ samples of $m_\gamma = 3.5$ TeV (orange triangles) in the electron channel (left) and muon channel (right). The dashed green line indicates the lower bound of the search window.

Figure 3: The product of signal acceptance and efficiency as a function of the generated resonance mass for the $ee\gamma$ (lower) and $\mu\mu\gamma$ (upper) channels. Each marker denotes the value measured from the simulated signal sample at a given mass point.

<table>
<thead>
<tr>
<th></th>
<th>Electron channel</th>
<th>Muon channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Signal</td>
<td>Bkg</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>1.0%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>0.5%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Photon efficiency</td>
<td>2.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>PDF &amp; scales</td>
<td>1.0%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Summary of all backgrounds</td>
<td>-</td>
<td>25.0%</td>
</tr>
</tbody>
</table>

Table 1: Summary of the systematic uncertainties.
limits on the $\ell^*$ production cross sections, which are computed with the modified frequentist CLs method [38, 39], with a likelihood ratio used as a test statistic. The systematic uncertainties are treated as nuisance parameters with log-normal priors.

The discovery potential as a function of excited lepton mass shown in Fig. 4, indicates that $3\sigma$ evidence ($5\sigma$ discovery) is possible for both excited electrons and muons with masses up to 5.5 (5.1) TeV.

Fig. 5 shows the result of the expected upper limits for $e^*$ (left) and $\mu^*$ (right). The expected exclusion of the excited leptons is $m_{\ell^*} < 5.8$ TeV for both $e^*$ and $\mu^*$ in the case where $m_{\ell^*} = \Lambda$. While the electron channel has a lower signal yield than the muon channel, it also has lower background, and the net result is that the excluded cross sections differ only by about 10%, producing a similar exclusion limit on the excited lepton mass.

![Expected significance](image_url)

Figure 4: Discovery significance for excited electrons (left) and muons (right) with 3000 fb$^{-1}$ at the HL-LHC.

6. Summary

The search for excited leptons in final states with two leptons and a photon in proton-proton collisions at the High-Luminosity LHC (HL-LHC) was studied. The HL-LHC environment (a centre of mass energy of 14 TeV and an integrated luminosity of 3 ab$^{-1}$) allows for an extension of the discovery potential for excited leptons. The results were optimised for HL-LHC conditions, and it was found that excited leptons masses up to 5.5 (5.1) TeV can be excluded (discovered), for both excited electrons and excited muon states. Excited leptons could be excluded for masses below 5.8 TeV, at 95% confidence level.
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Figure 5: Exclusion limits for excited electrons (left) and muons (right) on the product of cross section and branching fraction.
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Search for heavy composite Majorana neutrinos at the High-Luminosity and the High-Energy LHC

The CMS Collaboration

Abstract

The sensitivity of a search for heavy Majorana neutrinos with the CMS Phase-2 detector in a final state with two leptons and at least one large-radius jet is investigated. Such new particles arise in theories beyond the standard model with compositeness. The study is based on searches previously performed with Run 2 CMS data, where no evidence for a signal was found. The High-Luminosity LHC (HL-LHC) with a centre-of-mass energy of 14 TeV and an integrated luminosity of 3 ab$^{-1}$ will allow an extension of the sensitivity to cross sections of order of a few ab for heavy neutrino masses $M(\ell\ell q\bar{q}')$ ranging from 3 to 9 TeV for the $\ell\ell q\bar{q}'$ channel, where $\ell$ is an electron or a muon and $q$ is a quark. For the compositeness scale $\Lambda = M(N_\ell)$, the existence of a heavy Majorana neutrino could be excluded for masses up to 8 TeV at the 95% confidence level. The projection of the study to the High-Energy LHC (HE-LHC) scenario, with a centre-of-mass energy of 27 TeV, is also presented here.
1 Introduction

While the standard model (SM) of fundamental interactions continues to be experimentally verified, it fails to solve several open problems. Whether it is from a purely theoretical approach, looking, for instance, at the quadratic sensitivity of the Higgs field to high scale, or from experimental evidence like the discovery of neutrino oscillations and matter-antimatter asymmetry, there is clearly a need to extend the SM in some way.

Many scenarios beyond the SM (BSM) suggest that the dynamics of new physics at high energies may be represented by an effective theory of higher-dimensional operators, with new degrees of freedom. Compositeness of ordinary fermions is one possible BSM scenario that may lead to a solution of the hierarchy problem or to the explanation of the proliferation of ordinary fermions [1–6]. Typically in a composite scenario, SM quarks and leptons are assumed to have an internal substructure that should become manifest at some sufficiently high energy scale, the compositeness scale $\Lambda$. Ordinary fermions are thought to be bound states of some as–yet–unobserved fundamental constituents generically referred to as preons. Two model–independent features [4, 7–9] are relevant in a composite scenario: (i) the existence of excited states of quarks and leptons with masses lower than or equal to the compositeness scale $\Lambda$, interacting via magnetic type gauge couplings with the ordinary SM fermions; (ii) contact interactions, which are supposed be residual interactions due to the as–yet–unknown preon dynamics. The heavy composite Majorana neutrino $N_\ell$ would be a particular case of such excited states. Early literature investigated the production at hadron colliders of heavy composite Majorana neutrinos [10] as well as their effects in low energy reactions such as neutrinoless double $\beta$ decay [11, 12]. Recently, excited quarks and leptons have been searched for at the LHC [13, 14], boosting previous limits on their mass and on the value of the compositeness scale $\Lambda$ [15–20]. From the theoretical point of view, the phenomenology of excited leptons and quarks has also been the object of renewed interest with respect to the LHC phenomenology [21–25] as well as with respect to possible connections of heavy composite neutrinos to leptogenesis [26].

For this study of a heavy Majorana neutrino, the Lagrangian density for gauge mediated interactions, which are of the magnetic type for current conservation, reads [9, 27]

$$L_G = \frac{1}{2 \Lambda^2} \bar L_R \sigma^{\mu\nu} \left( \frac{g f}{2} \cdot \overrightarrow{W}_{\mu\nu} + g' f' Y B_{\mu\nu} \right) L_L + h.c.$$  \hspace{1cm} (1)

where $L_R$ and $L_L$ are respectively the right handed doublet of the excited fermions and the left handed doublet of the standard model, $g$ and $g'$ are the $SU(2)_L$ and $U(1)_Y$ gauge couplings, and $f$ and $f'$ are dimensionless couplings, which are expected to be of order unity [9] and henceforth simply assumed to be 1.

Contact interactions can be thought of as an effective field theory description of the effects of the unknown internal dynamics of compositeness. The corresponding Lagrangian describes the four-fermion contact interactions by a dimension-6 effective operator, and hence two inverse powers of the compositeness scale $\Lambda$ appear:

$$L_C = \frac{g^2}{\Lambda^2} \frac{1}{2} j^\mu j_\mu$$  \hspace{1cm} (2)

with

$$j_\mu = \eta L \bar \psi_L \gamma_\mu \psi_L + \eta' L \bar \psi_L' \gamma_\mu \psi_L' + \eta'' L \bar \psi_L' \gamma_\mu \psi_L + h.c. + (L \rightarrow R),$$  \hspace{1cm} (3)

where $g^2 = 4\pi$, the $\eta$ factors that define the chiral structure are usually set equal to 1, and $\psi$ and $\psi'$ are the SM and excited fermion fields [9]. Thus, the total interaction, shown diagram-
matically in Fig. 1, is the sum of the gauge interaction, as described in Eq. 1, and the contact interaction, as described in Eq. 3.

\[ \bar{q} q' \ell^+ \ell^- + N_\ell = \bar{q} q W^+ \ell^- + N_\ell + \bar{q} q \ell^+ \ell^- + N_\ell \]

Figure 1: The production of a heavy composite Majorana neutrino via the fermion interaction discussed in the text as a sum of the gauge and contact contributions.

The heavy composite Majorana neutrino can be produced in association with a lepton, in pp collisions, via quark–antiquark annihilation \((q\bar{q} \rightarrow \ell N_\ell)\). Being its own antiparticle, the heavy composite Majorana neutrino can decay either as a neutrino or an anti-neutrino. This implies for instance, that in gauge mediated interactions the reactions \(N_\ell \rightarrow \ell^+ W^-\) and \(N_\ell \rightarrow \ell^- W^+\) occur, to lowest order, with equal probability (50%). The production and decay processes can occur via both gauge and contact interactions, although the former is dominated by the contact interaction mechanism [28] for all values of the compositeness scale \(\Lambda\) and of the mass of \(N_\ell\) relevant in this analysis, as shown in Fig. 2. The dominant interaction in the decay mechanism depends on \(\Lambda\) and the mass of \(N_\ell\), as shown in Fig. 3. The possible decays are:

\[ N_\ell \rightarrow \ell q \bar{q}' \quad N_\ell \rightarrow \ell^+ \ell^- \nu(\bar{\nu}) \quad N_\ell \rightarrow \nu(\bar{\nu}) q\bar{q}' . \]

Figure 2: Production cross sections of the heavy composite Majorana neutrino for gauge and contact interactions at \(\Lambda = 12\) TeV for pp collisions at \(\sqrt{s} = 14\) TeV, obtained with CalcHEP (v3.6) [29].

This implies that the allowed final states are:

\[ \ell \ell q \bar{q}' \quad \ell \ell \nu(\bar{\nu}) \quad \ell \nu(\bar{\nu}) q\bar{q}' . \]

In this work, the final state \(\ell \ell q \bar{q}'\) is considered, as in the first phenomenological study of the model [23]. We focus on the cases in which \(\ell\) is either an electron or a muon, giving rise to...
2. The CMS Phase-2 detector

The CMS detector [31] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [32], and to cope with the demanding operational conditions at the HL-LHC [33–37]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 µs, re-
spectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [33–37], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [38].

3 Simulated samples

We use Monte Carlo (MC) samples for the signal and the SM backgrounds. The MC samples for the signal are generated at Leading Order (LO) with CalcHEP (v3.6) [29] for $\sqrt{s} = 14$ TeV proton-proton collisions, using the NNPDF3.0 LO parton distribution functions with the four-flavor scheme [39], for the $\Lambda$ and mass values given in Table 1.

<table>
<thead>
<tr>
<th>$\Lambda$ [TeV]</th>
<th>$M(N_\ell)$ [TeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>- 3</td>
</tr>
<tr>
<td>12</td>
<td>0.5 6</td>
</tr>
<tr>
<td>15</td>
<td>0.5 6</td>
</tr>
<tr>
<td>18</td>
<td>0.5 3</td>
</tr>
<tr>
<td>21</td>
<td>0.5 -</td>
</tr>
</tbody>
</table>

Table 1: Parameters used in the HL-LHC analysis, $\ell = e, \mu$. The background samples considered are top quark pair production ($t\bar{t}$), single top quark production ($tW$), the Drell-Yan (DY) process, W+jets and diboson production (WW, WZ, ZZ), and are generated with MADGRAPH5_aMC@NLO [40] using the CTEQ6L1 PDF set [41]. Following the notation of the Run 2 analysis [42], the $t\bar{t}$ and $tW$ are considered together and called "TTtW", while the W+jets and the diboson production, being a small contribution ($\sim 5\%$ of the total), is referred to as "Other".
4. Event selection

For all of the MC samples the hadronization of partons is simulated with PYTHIA 8 [43] and the expected response of the upgraded CMS detector with the fast-simulation package DELPHES [44]. The object reconstruction and identification efficiencies, as well as the detector response and resolution, are parameterized in DELPHES using the detailed simulation of the upgraded CMS detector based on the GEANT4 package [45, 46]. The contribution from 200 additional pileup events has been included in the simulation as well.

4 Event selection

Final state objects are reconstructed by the particle flow (PF) algorithm [47]. The PF algorithm combines information from all CMS subdetectors and reconstructs individual particles in the event such as electrons, muons, photons, neutral hadrons and charged hadrons. The event selection of the present analysis is based on exploiting some specific kinematic features of the leptons and of the large-radius jet in the signal samples in order to minimize the contamination from the SM backgrounds.

The transverse momentum \( p_T \) of the leading lepton is required to be greater than 110 GeV, while the \( p_T \) of the subleading lepton must be greater than 40 GeV. All lepton candidates are required to be in the pseudorapidity range \( |\eta| < 2.4 \). Restricting to the high-mass region given by \( M(\ell, \ell) > 300 \) GeV, where \( M(\ell, \ell) \) is the dilepton invariant mass, allows reducing the DY background and part of the TTtW background, without affecting the signal acceptance. The large-radius jets, i.e. clustered with a size parameter \( R = 0.8 \) ("AK8 jets"), are reconstructed using the anti-\( k_T \) algorithm [48], implemented in the FASTJET package [49]. The large-radius jets are analyzed using the Pileup-per-particle-identification (PUPPI) mitigation algorithm [50]. This algorithm is designed to remove PU using event information both at the global and local level, identifying pileup at the particle level. The AK8 jets are required to have a minimum \( p_T \) of 200 GeV, to be within a pseudorapidity region with \( |\eta| < 2.4 \) and to be separated from leptons by a distance \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} > 0.8 \). The process under consideration has a fairly central distribution of its final state particles. A study of the effect of increasing the pseudo-rapidity acceptance for the final state objects, made possible by the Phase-2 CMS detector upgrade, has shown that the increased background contribution would spoil the advantage given by the larger efficiency, lowering the overall sensitivity. Hence the more central selection, \( |\eta| < 2.4 \), has been kept for both leptons and large-radius jets. Requiring one or more large-radius jets is suitable regardless of whether \( N_\ell \) decays through gauge or contact interactions. In fact, for gauge mediated decays of the heavy composite neutrino, the two quarks are expected to overlap and thus form a large-radius jet, while in the case of contact-mediated decays, the two quarks are well separated, but form two large-radius jets because of the overlap with final state radiation. The signal region is therefore defined by requiring two same-flavor isolated leptons (electrons or muons) and at least one large-radius jet. With this selection, the total efficiency for the signal is about 55% in the \( eeeq' \) channel and 65% in the \( \mu\mu qq' \) channel, for heavy neutrinos with masses greater than 3 TeV.

A shape-based analysis is performed investigating the invariant mass, \( M(\ell\ell J) \), of the two leptons and the leading large-radius jet. As shown in Fig. 5, this variable provides a good discrimination between the signal and the SM backgrounds.

5 Results

Figure 5 shows the distribution of the variable \( M(\ell\ell J) \) for both the SM backgrounds and the signal for a particular benchmark choice of the model parameters, namely \( \Lambda = M(N_\ell) = 6 \).
Figure 5: Distribution of the variable $M(\ell\ell J)$ of backgrounds (stacked plots) and expected signal (lines) in the signal region, considering the model parameters $\Lambda = M(N_\ell) = 6$ TeV, for the $eeq\bar{q}'$ channel (left) and for the $\mu\mu q\bar{q}'$ channel (right). The background statistical and systematic uncertainties have been combined.

The expected discovery sensitivity of a heavy composite Majorana neutrino, produced in association with a lepton, and decaying into a same-flavor lepton and two jets, is shown in Figure 6. The CMS Phase-2 detector will be able to find evidence for a composite neutrino with mass below $M(N_\ell) = 7.6$ TeV.

Figure 6: The expected statistical significance for both the $eeq\bar{q}'$ (red line) and $\mu\mu q\bar{q}'$ (blue line) channel for the case $\Lambda = M(N_\ell)$. The gray solid (dotted) line represents 5 (3) standard deviations, respectively.

Expected exclusion limits on the mass of the heavy neutrino are also evaluated. An asymptotic $CL_s$ criterion [51, 52] is used to set an upper limit at 95% confidence level on the cross section of the heavy composite Majorana neutrino produced in association with a lepton times its branching fraction to a same-flavor lepton and two quarks, $\sigma(pp \to \ell N_\ell) \times B(N_\ell \to \ell q\bar{q}')$. The $M(\ell\ell J)$ distributions from MC simulations of signal and SM backgrounds are used as input in the limit computation together with the systematic uncertainties, as discussed in Ref. [30]. The systematic uncertainties, listed in Table 2, are evaluated in accordance with the most recent recommendations [53] and assumed to be independent of mass. The results are presented in Fig. 7 for the $eeq\bar{q}'$ channel and for the $\mu\mu q\bar{q}'$ channel for different values of the compositeness scale: $\Lambda = 12, 24, 35$ TeV and $\Lambda = M(N_\ell)$. Figure 8 displays the corresponding upper limits on the $(\Lambda, M(N_\ell))$ plane for both of the final states considered. The extrapolation is similar for
the two channels. We see that the sensitivity to $\Lambda$ is higher at low neutrino masses, reaching the exclusion of $\Lambda = 35$ TeV at $M(N_\ell) = 0.5$ TeV and decreases at higher $N_\ell$ masses. For the representative case $\Lambda = M(N_\ell)$, while in the analysis of Run 2 data it was possible to exclude heavy neutrino masses up to 4.60 (4.70) TeV in the $e\bar{q}q'$ ($\mu\bar{q}q'$) channel [30], under planned HL-LHC conditions this limit would be extended to 8 TeV.

6. Prospects for the HE-LHC

In this section we extend the study presented above to the HE-LHC, which is projected to reach a centre-of-mass energy of 27 TeV and an integrated luminosity of 15 ab$^{-1}$.

The MC simulation samples for the signal are generated at Leading Order (LO) with CalcHEP (v3.6) [29] for $\sqrt{s} = 27$ TeV proton-proton collisions, using the NNPDF3.0 LO parton distribution functions with the four-flavor scheme [39]. The signal samples are generated for both the $e\bar{q}q'$ and $\mu\bar{q}q'$ channels for the following choice of parameters: $\Lambda = 10, 100$ TeV for $M(N_\ell) = 0.5, 5, 10$ TeV, $\Lambda = 25, 50$ TeV for $M(N_\ell) = 0.5, 5, 10, 12.5, 15$ TeV, and $\Lambda = M(N_\ell) \in [3, 18]$ TeV. The main background sources considered are the top quark pair production, Drell-Yan (DY) process, vector boson+jet and diboson production, and are provided by the Future Circular Collider group [54]. For both signal and background samples the parton hadronization is treated with PYTHIA 8 and the response of the detector (assumed to perform the same as the CMS Phase-2 detector) with DELPHES.

In the spirit of a projection study, the event selection criteria remain identical to those of the HL study described in Section 4.

The expected discovery sensitivity and the exclusion limits are extracted using the $M(\ell\ell\ell)$ variable shown in Fig. 9. According to the prescriptions given in Ref. [53], the systematic uncertainties are those listed in Table 2. Figure 10 shows that with the HE-LHC we could find evidence for a composite Majorana neutrino with mass below $M(N_\ell) = 12$ TeV, for $\Lambda = M(N_\ell)$. Upper limits on the production cross section times the branching fraction $\sigma(pp \to \ell N_\ell) \times B(N_\ell \to \ell q\bar{q}')$ are shown in Fig. 11 for some benchmark choices of the parameters. The projection on the exclusion limits is also presented in Fig. 12 for the $(\Lambda, M(N_\ell))$ plane. We can conclude that, given the model condition $\Lambda = M(N_\ell)$, the HE-LHC could exclude a heavy composite Majorana neutrino with mass up to 12.5 TeV in both $e\bar{q}q'$ and $\mu\bar{q}q'$ channels.

Table 2: List of systematic uncertainties used in the present analysis.

<table>
<thead>
<tr>
<th>Source</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>1%</td>
</tr>
<tr>
<td>Pileup</td>
<td>2%</td>
</tr>
<tr>
<td>Electron ID</td>
<td>0.5%</td>
</tr>
<tr>
<td>Electron scale</td>
<td>0.5%</td>
</tr>
<tr>
<td>Muon ID</td>
<td>0.5%</td>
</tr>
<tr>
<td>Muon scale</td>
<td>0.5%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>1%</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>1%</td>
</tr>
<tr>
<td>Background</td>
<td>0.3%</td>
</tr>
<tr>
<td>Drell-Yan (theory)</td>
<td>4%</td>
</tr>
</tbody>
</table>
Figure 7: The expected 95% CL upper limits (black dotted lines) on $\sigma(pp \rightarrow \ell N_\ell) \times B(N_\ell \rightarrow \ell q q')$, obtained in the analysis of the $eeq'$ (top) and the $\mu\mu q'$ (bottom) final states, as a function of the mass of the heavy composite Majorana neutrino. The corresponding green and yellow bands represent the expected variation of the limit to one and two standard deviation(s). The solid blue curve indicates the theoretical prediction of $\Lambda = M(N_\ell)$. The textured curves give the theoretical predictions for $\Lambda$ values ranging from 12 to 35 TeV.
6. Prospects for the HE-LHC

Figure 8: The expected 95% CL lower limits (black lines) on the compositeness scale $\Lambda$, obtained in the analysis of the $eeq'\bar{q}'$ (top) and the $\mu\mu q'\bar{q}'$ (bottom) final states, as a function of the mass of the heavy composite Majorana neutrino. The gray zone corresponds to the phase space $\Lambda < M(N_{\ell})$ not allowed by the model.
4.18. Heavy composite Majorana neutrinos (CMS-FTR-18-006)

Figure 9: Distribution of the invariant mass of two leptons and leading large-radius jet of backgrounds and three signal samples for the \( ee\bar{q}' \) channel (left) and \( \mu\mu\bar{q}' \) channel (right) for the HE-LHC. The error bands are given by the combination of systematic and statistical uncertainties.

Figure 10: The expected statistical significance for the HE-LHC projection of the \( ee\bar{q}' \) (red line) and the \( \mu\mu\bar{q}' \) (blue line) channel for the case \( \Lambda = M(N_\ell) \). The gray solid (dotted) line represents 5 (3) standard deviations, respectively.
Figure 11: The expected 95% CL upper limits for the HE-LHC projection of the $eeq'\bar{q}$ channel (top) and the $\mu\muq'\bar{q}$ channel (bottom). The cross section limits are higher in the HE case because of the much larger background expectation at 27 TeV.
Figure 12: The expected 95% CL lower limits (black lines) on the compositeness scale $\Lambda$, obtained in the analysis of the $e_e\bar{q}q'$ (top) and the $\mu\mu\bar{q}q'$ (bottom) final states, as a function of the mass of the heavy composite Majorana neutrino for the HE-LHC projection. The red shaded zone highlights the excluded parameter space. The gray zones are not allowed by the model.
7 Summary

Studies have been conducted of the expected performance at the HL-LHC and at the HE-LHC of a search for a composite Majorana neutrino. The study has been carried out considering a heavy composite Majorana neutrino produced in association with a lepton and decaying into a same-flavor lepton plus two quarks, with the requirement of two leptons and at least one large-radius jet in the signal region. The HL-LHC running conditions and Phase-2 detector allow a significant extension of the parameter space that can be probed.
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Search for $t\bar{t}$ resonances at the HL-LHC and HE-LHC with the Phase-2 CMS detector

The CMS Collaboration

Abstract

A search for a heavy resonance decaying into a $t\bar{t}$ pair is presented using the upgraded Phase-2 CMS detector design at the High-Luminosity LHC (HL-LHC) and High-Energy LHC (HE-LHC), with center-of-mass energies of 14 and 27 TeV, respectively, and integrated luminosities of 3 and 15 ab$^{-1}$. Two distinct final states with either a single lepton or no leptons are considered. Jet substructure techniques and top quark identification algorithms are used for the object reconstruction. At the HL-LHC (HE-LHC), the production of a Randall–Sundrum gluon can be excluded at 95% confidence level with a mass up to 6.6 (10.7) TeV or can be discovered at 5$\sigma$ significance with a mass up to 5.7 (9.4) TeV.
1 Introduction

Many models of new physics predict heavy resonances with enhanced couplings to the third generation of fermions in the standard model (SM) [1–9]. Thus, the study of the top quark can provide important insights into the validity of such models. This analysis considers top quark pair production to search for the presence of heavy resonances. In particular, we focus on the production of a Randall–Sundrum Kaluza–Klein gluon (RSG) [8].

This note presents projections for the search for resonant $t\bar{t}$ production with simulated events at center-of-mass energies of 14 and 27 TeV and the upgraded Phase-2 CMS detector in the all-jets and lepton-plus-jets final states. The average number of proton-proton (pp) interactions per bunch crossing (pileup) is assumed to be 200. In the high mass ranges accessible at the High-Luminosity LHC (HL-LHC) with $\sqrt{s} = 14$ TeV and the High-Energy LHC (HE-LHC) with $\sqrt{s} = 27$ TeV, reconstructing the event topology of $t\bar{t}$ production requires special techniques. Jet substructure variables and top quark identification algorithms are used to handle the case where the hadronic decay products of the top quark are fully merged into a single jet. This is likely to occur if a hypothetical RSG resonance has a mass larger than 1 TeV. Figure 1 shows a schematic representation of a fully hadronic $t\bar{t}$ event, where each top quark decays as $t \rightarrow W b$.

![Leading order Feynman diagrams showing pair production and decays of top quark with (left) single-lepton and (right) fully hadronic final states.](image)

Figure 1: Leading order Feynman diagrams showing pair production and decays of top quark with (left) single-lepton and (right) fully hadronic final states.

The results of the search will be presented as a combination of the all-jets and single-lepton plus jets final states with boosted topologies. The single-lepton final state considers a single electron or a single muon. A search for $t\bar{t}$ resonances in all-hadronic final states was previously performed by CMS at $\sqrt{s} = 7$ TeV [10], 8 TeV [11], and 13 TeV [12]. The dominant background for the all-jets final state, given that dijet events are selected, is quantum chromodynamics (QCD) multijet production. In analyses that use observed data, this contribution is determined by a data-based method, called the modified mass procedure [12], in which the top-tagging misidentification rate is derived in a QCD-enriched sideband. However, for this study the contribution will be estimated from simulated events. The systematic uncertainties associated to this background, nevertheless, will be estimated assuming that the modified mass procedure is used. Background contributions from standard model $t\bar{t}$ production, the most dominant background source in the single-lepton final state, are also determined from simulation. The second most dominant background for the single-lepton final state is represented by production of a $W$ boson in association with one or more jets. Additional background sources are due to Drell-Yan processes, diboson production, and single top quark production.
2 The CMS detector

The CMS detector [13] will be substantially upgraded for the HL-LHC in order to fully exploit the physics potential offered by the increase in luminosity and to cope with the demanding operational conditions [14–18].

The upgrade of the first level hardware trigger (L1) will allow for an increase of the rate and latency to about 750 kHz and 12.5 µs, respectively. The high-level software trigger is expected to reduce the rate by about a factor of 100 to 7.5 kHz.

The entire pixel and strip tracker detectors will be replaced to increase the granularity, to reduce the material budget in the tracking volume, to improve the radiation hardness, and to extend the geometrical coverage with efficient tracking up to pseudorapidities of about $|\eta| = 4$.

The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers, resistive plate chambers (RPC), and drift tubes. New muon detectors based on improved RPC and gas electron multiplier technologies will be installed to add redundancy, to increase the geometrical coverage up to about $|\eta| = 2.8$, and to improve the trigger and reconstruction performance in the forward region.

The barrel electromagnetic calorimeter will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling to allow high-precision time measurements for photons. The barrel hadronic calorimeter, which consists of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers. The endcap electromagnetic and hadron calorimeters will be replaced with a new combined high granularity sampling calorimeter that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision time information.

Finally, the addition of new timing detectors for minimum ionizing particles in both the barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly mitigate the CMS performance degradation due to high pileup rates.

A detailed overview of the CMS detector upgrade program is presented in Refs. [14–18], while the expected performance of the reconstruction algorithms and pileup mitigation with the CMS detector is summarised in Ref. [19].

3 Simulation

The RSG signal processes are generated using PYTHIA 8.212 [20] at leading order (LO), assuming a decay width of 17%, for a mass of the resonance ranging from 2 to 12 TeV. A variety of event generators are used for the Monte Carlo (MC) simulation of the background processes. The POWHEG 2.0 [21–24] event generator is used to generate $t\bar{t}$ and single top quark events in the $t$-channel and $tW$ channel to next-to-LO (NLO) accuracy. The single top quark events in the $s$-channel, $Z+jets$, and $W+jets$ are simulated using MADGRAPH5_aMC@NLO 2.2.2 [25]. The $Z+jets$ and $W+jets$ events are generated at LO using the MLM matching scheme [26]. The single top quark events in the $s$-channel are generated at NLO using the FxFx matching scheme [27]. The PYTHIA event generator is used to simulate the QCD multijet and WW events at NLO.

Parton showering, hadronization, and the underlying event are simulated with PYTHIA, using NNPDF 3.0 parton distribution functions (PDFs) and the CUETP8M1 [28, 29] tune for all processes, except for the $t\bar{t}$ sample which is produced with the CUETP8M2T4 [30] tune. The
Phase-2 CMS detector simulation and the reconstruction of physics objects are performed with the Delphes software package [31].

4. Object reconstruction

The particle flow (PF) algorithm [32] is used together with the pileup per particle identification (PUPPI) [33] method to reconstruct the final state objects such as electrons, muons, jets, and missing transverse momentum. The leptons, small-radius jets, and missing transverse momentum are used only for the single-lepton final state. The large-radius jets are used for both final states.

The events are required to have at least one primary reconstructed vertex. The reconstructed vertex with the largest value of summed physics-object $p_T^2$ is taken to be the primary pp interaction vertex. The physics objects are the jets, clustered using the jet finding algorithm [34, 35] with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the $p_T$ of those jets.

The “medium” working point for electron identification criteria (ID) and the “tight” working point for muon ID are used. The electrons are selected if they have $p_T > 80$ GeV and $|\eta| < 3$. The muons are required to have $p_T > 55$ GeV and $|\eta| < 3$. Exactly one lepton is required in the single-lepton final state. The selected leptons are not required to be isolated because of the boosted final state that often places them near other particles.

Jets are clustered from the reconstructed PF candidates using the anti-$k_T$ algorithm [34] with the Fastjet 3.1 software package [35] with a size parameter of 0.4 (AK4). Jets which overlap with the selected lepton have the lepton energy subtracted. We consider only AK4 jets that have $p_T > 30$ GeV and $|\eta| < 4$. The single-lepton final state requires at least two AK4 jets. The jets are ordered by their $p_T$ values; the first jet is required to have $p_T > 185$ (150) GeV and the second jet is required to have $p_T > 50$ (50) GeV in the electron (muon) channel.

The missing transverse momentum ($\vec{p}_T^{\text{miss}}$) is defined as the negative of the vector sum of the $p_T$ of all reconstructed PF candidates in an event and its magnitude is denoted as $p_T^{\text{miss}}$. In the single-lepton final state, $p_T^{\text{miss}}$ is required to be greater than 120 (50) GeV in the electron (muon) channel.

Both final states use large-radius anti-$k_T$ jets with a size parameter of 0.8 (AK8). PF candidates weighted by the PUPPI algorithm are used as input for the AK8 jet clustering. The AK8 jet mass is computed from the jet components remaining after the soft-drop grooming procedure [36] is applied with $\beta = 0$ and $z_{\text{cut}} = 0.1$. For this choice of parameters, the soft-drop algorithm is identical to the modified mass-drop procedure from [37]. This is called the soft-drop mass ($m_{\text{SD}}$). Additionally, the $N$-subjettiness ($\tau_N$) jet substructure variables [38] are computed. In particular, the ratio $\tau_3/\tau_2$ provides the best discrimination between jets from top quarks and jets from light-flavored quarks (u, d, s, c) or gluons (g). The implementation of these algorithms as provided in the Delphes package is used. In the single-lepton final state, the AK8 jets are required to be separated from the selected lepton by $\Delta R(\text{lepton, AK8 jet}) > 0.8$, where $\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2}$ and $\phi$ is the azimuthal angle. In the fully hadronic final state, the soft-drop subjets are tagged as originating from the production of a b quark by using the deep combined secondary vertex (DeepCSV) algorithm [39]. The efficiency for tagging true b jets is around 49% and probability for mis-tagging light quarks is roughly 1%. The subjet b tagging is used to categorize events in the fully hadronic final state.
5 Event selection and reconstruction

For top quarks with a large boost, \( p_T > 400 \text{ GeV} \), an algorithm based on the soft-drop mass \( m_{SD} \), the \( N \)-subjettiness ratio \( \tau_3/\tau_2 \), and subjet b-tagging is used to identify the decay of the top quark with no leptons. Figure 2 shows the distributions of generated and reconstructed RSG mass in each final state after the full event selection. Because of the off-shell production at high mass, the RSG signals display broader spectra as the invariant mass increases. As shown in Table 1, this distorts the mass distribution toward lower masses.

![Figure 2: The generated and reconstructed RSG mass distributions in the (left) single-lepton and (right) fully hadronic final states. The distributions are shown after the full event selection in each final state, as described in Sections 5.1 and 5.2.](image)

Table 1: Summary of the selection efficiencies for the two final states for the signal hypotheses considered.

<table>
<thead>
<tr>
<th>RSG mass [TeV]</th>
<th>Single-lepton efficiency [%]</th>
<th>Fully hadronic efficiency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>9.6</td>
<td>4.2</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>4.6</td>
</tr>
<tr>
<td>4</td>
<td>8.8</td>
<td>3.8</td>
</tr>
<tr>
<td>5</td>
<td>7.7</td>
<td>3.0</td>
</tr>
<tr>
<td>6</td>
<td>6.9</td>
<td>2.5</td>
</tr>
<tr>
<td>8</td>
<td>6.2</td>
<td>2.1</td>
</tr>
<tr>
<td>10</td>
<td>6.1</td>
<td>2.0</td>
</tr>
<tr>
<td>12</td>
<td>6.0</td>
<td>1.9</td>
</tr>
</tbody>
</table>

5.1 Single-lepton final state

The single-lepton final state consists of events where one of the top quarks in the event decays leptonically and the other decays hadronically. The event selection and reconstruction from Ref. [12] is implemented. In addition to the selections described in Section 4, the single-muon events are required to have \( H_T^{lep} > 150 \text{ GeV} \), where \( H_T^{lep} = p_T^{miss} + p_T^{lep} \).

The large-radius AK8 jets are also used in the single-lepton final state to identify hadronically decaying top quarks. In addition to the requirements in Section 4, we select the AK8 jets that are separated from the lepton by \( \Delta R(\text{lepton, AK8 jet}) > 0.8 \). The events with two or more AK8 jets satisfying these criteria are rejected in order to avoid any overlap with the selection for the fully hadronic final state.

The mass of the \( t\bar{t} \) system provides strong discrimination between signal and background events. We follow the methodology used in Ref. [12] for the single-lepton final state to re-
5. Event selection and reconstruction

construct the mass of the $t\bar{t}$ system. We first find the $z$-component of the neutrino momentum using a $W$ boson mass constraint, assuming the $W$ boson is produced on-shell. All solutions are considered in the mass reconstruction. In the cases where there are only complex solutions, the real part is taken to be the only solution. The mass reconstruction procedure is then split into two cases:

- Events with zero $t$-tagged AK8 jets: all possible assignments of the selected AK4 jets to either a leptonically decaying top quark, a hadronically decaying top quark, or neither case are considered.
- Events with exactly one $t$-tagged AK8 jet: the tagged AK8 jet is taken as the hadronically decaying top quark, and all possible assignments of the selected AK4 jets to a leptonically decaying top quark or no top quark are considered. In this case, for an AK4 jet to be assigned to the leptonic decay, it is required to be separated from the AK8 jet by $\Delta R(AK8, AK4) > 1.2$.

Among all possible hypotheses built as described above, we choose the hypothesis that gives the smallest $\chi^2$, defined by

$$\chi^2 = \chi^2_{\text{lep}} + \chi^2_{\text{had}} = \left[ \frac{M_{\text{lep}} - \bar{M}_{\text{lep}}}{\sigma_{\text{lep}}} \right]^2 + \left[ \frac{M_{\text{had}} - \bar{M}_{\text{had}}}{\sigma_{\text{had}}} \right]^2.$$ 

Here, for events with zero (one) $t$-tagged AK8 jets, $\bar{M}_{\text{lep}} = 175 \ (175) \text{ GeV}$, $\bar{M}_{\text{had}} = 177 \ (173) \text{ GeV}$, $\sigma_{\text{lep}} = 19 \ (19) \text{ GeV}$, and $\sigma_{\text{had}} = 16 \ (15) \text{ GeV}$. Further requirements are applied based on the reconstructed top quarks: $\chi^2_{\text{lep}} + \chi^2_{\text{had}} < 30$ and $\Delta R(t_{\text{lep}}, t_{\text{had}}) > 1$, where $t_{\text{lep}}$ ($t_{\text{had}}$) and $\chi^2_{\text{lep}}$ ($\chi^2_{\text{had}}$) are the reconstructed leptonically (hadronically) decaying top quark and the corresponding $\chi^2$ value, respectively.

In order to improve the sensitivity, the events are categorized based on the lepton flavor (electron or muon) and the number of $t$-tagged (zero or one) AK8 jets. In total, there are four analysis categories. Figure 3 shows the reconstructed mass distributions of the $t\bar{t}$ system ($m_{t\bar{t}}$) in each analysis category, and these correspond to the templates used for the statistical interpretation of the analysis.

5.2 Fully hadronic final state

The following selection is used in the all-hadronic final state. The first two AK8 jets must have $p_T > 400 \text{ GeV}$, $|\eta| < 4$, and $m_{SD} > 50 \text{ GeV}$. To obtain the final templates, stricter selection criteria are used, in addition to the above. The first two AK8 jets must have $105 < m_{SD} < 210 \text{ GeV}$, $\tau_3/\tau_2 < 0.65$, $H_T > 1.2 \text{ TeV}$, where $H_T$ is the scalar $p_T$ sum of the two AK8 jets, and $\Delta \phi > 2.1$. These are the same selection criteria used in Ref. [12], except for the extended pseudorapidity range. The pseudorapidity selection follows the recommendations for objects for the Yellow Report [40].

The following categories are considered, as in Ref. [12]:

- 0 b-tagged jets, $|\Delta y(j_1, j_2)| < 1$
- 1 b-tagged jets, $|\Delta y(j_1, j_2)| < 1$
- 2 b-tagged jets, $|\Delta y(j_1, j_2)| < 1$
- 0 b-tagged jets, $|\Delta y(j_1, j_2)| > 1$
- 1 b-tagged jets, $|\Delta y(j_1, j_2)| > 1$
Figure 3: The distributions of $m_{tt}$ in events with (top) zero or (bottom) one $t$-tagged jets for (left) single-electron or (right) single-muon samples. The statistical uncertainties are scaled down by the square root of the projected luminosity. Variable sized bins are used for each category so that the statistical uncertainty on the total background in each bin is less than 10%. The bin contents of the distributions are divided by their bin width. The overflow events are added to the last bin and its content is also divided by the width of the last bin.
6. Systematic uncertainties

Several systematic uncertainties that affect the distributions of reconstructed mass of the $t\bar{t}$ system ($m_{t\bar{t}}$) in each final state are considered, while the statistical uncertainties in the simulated samples are not included. The uncertainties in electron and muon identification are taken to be 1% and 0.5%, respectively. In addition, several measurement uncertainties are considered, including the jet energy scale (0.5–4%, dependent on jet $p_T$), the jet energy resolution (3%), and the luminosity measurement (1%). Uncertainties are also included to account for the expected data-to-simulation differences in the $t$- and $b$-tagging efficiencies.

The uncertainties in the parton distribution functions (PDFs) and the QCD renormalization and factorization scales amount to 2.4% and 3–4%, where the latter is based on Ref. [12], scaled by the projected luminosity. These theory uncertainties are included only for the background MC processes. The QCD multijet background in the fully hadronic final state is expected to be derived from data and therefore additional uncertainties are applied for modified mass procedure and its closure test. These uncertainties are derived from Ref. [12] and scaled by the projected luminosity.

Finally, the theoretical uncertainties in the cross section of each background process are also considered. A summary of all systematic uncertainties is listed in Table 2.

Table 2: Summary of the sources of systematic uncertainties.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty</th>
<th>Single-lepton</th>
<th>Fully hadronic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>1%</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Electron identification</td>
<td>1%</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Muon identification</td>
<td>0.5%</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>0.5–4%</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>3%</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$b$ tagging (subjet)</td>
<td>1%</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Light quark mistagging (subjet)</td>
<td>10%</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>$t$ tagging</td>
<td>5%</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PDF</td>
<td>2.4%</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>QCD renorm./fact. scale</td>
<td>3–4%</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$t\bar{t}$ cross section</td>
<td>3%</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Single top quark cross section</td>
<td>6%</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$W$+jets cross section</td>
<td>3%</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$Z$+jets cross section</td>
<td>6%</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$WW$ cross section</td>
<td>6%</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>QCD multijet cross section</td>
<td>6%</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>QCD multijet modified mass procedure</td>
<td>2%</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>QCD multijet estimate closure test</td>
<td>5%</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

7 Projections at the HE-LHC

We also present projections for the sensitivity to $t\bar{t}$ resonances at a center-of-mass energy of 27 TeV, accessible by the HE-LHC. The signal processes are generated for a resonance mass...
Figure 4: The distribution of the RSG candidate mass for (left) $\Delta y < 1$ or (right) $\Delta y > 1$ in the (top) zero, (middle) one, or (bottom) two b-tag event categories in the fully hadronic final state. All variables presented after full selection. Along with the RSG signal, the two main backgrounds are shown: $t\bar{t}$ and QCD multijets. The statistical uncertainties are scaled down by the square root of the projected luminosity. Variable sized bins are used for each category so that the statistical uncertainty on the total background in each bin is less than 10%. The bin contents of the distributions are divided by their bin width. The overflow events are added to the last bin and its content is also divided by the width of the last bin.
ranging from 4 to 12 TeV, in steps of 2 TeV. The same background processes are also considered for the HE-LHC projections in both final states. All simulated backgrounds are generated at $\sqrt{s} = 27$ TeV, assuming the same number of pileup interactions as the HL-LHC. The reconstruction of physics-level objects are simulated with the Delphes software package with the Phase-2 CMS detector design.

We follow the same analysis strategy described before for HL-LHC projections. The event selection and reconstruction methods are kept the same, while the requirements on the $p_T$ of the first and second AK4 jets are increased to 200 and 100 GeV, respectively, in both the single-electron and single-muon final states, and $H_T^{lep}$ is required to be greater than 200 GeV in the single-muon final state. Because of the low number of events in the QCD multijet background simulation in the fully hadronic final state, the events are categorized based on only the number of b-tagged AK8 subjets. The $m_{t\bar{t}}$ distributions after applying the final selection criteria are shown in Fig. 5 for the single-lepton final state categories and in Fig. 6 for the fully hadronic final state categories.

![Distributions of $m_{t\bar{t}}$](image)

Figure 5: Distributions of $m_{t\bar{t}}$ in events with (top) zero or (bottom) one t-tagged jets for (left) the single-electron or (right) single-muon final state. The statistical uncertainties are scaled down by the square root of the projected luminosity. Variable sized bins are used for each category so that the statistical uncertainty on the total background in each bin is less than 10%. The bin contents of the distributions are divided by their bin width. The overflow events are added to the last bin and its content is also divided by the width of the last bin.
Figure 6: Distributions of $m_{t\bar{t}}$ for (top left) zero, (top right) one, or (bottom) two b tag event categories in the fully hadronic final state. The statistical uncertainties are scaled down by the square root of the projected luminosity. Variable sized bins are used for each category so that the statistical uncertainty on the total background in each bin is less than 10%. The bin contents of the distributions are divided by their bin width. The overflow events are added to the last bin and its content is also divided by the width of the last bin.
8 Results

We use the Theta package [41] to derive the expected cross section limits at 95% confidence level (CL) on the production of an RSG decaying to $t\bar{t}$. The limits are computed using the asymptotic CLs approach. A binned likelihood fit to the distributions of the reconstructed $m_{t\bar{t}}$ is performed in both the single-lepton and fully hadronic final states. The systematic uncertainties are included as nuisance parameters with log-normal probability density functions. The results are limited by the statistical uncertainties in the background estimates. These uncertainties are scaled down by the projected integrated luminosity and are treated using the Barlow–Beeston light method [42, 43]. The expected limits at 95% CL and the discovery potential at 3$\sigma$ and 5$\sigma$ significance for resonance masses from 2 to 12 TeV and two different projected integrated luminosities for the combined single-lepton and fully hadronic final states are listed in Table 3.

The production of an RSG with a mass up to 6.6 TeV is excluded at 95% CL for a projected integrated luminosity of $3 \text{ ab}^{-1}$, as shown in Fig. 7. An RSG with a mass up to 5.7 TeV could be discovered at 5$\sigma$ significance.

![Graph showing expected limits and discovery potential for RSG masses from 2 to 12 TeV.](image)

Figure 7: 95% CL expected upper limits (left) and 3$\sigma$ and 5$\sigma$ discovery reaches (right) for an RSG decaying to $t\bar{t}$ at 300 fb$^{-1}$ (top) and 3 ab$^{-1}$ (bottom) for the combined single-lepton and fully hadronic final states. The LO signal theory cross sections are scaled to NLO using a $k$ factor of 1.3 [44].

Figure 8 shows a comparison of the expected limits for RSG with corresponding results using exclusively the statistical uncertainties. Figure 8 also shows a comparison of the expected sensitivity contribution from each final state.

The expected limits at 95% CL and the discovery potential at $\sqrt{s} = 27$ TeV for resonance masses from 4 to 12 TeV and a projected integrated luminosity of 15 ab$^{-1}$ for the combined single-
Figure 8: 95% CL expected cross section limits for 3 ab\(^{-1}\) projection. Comparisons of the contributions from each final state to the combination is shown on the left. The effect of different systematic uncertainty scenarios on the combined limits is shown on the right. The LO signal theory cross sections are scaled to NLO using a \(k\) factor of 1.3 [44].

Table 3: Expected cross section limits at 95% CL and discovery reaches at 3 and 5\(\sigma\) in the combined single-lepton and fully hadronic final states for an RSG decaying to \(t\bar{t}\). The LO signal theory cross sections are scaled to NLO using a \(k\) factor of 1.3 [44].

<table>
<thead>
<tr>
<th>Mass [TeV]</th>
<th>Theory [pb]</th>
<th>Median exp. [pb]</th>
<th>68% exp. [pb]</th>
<th>95% exp. [pb]</th>
<th>3(\sigma) [pb]</th>
<th>5(\sigma) [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sqrt{s} = 14) TeV, (\mathcal{L} = 300) fb(^{-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.4989</td>
<td>0.029</td>
<td>[0.021, 0.041]</td>
<td>[0.015, 0.054]</td>
<td>0.033</td>
<td>0.056</td>
</tr>
<tr>
<td>3</td>
<td>0.2023</td>
<td>0.012</td>
<td>[0.008, 0.016]</td>
<td>[0.006, 0.022]</td>
<td>0.017</td>
<td>0.028</td>
</tr>
<tr>
<td>4</td>
<td>0.0466</td>
<td>0.009</td>
<td>[0.007, 0.013]</td>
<td>[0.005, 0.018]</td>
<td>0.014</td>
<td>0.023</td>
</tr>
<tr>
<td>5</td>
<td>0.0153</td>
<td>0.009</td>
<td>[0.007, 0.013]</td>
<td>[0.005, 0.018]</td>
<td>0.014</td>
<td>0.024</td>
</tr>
<tr>
<td>6</td>
<td>0.0064</td>
<td>0.013</td>
<td>[0.009, 0.019]</td>
<td>[0.007, 0.026]</td>
<td>0.020</td>
<td>0.034</td>
</tr>
<tr>
<td>8</td>
<td>0.0018</td>
<td>0.029</td>
<td>[0.021, 0.041]</td>
<td>[0.015, 0.056]</td>
<td>0.041</td>
<td>0.069</td>
</tr>
<tr>
<td>10</td>
<td>0.0007</td>
<td>0.037</td>
<td>[0.026, 0.053]</td>
<td>[0.020, 0.071]</td>
<td>0.050</td>
<td>0.085</td>
</tr>
<tr>
<td>12</td>
<td>0.0003</td>
<td>0.041</td>
<td>[0.030, 0.058]</td>
<td>[0.022, 0.079]</td>
<td>0.055</td>
<td>0.092</td>
</tr>
<tr>
<td>(\sqrt{s} = 14) TeV, (\mathcal{L} = 3) ab(^{-1})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.4989</td>
<td>0.009</td>
<td>[0.007, 0.013]</td>
<td>[0.005, 0.017]</td>
<td>0.010</td>
<td>0.017</td>
</tr>
<tr>
<td>3</td>
<td>0.2023</td>
<td>0.003</td>
<td>[0.002, 0.004]</td>
<td>[0.002, 0.006]</td>
<td>0.004</td>
<td>0.007</td>
</tr>
<tr>
<td>4</td>
<td>0.0466</td>
<td>0.002</td>
<td>[0.002, 0.003]</td>
<td>[0.001, 0.004]</td>
<td>0.003</td>
<td>0.005</td>
</tr>
<tr>
<td>5</td>
<td>0.0153</td>
<td>0.002</td>
<td>[0.002, 0.003]</td>
<td>[0.001, 0.005]</td>
<td>0.004</td>
<td>0.006</td>
</tr>
<tr>
<td>6</td>
<td>0.0064</td>
<td>0.004</td>
<td>[0.003, 0.005]</td>
<td>[0.002, 0.007]</td>
<td>0.006</td>
<td>0.010</td>
</tr>
<tr>
<td>8</td>
<td>0.0018</td>
<td>0.008</td>
<td>[0.006, 0.011]</td>
<td>[0.004, 0.015]</td>
<td>0.011</td>
<td>0.019</td>
</tr>
<tr>
<td>10</td>
<td>0.0007</td>
<td>0.010</td>
<td>[0.007, 0.014]</td>
<td>[0.005, 0.018]</td>
<td>0.014</td>
<td>0.023</td>
</tr>
<tr>
<td>12</td>
<td>0.0003</td>
<td>0.011</td>
<td>[0.008, 0.015]</td>
<td>[0.006, 0.020]</td>
<td>0.015</td>
<td>0.025</td>
</tr>
</tbody>
</table>
lepton and fully hadronic final states are shown in Fig. 9 and Table 4. The same systematic uncertainties listed in Table 2 are considered. The off-shell production of the resonance causes the cross section limits to increase at very high masses.

![Figure 9: 95% CL expected upper limits (left) and 3σ and 5σ discovery potential (right) for an RSG decaying to t\( \bar{t} \) with 15 ab\(^{-1}\) from the HE-LHC for the combined single-lepton and fully hadronic final states. The LO signal theory cross sections are scaled to NLO using a \( k \) factor of 1.3 [44].](image)

Table 4: Expected cross section limits at 95% CL and discovery potential at 3σ and 5σ in the combined single-lepton and fully hadronic final states for an RSG decaying to t\( \bar{t} \) with 15 ab\(^{-1}\) from the HE-LHC. The LO signal theory cross sections are scaled to NLO using a \( k \) factor of 1.3 [44].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>328.77</td>
<td>2.37</td>
<td>[1.71, 3.29]</td>
<td>[1.28, 4.38]</td>
<td>3.50</td>
<td>5.84</td>
</tr>
<tr>
<td>6</td>
<td>45.68</td>
<td>1.36</td>
<td>[0.98, 1.89]</td>
<td>[0.74, 2.52]</td>
<td>2.05</td>
<td>3.43</td>
</tr>
<tr>
<td>8</td>
<td>10.87</td>
<td>1.83</td>
<td>[1.32, 2.54]</td>
<td>[0.99, 3.38]</td>
<td>2.75</td>
<td>4.60</td>
</tr>
<tr>
<td>10</td>
<td>3.78</td>
<td>2.55</td>
<td>[1.84, 3.56]</td>
<td>[1.38, 4.74]</td>
<td>3.84</td>
<td>6.43</td>
</tr>
<tr>
<td>12</td>
<td>1.66</td>
<td>3.73</td>
<td>[2.69, 5.20]</td>
<td>[2.02, 6.94]</td>
<td>5.55</td>
<td>9.29</td>
</tr>
</tbody>
</table>

9 Summary

We have presented a sensitivity projection for heavy resonant t\( \bar{t} \) pair production using the upgraded Phase-2 CMS detector design at the High-Luminosity LHC (HL-LHC) and High-Energy LHC (HE-LHC), with center-of-mass energies of 14 and 27 TeV and integrated luminosities of 3 and 15 ab\(^{-1}\). Two distinct final states, single-lepton or fully hadronic, are considered. We set limits on the production cross sections of a Randall–Sundrum gluon and exclude masses up to 6.6 (10.7) TeV at 95% confidence level at the HL-LHC (HE-LHC). The Randall–Sundrum gluon with a mass up to 5.7 (9.4) TeV can be discovered with 5σ significance at the HL-LHC (HE-LHC).
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Abstract

The prospects of a search for a massive resonance produced through vector boson fusion and decaying to a pair of standard model Higgs bosons at the high luminosity LHC at CERN is explored. Simulated events from proton-proton collisions at a centre-of-mass energy of 14 TeV collected by the upgraded CMS detector are used. Both the Higgs bosons are assumed to decay to a b quark-antiquark pair, each. For a high mass resonance, the Higgs bosons are highly Lorentz-boosted and are each reconstructed as a large-area jet. The signal also contains two energetic jets in the forward regions of the detector. The expected signal significances for a bulk graviton in warped extradimensional models, having a mass between 1500 and 3000 GeV and a narrow width compared to its mass, is presented, assuming a cross section of 1 fb, for a data set corresponding to an integrated luminosity of 3.0 ab$^{-1}$. 
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1 Introduction

The search for new physics resonances decaying to a pair of Higgs bosons (H) \([1–3]\) is motivated by several beyond standard model (BSM) scenarios. Such models include warped extra dimensions (WED) \([4]\) having particles such as the spin-0 radion \([5–7]\) and the spin-2 first Kaluza–Klein (KK) excitation of the graviton \([8–10]\). Others, such as the two-Higgs doublet models \([11]\) (particularly, the minimal supersymmetric model \([12]\)) and the Georgi-Machacek model \([13]\) also contain spin-0 resonances. These resonances may have a sizeable branching fraction to a H pair.

Searches for a new particle X in the HH decay channel have been performed by the ATLAS \([14–16]\) and CMS \([17–21]\) Collaborations in proton-proton (pp) collisions at \(\sqrt{s} = 7\) and 8 TeV. The ATLAS Collaboration published limits on the production of a KK bulk graviton decaying to HH in the final state with a pair of b quark and antiquark \((b\bar{b}b\bar{b})\), using pp collision data at \(\sqrt{s} = 13\) TeV \([22–24]\). More recently, the CMS Collaboration has published limits on the production of a KK bulk graviton and a radion, decaying to HH, in the \(b\bar{b}b\bar{b}\) final state, using pp collision data at \(\sqrt{s} = 13\) TeV, corresponding to an integrated luminosity of 35.9 fb\(^{-1}\) \([25, 26]\). Overall, the searches from ATLAS and CMS set a limit on the production cross sections and the branching fractions \(\sigma_{pp \rightarrow X} B_{(X \rightarrow HH \rightarrow b\bar{b}b\bar{b})}\) for masses of X \((m_X)\) up to 3000 GeV.

The above searches looked at the s-channel production of a narrow resonance X produced from the standard model (SM) quark-antiquark or gluon-gluon interactions. The WED models are used in the interpretations of the results. In these models, the extra spatial dimension is compactified between two branes (called the bulk) via an exponential metric \(\kappa l\), where \(\kappa\) is the warp factor and \(l\) the coordinate of the extra spatial dimension \([27]\). The fundamental scale is the reduced Planck scale \((\overline{M}_P \equiv M_P / 8\pi, M_P\) being the Planck scale) and the ultraviolet cutoff of the theory \(\Lambda_R \equiv \sqrt{6e^{-\kappa l}\overline{M}_P}\) \([5]\). Assuming \(\Lambda_R = 3\) TeV, a spin-0 radion of mass below 1400 GeV is excluded at a 95% confidence level \([25]\). The cross section limit of a bulk graviton decaying to HH \(\rightarrow b\bar{b}b\bar{b}\) is between 4 and 1.4 fb for masses between 1400 and 3000 GeV.

In addition to the s-channel production of X, there is the vector boson fusion (VBF) production mode, as depicted in Fig. 1. The s-channel production cross section of a bulk graviton, assuming \(\kappa / \overline{M}_P = 0.5\), is in the range 5–0.05 fb for masses between 1500 and 3000 GeV and the VBF production mode is expected to have a cross section an order of magnitude smaller \([28]\). On the other hand, the absence of a signal from the s-channel process may point to highly suppressed couplings of X with the SM quarks and gluons. In such a case, the VBF production mode may be the most dominant production process for X in pp collisions.

The VBF production process \(pp \rightarrow Xq\bar{q}\) should be observable with the data from the high luminosity LHC (HL-LHC), which is expected to collide protons on protons at a centre-of-mass energy of 14 TeV and deliver a total integrated luminosity of 3 ab\(^{-1}\).

In this analysis, the prospects of a search for a massive resonance produced through VBF and decaying to HH using pp collisions at a centre-of-mass energy of 14 TeV at the HL-LHC, assuming a data set corresponding to an integrated luminosity of 3 ab\(^{-1}\) collected by the upgraded CMS detector, is explored. For a high mass resonance, the Higgs bosons are highly Lorentz-boosted and are each reconstructed as a large-area jet (Higgs jet). In addition, a signal event is characterized by two energetic jets at large pseudorapidity \(\eta \equiv -\ln|\tan(\theta/2)|\), \(\theta\) being the polar angle of the jet measured in the CMS detector coordinate system, typical of the VBF production mode.

This analysis summary is organized as follows: In Section 2 the CMS experimental apparatus...
Figure 1: The vector boson fusion mode of production of a resonance $X$ decaying to a pair of Higgs bosons $H$, with both Higgs bosons decaying to $b\bar{b}$ pairs.

and simulations are described, followed by the event selection in Section 3 and the estimation of the backgrounds in Section 4. The projections of the search sensitivity are presented in Section 5 followed by the summary in Section 6.

2 The CMS detector and simulations

A detailed description of the CMS detector with the associated coordinate system and relevant kinematic variables can be found in Ref. [29]. The CMS experiment will be upgraded [30–33] (Phase 2) in order to cope with the challenges during data taking at HL-LHC, which primarily includes a large number of simultaneous pp collisions (pileup), up to 200, in the detector. In order to maintain or even improve trigger, reconstruction and identification capabilities, several new detector technologies will be used to upgrade the currently used detector subsystems. A simulation of the upgraded Phase 2 CMS detector was used for this study.

Signal events for bulk gravitons were simulated using at leading order MADGRAPH5_aMC@NLO 2.4.2 [34] event generator for masses in the range 1500-3000 GeV and for a width of 1% of the mass. The NNPDF3.0 leading order parton distribution functions (PDFs) [35], taken from the LHAPDF6 PDF set [36–39], with the four-flavour scheme, were used. The main background are events comprised uniquely of jets arising from the SM strong interaction (multijet events). This background was simulated using PYTHIA 8.212 [40], for events containing two hard partons, with the invariant mass of the two partons required to be greater than 1000 GeV.

For both the signal and the background processes, the showering and hadronization of partons was simulated with PYTHIA 8. The pileup events contribute to the overall event activity in the detector, the effect of which was included in the simulations assuming a pileup distribution averaging to 200, as anticipated at the HL-LHC beam conditions. All generated samples were processed through a GEANT4-based [41, 42] simulation of the upgraded CMS detector.

3 Event selection

The simulated particle hits in the CMS detector elements are reconstructed using the particle-flow (PF) algorithm [43] into physics objects (charged and neutral hadrons, electrons, muons, and photons), which are used for further reconstruction and analysis.
Among the many collision vertices in an event, the primary interaction vertex for pp collisions is taken to be the one with the highest \( \sum p_T^2 \) of the associated clusters of physics objects. The physics objects are the jets, clustered using the anti-\( k_T \) jet finding algorithm [44, 45], with a distance parameter of 0.4, having the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the \( p_T \) of those jets. The other interaction vertices are considered to be pileup vertices.

The two leading-\( p_T \) AK8 jets, \( J_1 \) and \( J_2 \), respectively, in the event are required to have transverse momenta \( p_T > 300 \text{ GeV and a pseudorapidity range} |\eta| < 3.0 \). To identify the two leading-\( p_T \) AK8 jets with the boosted \( H \to b\bar{b} \) candidates from the \( X \to HH \) decay (H tagging), these jets are first groomed [49] to remove soft and wide-angle radiation using the modified mass drop algorithm [50, 51], with the soft radiation fraction parameter \( z \) set to 0.1 and the angular exponent parameter \( \beta \) set to 0, also known as the soft-drop algorithm [52, 53]. The soft-drop algorithm gives two subjets each, for \( J_1 \) and \( J_2 \), by undoing the last stage of the jet clustering. The invariant mass of the two subjets is the soft-drop mass of each AK8 jet, which has a distribution with a peak near the Higgs boson mass \( m_{H} = 125 \text{ GeV} [54, 55] \), and a width of about 10%. The soft-drop mass window selection was optimized using a figure of merit of \( S / \sqrt{B} \) and is required to be in the range 90–140 GeV for both \( J_1 \) and \( J_2 \).

The N-subjettiness algorithm identifies substructures arising from hard partons inside a jet to distinguish a two-pronged \( H \to b\bar{b} \) decay from the background of jets arising from a single quark or a gluon, using inclusive jet shape variables \( \tau_1 \) and \( \tau_2 \) [53, 56, 57]. The ratio \( \tau_2 \equiv \tau_2 / \tau_1 \) has a value much smaller than unity for a jet with two subjets, and hence, for signal selection, \( \tau_1 \) and \( \tau_2 \) is required to have \( \tau_1 < 0.6 \) following an optimization of the above figure of merit.

The H tagging of \( J_1 \) and \( J_2 \) further requires identifying the subjet pairs from each of \( J_1 \) and \( J_2 \) to be b tagged using the DeepCSV algorithm [58], which combines information from tracks and secondary vertices associated to the subjets into a multivariate discriminator using deep machine learning techniques. The output of the DeepCSV algorithm can be interpreted as the probability of a jet to belong to one of five flavour categories, defined by whether the jet contains exactly one or two b hadrons, exactly one or two c hadrons in the absence of any b hadrons, or no b or c hadrons [58]. In this search, b-tagged subjets are required to have a probability of about 49% to contain at least one b hadron, and a corresponding probability of about 1% of having no b or c hadrons. Events are classified into two categories: those having exactly three out of the four b-tagged subjets (3b category), and those that have all four subjets b-tagged (4b category).

An event is required to have at least two AK4 jets (\( j_1 \) and \( j_2 \)), which are separated from the H jets by \( \Delta R > 1.2 \), in the pseudorapidity-azimuthal angle plane, with \( p_T > 50 \text{ GeV and } |\eta| < 5 \). To pass the VBF selections, these jets must lie in opposite \( \eta \) regions of the detector, and the pseudorapidity separation between them \( |\Delta \eta(j_1, j_2)| > 5 \). The invariant mass \( m_{jj} \) reconstructed using these AK4 jets is required to pass \( m_{jj} > 300 \text{ GeV} \).
Table 1: Event yields and efficiencies for the signal and multijet background for an average pileup of 200. The product of the cross sections and branching fractions of the signals $\sigma(pp \rightarrow Xjj \rightarrow HHjj)$ is assumed to be 1 fb. Owing to the large sample sizes of the simulated events, the statistical uncertainties are small.

<table>
<thead>
<tr>
<th>Process</th>
<th>3b category</th>
<th>4b category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multijets</td>
<td>4755</td>
<td>$1.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>BG ($m_X = 1500$ GeV)</td>
<td>326</td>
<td>11</td>
</tr>
<tr>
<td>BG ($m_X = 2000$ GeV)</td>
<td>316</td>
<td>11</td>
</tr>
<tr>
<td>BG ($m_X = 3000$ GeV)</td>
<td>231</td>
<td>7.7</td>
</tr>
</tbody>
</table>

The bulk graviton invariant mass $m_{jj}$ is reconstructed from the 4-momenta of the two Higgs jets in events passing the above mentioned full selection criteria. The main multijet background is smoothly falling, above which the signal is searched for, as a localized excess of events, for a narrow resonance $X$.

4 Background estimation

It is expected that the multijet background component in a true search at the HL-LHC will rely on the data for a precise estimate. Methods such as those described in Ref. [25] are known to provide an accurate prediction of the multijet background $m_{jj}$ shape as well as the yield. Here, the expected background yields based on simulations are described.

The simulated multijet background sample consists of $\sim 4$ million events none of which survive the full selection. To estimate the background, the subjet b-tagging efficiency is determined using a loose set of selections which require events to have $J_1$ and $J_2$ passing only the soft-drop mass and $\tau_{21}$ requirements. The b-tagging efficiency is obtained for the different subjet flavours and as a function of $p_T$ and $\eta$.

Multijet events passing all selections but the subjet b tagging are then reweighted according to the subjet efficiencies to obtain the probability of the event to pass the three of four subjet b-tagging categories. The $m_{jj}$ distributions for the multijet background after the full selection are then obtained from the weighted events in these two categories.

From the analysis of current LHC data at $\sqrt{s} = 13$ TeV, it was found that the multijet backgrounds in simulations is overestimated by a factor of 0.7 compared to the yields in the data. Accordingly, the multijet background yield has been corrected by this factor, assuming this to hold also for the simulations of the multijet processes at $\sqrt{s} = 14$ TeV. The $m_{jj}$ of the backgrounds thus obtained and the signals are shown in Fig. 2. The event yields after full selection are given in Table 1.

The efficiency of events to pass the VBF jet selection depends strongly on pileup due to the combinatorial backgrounds from pileup jets, which affects both the signal and the background selection. Moreover, the VBF selection efficiency for multijets grows faster than the signal efficiency with pileup, since the latter has true VBF jets which already pass the selection in the absence of pileup. Hence, in the present search, the requirement of additional VBF jets does not result in any appreciable gain in the signal sensitivity. It is anticipated that developments in the rejection of pileup jets in the high $\eta$ region will eventually help suppress the multijets background and improve the signal sensitivity further.
5. Projections

The expected significance of the signal, assuming a production cross section of 1 fb is estimated.

Several systematic uncertainties are considered. The uncertainty in the jet energy scale amounts to 1%. The uncertainty in the subjet b-tagging efficiency difference between the data and simulations is taken to be 1%. An uncertainty of 1% is assigned to the integrated luminosity measurement. These uncertainties are based on the projected values for the full data set at the HL-LHC.

In addition, several measurement uncertainties are considered based on the 2016 search for a resonance decaying to a pair of boosted Higgs bosons [25], scaled by 0.5. The H jet selection uncertainties include the uncertainties in the H jet mass scale and resolution (1%), the uncertainty in the data to simulation difference in the selection on $\tau_{21}$ (13%), and the uncertainty in the showering and hadronization model for the H jet (3.5%). The uncertainties in the signal acceptance because of the parton distribution functions (1%) and the simulation of the pileup (1%) are also taken into account.

The expected signal significance of a bulk graviton of mass between 1500 and 3000 GeV, produced through vector boson fusion, and decaying into a pair of Higgs bosons, each of which decays to a $b\bar{b}$ pair, is given in Fig. 3 for an integrated luminosity of 3 ab$^{-1}$.

6. Summary

The vector boson fusion production mode for diboson resonances is extremely challenging to probe using the current data because of its small cross section. The search for these processes are however feasible at the high luminosity LHC, and we present here the search for a massive spin-2 bulk graviton decaying to two Higgs bosons. The bulk gravitons are predicted in various new physics scenarios like the warped extradimensional models, which aim to explain the so-called hierarchy problem of the standard model. The search focuses on the final state where both the Higgs bosons decay to $b\bar{b}$ quark-antiquark pairs that are boosted, thus forming Higgs jets. Assuming a signal production cross section of 1 fb, with a data set corresponding to an integrated luminosity of 3 ab$^{-1}$ in proton-proton collisions at the at a centre-of-mass of 14 TeV,
the CMS experiment should be able to find the evidence for the presence of a bulk graviton of mass between 1500 and 3000 GeV. It is expected that future advances in the event reconstruction and physics object identification techniques, spurred on by the Phase 2 CMS detector design, will help improve these projections even further.
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Search prospects for resonant Higgs boson pair production in the $b\bar{b}bb\bar{b}$ final state with large-radius jets from $pp$ collisions at the HL-LHC

The ATLAS Collaboration

This note presents a study of resonant Higgs boson pair production in the $b\bar{b}bb\bar{b}$ final state with 3000 fb$^{-1}$ of $\sqrt{s} = 14$ TeV $pp$ collisions at the HL-LHC. Results are based on a combination of extrapolation from a search carried out with $\sqrt{s} = 13$ TeV data and smearing of particle-truth level Monte Carlo simulation for the Kaluza–Klein graviton signal and the dominant multijet background. The truth-based analysis emulates the “boosted” analysis in which each of the Higgs bosons decaying into a $b\bar{b}$ system is reconstructed as a large-radius jet. Upper limits on the cross section for $pp \rightarrow G_{KK} \rightarrow HH \rightarrow b\bar{b}bb\bar{b}$ are estimated to be in the range between 1.44 fb at a resonance mass of 1.0 TeV and 0.025 fb at 3.0 TeV, at the 95% confidence level.
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1 Introduction

The discovery of the Higgs boson ($H$) with a relatively low mass of 125 GeV is reaffirming the need to search for natural solutions to the hierarchy problem. Many new physics models predict rates of Higgs boson pair production significantly higher than the Standard Model (SM) rate \([1–3]\). For example, TeV-scale resonances such as the first Kaluza-Klein (KK) excitation of the graviton, $G_{KK}$, predicted in the bulk Randall–Sundrum (RS) model \([4, 5]\) or the heavy neutral scalar of two-Higgs-doublet models (2HDM) \([6]\) can decay into pairs of Higgs bosons, $HH$.

The projection study presented here assumes an integrated luminosity of 3000 fb$^{-1}$ collected with proton–proton collisions at the High-Luminosity Large Hadron Collider (HL-LHC) \([7]\) operating at a center-of-mass energy of $\sqrt{s} = 14$ TeV and with a mean number of $pp$ interactions per bunch crossing $\mu = 200$. The projection uses the search for high-mass spin-2 KK gravitons decaying into $HH$ as a benchmark, with each of the Higgs bosons decaying to $b\bar{b}$, thereby yielding a final state with two highly boosted $b\bar{b}$ systems, which are reconstructed as two large-radius jets. The most recent results of searches for $HH$ resonances in the $b\bar{b}b\bar{b}$ final state have been released by the ATLAS and CMS collaborations \([8, 9]\) and correspond to the analysis of about 36 fb$^{-1}$ of $pp$ collision data at $\sqrt{s} = 13$ TeV. Based on these results, a lower mass limit of 1.36 TeV is set at the 95% confidence level (CL) for coupling parameter $k/M_{Pl} = 1.0$ \([8]\).

An upgraded ATLAS detector \([10]\) will operate at the HL-LHC. The upgraded detector includes a new all-silicon inner tracking detector \([11]\) consisting of five layers of pixel detectors and four layers of double-sided silicon strip detectors to reconstruct the trajectory of charged particles within the pseudorapidity range $|\eta| < 4.0$. A superconducting solenoid with a 2 T axial magnetic field surrounds the inner tracker to enable the momentum of charged particles to be measured. Electromagnetic and hadronic calorimeters \([12, 13]\) located outside of the solenoid provide energy measurements with high granularity within $|\eta| < 4.9$. The outer most muon spectrometer \([14]\) consists of a set of superconducting toroidal magnets and three layers of gas chambers to measure the trajectories of muons up to $|\eta| = 2.7$. It also incorporates fast detectors for triggering purposes up to $|\eta| = 2.4$. In addition to upgrades to the detector, the on-line trigger system will be replaced by a new system \([15]\) capable of processing the ten-fold rate increase anticipated at the HL-LHC.

The following strategy is followed to obtain sensitivity estimates at the HL-LHC: (i) signal and background mass distributions for the pair of candidate Higgs bosons in the event are taken from the most recent ATLAS data analysis at $\sqrt{s} = 13$ TeV \([8]\) and scaled to 3000 fb$^{-1}$; (ii) simulated signal and background mass distributions are used to derive mass-dependent scaling functions to extrapolate the distributions from $\sqrt{s} = 13$ TeV to 14 TeV; (iii) simulated signal and background mass distributions are used for further scaling of the distributions to reproduce the impact of additional selection criteria not included in Ref. \([8]\). Systematic uncertainties are scaled down by factors of two or more (where applicable) relative to the values from the 13 TeV data analysis to account for the increased precision available with 3000 fb$^{-1}$ at the HL-LHC.

2 Signal model

The projection is based on an interpretation in terms of $G_{KK}$ production in the bulk RS model. This model is used as a benchmark against which the improvement in sensitivity at the HL-LHC can be assessed. The RS model postulates the existence of a warped extra dimension in which only gravity propagates as in the...
original “RS1” scenario [16] or in which both gravity and all SM fields propagate as in the “bulk RS” scenario [17]. Propagation in the extra dimension leads to a tower of Kaluza–Klein excitations of gravitons (denoted $G_{KK}$) and SM fields. In the bulk RS model considered here, KK gravitons are produced via both quark–antiquark annihilation and gluon–gluon fusion, with the latter dominating due to suppressed couplings to light fermions. The strength of the coupling depends on $k/M_{Pl}$, where $k$ corresponds to the curvature of the warped extra dimension and $M_{Pl} = 2.4 \times 10^{18}$ GeV is the effective four-dimensional Planck scale. Both the production cross section and decay width of the KK graviton scale as the square of $k/M_{Pl}$. For the values $k/M_{Pl} = 0.5$ and 1.0 used in the interpretation, the relative $G_{KK}$ resonance widths ($\Gamma/m$) are approximately 1.5% and 6%, respectively. In both cases, the width of the reconstructed signal mass peaks is dominated by the experimental resolution. The $G_{KK}$ branching fraction to $HH$ is approximately 10%; other final states are $tt$ (60%), $WW$ (20%), and $ZZ$ (10%).

### 3 Monte Carlo simulation

#### 3.1 Signal samples

Samples for the signal process are generated for $\sqrt{s} = 13$ and 14 TeV with the MadGraph5_aMC@NLO Monte Carlo (MC) event generator [18] using the implementation of the RS bulk model from Ref. [19] and cross sections computed at higher order from Ref. [20]. The coupling parameter for the warped extra dimension is set to $k/M_{Pl} = 1.0$. Predictions for $k/M_{Pl} = 0.5$ use the $k/M_{Pl} = 1.0$ samples scaled down by a factor of four to account for the decrease in cross section. The output of the event generation is interfaced to Pythia8 [21] for the decay of Higgs bosons to $b\bar{b}$ pairs, as well as for parton showering, hadronization, and underlying-event simulation. The Higgs boson mass is set to 125 GeV. The NNPDF2.3 [22] leading-order (LO) parton distribution functions (PDFs) are used throughout for signal production.

#### 3.2 Background samples

The dominant background for the 13 TeV data analysis stems from multijet production. This background source is estimated directly from data in that analysis and represents about 80%, 90%, and 95% of the total background in the signal region for events with 2, 3, and 4 $b$-tags (the classification of events based on the number of $b$-tags is described below). The remaining source of background originates almost completely from $t\bar{t}$ production. The shape of the dijet mass distribution for $t\bar{t}$ events is taken from MC samples of events generated with Powheg-Box v1 [23, 24] and the CT10 PDF set [25]. These events are interfaced with Pythia6 [26] for simulation of the parton shower, hadronization, and the underlying event. The normalization of the $t\bar{t}$ background in Ref. [8] is extracted from a fit to the leading large-$R$ jet mass distribution in the 13 TeV data [27].

Samples of simulated multijet background events are generated to derive scaling functions to be applied to the background predictions from the 13 TeV data analysis. These samples are generated at both $\sqrt{s} = 13$ TeV and $\sqrt{s} = 14$ TeV. Two different sets of MC samples are used to study the impact of differences in jet flavor composition on the multijet background scaling functions. The first set of events corresponds to the $2 \rightarrow 2$ processes $pp \rightarrow jj$ (with $j = g$ or $q$) generated with Pythia8 with truth jet $p_T$ in the range between 400 and 2500 GeV. The second set of events corresponds to the $2 \rightarrow 4$ processes $pp \rightarrow b\bar{b}b\bar{b}$ generated with MadGraph5_aMC@NLO requiring $b$-quarks to have $p_T$ above 100 GeV and
at least one $b$-quark with $p_T$ above 200 GeV. For both sets, the events are interfaced with PYTHIA8 to simulate the parton shower, hadronization, and the underlying event.

4 Event reconstruction and selection

The truth-level events produced by the event generators with parton shower, hadronization, and underlying event as described in the previous section are processed with a reconstruction that builds a series of different jet collections. Large-radius jets are built from generated particles with the anti-$k_t$ algorithm operating with a radius parameter $R = 1.0$, then trimmed by reclustering the jet with the $k_t$ algorithm into $R = 0.2$ subjets and removing those subjets with $p_T^{\text{subjet}} / p_T^{\text{jet}} < 0.05$, where $p_T^{\text{subjet}}$ is the transverse momentum of the subjet and $p_T^{\text{jet}}$ that of the original jet. Previous studies indicate that the trimming effectively removes the impact of pileup up to $\mu = 300$ [30]. Small-radius jets are built from generated charged particles with the anti-$k_t$ algorithm and a radius of $R = 0.2$. Only charged particles with $p_T > 0.5$ GeV are used in the clustering to emulate the track jets used in the 13 TeV data analysis.

The detector response for the truth-level analysis is simulated with a set of functions providing a parameterized response derived from fully-simulated event samples. This includes efficiency maps for jets of different quark flavors to satisfy the $b$-tagging requirements of the MV2c10 algorithm at the 70% working point (i.e. the $b$-tagging efficiency for $b$-quarks in a sample of simulated $t\bar{t}$ events is equal to 70%) for both the 13 TeV data and future HL-LHC detector conditions, the latter being evaluated with an average pileup of $\mu = 200$. For the same $b$-tagging 70% working point, the rejection of charm and light jets improves by a factor of $\sim 2$ and $\sim 2.5$, respectively, for the HL-LHC detector relative to the Run 2 detector relevant to the 13 TeV data analysis. More information about the $b$-tagging performance can be found in Section 3.2.2 of Ref. [11].

The event selection applied to the truth-level analysis proceeds similarly to that used for the 13 TeV data analysis and is summarized below:

- **Trigger**: Events are required to have at least one large-radius jet reconstructed with the anti-$k_t$ algorithm with a radius $R = 1.0$ and with $p_T > 420$ GeV. The trigger requirement is 100% efficient for signal events passing the selection described below. Trigger studies for the HL-LHC on-line system indicate that it will be possible to maintain the $p_T$ threshold for large-$R$ jets at values as low or lower than that for the 13 TeV data taking (see Section 6.11 in Ref. [15]).

- **2 large-$R$ jets**: The event must contain two large-$R$ jets with $p_T > 250$ GeV, mass $m_J > 50$ GeV, and $|\eta| < 2.0$. The leading jet must have $p_T > 450$ GeV to guarantee 100% trigger efficiency.

- **Rapidity separation**: The pseudorapidity separation between the leading and subleading large-$R$ jets must satisfy $|\Delta\eta| < 1.7$ to suppress multijet background processes.

- **Track jets**: The leading and subleading large-$R$ jets must contain at least one track jet each to be considered as Higgs boson candidates. The track jets are associated with the large-$R$ jets via ghost association [33, 34].

- **$b$-tagging**: Events are classified by the number of $b$-tagged track jets associated with the leading and subleading large-$R$ jets, other large-$R$ jets are not considered in the event selection. Two-tag events are characterized by the presence of exactly one $b$-tagged track jet in each of the two large-$R$ jets. Three-tag events have exactly one $b$-tagged track jet in one large-$R$ jet and two in the other
large-\(R\) jet. Four-tag events have exactly two \(b\)-tagged track jets in each of the two large-\(R\) jets. It should be noted that the \(b\)-tagging requirement is applied via weights that correspond to the probability for a given large-\(R\) jet to contain zero, one, two, or more \(b\)-tagged track jets. The individual track jet \(b\)-tagging probability is given by the corresponding \(b\)-tagging efficiency, which depends on the true quark flavor of each track jet.

- **Higgs mass:** The masses of the leading large-\(R\) jet (\(m_{j}^{\text{lead}}\)) and subleading large-\(R\) jet (\(m_{j}^{\text{subl}}\)) must be consistent with the Higgs boson mass: \(X_{HH} < 1.6\), to optimize the search sensitivity, see Eq. (1) below:

\[
X_{HH} = \sqrt{\left(\frac{m_{j}^{\text{lead}} - 125 \text{ GeV}}{0.1 m_{j}^{\text{lead}}} \right)^2 + \left(\frac{m_{j}^{\text{subl}} - 120 \text{ GeV}}{0.1 m_{j}^{\text{subl}}} \right)^2}.
\]

The peak values are set to be 125 GeV and 120 GeV for the leading and subleading large-\(R\) jets, respectively, in the simulated samples to match the peak positions in the truth-level analysis (this differs slightly from the full-simulation analysis). A lower peak value is set for the subleading large-\(R\) jets due primarily to energy carried away by neutrinos from semileptonic decays.

Three regions in the plane formed by the leading large-\(R\) jet mass and the subleading large-\(R\) jet mass are used in the analysis. The signal region (SR) is defined by the requirement \(X_{HH} < 1.6\) and the control region (CR) is defined by the requirements \(R_{HH} = \sqrt{\left(\frac{m_{j}^{\text{lead}} - 125 \text{ GeV}}{0.1 m_{j}^{\text{lead}}} \right)^2 + \left(\frac{m_{j}^{\text{subl}} - 120 \text{ GeV}}{0.1 m_{j}^{\text{subl}}} \right)^2} < 33\) GeV and \(X_{HH} \geq 1.6\). The sideband region (SB) is defined by the requirements \(R_{HH} \geq 33\) GeV and \(\sqrt{\left(\frac{m_{j}^{\text{lead}} - 135 \text{ GeV}}{0.1 m_{j}^{\text{lead}}} \right)^2 + \left(\frac{m_{j}^{\text{subl}} - 130 \text{ GeV}}{0.1 m_{j}^{\text{subl}}} \right)^2} < 58\) GeV. The choices made to define the control and sideband regions are driven by the need to select events that are kinematically similar to those in the signal region while providing sufficiently large samples to derive the background estimate from the sideband region and validate it in the control region. These regions are depicted in Figure 1 which shows a two-dimensional distribution in the leading–subleading large-\(R\) jet mass plane for the dijet MC sample at \(\sqrt{s} = 13\) TeV.

For the 13 TeV data analysis, the dominant multijet background is estimated with a data-driven approach which utilizes events with a smaller number of \(b\)-tags in the sideband region. The events used for this estimation are required to have the same track-jet topology as in the event categories they are used to model the background as illustrated in Figure 2. Events with 1 \(b\)-tag are used to model the background in the 2-tag category. Likewise, events with 2 \(b\)-tags are used to model the background in the 3- and 4-tag categories.
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Figure 1: Leading–subleading large-$R$ jet mass plane distribution for the dijet MC sample at $\sqrt{s} = 13$ TeV for events passing the trigger, large-$R$ jets, and rapidity separation requirements in the truth-level analysis. The inner-most contour delineates the signal region (SR). The control region (CR) lies between the inner and middle contours whereas the sideband region (SB) lies between the middle and outer contours.

Figure 2: Sketch of event topologies used in the data-driven multijet background estimation. The upper row shows the track-jet topologies used to model the background in the events passing the event selection as indicated in the bottom row. Events in the upper row have fewer $b$-tags.
Table 1: Cumulative acceptance times efficiency at each selection stage for the signal MC samples, as well as for the
13 TeV data analysis from Ref. [8]. The acceptance times efficiency is only available for the broader 2-tag category
that includes events in which both $b$-tagged track jets are associated with the same large-$R$ jet in the case of the
13 TeV data analysis.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>signal ($m = 2.0$ TeV)</th>
<th>signal ($m = 3.0$ TeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>truth analysis 13 TeV analysis</td>
<td>truth analysis 13 TeV analysis</td>
</tr>
<tr>
<td>Trigger</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Two large-$R$ jets</td>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>Large-$R$ jet $\Delta \eta$</td>
<td>0.81</td>
<td>0.76</td>
</tr>
<tr>
<td>At least 2 $b$-tagged track jets</td>
<td>0.66</td>
<td>0.59</td>
</tr>
<tr>
<td>$X_{HH} &lt; 1.6$ (SR)</td>
<td>0.23</td>
<td>0.26</td>
</tr>
<tr>
<td>2-tag SR (incl. same jet)</td>
<td>0.086</td>
<td>0.090</td>
</tr>
<tr>
<td>2-tag SR</td>
<td>0.057</td>
<td>–</td>
</tr>
<tr>
<td>3-tag SR</td>
<td>0.097</td>
<td>0.113</td>
</tr>
<tr>
<td>4-tag SR</td>
<td>0.041</td>
<td>0.036</td>
</tr>
</tbody>
</table>

5 Validation against 13 TeV data analysis

To validate the truth-level analysis described above, the acceptance times efficiency $A \times \epsilon$ is compared with
results from the 13 TeV data analysis [8]. Table 1 presents $A \times \epsilon$ at successive stages of event selection
(see Section 4) for the signal samples. It is found that the truth-level analysis emulates the 13 TeV data
analysis fairly well for the $m = 2.0$ TeV and 3.0 TeV signal samples used as a test. Perfect agreement is not
required since the truth-level analysis is only used to derive scaling functions based on relative changes in
normalization or shape of the dijet mass distributions rather than to derive absolute predictions for signal
and background event yields.

The invariant mass distribution for the combination of leading and subleading large-$R$ jets is shown in
Figure 3 for signal events with $m = 2.0$ and 3.0 TeV in the 2-tag, 3-tag, and 4-tag categories. Distributions
for the truth-level analysis are normalized to those for the 13 TeV data analysis. A slight offset is observed
which is due to a different treatment of large-$R$ jets in the full detector simulation and reconstruction and
in the truth-level analysis. However, this does not affect the scaling of signal events used for the HL-LHC
projection appreciably.

The 13 TeV data analysis can be further utilized to check the multijet background simulation used here
for scaling purposes. For this check, the $t\bar{t}$ background shape and normalization are taken from the
13 TeV data analysis while the multijet background shapes are taken from the truth-level analysis with a
normalization provided by the 13 TeV data analysis such that the sum of the multijet and $t\bar{t}$ backgrounds
matches the number of data events in the combined signal and control regions (see Figure 4). There is
good agreement in the shapes of the dijet mass distributions for both the dijet and 4$b$ multijet MC samples
described in Section 3.2, although the former does suffer from a limited number of events in the 4-tag
category.1

1 A wider region including the sideband region is used to enlarge the number of events and derive the scaling functions for the
HL-LHC projection described in Section 6.
Figure 3: Dijet mass distributions for 2-tag (top), 3-tag (middle), and 4-tag (bottom) signal events in the signal region for $G_{KK}$ resonances with masses of 2 TeV (left) and 3 TeV (right) in the bulk RS model from the 13 TeV data analysis in Ref. [8] and the truth-level analysis. The histograms for the truth-level analysis are normalized to those from Ref. [8].
Figure 4: Dijet mass distributions for 2-tag (top), 3-tag (middle), and 4-tag (bottom) events in the combined signal and control regions for data (points) and the expected background (histograms). The $t\bar{t}$ background comes from the 13 TeV data analysis in Ref. [8]. The multijet background comes from the truth-level analysis and corresponds to the $pp \rightarrow jj$ process generated with Pythia8 (left) or $pp \rightarrow bbbb$ process generated with MadGraph5_aMC@NLO (right) normalized such that the total background matches the number of events observed in the data.
Figure 5 presents the dijet mass distributions in the signal and control regions combined for the multijet background predicted by either the “dijet” multijet background generated with PYTHIA8 or the “4b” multijet background generated with MadGraph5_ameMC@NLO as described in Section 3.2. The distributions are normalized to the number of events estimated with the 13 TeV data. There is good agreement in the shape of the dijet mass distributions produced with either event generator. This indicates that either multijet simulation can be used reliably to predict the shape of the dijet mass distributions. However, differences in the flavor content of the large- \( R \) jets in the dijet and 4b multijet MC samples do affect the predicted background yields in the following study and the two samples are used to extract a range of projections at the HL-LHC.
6 Projection for HL-LHC

The projection for the HL-LHC proceeds as follows:

1. Dijet mass distributions for signal and both multijet and $t\bar{t}$ background events from the 13 TeV data analysis in Ref. [8] are scaled from 36.1 fb$^{-1}$ to 3000 fb$^{-1}$.

2. Background distributions are further scaled with mass-dependent functions to extrapolate from $\sqrt{s} = 13$ TeV to 14 TeV. These functions take into account both increases in cross section and changes in detector performance from the Run 2 ATLAS detector (as applicable to Ref. [8]) to the future upgraded detector at the HL-LHC. The functions are obtained separately for the 2-, 3-, and 4-tag categories in two steps. First, the dijet mass distributions are extracted from the truth-level analysis of multijet MC events with the Run 2 detector at $\sqrt{s} = 13$ TeV and with the HL-LHC detector at $\sqrt{s} = 14$ TeV, normalized using the same integrated luminosity. An example of such distributions is shown in Figure 6 for the 3-tag category. Lower event yields are obtained for the 14 TeV dijet MC sample in Figure 6(a) due to the stronger rejection of charm- and light-jets with the HL-LHC detector, despite a higher cross section relative to 13 TeV. Second, the ratio between the $\sqrt{s} = 14$ TeV and 13 TeV distributions is fit with a low-order polynomial that serves as the scaling function. The differences in cross section values amount to a $\sim 25\%$ average increase in the kinematic region relevant to this study.

Signal distributions are scaled by the ratio of calculated cross sections at $\sqrt{s} = 14$ TeV and 13 TeV for each resonance mass value employed in the statistical analysis. The signal cross section increases linearly as a function of the resonance mass, yielding an increase growing from 26\% at 1 TeV to 58\% at 3 TeV [20].

3. Further mass-dependent scaling is applied to all signal and background distributions to reflect improvements in the reconstruction of highly boosted jets, as obtained by using variable-radius

Figure 6: Dijet mass distributions for 3-tag events at $\sqrt{s} = 13$ TeV and 14 TeV in the combined signal+control+sideband region for (a) the dijet and (b) the 4b multijet MC samples. The distributions are extracted from the truth-level analysis and normalized to the predicted multijet event yields obtained using the cross sections computed by the event generators. The distributions are only used to derive scaling functions from fits to the ratio of the two distributions.
track jets \([35]\) instead of fixed-radius \((R = 0.2)\) track jets, or in the background suppression by applying a requirement on the maximum number of charged particles associated with each large-\(R\) jet. Different scalings are applied depending on the number of \(b\)-tags. These additional scalings are discussed in more detail below.

Scaling functions derived from the truth-level analysis of the multijet MC samples are applied equally to multijet and \(t\bar{t}\) dijet mass distributions from the 13 TeV data analysis in Ref. [8]. Events in a combined signal+control+sideband region are used to enlarge the number of MC events available to derive these scaling functions.

The first improvement relative to the 13 TeV data analysis arises from the use of variable-radius track jets. This circumvents the problem that \(R = 0.2\) track jets from the \(H \rightarrow b\bar{b}\) decay start merging for Higgs boson \(p_T\) values larger than approximately \(2m_H/R = 1250\) GeV. As an illustration, the dijet mass distributions for 3-tag events in the dijet and \(4b\) multijet MC samples are shown in Figure 7 for each choice of track jet algorithm. Distributions for signal MC events with \(m(G_{KK}) = 3.0\) TeV are shown in Figure 8(a). A consequence of using variable-radius track jets is that \(A \times \epsilon\) remains essentially unchanged for 2-tag events but increases appreciably for 3-tag and especially 4-tag events as the resonance mass increases, as shown in Figure 8(b).

![Figure 7: Dijet mass distributions from the truth-level analysis for 3-tag events with fixed-radius \((R = 0.2)\) and variable-radius track jets in the combined signal+control+sideband region for (a) the dijet and (b) the \(4b\) multijet MC samples. The distributions are extracted from the truth-level analysis and normalized to the predicted multijet event yields obtained using the cross sections computed by the event generators. The distributions are only used to derive scaling functions from fits to the ratio of the two distributions.](image)

Dijet mass distributions from the 13 TeV data analysis for signal and background events are scaled with mass-dependent functions to account for the change in \(A \times \epsilon\) due to the use of variable-radius track jets. Separate signal and background functions are derived for the different numbers of \(b\)-tags. Background functions are derived from the \(4b\) multijet MC sample and found to agree statistically with those derived from the dijet MC sample, indicating weak dependence on the flavor composition of the jets. Both signal and background event yields show increases for 3-tag and 4-tag events, although the increase is more pronounced for signal events and thus the search sensitivity improves by reconstructing track jets with a variable radius.
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Figure 8: (a) Dijet mass distributions from the truth-level analysis for 3-tag events with fixed-radius \((R = 0.2)\) and variable-radius track jets in the signal region for the bulk RS model \(m(G_{KK}) = 3.0\) TeV MC sample. (b) Ratio of acceptance times efficiency values for variable-radius track jets relative to fixed-radius track jets for 2-tag, 3-tag, and 4-tag events as a function of \(G_{KK}\) mass in the bulk RS model MC samples at \(\sqrt{s} = 14\) TeV.

Figure 9: Large-\(R\) jet charged particle multiplicity distributions from the truth-level analysis for events with variable-radius track jets in the combined signal-control-sideband region for signal events with \(m(G_{KK}) = 2.0\) TeV and \(m(G_{KK}) = 3.0\) TeV, as well as dijet and 4b multijet MC samples, at \(\sqrt{s} = 14\) TeV. Charged particles are required with have \(p_T > 1\) GeV and be within \(\Delta R < 0.6\) of the large-\(R\) jet.

The second improvement relative to the 13 TeV data analysis is the requirement of a maximum number of charged particles associated with large-\(R\) jets to exploit differences between quark- and gluon-initiated jets, the latter being an important component of the multijet background. A distribution of the number of associated charged particles shows a clear separation between signal and background contributions (see Figure 9). The impact of pileup at \(\mu = 200\) has been studied for charged particle tracks with \(p_T > 1\) GeV associated with the primary vertex (see Section 3 of Ref. \cite{11}). In the case of \(t\bar{t}\) events, the average number of tracks associated with the primary vertex increases by about 15% due to pileup. Further pileup suppression is possible with additional requirements on the longitudinal impact parameter or track-vertex association probability.
Both leading and subleading large-\( R \) jets are required to have fewer than 20 charged particles with \( p_T > 1 \) GeV and \( \Delta R < 0.6 \) with respect to the jet axis. This additional requirement retains approximately 80\% of the signal events in the signal region, with little dependence on the number of \( b \)-tags or the resonance mass. The impact of this requirement is considerably larger on multijet background events than it is on signal events, as illustrated in Figures 10 and 11, which show the dijet mass distributions for background and signal events with 3 \( b \)-tags. The reduction in background level increases with dijet mass. The mass-dependent scaling functions derived from the 4\( b \) multijet MC sample provide a smaller degree of improvement in sensitivity of the analysis since the impact of the charged multiplicity requirement is more pronounced in the case of the dijet MC sample.

![Figure 10: Dijet mass distributions from the truth-level analysis for 3-tag events before and after the requirement on number of charged particles associated with the large-\( R \) jets for (a) the dijet and (b) the 4\( b \) multijet MC samples. The distributions are normalized to the predicted multijet event yields obtained using the cross sections computed by the event generators. The distributions are only used to derive scaling functions from fits to the ratio of the two distributions.](image)

The dijet mass distributions at \( \sqrt{s} = 14 \) TeV with 3000 fb\(^{-1}\) resulting from the scaling procedure described above, including variable-radius track jets and the requirement on the maximum number of charged particles per large-\( R \) jet, are shown in Figure 12.

### 7 Statistical analysis and results

The statistical analysis uses a test statistic based on the profile likelihood ratio [36] with a signal strength parameter equal to \( \sigma/\sigma_{\text{model}} \). If no discovery is made, exclusion limits are set with the asymptotic assumption and following the CL\(_s\) method [37]. Signal strength values are excluded at the 95\% confidence level if the CL\(_s\) value is smaller than 0.05. The 2-tag, 3-tag, and 4-tag categories are combined in the analysis.

The full set of systematic uncertainties from the 13 TeV data analysis is included in the statistical analysis. These comprise theoretical uncertainties in the signal acceptance as well as experimental uncertainties affecting the large-\( R \) jet reconstruction (both scale and resolution uncertainties in the jet energy and mass) and the \( b \)-tagging efficiencies. Also included are uncertainties in the shape and normalization of the
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Figure 11: Dijet mass distributions for 3-tag events with variable-radius track jets for signal events in the signal region for the bulk RS model $m(G_{KK}) = 3.0$ TeV MC sample before and after the requirement on the number of charged particles associated with the large-$R$ jets.

multijet and $t\bar{t}$ backgrounds. Further details are available in Ref. [8]. The dominant uncertainties in the signal event yields arise from $b$-tagging and large-$R$ jet mass resolution, whereas for the background event yields they arise from the data-driven estimate.

For the signal, the HL-LHC extrapolation assumes the following reduction in systematic uncertainties: the $b$-tagging efficiency and large-$R$ jet mass resolution uncertainties are reduced by factors of 3 and 2, respectively, relative to the 13 TeV data analysis. A 1% uncertainty is assumed for the measurement of the integrated luminosity, which has negligible impact on the sensitivity. A reduction by a factor of 3 is assumed for all other sources of uncertainty—the most important sub-dominant sources of uncertainty are the jet energy scale and resolution as well as the jet mass scale. For the background, the HL-LHC extrapolation assumes that the background estimate uncertainties are fully driven by the statistical uncertainties in the samples used in the estimate and thus scale according to $1/\sqrt{N}$.

The expected 95% CL cross section upper limits for the 13 TeV data analysis with 36.1 fb$^{-1}$ and the HL-LHC projection at $\sqrt{s} = 14$ TeV with 3000 fb$^{-1}$ are shown in Figure 13. The limits for the 13 TeV data analysis with 36.1 fb$^{-1}$ presented here are not identical to those from Ref. [8] since the latter also include the resolved $b\bar{b}b\bar{b}$ channel which contributes the most at lower resonance mass. For resonance masses above 1 TeV, the merged channel considered here dominates the sensitivity of the search.

Upper limits on $\sigma \times B$ at $\sqrt{s} = 14$ TeV range from 1.44 fb (1.82 fb) at a mass of 1.0 TeV to 0.025 fb (0.040 fb) at a mass of 3.0 TeV when dijet (4b) scaling and the variable-radius track jets with a maximum requirement on the number of charged particles are applied. The benefit from the use of variable-radius track jets becomes significant at the highest resonance masses considered here, with an improvement in the upper limits of at least 24% (depending on the choice of scaling) at 3.0 TeV. Addition of a requirement on the maximum number of charged particles further improves the upper limits by factors of about 20% and 45% at masses of 2.0 and 3.0 TeV, respectively. Systematic uncertainties have a modest impact on the limits with an effect of at most 20% at 1.0 TeV and decreasing to $\sim$ 5% at high mass. A hypothetical relative improvement of 10% in the $b$-tagging efficiency for true $b$-jets with unchanged charm- and light-jet rejection yields improvements in the limits of at most 12% when 4b scaling is assumed, with more modest gains when dijet scaling is assumed.
The lower mass limits on KK gravitons improve from the current 1.36 TeV at $\sqrt{s} = 13$ TeV to 2.95 TeV (2.75 TeV) at the HL-LHC in the scenario with coupling $k/\mathcal{M}_{Pl} = 1.0$. In the case of $k/\mathcal{M}_{Pl} = 0.5$, no limit can be set with the 13 TeV data analysis but a lower limit of 2.15 TeV (2.00 TeV) can be set at the HL-LHC given a multijet background scaling modeled with the dijet ($4b$ multijet) MC samples. These values are summarized in Table 2. Higher sensitivity is obtained for projections with scaling functions derived from the dijet MC samples due to the mix of different quark flavors in multijet events and the significant improvement in charm- and light-jet rejection expected with the upgraded HL-LHC detector. The projection obtained with the dijet MC sample is taken as the primary estimate of the analysis sensitivity at the HL-LHC, as this sample better approximates the relative fractions of 2-, 3-, and 4-tag events in the 13 TeV data analysis. This is likely due to the mix of different quark flavors in that sample. The projection obtained with the $4b$ multijet MC sample, which assumes the multijet background to be of irreducible four $b$-quark composition with no charm- or light-flavor contribution, provides a more conservative estimate of the analysis sensitivity.

Table 2: Expected 95% CL lower limits on $G_{KK}$ mass for the 13 TeV data analysis and the extrapolation to the HL-LHC for $k/\mathcal{M}_{Pl} = 0.5$ and 1.0 in the bulk RS model. Different extrapolations are provided based on modeling of the changes in multijet background using either the dijet or the $4b$ multijet MC samples.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\sqrt{s} = 13$ TeV, 36.1 fb$^{-1}$ as in Ref. [8]</th>
<th>$\sqrt{s} = 14$ TeV, 3000 fb$^{-1}$</th>
<th>dijet scaling</th>
<th>$4b$ scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k/\mathcal{M}_{Pl} = 0.5$</td>
<td>no limit</td>
<td>2.15 TeV</td>
<td>2.00 TeV</td>
<td></td>
</tr>
<tr>
<td>$k/\mathcal{M}_{Pl} = 1.0$</td>
<td>1.36 TeV</td>
<td>2.95 TeV</td>
<td>2.75 TeV</td>
<td></td>
</tr>
</tbody>
</table>
4.21. Search for a massive resonance decaying to a pair of Higgs bosons in the four b quark final state

Figure 12: Dijet mass distributions from the truth-level analysis for 2-tag, 3-tag, and 4-tag events in the signal region for the expected background and signals at the HL-LHC. The multijet background is scaled using either the dijet (left) or the 4b multijet (right) MC samples. The event yields for signal events at $G_{KK}$ masses of 2.0, 2.5, and 3.0 TeV are scaled up for visibility.
Figure 13: Expected upper limits on the \( G_{KK} \) production cross section times branching fraction to \( b\bar{b}b\bar{b} \) at the 95% CL for (a) the 13 TeV data analysis published in Ref. [8] and the extrapolated HL-LHC analysis with analysis improvements to track jet reconstruction and event selection included using (b) the dijet MC samples or (c) the 4\( b \) multijet MC samples to model the changes in the multijet background relative to the background predictions from the 13 TeV data analysis.
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(Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC)
8 Conclusions

A study exploring the search potential for high-mass resonances decaying into a pair of Higgs bosons at the high-luminosity LHC with 3000 fb$^{-1}$ is presented. The search exploits the large $H \to b\bar{b}$ branching fraction and the reconstruction of highly boosted Higgs bosons with large-radius jets and $b$-tagged track subjets to discriminate the signal from the dominant multijet background. The prospects for the HL-LHC are obtained by extrapolating the results of the analysis of 36.1 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 13$ TeV with scaling functions derived from a truth-level analysis. Cross section upper limits as low as 0.025 fb are projected at resonance masses near 3.0 TeV, with lower mass limits on the KK graviton as high as 2.15 TeV and 2.95 TeV in the benchmark bulk Randall–Sundrum model with a warped extra dimension and $k/M_{Pl} = 0.5$ and 1.0, respectively. All limits are evaluated at the 95% confidence level. The study is limited to the resonance mass range between 1.0 and 3.0 TeV due to the extrapolation procedure followed here. Future searches will investigate the higher resonance mass region as well.
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Prospects for searches for heavy $Z'$ and $W'$ bosons in fermionic final states with the ATLAS experiment at the HL-LHC
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This note presents the prospects for new heavy $W'$ and $Z'$ bosons at the high luminosity LHC with 3000 fb$^{-1}$ of $\sqrt{s} = 14$ TeV proton–proton collision data. These analyses are based on generator-level information with parameterised estimates applied to the final state particles to simulate the response of the upgraded ATLAS detector and pile-up collisions. $W'$ bosons are searched for in final states with a bottom and a top quark or with a lepton plus missing transverse energy. Assuming a right-handed $W'$ boson, $W'$ masses up to 4.9 TeV can be excluded with the first search, while the second search excludes $W'$ bosons predicted in the Sequential Standard Model for masses up to 7.9 TeV in the lepton plus missing transverse energy final state. Results are presented for a search for $Z'$ bosons in $t\bar{t}$ and dilepton final states. Masses below 6.5 TeV for Sequential Standard Model $Z'$ bosons can be excluded.
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1 Introduction

Extensions to the Standard Model (SM) may include heavy gauge bosons, called $W'$ and $Z'$ bosons in the following, which are heavier versions of the SM $W$ and $Z$ bosons. New heavy gauge bosons appear if the gauge group of the SM is extended, as in Grand Unified Theories, Little-Higgs models [1, 2], left-right symmetric models [3–5]. As an example, the Sequential Standard Model (SSM) [6] posits $W'_{SSM}$ and $Z'_{SSM}$ bosons with couplings to fermions that are identical to those of the SM $W$ or $Z$ boson. This model is often used in analyses as a benchmark and is useful for comparing the sensitivity of different experiments. An example inspired by Grand Unified Theories are the $E_6$-motivated [7, 8] theories which predict as a special case $Z'_{ψ}$ bosons, which are considered in this note. In addition, $W'$ and $Z'$ bosons are forecast in theories with universal extra dimension, like Kaluza-Klein excitation of the SM $W$ and $Z$ bosons [9–11], and in theories that with a strongly-coupled sector, such as Topcolour-assisted Technicolour [12] and composite-Higgs [13, 14] theories.

New heavy gauge bosons are searched for in various final states in ATLAS using the $\sqrt{s} = 13$ TeV data. In this note, the prospects for $W'$ bosons searches in the $W' → t\bar{b} → ℓνb\bar{b}$ and $W' → ℓν$ decay channel, where the lepton is an electron or a muon\(^1\), are summarised. $Z'$ bosons are searched for in the final states $Z' → ℓℓ$ and $Z' → t\bar{t}$. The ATLAS search for $W'$ bosons in the $W' → t\bar{b} → ℓνb\bar{b}$ final state excluded at the 95\% confidence limit (CL) right-handed $W'$ bosons ($W'_R$), with a coupling to the SM particles equal to the SM weak coupling constant, with masses up to 3.15 TeV using 36 fb\(^{-1}\) of data [15]. The search for $W' → ℓν$ and $W' → ℓν$ signals [16] used 79.8 fb\(^{-1}\) of data taken at $\sqrt{s} = 13$ TeV. This analysis used a SSM $W'$ boson as benchmark and reported a lower exclusion limit at 95\% CL on the $W'_{SSM}$ pole mass of 5.6 TeV. The $Z' → ℓℓ$ analysis [17] based on 36.1 fb\(^{-1}\) of data 95\% CL reports lower mass limits of 4.5 TeV for $Z'_{SSM}$ bosons and 3.8 TeV for $Z'_{ψ}$ bosons. This analysis also provides lower mass limits on several other $Z'$ boson models. The search for $Z'$ bosons in the $t\bar{t}$ final state [18] using 36.1 fb\(^{-1}\) of data allowed to exclude at 95\% CL the $Z'$ bosons as predicted by Topcolour-assisted Technicolour model ($Z'_{TC2}$), using a width of 1\% for the $Z'_{TC2}$ boson, upper limits on the production cross-sections vary from 25 pb to 0.02 pb for masses from 0.4 TeV to 5 TeV.

Searches for new heavy gauge bosons are an important part of the physics programme at the HL-LHC as they profit significantly from the expected increase in luminosity to 3000 fb\(^{-1}\) of $pp$ collisions to be taken at $\sqrt{s} = 14$ TeV. In case of a discovery, the search for such particles in different decay channels (not only the ones reported here) will help to shed light on the underlying theory. Some of the above mentioned analyses were studied in the past for the HL-LHC running for ATLAS. The $W' → ℓν$ prospect studies shown in Ref. [19] only looked at the improvements of the foreseen muon trigger. A first prospective High Luminosity (HL) LHC ATLAS analysis for $Z'_{SSM}$ boson decaying leptonically is summarised in Ref. [20]. Compared to the previous analysis, this study uses the latest layout of the upgraded ATLAS detector, and considers a higher value for average pile-up ($⟨µ⟩$). In addition, it was found that the signal cross-sections used in the previous analysis were too high. A first update of these results was presented in Ref. [21] while a prospects study for a search for $Z'$ bosons from CMS can be found in Ref. [22].

The results of the analyses reported in this note are based on Monte Carlo (MC) simulations with an upgraded detector [19, 21, 23–26]. As discussed in more detail in Section 3, parameterised estimates are applied to the final state particles to simulate the response of the upgraded ATLAS detector and pile-up collisions. The prospects for a discovery or exclusion of such new heavy bosons has been studied in several

\(^1\) In the following, the term lepton (ℓ) is used to refer to an electron or a muon.
decay channels. To allow comparisons with the published results using 36.1 fb$^{-1}$ and 79.8 fb$^{-1}$ of data, the same benchmark scenarios are used as in the respective results.

Section 4 reports the prospects of a search for $W'$ bosons in final states with a top and a bottom quark. $W'$ bosons are also searched for in final states with an electron or muon and large missing transverse energy ($E_{T}^{\text{miss}}$) in Section 5. Section 6 reports the results for $Z'$ bosons decaying leptonically into two electrons or muons. The exclusion and discovery mass limits are also computed for a hypothetical running at $\sqrt{s} = 13$ TeV and $\sqrt{s} = 15$ TeV as well as running at the high energy (HE) LHC assuming 15 ab$^{-1}$ of $pp$ collisions taken at $\sqrt{s} = 27$ TeV. The HE-LHC is a possible future accelerator. The detectors are not yet designed but a similar physics performance is envisaged as for the HL-LHC detectors. Therefore, these studies will use the same parameterised estimates for the object performances and assume the same detector coverage as for the HL-LHC case. Finally Section 7 summarises previous results [21, 27] on a search for $Z'$ bosons decaying into a top anti-top quark pair in the $t\bar{t} \rightarrow WbWb \rightarrow \ell\nu qq'$ final state.

2 Monte Carlo samples

For each of the analyses presented in this note dedicated MC samples for $\sqrt{s} = 14$ TeV $pp$ collisions were produced. The samples used for each of the analyses are summarised in Tables 1 – 3.

Table 1: Event generators used for the simulation of the signal and background processes used in the $W' \rightarrow t\bar{b}$ search. The PS/Had column describes the program used for parton shower and hadronisation.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>PS/Had</th>
<th>MC Tune</th>
<th>PDF set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W'_R$</td>
<td>MadGraph</td>
<td>aMC@NLO</td>
<td>Pythia8</td>
<td>A14 [28]</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>Powheg-Box</td>
<td>Pythia6</td>
<td>Perugia 2012</td>
<td>CTEQ6L1 [31]</td>
</tr>
<tr>
<td>Single-top $t$-ch</td>
<td>Powheg-Box</td>
<td>Pythia8</td>
<td>A14</td>
<td>NNPDF30NLO [32]</td>
</tr>
<tr>
<td>Single-top $W+bt$</td>
<td>Powheg-Box</td>
<td>Pythia6</td>
<td>Perugia 2012</td>
<td>CT10 [33]</td>
</tr>
<tr>
<td>Single-top $s$-ch</td>
<td>Powheg-Box</td>
<td>Pythia8</td>
<td>A14</td>
<td>NNPDF30NLO</td>
</tr>
<tr>
<td>$W + \text{jets}$</td>
<td>MadGraph</td>
<td>aMC@NLO</td>
<td>Pythia8</td>
<td>A14</td>
</tr>
<tr>
<td>$Z + \text{jets}$</td>
<td>Powheg</td>
<td>Pythia8</td>
<td>AU2 [34]</td>
<td>CT10</td>
</tr>
<tr>
<td>$WW, WZ, ZZ$</td>
<td>Powheg-Box</td>
<td>Pythia8</td>
<td>AZNLO [35]</td>
<td>CTEQ6L1</td>
</tr>
</tbody>
</table>

Table 2: Event generators used for the simulation of the signal and background processes used in the $W' \rightarrow \ell\nu$ search. The PS/Had column describes the program used for parton shower and hadronisation. These samples were produced in several bins in $m_T$.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>PS/Had</th>
<th>MC tune</th>
<th>PDF set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W \rightarrow \ell\nu, \ell = e, \mu$</td>
<td>Pythia8</td>
<td>Pythia8</td>
<td>A14</td>
<td>NNPDF23LO</td>
</tr>
<tr>
<td>$W \rightarrow \ell\nu, \ell = e, \mu, \tau$</td>
<td>Powheg-Box</td>
<td>Pythia8</td>
<td>AZNLO</td>
<td>CTEQ6L1</td>
</tr>
<tr>
<td>$Z/\gamma \rightarrow \ell\ell, \ell = e, \mu, \tau$</td>
<td>Powheg-Box</td>
<td>Pythia8</td>
<td>AZNLO</td>
<td>CTEQ6L1</td>
</tr>
<tr>
<td>$t\bar{t} \rightarrow \ell\nu\ell\nu$</td>
<td>Powheg-Box</td>
<td>Pythia6</td>
<td>A14</td>
<td>NNPDF30NNLO</td>
</tr>
<tr>
<td>$WW \rightarrow \ell\nu\ell\nu$</td>
<td>Sherpa</td>
<td>Sherpa</td>
<td>default Sherpa tune</td>
<td>CT10</td>
</tr>
<tr>
<td>$WZ \rightarrow \ell\nu\ell\nu$</td>
<td>Sherpa</td>
<td>Sherpa</td>
<td>default Sherpa tune</td>
<td>CT10</td>
</tr>
</tbody>
</table>
Table 3: Event generators used for the simulation of the signal and background processes used in the $Z' \to \ell\ell$ search. The PS/Had column describes the program used for parton shower and hadronisation. These samples were produced in several bin in $m_{\ell\ell}$.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>PS/Had</th>
<th>MC tune</th>
<th>PDF set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z' \to \ell\ell, \ell = e, \mu$</td>
<td>PYTHIA8</td>
<td>PYTHIA8</td>
<td>A14</td>
<td>NNPDF23LO</td>
</tr>
<tr>
<td>$Z/\gamma \to \ell\ell, \ell = e, \mu$</td>
<td>POWHEG-Box</td>
<td>PYTHIA8</td>
<td>A14</td>
<td>NNPDF23LO</td>
</tr>
</tbody>
</table>

The $W_R^\prime \to t\bar{b}$ search is performed in the channel where the $W_R^\prime$ decays into a top quark and a $b$-quark, the top quark decays into a $W$ boson and a $b$-quark, and the $W$ boson decays in turn into a lepton and a neutrino, which is undetected and results in large $E_T^{miss}$. The productions of $t\bar{t}$ pairs and $W$+jets are the dominant background processes. Single top quarks ($t$-channel, $Wt$ and $s$-channel), $Z$+jets and dibosons ($WW$, $WZ$, and $ZZ$) production are also present in the signal regions. The $W_R^\prime$ signals were generated at leading order (LO) by MadGraph5_AMC@NLO v2.2.3 [36–39]. Samples of simulated signal events were rescaled to next-to-leading-order (NLO), calculated with ZTOP [40] and generated for signal masses between 1 and 7 TeV in steps of 1 TeV in mass. Simulated top-quark pair and single-top-quark processes were produced using the NLO POWHEG-Box [41, 42] programme with the parton distribution function (PDF) set CT10 [43]. The parton shower and the underlying event were added using PYTHIA6 or PYTHIA8 [44]. The background contributions from $W$ boson production in association with jets were simulated using the MadGraph generator while the $Z$ boson process was generated with Powheg. The production of vector-boson pairs ($WW$, $WZ$ or $ZZ$) with at least one charged lepton in the final state was simulated by the POWHEG-Box generator in combination with Pythia8.

The main SM background in the $W_{SSM}^\prime \to \ell\nu$ search arises from processes with at least one prompt final-state lepton. Background MC samples were produced for the charged- and neutral current Drell-Yan (DY) production, as well as top-quark pair ($t\bar{t}$) and diboson production. The background samples were simulated for different ranges of the boson transverse mass ($m_T$) to ensure that a large number of MC events is available across the entire $m_T$ region probed. The SSM signal $W' \to e\nu$ and $W' \to \mu\nu$ samples were generated at LO in QCD using the Pythia8 event generator and includes off-shell production. Mass-dependent correction factors are applied to normalise the samples to the same mass-dependent NNLO pQCD calculation as used for the $W$ background. Compared to the LO prediction using NNPDF2.3 LO, the corrections increase the cross-section by about 40% around a boson invariant mass of 1–2 TeV, and by about 10% at 5 TeV. Further EW corrections beyond QED final-state radiation (FSR) are not considered for the signal. The sample was produced providing a flat spectrum in $W'$ masses which is reweighted in the analysis to produce $W'$ signals for given masses. The backgrounds from $W' \to e\nu$, $Z/\gamma^* \to \ell\ell$, $W \to \tau\nu$, and $Z/\gamma^* \to \tau\tau$ were simulated using the Powheg-Box v2 matrix-element calculation up to NLO in perturbative quantum chromodynamics (pQCD). The final-state photon radiation (QED FSR) was modelled by the Photos [45] MC simulation. The samples are normalised using the same prescription as used in the Run 2 $\sqrt{s} = 13$ TeV analysis [16] assuming higher order corrections to the cross-section at $\sqrt{s} = 14$ TeV are the same as at $\sqrt{s} = 13$ TeV. The normalisation is done as a function of the boson invariant mass to a next-to-next-to-leading order (NNLO) pQCD calculation using the numerical programme VRAP which is based on Ref. [46] and the CT14NNLO PDF set [47]. In addition to the modelling of QED FSR, a fixed-order electroweak (EW) correction to NLO is calculated as a function of the boson mass with the Mcsanc [48, 49] event generator at LO in pQCD.

In the $Z' \to \ell\ell$ search the signal and background $Z/\gamma^* \to \ell\ell$ event generation and normalisation to higher order cross-section predictions is done using the same methodology and assumptions as the $W_{SSM}^\prime \to \ell\nu$
search. The signal events were generated in LO with Pythia 8.186 and also includes off-shell production. $Z/\gamma^* \rightarrow \ell\ell$ production is generated with Powheg-Box v2. The only difference with the samples used in the $W'_{SSM} \rightarrow \ell\nu$ search is that the samples were produced in bins of $m_{\ell\ell}$.

For the comparisons with running at $\sqrt{s} = 13$ TeV, the generator-level particles of the Run 2 simulated datasets were used and the parameterisations for the detector response are applied. These datasets use the same MC generator setups as the $\sqrt{s} = 14$ TeV datasets. The $\sqrt{s} = 15$ TeV projections use the $\sqrt{s} = 14$ TeV datasets which are renormalised by the cross-section ratio to the higher centre of mass energy. Signal and background events were also produced at $\sqrt{s} = 27$ TeV for the HE-LHC projections. As higher order corrections are not yet available, the LO predictions are used for the signal and NLO generator cross-sections for the DY background.

3 Event reconstruction

The detector response is emulated with a set of functions providing a parameterised response derived from fully-simulated event samples. These fully simulated samples were produced using the detector layout described in the ATLAS Technical Design Reports [19, 21, 23–26] and assume an instantaneous luminosity of $7.5 \times 10^{34}$ cm$^{-2}$s$^{-1}$, which corresponds to a pile-up scenario of 200 overlapping events ($<\mu> = 200$) [50] in each bunch crossing. The results of these studies were used to derive $\eta$ and $p_T$-dependent functions which are applied to the generator-level quantities to emulate the transverse energy and momentum resolutions as well as efficiencies and fake rates and also include a dedicated pile-up overlay library to add pile-up jets to a hard-scatter truth event. Functions are available for leptons, jets and $E_T^{miss}$. Parameterisations are also derived for the identification and misidentification for $b$-jets. Details on the performance are summarised in Ref. [51]. In general, the performance is found to be as good or even better as obtained with the current detector.

Similar to the analyses using 36.1 fb$^{-1}$ and 79.8 fb$^{-1}$ of data, overlaps between jets and leptons are being taken care of in the following way. If the jet closest to an electron candidate is within a cone of size $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.2$, that jet is removed from the event, as they most probably correspond to the same reconstructed object. If a remaining jet is found close to an electron within a cone of size $\Delta R = 0.4$, then the electron candidate is discarded. Selected muon candidates near jets that satisfy $\Delta R(\text{muon, jet}) < 0.04 + 10 \text{ GeV}/p_T^\mu$ are rejected if the jet has at least three tracks originating from the primary vertex. Any jets with less than three tracks that overlap with a muon are rejected.

4 Search for $W'$ bosons decaying into a top and a bottom quark

4.1 Analysis strategy

The $W'_R$ boson search is performed in the channel where the $W'_R$ decays into a top quark and a $b$-quark, the top quark decays into a $W$ boson and a $b$-quark, and the $W$ boson decays in turn into a lepton and a neutrino, which is undetected and results in missing transverse momentum, $E_T^{miss}$. The final-state signature consists of two $b$-quarks, one charged lepton (electron or muon) and $E_T^{miss}$. This analysis uses single lepton triggers. Events are selected containing at least one electron with $p_T > 22$ GeV in $|\eta| < 2.5$ or at least one muon with $p_T > 20$ GeV and $|\eta| < 2.65$. Selected electrons
candidates satisfy the *tight* working point \[52\] requirements and are required to have \( p_T > 25 \text{ GeV} \) and a pseudorapidity, \(|\eta|\), smaller than 2.47. If the electron candidates fall in the calorimeter barrel–endcap transition region, \(1.37 < |\eta_{\text{cluster}}| < 1.52\), the event is rejected. Similarly, muon candidates must meet the *tight* identification working point \[53\] requirements and have a transverse momentum \( p_T > 25 \text{ GeV} \), with \(|\eta| < 2.65\).

The dominant background processes are the production of \( \bar{t}t \) pairs and \( W+\)jets. Single top quarks (\( t\)-channel, \( Wt \) and \( s\)-channel), \( Z+\)jets and dibosons (\( WW \), \( WZ \), and \( ZZ \)) production also contribute to the background in the signal regions. They all modelled with MC simulated events. Instrumental background coming from misidentified electrons, referred to as the multijet background, is also present but it is very small and further suppressed by applying dedicated selections, and it will be neglected in the following. In the muon channel there is a requirement that \( E_T^{\text{miss}} > 30 \text{ GeV} \) and also on the sum of \( m_W^W \) and \( E_T^{\text{miss}} \). \( m_W^W + E_T^{\text{miss}} > 100 \text{ GeV} \). In the electron channel the same requirement is applied and in addition the \( E_T^{\text{miss}} \) threshold is raised to 80 GeV to further suppress the multijet background.

Starting from the baseline objects, \( W \) boson and top-quark candidates are reconstructed, and are used to define signal regions. The reconstruction of the \( W^* \) candidate starts with the calculation of the \( z \) component of the neutrino momentum from the invariant mass of the lepton–\( E_T^{\text{miss}} \) system with the constraint that the mass of \( W \) boson is 80.4 GeV. The constraint yields a quadratic equation and in the case of two real solutions, the smallest \(|p_z|\) solution is chosen. Two imaginary solutions are obtained if the transverse mass, \( m_T^W \), of the reconstructed \( W \) boson is larger than the mass of the \( W \)-boson used in the constraint. This can happen due to the resolution of the \( E_T^{\text{miss}} \). For these cases, the \( E_T^{\text{miss}} \) components are adjusted to satisfy \( m_T^W = m_W \), yielding a single real solution. The top-quark candidate is reconstructed by first choosing the jet among all selected jets in the event, which yields the invariant mass closest to the top-quark mass \( (m_{\text{top}} = 172.5 \text{ GeV}) \), and then adding the four-momenta of that jet and \( W \)-boson candidate. This jet is referred to as “\( b_{\text{top}} \)”, and may not be actually \( b \)-tagged. Finally, the four-momentum of the candidate \( W^* \) boson is reconstructed by adding the four-momentum of the reconstructed top-quark candidate and the four-momentum of the highest-\( p_T \) remaining jet (referred to as “\( b_1 \)”). The invariant mass of the reconstructed \( W^* \rightarrow \bar{t}b \) system \( (m_{\bar{t}b}) \) is the discriminating variable of this search. The signal is searched for in the range from 0.5 TeV to 8 TeV. An event selection common to all signal regions is defined as: lepton \( p_T > 50 \text{ GeV}, p_T(b_1) > 200 \text{ GeV}, p_T(\text{top}) > 200 \text{ GeV} \). As the signal events are expected to be boosted, there is a requirement on the angular separation of the lepton and \( b_{\text{top}} \): \( \Delta R(\ell, b_{\text{top}}) < 1.0 \).

The phase space is divided into eight signal regions (SR) defined by the number of jets and \( b \)-tagged jets, and are labelled as “\( X\)-jet \( Y\)-tag” where \( X = 2, 3 \) and \( Y = 1, 2 \), that are further separated into electron and muon channels. Figure 1 shows the signal selection acceptance \( \times \) efficiency (defined as the number of events passing all selection requirements divided by the total number of simulated simulated \( W^* \rightarrow \bar{t}b \rightarrow \ell \nu b\bar{b} \) events) as a function of the \( W^*_R \) mass. The selection acceptance \( \times \) efficiency curves are shown separately for electron and muon channel, and also for their combination. The maximum signal acceptance \( \times \) efficiency is around 2 TeV and it decreases above that mass value due to decrease in the \( b \)-tagging efficiency and as the events become more boosted. The muon channel outperforms the electron channel due to overlap removal requirements, as they are relaxed by using a variable \( \Delta R \) cone size. The variable \( \Delta R \) cone size is not used for electrons because of the possible double counting of the energies of electron and jet.
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4.2 Systematic uncertainties

Systematic uncertainties are evaluated following the prescriptions used in the analysis [54] and then scaled according to the recommendations [51]. The uncertainty on the luminosity (1%) and on the theory cross sections (5% for diboson, 10% for $Z$+jets, and 3% for single top) are included in all the plots and for the calculations of expected limits and significances. The $b$-tagging and the modelling uncertainties (which are the dominant uncertainties on the shape of the discriminating variable from the previous analysis) are also included.

4.3 Results

The presence of a massive resonance is tested by simultaneously fitting the $m_{tb}$ templates of the signal and background simulated event samples using a binned maximum–likelihood approach (ML) based on the RooStats framework [55–57]. Each signal region is treated as an independent search channel.

The normalisations of the $t\bar{t}$ and $W$+jets backgrounds were found to be different than one in the analysis of 36.1 fb$^{-1}$, therefore they are free parameters in the fit. They are constrained by Asimov dataset to one by construction. The other background normalisations are assigned Gaussian priors based on their respective normalisation uncertainties. The systematic uncertainties described in Section 4.1 are incorporated in the fit as nuisance parameters with correlations across regions and processes taken into account. The signal normalisation is a free parameter in the fit.

The expected event yields after the ML fit are shown in Tables 4 to 7 and correspond to an integrated luminosity of 3000 fb$^{-1}$.

The $m_{tb}$ distributions for the SR after the ML fit are shown in Figures 2 and 3. An expected signal contribution corresponding to a $W'_R$ boson with a mass of 2.0 TeV is shown as a dashed histogram overlay.
Table 4: The numbers of signal and background events are shown in the 2-jet 1-tag signal regions. For signal, the values correspond to expected event yields and quoted uncertainties account for the statistical uncertainty of the number of events in the simulated samples. The number of background events is obtained following a ML fit to the Asimov dataset and uncertainties contain systematic uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>2-jet 1-tag (e⁺)</th>
<th>2-jet 1-tag (μ⁺)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W'_R (1.0 TeV)</td>
<td>179 000 ± 51 000</td>
<td>291 000 ± 65 000</td>
</tr>
<tr>
<td>W'_R (2.0 TeV)</td>
<td>870 000 ± 250 000</td>
<td>19 300 ± 370 000</td>
</tr>
<tr>
<td>W'_R (3.0 TeV)</td>
<td>680 000 ± 220 000</td>
<td>180 000 ± 370 000</td>
</tr>
<tr>
<td>W'_R (4.0 TeV)</td>
<td>79 000 ± 28 000</td>
<td>226 000 ± 48 000</td>
</tr>
<tr>
<td>W'_R (5.0 TeV)</td>
<td>14 000 ± 5 000</td>
<td>36 000 ± 8 000</td>
</tr>
<tr>
<td>tt</td>
<td>504 180 ± 770 000</td>
<td>8879 ± 170 000</td>
</tr>
<tr>
<td>Single-top</td>
<td>56 840 ± 50 000</td>
<td>102 650 ± 930 000</td>
</tr>
<tr>
<td>W+jets</td>
<td>169 490 ± 99 000</td>
<td>331 900 ± 210 000</td>
</tr>
<tr>
<td>Z+jets, diboson</td>
<td>100 000 ± 51 000</td>
<td>520 000 ± 180 000</td>
</tr>
<tr>
<td>Total background</td>
<td>731 500 ± 130 000</td>
<td>1 327 600 ± 270 000</td>
</tr>
</tbody>
</table>

Table 5: The numbers of signal and background events are shown in the 3-jet 1-tag signal regions. For signal, the values correspond to expected event yields and quoted uncertainties account for the statistical uncertainty of the number of events in the simulated samples. The number of background events is obtained following a ML fit to the Asimov dataset and uncertainties contain systematic uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>3-jet 1-tag (e⁺)</th>
<th>3-jet 1-tag (μ⁺)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W'_R (1.0 TeV)</td>
<td>137 000 ± 45 000</td>
<td>247 000 ± 60 000</td>
</tr>
<tr>
<td>W'_R (2.0 TeV)</td>
<td>10 400 ± 27 000</td>
<td>24 600 ± 420 000</td>
</tr>
<tr>
<td>W'_R (3.0 TeV)</td>
<td>950 ± 260 000</td>
<td>2640 ± 440 000</td>
</tr>
<tr>
<td>W'_R (4.0 TeV)</td>
<td>113 ± 34 000</td>
<td>350 ± 59 000</td>
</tr>
<tr>
<td>W'_R (5.0 TeV)</td>
<td>20 ± 6 000</td>
<td>55 ± 10 000</td>
</tr>
<tr>
<td>tt</td>
<td>1 271 600 ± 130 000</td>
<td>2 167 500 ± 250 000</td>
</tr>
<tr>
<td>Single-top</td>
<td>50 950 ± 440 000</td>
<td>88 600 ± 800 000</td>
</tr>
<tr>
<td>W+jets</td>
<td>171 300 ± 110 000</td>
<td>388 900 ± 230 000</td>
</tr>
<tr>
<td>Z+jets, diboson</td>
<td>731 ± 26 000</td>
<td>3100 ± 160 000</td>
</tr>
<tr>
<td>Total background</td>
<td>1 494 600 ± 130 000</td>
<td>2 648 200 ± 350 000</td>
</tr>
</tbody>
</table>
Table 6: The numbers of signal and background events are shown in the 2-jet 2-tag and 3-jet 2-tag signal regions. For signal, the values correspond to expected event yields and quoted uncertainties account for the statistical uncertainty of the number of events in the simulated samples. The number of background events is obtained following a ML fit to the Asimov dataset and uncertainties contain systematic uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>2-jet 2-tag ($e^\pm$)</th>
<th>2-jet 2-tag ($\mu^\pm$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_R'$ (1.0 TeV)</td>
<td>184 000 ± 52 000</td>
<td>320 000 ± 68 000</td>
</tr>
<tr>
<td>$W_R'$ (2.0 TeV)</td>
<td>600 000 ± 21 000</td>
<td>14 700 ± 3200</td>
</tr>
<tr>
<td>$W_R'$ (3.0 TeV)</td>
<td>270 000 ± 140 000</td>
<td>117 000 ± 2900</td>
</tr>
<tr>
<td>$W_R'$ (4.0 TeV)</td>
<td>28 000 ± 17 000</td>
<td>135 000 ± 37 000</td>
</tr>
<tr>
<td>$W_R'$ (5.0 TeV)</td>
<td>6 000 ± 3 000</td>
<td>22 000 ± 6 000</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>225 600 ± 220 000</td>
<td>418 090 ± 510 000</td>
</tr>
<tr>
<td>Single-top</td>
<td>16 090 ± 200 000</td>
<td>28 200 ± 300 000</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>6760 ± 230 000</td>
<td>11 810 ± 130 000</td>
</tr>
<tr>
<td>$Z$+jets, diboson</td>
<td>0 ± 0 000</td>
<td>0 ± 0 000</td>
</tr>
<tr>
<td>Total background</td>
<td>248 450 ± 320 000</td>
<td>458 100 ± 520 000</td>
</tr>
</tbody>
</table>

Table 7: The numbers of signal and background events are shown in the 2-jet 2-tag and 3-jet 2-tag signal regions. For signal, the values correspond to expected event yields and quoted uncertainties account for the statistical uncertainty of the number of events in the simulated samples. The number of background events is obtained following a ML fit to the Asimov dataset and uncertainties contain systematic uncertainties.

<table>
<thead>
<tr>
<th></th>
<th>3-jet 2-tag ($e^\pm$)</th>
<th>3-jet 2-tag ($\mu^\pm$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_R'$ (1.0 TeV)</td>
<td>153 000 ± 47 000</td>
<td>270 000 ± 63 000</td>
</tr>
<tr>
<td>$W_R'$ (2.0 TeV)</td>
<td>77 400 ± 230 000</td>
<td>19 400 ± 370 000</td>
</tr>
<tr>
<td>$W_R'$ (3.0 TeV)</td>
<td>410 ± 170 000</td>
<td>1760 ± 360 000</td>
</tr>
<tr>
<td>$W_R'$ (4.0 TeV)</td>
<td>43 ± 21 000</td>
<td>200 ± 45 000</td>
</tr>
<tr>
<td>$W_R'$ (5.0 TeV)</td>
<td>8 ± 4 000</td>
<td>34 ± 8 000</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>842 140 ± 470 000</td>
<td>1482 430 ± 860 000</td>
</tr>
<tr>
<td>Single-top</td>
<td>23 530 ± 230 000</td>
<td>43 510 ± 440 000</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>21 100 ± 240 000</td>
<td>39 930 ± 240 000</td>
</tr>
<tr>
<td>$Z$+jets, diboson</td>
<td>5.7 ± 0.2 000</td>
<td>1370 ± 100 000</td>
</tr>
<tr>
<td>Total background</td>
<td>900 920 ± 550 000</td>
<td>1567 250 ± 900 000</td>
</tr>
</tbody>
</table>
The binning of the $m_{tb}$ distribution is chosen to optimise the search sensitivity while minimising statistical fluctuations. Requirements are imposed on the expected number of background events per bin, and the bin width is adapted to a resolution function that represents the width of the reconstructed mass peak for each studied $W'_R$ boson signal sample. This results in different number of bins in each region.

Figure 2: Post-fit distributions of the reconstructed mass of the $W'_R$ boson candidate in the (top) 2-jet 1-tag and (bottom) 2-jet 2-tag signal regions, for (left) electron and (right) muon channels. An expected signal contribution corresponding to a $W'_R$ boson mass of 3 TeV is shown. Uncertainty bands include all the systematic uncertainties.

The limits are evaluated assuming a modified frequentist method known as CL$_s$ [58] with a profile-likelihood-ratio test statistic [59] and using the asymptotic approximation.

The 95% confidence level (CL) upper limits on the production cross section multiplied by the branching fraction for $W'_R \to t\bar{b}$ are shown in Figure 4 as a function of the resonance mass. The expected exclusion limits range between 0.04 pb and $2.3 \times 10^{-3}$ pb for $W'_R$ boson masses from 1 TeV to 5 TeV. The existence of $W'_R$ bosons with masses $m_{W'_R} < 4.9$ TeV is expected to be excluded for the benchmark model for $W'_R$, assuming that the $W'_R$ coupling $g'$ is equal to the SM weak coupling constant $g$. This would increase the current limit reported in Ref. [54] by 1.8 TeV.

The expected discovery significances is calculated using the profile likelihood test statistic for different mass hypotheses of the $W'_R$ benchmark model for luminosity of 3000 fb$^{-1}$ in asymptotic approximation.
Figure 3: Post-fit distributions of the reconstructed mass of the $W'_R$ boson candidate in the (top) 3-jet 1-tag and (bottom) 3-jet 2-tag signal regions, for (left) electron and (right) muon channels. An expected signal contribution corresponding to a $W'_R$ boson mass of 3 TeV is shown. Uncertainty bands include all the systematic uncertainties.

Based on 5σ significance, it is found that $W'_R$ with masses up to 4.3 TeV can be discovered.
5 Search for $W'$ bosons decaying into a lepton and missing transverse momentum

5.1 Analysis Strategy

HL-LHC projections of a search for a new heavy, charged $W'$ boson decaying into an electron or muon and a neutrino are presented in this section. A high mass $W'$ signal would appear as an excess of events above the SM background at high $m_T$. The SM background mainly arises from processes with at least one prompt final-state lepton, with the largest source being the charged-current DY $W$ boson production, where the $W$ boson decays into an electron or muon and a neutrino. Other non-negligible contributions are from top-quark pair ($t\bar{t}$) and single-top-quark production, neutral-current DY ($Z/\gamma^*$) process, diboson production, and from events in which one final-state jet or photon satisfies the lepton selection criteria. This last component of the background, referred to in the following as the multijet background, receives contributions from multijet, heavy-flavour quarks and $\gamma +$ jet production and is one of the smallest backgrounds in this analysis. It is evaluated in a data-driven way in the Run 2 analysis and cannot be yet reliably estimated from MC samples and is therefore not considered in this analysis. It was found to be negligible in the muon channel at $m_T > 3$ TeV in the Run 2 analysis [16] based on 79.8 fb$^{-1}$ of $pp$ collisions. In the electron channel, the contribution constitutes around 10% of the overall cross section at $m_T \approx 3$ TeV and mainly arises from jets misidentified as electrons.

Events are selected in a very similar way to the data analysis reported in Ref. [16]. Only events passing the single electron or muon triggers are considered. The single electron trigger selects events containing at least one electron with $p_T > 22$ GeV in $|\eta| < 2.5$, while the single muon trigger requires a muon with $p_T > 20$ GeV in $|\eta| < 2.65$. Events are required to contain exactly one lepton which can be either an...
electron or a muon. In the muon channel, muons with $p_T > 55$ GeV within $|\eta| < 2.65$ are selected which fulfill the criteria of the high-$p_T$ working point [51]. In the electron channel, the electron must satisfy the tight identification criteria, and the electron has $p_T > 65$ GeV and has to lie in the rapidity region for precision measurements $|\eta| < 1.37$ or $1.52 < |\eta| < 2.47$. These $p_T$ thresholds are the same as in the Run 2 analysis and are motivated by the triggers which select events containing leptons with loose identification criteria and without isolation requirements. Though not applied in this analysis, such events will be needed for the data-driven background subtraction methods, as employed in Run 2, to work. The $p_T$ thresholds for these “looser” triggers are not yet available and therefore in the following it is assumed the $p_T$ thresholds will be similar to those used in Run 2. The magnitude of $E_{\text{miss}}$ must exceed 55 GeV (65 GeV) in the electron (muon) channel. Events in both channels are vetoed if they contain additional leptons satisfying loosened selection criteria, namely electrons with $p_T > 20$ GeV satisfying the medium identification criteria or muons with $p_T > 20$ GeV passing the loose muon selection.

The total acceptance times efficiency as a function of the $W'_\text{SSM}$ pole mass is presented in Figure 5 for both the electron and muon channel. A value 83% (68%) is reached around a pole mass of 2.5 TeV in the electron (muon) channel. For higher pole masses the acceptance times efficiency is falling again due to lower parton luminosities and reaches 65% (60%) for pole masses between 6 and 10 TeV. The resulting $m_T$ distribution is shown in Figure 6 for the expected background as well as for a possible SSM $W'$ boson with a mass of 6.5 TeV. The $m_T$ bins used in this figure is the binning used to compute the exclusion limits and the discovery reach in the following. The expected number of events in various $m_T$ bins are shown also in Table 8 for both the overall background and several $W'_\text{SSM}$ signals.

5.2 Systematics

The systematic uncertainties arise from both experimental and theoretical sources. The uncertainties found in the Run 2 analysis [16] increase for larger values of $m_T$. Therefore, in order to describe this increase as a function of $m_T$, the uncertainties are expressed as a percentage value multiplied by the value of $m_T$ given in TeV in the following. The values are derived from the uncertainties found in the TeV range in the Run 2 analysis. They are then scaled to more realistic values to be expected by the end of the HL-LHC following the recommendations given in Ref. [51].
Figure 6: Transverse mass distributions for events satisfying all selection criteria in the (a) electron and (b) muon channels of the $W'_\text{SSM} \rightarrow \ell \nu$ search. The distributions in data are compared to the stacked sum of the main expected backgrounds. As an example, the expected signal distributions for a SSM $W'$ boson with a mass of 6.5 TeV is shown. The bin width is constant in $\log m_T$.

Table 8: Expected event yields and their statistical uncertainties in the electron and muon channel in different $m_T$ intervals. For presentational purposes several of the $m_T$ bins used to compute the exclusion limits and the discovery reach are merged in larger bins in this table. The yields are given for the SM background (arising from charged and neutral current and top-quark production) and for $W'_\text{SSM}$ bosons for three values of the pole mass.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron channel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total SM</td>
<td>44787000 ± 7000</td>
<td>10100500 ± 3200</td>
<td>29680 ± 170</td>
<td>63 ± 8</td>
<td>0.33 ± 0.58</td>
</tr>
<tr>
<td>$W'_\text{SSM}$ (3.5 TeV)</td>
<td>225.1 ± 2.3</td>
<td>2009 ± 24</td>
<td>7920 ± 80</td>
<td>5590 ± 80</td>
<td>1.167 ± 0.012</td>
</tr>
<tr>
<td>$W'_\text{SSM}$ (6.5 TeV)</td>
<td>16.57 ± 0.11</td>
<td>101.3 ± 0.31</td>
<td>76.88 ± 0.26</td>
<td>24.13 ± 0.12</td>
<td>18.05 ± 0.13</td>
</tr>
<tr>
<td>$W'_\text{SSM}$ (7.5 TeV)</td>
<td>9.18 ± 0.06</td>
<td>55.49 ± 0.17</td>
<td>38.12 ± 0.13</td>
<td>6.557 ± 0.029</td>
<td>3.754 ± 0.018</td>
</tr>
<tr>
<td>Muon channel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total SM</td>
<td>77526000 ± 9000</td>
<td>9962400 ± 3200</td>
<td>25240 ± 160</td>
<td>63 ± 8</td>
<td>1.3 ± 1.2</td>
</tr>
<tr>
<td>$W'_\text{SSM}$ (3.5 TeV)</td>
<td>312.9 ± 3.2</td>
<td>1940 ± 40</td>
<td>6590 ± 120</td>
<td>4240 ± 110</td>
<td>63 ± 12</td>
</tr>
<tr>
<td>$W'_\text{SSM}$ (6.5 TeV)</td>
<td>24.39 ± 0.14</td>
<td>100.14 ± 0.32</td>
<td>68.50 ± 0.25</td>
<td>20.81 ± 0.12</td>
<td>14.52 ± 0.12</td>
</tr>
<tr>
<td>$W'_\text{SSM}$ (7.5 TeV)</td>
<td>13.26 ± 0.35</td>
<td>55.7 ± 0.8</td>
<td>34.2 ± 0.6</td>
<td>5.67 ± 0.13</td>
<td>2.98 ± 0.07</td>
</tr>
</tbody>
</table>
The experimental systematic uncertainties due to the reconstruction, identification and isolation of muons result in a value of $2.5\% \times m_T$ [TeV], while these uncertainties are negligible for electrons. Systematic uncertainties due to the energy resolution and scale are set to $2.5\% \times m_T$ [TeV]. The main systematic uncertainties in the $E_T^{\text{miss}}$ calculation and on the jet energy scale are found to be negligible already in Run 2 and are therefore not considered in this analysis.

Theoretical uncertainties are related to the production cross-sections estimated from MC simulation. The effects when propagated to the total background estimate are significant for $W$ and $Z/\gamma^*$ production, and to some extent for top-quark production, but are negligible for diboson production. No theoretical uncertainties are considered for the $W'$ boson signal in the statistical analysis.

The largest uncertainties arise from the PDF uncertainty for the DY background, which is obtained from the 90% CL CT14NNLO PDF uncertainty set using VRAP to calculate the NNLO cross-section as a function of the boson mass. Rather than using the original 28 CT14 uncertainty eigenvectors, a re-diagonalised set of seven PDF eigenvectors, as provided by the authors of the CT14 PDF using MP4LHC [60, 61], is used. This sum is referred to as “PDF variation” in the following. An additional uncertainty arises from the choice of the nominal PDF set used. In Ref. [16], the central values of the CT14NNLO PDF set were compared to the MMHT2014 [62] and NNPDF3.0 [32] PDF sets. A comparison between these PDF sets showed that the central value for NNPDF3.0 falls outside the “PDF variation” uncertainty at large $m_T$. Thus, an envelope of the “PDF variation” and the NNPDF3.0 central value was formed, where the former was subtracted in quadrature from this envelope, and the remaining part, which is non-zero only when the NNPDF3.0 central value is outside the “PDF variation” uncertainty, is referred to as “PDF choice”. In the electron channel one of the largest sources of uncertainty arises from the multijet background estimation. These uncertainties amount to around $2.5\% \times m_T$ [TeV] for the PDF choice and $5\% \times m_T$ [TeV] for the PDF variations. The uncertainties of the multijet background in the electron channel is assumed to be $2.5\% \times m_T$ [TeV]. Rounding up all of these systematics values gives an estimate of $7\% \times m_T$ [TeV] for each signal and channel. It should be noted that this search is limited by the statistic uncertainties as this search looks for a signal in the very high $m_T$ tail.

5.3 Results

A statistical analysis is performed for the search for a $W_{SSM}'$ boson using the $m_T(\ell\nu)$ distribution in the electron and muon channels as the discriminant. Pole masses are tested in 1 TeV intervals throughout the region of interest ranging from 2.5 TeV to 11.5 TeV. The exclusion limits and discovery reach is interpolated between the two nearest mass points where necessary. This interpolation has a negligible effect on the accuracy of the result. For calculating the exclusion limits the same methodology is used as in the Run 2 analysis, where the limits are calculated in a Bayesian analysis [63]. The same statistical model implementation is used in the following for both the calculation of the exclusion limits and the discovery reach, the latter based on a profile likelihood ratio test assuming an asymptotic test statistic distribution [59]. The systematics are taken into account with a Gaussian prior, and the prior of the signal parameter of interest is Log Normal.

Assuming no signal is observed, exclusion upper limits on the cross-section for producing a $W_{SSM}'$ boson times its branching ratio to only one lepton generation ($\sigma \times BR$) are computed at the 95% CL as a function of the $W_{SSM}'$ boson mass. The exclusion limits use a uniform positive prior probability distribution for $\sigma \times BR$. The expected upper limits are extracted using $W_{SSM}'$ templates binned in $m_T$. The expected limits are derived from pseudo-experiments obtained from the estimated background distributions. The median
of the distribution of the limits from the pseudo-experiments is taken as the expected limit, and $1\sigma$ and $2\sigma$ bands are defined as the ranges containing respectively 68% and 95% of the limits obtained with the pseudo-experiments.

![Graphs showing expected limits for W' bosons](image)

Figure 7: Expected (dashed black line) upper limits on cross-section times branching ratio ($\sigma \times BR$) as a function of the SSM W' boson mass in the (a) electron, (b) muon and (c) combined electron and muon channels of the $W'_\text{SSM} \to \ell \nu$ search assuming 3000 fb$^{-1}$ of data. The $1\sigma$ (green) and $2\sigma$ (yellow) expected limit bands are also shown. The predicted $\sigma \times BR$ for SSM W' production is shown as a black line. These limits are based on the theory NNLO cross-section including off-shell production. The blue marker shows the current limits obtained with the latest Run 2 analysis based on 79.8 fb$^{-1}$ of data.

The 95% CL upper limits on $\sigma \times BR$ as a function of the $W'_\text{SSM}$ mass are shown in Figure 7 for an integrated luminosity of 3000 fb$^{-1}$. The upper limits on $\sigma \times BR$ for W' bosons start to weaken above a pole mass of 5 TeV, which is mainly caused the combined effect of a rapidly falling signal cross-section towards the kinematic limit and the increasing proportion of the signal being produced off-shell and falling in the low-$m_T$ tail. It can be seen that $W'_\text{SSM}$ bosons can be excluded up to masses of 7.6 (7.3) TeV in the electron (muon) channel. The limits in the electron channel are better as the calorimeter resolution is much better than the muon spectrometer one for very high-$p_T$ leptons. The combination of these two channels increases the limits to just over 7.9 TeV. This is an improvement of more than 2 TeV with respect to the current
exclusion limits using 79.8 fb$^{-1}$ of $\sqrt{s} = 13$ TeV of data. For comparison, assuming the performance of the upgraded ATLAS detector and a luminosity of 300 fb$^{-1}$, the combined $W'_{SSM}$ boson masses up to 6.7 TeV can be excluded. Though the detector resolutions for the upgraded detector at the HL-LHC are applied, this is a good approximation of the reach with the current detector at the end of LHC Run 3.

The discovery reach is based on a $5 \sigma$ significance. It is found that SSM $W'$ bosons can be discovered up to masses of 7.7 TeV. The discovery reach is shown in Table 9 together with the exclusion limits discussed above. As can be seen, the discovery reach typically is only few hundred GeV lower than the mass limits obtained with a background-only hypothesis. The similarity of the values for the discovery reach and the exclusion limit is expected, as in the high-$p_T$ tail the background contribution approaches zero, while the number of signal events is around three. The expected reach with 300 fb$^{-1}$ of data will be 1.2 TeV lower assuming the same detector performance.

Table 9: Expected 95% CL lower limit on the $W'_{SSM}$ mass in TeV in the electron and muon channels and their combination of the $W'_{SSM} \rightarrow \ell\nu$ search assuming 3000 fb$^{-1}$ of data. In addition, the discovery reach for finding such new heavy particles is shown.

<table>
<thead>
<tr>
<th>Decay</th>
<th>Exclusion [TeV]</th>
<th>Discovery [TeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W'_{SSM} \rightarrow e\nu$</td>
<td>7.6</td>
<td>7.5</td>
</tr>
<tr>
<td>$W'_{SSM} \rightarrow \mu\nu$</td>
<td>7.3</td>
<td>7.1</td>
</tr>
<tr>
<td>$W'_{SSM} \rightarrow \ell\nu$</td>
<td>7.9</td>
<td>7.7</td>
</tr>
</tbody>
</table>

6 Search for $Z'$ bosons decaying to dilepton pairs

6.1 Analysis Strategy

This section reports on HL-LHC projections of a search for a $Z'$ boson which would manifest as a narrow resonance through its decay, in the dielectron and/or dimuon mass spectrum. Exclusion mass limits and discovery reach in mass will be presented in the following. Besides looking at the mass limits using $\sqrt{s} = 14$ TeV $pp$ collisions at the HL-LHC, results will be also given at $\sqrt{s} = 13$ TeV and $\sqrt{s} = 15$ TeV. This will give an idea on the impact of a 1 TeV change in centre of mass energy on the exclusion limits and the discovery reach. Furthermore the mass reach at the HE-LHC running at $\sqrt{s} = 27$ TeV and collecting 15 ab$^{-1}$ of data assuming the same physics performance and same detector setup as the upgraded ATLAS detector is presented. This scenario is only considered for the dielectron channel, as the performance in the dimuon channel is not representative with the upgraded ATLAS detector as the inner tracking detector for a $\sqrt{s} = 27$ TeV accelerator would be imbedded in a larger magnetic field to ensure a good momentum resolution for very high-$p_T$ tracks.

A $Z'$ signal would appear as an excess of events above the SM background at high dilepton invariant masses. This analysis considers two $Z'$ benchmark models: $Z'_{SSM}$ bosons predicted by the SSM and $Z'_{\psi}$ bosons motivated by the models based on the E6 gauge group. In comparison to the benchmark $Z'_{SSM}$ boson, which has a width of approximately 3% of its mass, the E6 models predict narrower $Z'$ signals with the $Z'_{\psi}$ boson having the smallest width which is 0.5% of its mass. The dominant source of background arises from DY production. Background from diboson ($WW$, $WZ$, $ZZ$) and top-quark production is not considered as their contribution to the overall SM background is negligible for dilepton invariant masses.
(m_{\ell\ell}) exceeding 2 TeV. This background is more pronounced at lower masses and was found to amount to around 10\% (20\%) of the total background for an invariant mass of 1 TeV (300 GeV). In the dielectron channel, additional background arises from W+jets and multi-jet events in which at most one real electron is produced and one or more jets satisfy the electron selection criteria. While this background is negligible in the muon channel, it amounts to around 15\% for m_{\ell\ell} > 1 TeV after the event selection criteria in the Run 2 analysis [64] in the electron channel. The omission of this background and the tiny contribution from top-quark and diboson processes for large masses is covered by the systematic uncertainties and does not impact on the exclusion limits and the discovery reach. Similar event selection criteria are applied as in the Run 2 analysis. Only events accepted by the single electron or muon trigger are considered. The single electron trigger requires at least one electron with transverse momentum p_T > 22 GeV in |\eta| < 2.5 or one muon with p_T > 20 GeV in |\eta| < 2.65 to be present in the event. In the offline analysis, exactly two same-flavoured leptons with p_T > 25 GeV within |\eta| < 2.65 (|\eta| < 2.47 excluding 1.37 < |\eta| < 1.52) for muons (electrons) are required. The electrons and muons have to fulfil the tight and high-p_T identification working points, respectively.

Figure 8: Total signal acceptance times efficiency versus SSM Z' pole mass obtained for the Z'_SSM → \ell\ell search assuming collisions taken at \sqrt{s} = 27 TeV.

The acceptance times efficiency after these selection cuts as a function of the Z'_SSM pole mass for collisions at the HL-LHC is very similar to the findings from Run 2 [17]. For running at the HE-LHC, the acceptance × efficiency curve for the electron channel is displayed in Figure 8. The resulting dilepton invariant mass spectrum (using the binning which is used to compute the exclusion limits and the discovery reach) is shown in Figure 9 for the DY background as well as for an example Z'_SSM boson with a mass of 5 TeV at the HL-LHC. The differences in the shapes of the reconstructed Z'_SSM signals in the electron and muon channels arise from the effects of the momentum resolution. Figure 10 shows the expected dielectron mass spectrum for the HE-LHC scenario. The differences in shape with respect to Figure 9 arise from the kinematics of the leptons from Z' boson decay due to differences in the rapidity distribution. The expected event yields and their statistical uncertainties, in bins of invariant mass, are given in Table 10 for the dielectron and dimuon channel. The yields are shown separately for the SM DY background and three Z'_SSM signals.
Figure 9: Invariant mass distributions for events satisfying all selection criteria in the (a) dielectron and (b) dimuon channel. The distribution is shown for the DY background and as an example a SSM $Z'$ boson with a mass of 5 TeV.

Figure 10: Invariant mass distributions for events satisfying all selection criteria in the dielectron channel for running at $\sqrt{s} = 27$ TeV. The distribution is shown for the DY background and as an example a SSM $Z'$ boson with a mass of 10.5 TeV.
Table 10: Expected event yields for 3000 fb\(^{-1}\) of √s = 14 TeV collisions and their statistical uncertainties in the
electron and muon channel in different mass intervals. For presentational purposes several of the mass bins used to
compute the exclusion limits and the discovery reach are merged in larger bins in this table. The yields are given for
the DY background and for \(Z'_{\text{SSM}}\) bosons for three values of the pole mass.

<table>
<thead>
<tr>
<th>(m_{\ell\ell} [\text{GeV}])</th>
<th>60–240</th>
<th>240–950</th>
<th>950–3000</th>
<th>3000–5000</th>
<th>5000–15000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SM</td>
<td>3011040000 ± 50000</td>
<td>40650000 ± 2000</td>
<td>25100 ± 160</td>
<td>69 ± 8</td>
<td>0.6 ± 0.8</td>
</tr>
<tr>
<td>(Z'_{\text{SSM}} (3.5 \text{ TeV}))</td>
<td>26.74 ± 0.12</td>
<td>171.7 ± 0.7</td>
<td>427.3 ± 2.2</td>
<td>1524 ± 7</td>
<td>0.3547 ± 0.0013</td>
</tr>
<tr>
<td>(Z'_{\text{SSM}} (5.5 \text{ TeV}))</td>
<td>4.034 ± 0.018</td>
<td>24.34 ± 0.05</td>
<td>27.2 ± 0.04</td>
<td>11.58 ± 0.04</td>
<td>20.15 ± 0.11</td>
</tr>
<tr>
<td>(Z'_{\text{SSM}} (6.5 \text{ TeV}))</td>
<td>2.437 ± 0.011</td>
<td>14.263 ± 0.028</td>
<td>14.741 ± 0.020</td>
<td>3.098 ± 0.011</td>
<td>3.41 ± 0.04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(m_{\ell\ell} [\text{GeV}])</th>
<th>60–240</th>
<th>240–950</th>
<th>950–3000</th>
<th>3000–5000</th>
<th>5000–15000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SM</td>
<td>4215910000 ± 60000</td>
<td>4317000 ± 2100</td>
<td>25500 ± 160</td>
<td>92 ± 10</td>
<td>2.8 ± 1.7</td>
</tr>
<tr>
<td>(Z'_{\text{SSM}} (3.5 \text{ TeV}))</td>
<td>38.5 ± 0.4</td>
<td>155.0 ± 0.9</td>
<td>365 ± 5</td>
<td>973 ± 13</td>
<td>34.7 ± 2.2</td>
</tr>
<tr>
<td>(Z'_{\text{SSM}} (5.5 \text{ TeV}))</td>
<td>6.85 ± 0.7</td>
<td>26.18 ± 0.13</td>
<td>24.2 ± 0.9</td>
<td>11.59 ± 0.14</td>
<td>12.24 ± 0.23</td>
</tr>
<tr>
<td>(Z'_{\text{SSM}} (6.5 \text{ TeV}))</td>
<td>3.610 ± 0.035</td>
<td>13.58 ± 0.07</td>
<td>11.76 ± 0.05</td>
<td>2.380 ± 0.029</td>
<td>1.93 ± 0.06</td>
</tr>
</tbody>
</table>

6.2 Systematics

The experimental and theoretical uncertainties assumed in this analysis are estimated from the Run 2 results [64]. These uncertainties will be smaller by the end of the HL-LHC running and the Run 2 values are scaled to more realistic values following the recommendations given in Ref. [51]. In the following, only the largest sources of uncertainties are considered. As the uncertainties vary with \(m_{\ell\ell}\), the uncertainties are expressed as a percentage value multiplied by the value of \(m_{\ell\ell}\) given in TeV, using the uncertainties reported in the TeV range in the Run 2 analysis.

The experimental systematic uncertainties due to the reconstruction, identification and isolation of muons sums up to approximately 2.5% × \(m_{\ell\ell}\) [TeV]. Systematic uncertainties due to the energy resolution and scale are set to 1.5% × \(m_{\ell\ell}\) [TeV]. The uncertainties due to the resolution and reconstruction of the leptons will be added in quadrature to the dominant sources of theoretical uncertainties due to the choice of the PDF and the variation on the PDF. The uncertainties due to the choice of the PDF on the signal and the DY background are taken as 2.5% × \(m_{\ell\ell}\) [TeV] and the uncertainties due to any variation in PDF are assumed to be 5% × \(m_{\ell\ell}\) [TeV].

Overall these uncertainties add up to 6.5% × \(m_{\ell\ell}\) [TeV]. This search is looking for an excess in the high \(m_{\ell\ell}\) tail and therefore, as the \(W'\) searches, it is limited by the statistic uncertainties.

6.3 Results

The statistical analysis performed for this search uses the same Bayesian analysis is employed as in the
\(W' \rightarrow \ell\nu\) search presented in Section 5.3 and as used in the Run 2. As in the \(W' \rightarrow \ell\nu\) search, pole masses are tested in 1 TeV intervals in the mass region between 2.5 TeV and 11.5 TeV and the exclusion limits and discovery reach are interpolated between the two nearest mass points where necessary.

In case no signal is observed at the LHC or the HL-LHC, 95% CL exclusion upper limits can be set for producing a \(Z'\) boson times its branching ratio to only one lepton generation (\(\sigma \times BR\)). The exclusion is performed for the \(Z'\) boson models \(Z'_{\text{SSM}}\) and \(Z'_{\psi}\). Exclusion limits are shown in Figure 11 assuming a
$Z'_\psi$ boson as benchmark. The expected mass limits for the two $Z'$ models are also summarised in Table
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Figure 11: Expected (dashed black line) upper limits on cross-section times branching ratio ($\sigma \times BR$) as a function of the $Z'_\psi$ boson mass in the (a) dielectron, (b) dimuon and (c) combined electron and muon channels for $\sqrt{s} = 14$ TeV collisions and an integrated luminosity value of 3000 fb$^{-1}$. The 1$\sigma$ (green) and 2$\sigma$ (yellow) expected limit bands are also shown. The predicted $\sigma \times BR$ for $Z'_\psi$ production is shown as a black line. These limits are based on the theory NNLO cross-section including off-shell production. The blue marker shows the current limits obtained with the Run 2 analysis which is based on 36 fb$^{-1}$ of data.

11 and visualised in Figure 12. These exclusion limits will extend the current $Z'_{SSM}$ ($Z'_\psi$) mass limit of 4.5 (3.8) TeV obtained using 36.1 fb$^{-1}$ of data taken at $\sqrt{s} = 13$ TeV to 6.7 (6.1) TeV. Table 11 does not only show these expected lower limits on the pole mass for the two $Z'$ scenarios at the HL-LHC with $\sqrt{s} = 14$ TeV collisions, but also show the impact on these results if the collision energy would vary by 1 TeV. As can be seen, the lower limits on the pole mass would differ by 200–300 GeV. These exclusion limits are driven by the performance of the dielectron channel as the calorimeter resolution is much better than the muon spectrometer one for very high $p_T$ leptons. In order to compare these findings with the expectations at the end of Run 3, the exclusion limits are also extracted for a luminosity of 300 fb$^{-1}$ of $\sqrt{s} = 14$ TeV collisions. Though the detector resolutions for the upgraded detector at the HL-LHC are applied, this is a reasonable approximation of the expectations with the current detector at the end of the LHC data-taking. At 95% CL $Z'_{SSM}$ ($Z'_\psi$) boson masses up to 5.4 TeV (4.8 TeV) can be excluded.
Table 11: Expected 95% CL lower limit on the $Z'$ mass in TeV in the dielectron and dimuon channels and their combination for two benchmark $Z'$ models for different centre of mass energies and 3000 fb$^{-1}$ of data. In addition, the discovery reach for finding such new heavy particles is shown.

<table>
<thead>
<tr>
<th>Decay</th>
<th>$\sqrt{s} = 13$ TeV</th>
<th>$\sqrt{s} = 14$ TeV</th>
<th>$\sqrt{s} = 15$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z'_{SSM} \rightarrow ee$</td>
<td>6.0 TeV 5.9 TeV</td>
<td>6.4 TeV 6.3 TeV</td>
<td>6.7 TeV 6.6 TeV</td>
</tr>
<tr>
<td>$Z'_{SSM} \rightarrow \mu\mu$</td>
<td>5.5 TeV 5.4 TeV</td>
<td>5.8 TeV 5.7 TeV</td>
<td>6.0 TeV 5.9 TeV</td>
</tr>
<tr>
<td>$Z'_{SSM} \rightarrow ll$</td>
<td>6.1 TeV 6.1 TeV</td>
<td>6.5 TeV 6.4 TeV</td>
<td>6.7 TeV 6.7 TeV</td>
</tr>
<tr>
<td>$Z'_{\psi} \rightarrow ee$</td>
<td>5.3 TeV 5.3 TeV</td>
<td>5.7 TeV 5.6 TeV</td>
<td>6.1 TeV 6.0 TeV</td>
</tr>
<tr>
<td>$Z'_{\psi} \rightarrow \mu\mu$</td>
<td>4.9 TeV 4.6 TeV</td>
<td>5.2 TeV 5.0 TeV</td>
<td>5.5 TeV 5.2 TeV</td>
</tr>
<tr>
<td>$Z'_{\psi} \rightarrow ll$</td>
<td>5.4 TeV 5.4 TeV</td>
<td>5.8 TeV 5.7 TeV</td>
<td>6.1 TeV 6.1 TeV</td>
</tr>
</tbody>
</table>

Figure 12: Expected (blue bars) upper limits on the cross-section times branching ratio ($\sigma \times BR$) as well as the discovery reach (red bars) for the search for $Z'_{SSM}$ and $Z'_{\psi}$ bosons as a function of the centre of mass energy. The limits given correspond to the results after combining the results of the electron and muon channel.

Table 11 also shows the discovery reach for finding $Z'_{SSM}$ and $Z'_{\psi}$ bosons. As can be seen the $Z'$ discovery reach and exclusion mass limit differ by at most few hundred GeV. In some cases the difference is less than 100 GeV and the reach given in the Table is the same as the exclusions limits as the numbers are rounded to a precision of 100 GeV. The similarity of these values is expected, as in the high-mass tail the background contribution approaches zero, while the number of signal events is around three. Compared to the results presented in Ref. [21] the discovery reach reported here is higher due to a change in how the reach is calculated. This is based on the shape of the signal and background $m_{ll}$ distribution here while the $5\sigma$ significance was calculated in a mass range between $m(Z')/2$ to infinity in Ref. [21].

The discovery reach and lower exclusion limits at 95% CL in mass are also calculated for a detector at the HE-LHC in the dielectron channel. This is done assuming the same physics performance as for the ATLAS detector at the HL-LHC. The exclusion limits and the discovery reach are summarised in Table 12. At the HE-LHC $Z'_{SSM}$ and $Z'_{\psi}$ bosons can be discovered up to 12.8 TeV and 11.2 TeV, respectively, thus increasing their discovery reach by 6.5 TeV compared the HL-LHC. In case $Z'$ bosons are not discovered yet, the HE-LHC will be able to further rule out $Z'_{SSM}$ and $Z'_{\psi}$ bosons up to 12.8 TeV and 11.4 TeV, respectively. This corresponds to an increase of the discovery potential by a factor of two compared to the expectations at the HL-LHC.
Table 12: 95% CL lower limits and discovery reach on the \(Z'_\text{SSM}\) and \(Z'_\psi\) boson mass in the dielectron channel assuming 15 ab\(^{-1}\) of pp data to be taken at the HE-LHC with \(\sqrt{s} = 27\) TeV.

<table>
<thead>
<tr>
<th>Decay</th>
<th>Exclusion [TeV]</th>
<th>Discovery [TeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Z'_\text{SSM} \rightarrow ee)</td>
<td>12.8</td>
<td>12.8</td>
</tr>
<tr>
<td>(Z'_\psi \rightarrow ee)</td>
<td>11.4</td>
<td>11.2</td>
</tr>
</tbody>
</table>

7 Search for \(Z'\) bosons decaying to a \(t\bar{t}\) pair

Besides these studies, the prospects for \(Z'\) bosons in the \(t\bar{t}\) final state [27] were studied. Updated results using a more recent parameterisation of the \(b\)-tagging efficiencies and misidentification rates were shown in Ref. [21]. These studies used the event selection criteria and systematic uncertainty based on the Run 1 analysis [65] and a summary of the results of these studies without any further updates are given below.

The analysis looks for a narrow width \(Z'\) boson searched for in a final state in which one of the \(W\) bosons from the top quark decays to two jets and the other decays to a lepton (electron or muon) and a neutrino \((t\bar{t} \rightarrow WbWb \rightarrow \ell v b q q' b)\). Events are required to contain exactly one lepton, several jets and at least a moderate amount of \(E_T^{\text{miss}}\) must be present. Events are separated into boosted and resolved channels with most of the signal events falling in the former category. In the resolved channel the decay products of the hadronic top-quark decay are reconstructed as three separate jets and in total events must contain at least four jets. In the boosted channel, the hadronic top-quark decay products are highly boosted and end up in one broad so-called large-R jet. Events are selected if at least one large-R jet and one jet (from the other top-quark decay) is present. Subsequently \(m_{t\bar{t}}\) is reconstructed based on the reconstruction of the \(W\) bosons and \(b\)-jets in the event. Using \(m_{t\bar{t}}\) as discriminant, upper limits were set on the signal cross-section times branching ratio as a function of the \(Z'\) boson mass. Using as benchmark a Topcolour-assisted Technicolour \(Z'_\text{TC2}\) boson with a narrow width of 1.2%, \(Z'_\text{TC2}\) bosons can be excluded up to \(\simeq 4\) TeV with 3000 fb\(^{-1}\) of pp collisions [21]. This mass limit is pessimistic, which is coming partly from the treatment of the systematic uncertainties which were taken from the Run 1 analysis [65]. These systematics are already smaller in the Run 2 analysis [66] and will be further reduced at the time of the HL-LHC. In particular the systematic uncertainty in the boosted channel are now reduced due to the significant improvements of the performance of boosted jets in Run 2 (in particular using more tracking information to look for sub-jets within the large-R jets). This gain in performance also improves the signal over background ratio. In addition, the usage of the top-tagger algorithm will help to further reject background.

8 Conclusion

This note summarises the prospects from four different searches for new heavy \(W'\) and \(Z'\) bosons at the HL-LHC, which is expected to run at \(\sqrt{s} = 14\) TeV and collect 3000 fb\(^{-1}\) of data. These studies are based on MC simulations. To simulate the response of the upgraded ATLAS detector and pile-up collisions the MC truth information is convoluted with parameterised estimates to emulate the response of the upgraded ATLAS detector and pile-up collisions.

The first search uses as benchmark a right-handed \(W'\) boson and looks at the \(W'_R \rightarrow t\bar{b} \rightarrow \ell v b\bar{b}\) final state. In case such particles are not discovered, they can be excluded up to masses of 4.9 TeV at the HL-LHC. This increases the current limits based on 36 fb\(^{-1}\) of LHC data by 2.5 TeV. Another search uses the \(W'_{\text{SSM}}\)
boson as benchmark and studies the $W' \rightarrow \ell \nu$ final state. The lower exclusion limit at 95% CL on the $W'_{SSM}$ pole mass is expected to improve from 5.6 TeV currently to 7.9 TeV. If such particles exist they can be discovered up to $W'_{SSM}$ masses of 7.7 TeV. Though different benchmark models are used in these analyses, in case of a discovery the search for signals in different final states will help to unravel the underlying theory.

$Z'$ bosons are searched for in the dilepton final states as well as their decays into a $t\bar{t}$ pair. $Z'_{SSM}$ and $Z'_\psi$ bosons are expected to be discovered at the HL-LHC up to masses of 6.4 TeV and 5.7 TeV. In case no signs for such particles are found, they can be excluded up to $Z'_{SSM} (Z'_\psi)$ masses of 6.5 TeV (5.8 TeV). In case the HL-LHC would run at $\sqrt{s} = 13$ TeV or $\sqrt{s} = 15$ TeV these numbers would decrease or increase by few hundred GeV. Searches for a $Z'$ predicted by a Topcolour-assisted Technicolour model in the $t\bar{t} \rightarrow WbWb \rightarrow \ell \nu bqq' \bar{b}$ final state were studied in Ref. [27]. If no $t\bar{t}$ resonances are found such particles can be excluded up to masses of around 4 TeV. This study based on the Run 1 results does not include the improvements in boosted jet reconstruction and the top tagger already available in Run 2 and these results therefore represent a very conservative estimate of the expected performance.
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Projection of searches for pair production of scalar leptoquarks decaying to a top quark and a charged lepton at the HL-LHC
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Abstract

Projections for searches for pair-produced scalar leptoquarks decaying into top quarks and muons or tau leptons for high integrated luminosities of up to 3000 fb$^{-1}$ at the high luminosity LHC are presented. This study is based on published analysis results of data recorded in the year 2016. It uses scaled signal and background templates to estimate the reach in terms of discovery potential and upper limits on the leptoquark pair production cross section. Two different ways of treating systematic uncertainties are studied. The mass reach for a 5\sigma discovery or a 95% confidence level exclusion is expected to increase by 400 to 500 GeV with respect to the 2016 results. In the case of mixed decays between these two channels, the mass expected to be in reach for a 5\sigma discovery and the expected 95% confidence level limit on excluded leptoquark masses ranges from 1200 to 1700 GeV and from 1400 to 1900 GeV depending on the value of the branching fraction, respectively.
1 Introduction

Leptoquarks (LQs) are hypothetical particles that carry both baryon and lepton quantum numbers. They are color-triplets and carry fractional electric charge. Their possible quantum numbers can be restricted by the assumption that their interactions with standard model (SM) fermions are renormalizable and gauge invariant [1]. The spin of an LQ state is either 0 (scalar LQ) or 1 (vector LQ). LQs appear in theories beyond the SM such as grand unified theories [2–4], technicolor models [5, 6], or compositeness scenarios [7, 8]. Models [9–20] proposing the existence of LQs as an explanation for the tension between the SM prediction and experimental data in flavor observables, such as the ratios \( R_{D^{(*)}} \) [21–28] and \( R_{K^{(*)}} \) [29–32], or the muon anomalous magnetic moment \( a_\mu \) [33, 34] favor large couplings of the LQ to third-generation quarks and masses at the TeV scale.

At the CERN LHC, LQs can be produced in pairs via gluon-gluon fusion and quark-antiquark annihilation. The pair production cross section depends on the mass of the LQ. For scalar LQs, it is known at next-to-leading (NLO) order precision in perturbative quantum chromodynamics [35]. The production of a single LQ coupled exclusively to top quarks is suppressed, as it requires a top quark in the initial state.

A study is presented of the expected sensitivity of searches for pair-produced scalar LQs decaying into top quarks and charged leptons with the high luminosity LHC (HL-LHC) [36]. The analysis is based on published CMS results of the \( t + \mu \) [37] and \( t + \tau \) [38] LQ decay channels, which have been carried out using 35.9 fb\(^{-1}\) of proton-proton collision data collected in the year 2016 with a center-of-mass energy of \( \sqrt{s} = 13 \) TeV. The analysis strategies are kept unchanged with respect to the ones in Refs. [37, 38], only different total integrated luminosities, the higher center-of-mass energy of 14 TeV, and different scenarios of systematic uncertainties are considered.

2 Summary of the analyses of the 2016 dataset

The analysis strategies of Refs. [37, 38] are briefly summarized in the following. The results from these searches are used for estimating the expected sensitivity with the HL-LHC by scaling the predictions for the SM backgrounds, the LQ signals, and the corresponding uncertainties to higher integrated luminosities. Feynman diagrams of the two signal processes under consideration are shown in Fig. 1.

Figure 1: Feynman diagrams of the gluon-induced production and the subsequent decay of a pair of LQs into top quarks and muons (left) and into top quarks and \( \tau \) leptons with a subsequent decay of the two top quarks into the \( \ell + \text{jets} \) final state (right), where \( \ell \) denotes an electron or muon.
2.1 Search in the LQ → tµ decay channel

The search for pair-produced LQs decaying exclusively into top quarks and muons [37] is carried out in the final state with at least two muons and at least two jets. The signal region is split into two orthogonal categories. Events in category A are required to have at least two muons and one additional electron or muon, where at least one pair of muons must have opposite-sign electric charge. Category B contains all remaining events in the signal region.

The LQ system is reconstructed in category A under the assumption that the two top quarks, decay products of the LQs, decay into the ℓ+jets final state (ℓ denoting an electron or muon), producing jets, the missing transverse momentum (p_{T}^{miss}), and either one electron or muon in addition to the two prompt muons from the LQ decays. First, top quark candidates are built from permutations of the seven jets with the highest transverse momentum (p_{T}), the additional electron or muon, and p_{T}^{miss}. Second, the LQ candidates are constructed from top quark candidates and muons that have not already been used for the leptonically decaying top quark. As there are multiple LQ candidates in an event, the pair of LQ candidates is chosen based on a χ^{2} variable.

Since the reconstructed LQ mass shows strong discrimination power between signal and SM background, its distribution is used for the final statistical interpretation in category A. In category B, where the LQ mass is not reconstructed, the spectrum of S_{T}, defined as the scalar sum of the p_{T} of all selected leptons, jets, and p_{T}^{miss}, is used for this purpose.

The main SM background in category A is top quark pair production with smaller contributions from DY+jets, diboson, t +V , where V denotes a heavy gauge boson, and single t production. The background prediction here is taken purely from simulation and has been corrected for different electron/muon misidentification rates in data and simulated events. In category B, the production of t and DY+jets constitutes the major backgrounds, while single t, diboson, and t +V production contribute to a minor degree. The major backgrounds are estimated with a data-driven technique, leading to a strongly reduced impact of systematic uncertainties on category B.

No significant deviation from the SM prediction is observed in either category in the 2016 dataset [37]. A binned-likelihood fit and a Bayesian method [39–41] are used to set upper limits on the pair-production cross section of LQs exclusively decaying to top quarks and muons, excluding scalar LQs with masses below 1420 GeV.

2.2 Search in the LQ → tτ decay channel

The search for pair-produced scalar LQs decaying exclusively into top quarks and τ leptons [38] is performed in the final state with at least one electron or muon, at least one τ lepton, where the subscript h indicates the hadronic decay of the τ lepton, and at least three jets. Two exclusive categories of events are defined based on the number of τ leptons. In category A, events contain exactly one τ lepton while at least two τ leptons are required in category B. Events in category A are further sorted into one out of four subcategories. These are defined by the electric charges of the electron or muon and the τ lepton, which can be either same-sign or opposite-sign, and the value of S_{T}. Considering final states with an electron or a muon, a total of ten orthogonal search regions is used in the analysis. Different event selections are applied in these regions in order to maximize the expected significance of a hypothetical LQ signal.

In category A, the four-momentum of the top quark decaying into the hadronic final state (hadronic top quark) is reconstructed and the distribution of its transverse momentum (p_{T}^{h}) is used for a shape analysis. Top quarks produced in the decay of an LQ are expected to carry...
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A larger $p_T$ compared to those originating from SM background processes, hence analyzing the $p_T$ spectrum provides discrimination power between signal and background. A counting experiment is performed in category B due to the small number of selected events.

Events containing a jet misidentified as a $\tau_h$ lepton are a considerable source of background in all categories. A data-driven technique is employed to estimate the contribution of $t\bar{t}$ events with such misidentified $\tau_h$ leptons in both categories. In addition, the contribution of events with misidentified $\tau_h$ leptons from $W+$jets production in category A is estimated from data in a background-enriched control region, defined by inverting the $\tau_h$ isolation.

The data are found to be in agreement with the SM prediction in all search regions in the 2016 dataset [38]. The results from all channels are combined in a binned-likelihood fit and a Bayesian method is used to set upper limits on the pair-production cross section of LQs decaying exclusively into top quarks and $\tau$ leptons. Such scalar LQs with masses below 900 GeV are excluded.

2.3 Combination of searches

A statistical combination of the previously introduced two analyses allows to set limits on the LQ pair production cross section for varying branching fractions $B$ between the two decay modes, where we assume $B(LQ \rightarrow t\mu) = 1 - B(LQ \rightarrow tt)$. In this way, pair-produced LQs could be excluded up to masses of 900 GeV for all values of $B(LQ \rightarrow t\mu)$ using the 2016 dataset of CMS [37].

3 The upgraded CMS detector

The CMS detector [42] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC, and to cope with the demanding operational conditions at the HL-LHC [43–47]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates.
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<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Value at 3000 fb$^{-1}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>1</td>
</tr>
<tr>
<td>SM production cross sections</td>
<td>2.8–12.5</td>
</tr>
<tr>
<td>b-tagging (b/c)</td>
<td>1</td>
</tr>
<tr>
<td>b-tagging (light)</td>
<td>5</td>
</tr>
<tr>
<td>JES</td>
<td>1–2.5</td>
</tr>
<tr>
<td>JER</td>
<td>3–6</td>
</tr>
<tr>
<td>e, $\mu$ efficiencies</td>
<td>1</td>
</tr>
<tr>
<td>e, $\mu$ misidentification</td>
<td>1–16</td>
</tr>
<tr>
<td>$\tau$ identification</td>
<td>2.5</td>
</tr>
<tr>
<td>$\tau$ energy scale</td>
<td>3</td>
</tr>
<tr>
<td>$\tau$ charge misidentification</td>
<td>2</td>
</tr>
<tr>
<td>Background extrapolation</td>
<td>LQ $\rightarrow$ $t\mu$: 1.2–3.6</td>
</tr>
<tr>
<td></td>
<td>LQ $\rightarrow$ $\tau\tau$: $\leq$ 1</td>
</tr>
</tbody>
</table>

Table 1: Scaled relative systematic uncertainties in the “YR18 syst.” scenario at $L_{\text{int}}^\text{target} = 3000$ fb$^{-1}$.

A detailed overview of the CMS detector upgrade program is presented in Ref. [43–47], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [48].

4 Projection to higher integrated luminosities

The projection of expected limits and significances of the individual analyses discussed in the previous section is performed by scaling the expected distributions of signal and background in each region, which are used in the final limit setting procedure of each of the analyses, to a higher value of integrated luminosity. The scaling factor $f$ of the bin contents of each histogram is given by $f = L_{\text{int}}^\text{target} / 35.9$ fb$^{-1}$. Here, $L_{\text{int}}^\text{target}$ is the target value of integrated luminosity under consideration and takes values of up to 3000 fb$^{-1}$, which corresponds to the total integrated luminosity the HL-HLC could deliver. The relative statistical uncertainties in both simulated and data-driven histogram templates are reduced by a factor of $1/\sqrt{f}$. In this projection, two different scenarios of scaling systematic uncertainties are considered in addition.

In the first scenario (denoted “YR18 syst.”), the relative experimental uncertainties are scaled by a factor of $1/\sqrt{f}$ until they reach a defined lower limit based on estimates of the achievable accuracy with the upgraded detector [48]. The relative experimental uncertainties considered at $L_{\text{int}}^\text{target} = 3000$ fb$^{-1}$ are listed in Table 1. The jet energy scale (resolution) uncertainty is referred to by “JES (JER)” and the uncertainty in the (mis)identification efficiency for charged leptons is denoted “(mis)identification”. In the LQ $\rightarrow$ $t\mu$ search, the uncertainties in b-tagging and e/$\mu$ efficiencies have the largest impact on the final sensitivity, while in the LQ $\rightarrow$ $\tau\tau$ analysis the uncertainty in the $\tau$ lepton identification is dominant. The relative theoretical uncertainties, which in these analyses are the uncertainties due to missing higher orders, estimated by varying the renormalization and factorization scales $\mu_r$ and $\mu_f$, as well as the PDF uncertainty, are halved at $L_{\text{int}}^\text{target} = 3000$ fb$^{-1}$. The uncertainties on the predicted LQ pair production cross section are not scaled. In the second scenario (denoted “stat. only”), no systematic uncertainties are considered.

The increased center-of-mass energy of $\sqrt{s} = 14$ TeV at the HL-LHC with respect to $\sqrt{s} = 13$ TeV in 2016 is accounted for by reweighting on an event-by-event basis, taking into account
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Figure 2: Expected significances for an LQ decaying exclusively to top quarks and muons (left) or τ leptons (right) as a function of the LQ mass for different integrated luminosities in the “YR18 syst.” (solid) and “stat. only” (dotted) scenarios. All results were obtained with templates for $\sqrt{s} = 13$ TeV that were scaled to $\sqrt{s} = 14$ TeV.

the shift in the momentum fractions of the initial-state partons and the resulting change in the differential production cross section of each simulated sample. As a result, the production cross sections of the backgrounds and, in particular, the LQ signal increase, especially for events with high momentum transfer, leading to an overall gain in sensitivity of $O(5\%)$ compared to $\sqrt{s} = 13$ TeV. The object reconstruction under HL-LHC conditions in combination with the upgraded CMS detector is assumed to be sufficiently robust against additional interactions in the same bunch crossing in order not to introduce additional systematic uncertainties.

Figure 2 presents the expected significances of the analyses as a function of the LQ mass scaled to different assumed integrated luminosities in the “YR18 syst.” and “stat. only” scenarios. The significances were computed from a log-likelihood ratio with the THETA [39] package, based on the final distributions of the $LQ \rightarrow t\mu$ (left) and $LQ \rightarrow t\tau$ (right) analyses, respectively, that are also used for setting expected limits. Increasing the target integrated luminosity from $L_{\text{int}}^{\text{target}} = 35.9$ fb$^{-1}$ up to $L_{\text{int}}^{\text{target}} = 3000$ fb$^{-1}$ greatly increases the discovery potential of both analyses. The LQ mass corresponding to a discovery at $5\sigma$ significance with a dataset corresponding to 3000 fb$^{-1}$ increases by more than 500 GeV, from about 1200 GeV to roughly 1700 GeV, in the $LQ \rightarrow t\mu$ decay channel. For LQs decaying exclusively to top quarks and τ leptons, a gain of 400 GeV is expected, pushing the LQ mass in reach for a $5\sigma$ discovery from 800 GeV to 1200 GeV.

In Fig. 3, the expected projected limits are shown for the “YR18 syst.” and the “stat. only” scenarios. They were obtained from the final distributions of the $LQ \rightarrow t\mu$ (left) and $LQ \rightarrow t\tau$ (right) analyses, respectively. The kink in the “YR18 syst.” scenarios at high integrated luminosities in Fig. 3 (left) is related to category A in the $LQ \rightarrow t\mu$ analysis becoming limited by systematic uncertainties. Leptoquarks decaying only to top quarks and muons are expected to be excluded below masses of 1900 GeV at 3000 fb$^{-1}$, which is a gain of 500 GeV compared to the limit of 1420 GeV obtained in the published analysis of the 2016 dataset [37] with data corresponding to 35.9 fb$^{-1}$. The mass below which LQs decaying exclusively to top quarks and τ leptons are expected to be excluded increases by 500 GeV, from 900 GeV to approximately 1400 GeV.

Figure 4 shows the expected significances and upper limits on the pair-production cross section of scalar LQs allowed to decay to top quarks and muons or τ leptons at the 95% CL as a function of the LQ mass and a variable branching fraction $B(LQ \rightarrow t\mu) = 1 - B(LQ \rightarrow t\tau)$ for an
Figure 3: Expected upper limits on the LQ pair production cross section at the 95% CL for an LQ decaying exclusively to top quarks and muons (left) or τ leptons (right) as a function of the LQ mass and for different integrated luminosities in the “YR18 syst.” (solid) and “stat. only” (dotted) scenarios. All results were obtained with templates for \( \sqrt{s} = 13 \) TeV that were scaled to \( \sqrt{s} = 14 \) TeV. The LQ pair production cross section was calculated at NLO [35], its uncertainty takes into account PDF and scale variations.

Figure 4: Expected significances (left) and expected upper limits on the LQ pair-production cross section at the 95% CL (right) as a function of the LQ mass and the branching fraction at 3000 fb\(^{-1}\) in the “YR18 syst.” and the “stat. only” scenarios. Color-coded lines represent lines of a constant expected significance or cross section limit, respectively. The red lines indicate the 5σ discovery level (left) and the mass exclusion limit (right).

integrated luminosity of 3000 fb\(^{-1}\) in the two different scenarios. These results were obtained from the combination of the LQ → τμ and LQ → ττ analyses. For all values of \( B \), LQ masses up to approximately 1200 GeV and 1400 GeV are expected to be in reach for a discovery at the 5σ level and a 95% CL exclusion, respectively.

5 Summary

Projections for searches for pair production of scalar leptoquarks decaying into top quarks and muons or τ leptons at the high-luminosity LHC have been presented. They are based on published analyses of the dataset recorded by the CMS experiment in 2016. The effect of
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an increased center-of-mass energy of $\sqrt{s} = 14$ TeV and the impact of reduced systematic uncertainties have been taken into account. The results of the analyses of the 2016 dataset are expected to be improved significantly with an integrated luminosity of 3000 fb$^{-1}$.
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Prospects for exclusion or discovery of a third generation leptoquark decaying into a $\tau$ lepton and a b quark with the upgraded CMS detector at the HL-LHC

The CMS Collaboration

Abstract

Projections for searches for production of third generation leptoquarks (LQs) in proton-proton collisions at a center-of-mass energy of 14 TeV are presented. The projections use simulated data samples corresponding to integrated luminosities of 300 and 3000 fb$^{-1}$. The analysis utilizes the DELPHES simulation package for the upgraded CMS detector at the High-Luminosity LHC, and considers both the single production channel, with a final state consisting of one b quark and two $\tau$ leptons, and the pair production channel, producing two b quarks and two $\tau$ leptons. In both cases, only $\tau$ leptons that decay hadronically are considered. Assuming a Yukawa coupling of one for the LQ-b-$\tau$ vertex, the expected 95% confidence level mass limit is 732 and 1130 GeV for integrated luminosities of 300 and 3000 fb$^{-1}$ for singly-produced LQs. The corresponding limits for pair production are 1249 (1518) GeV. Discovery sensitivity (5$\sigma$) is expected to be reached for masses below 800 (1000) GeV for the single production channel and 1200 (1500) GeV for the pair production channel in the 300 (3000) fb$^{-1}$ scenario. Limits are calculated both assuming negligible systematic uncertainties and utilizing ones extrapolated from searches at 13 TeV.
1 Introduction

Leptoquarks (LQs) are hypothetical color-triplet bosons which carry both baryon and lepton quantum numbers and have fractional electric charge. They are predicted by many extensions of the standard model (SM) of particle physics, such as theories invoking grand unification [1–8], technicolor [9–11], or compositeness [12]. To satisfy experimental constraints on flavour changing neutral currents and other rare processes [13, 14], it is generally assumed that there are three types of LQs, each type coupling only to leptons and quarks of a single generation.

Third-generation scalar LQs have recently received considerable interest from the theory community, as the existence of leptoquarks with large couplings can explain the anomaly in the $B \rightarrow D\tau\nu$ and $B \rightarrow D^*\tau\nu$ decay rates reported by the BaBar [15, 16], Belle [17–22], and LHCb [23] Collaborations. These decay rates collectively deviate from the SM predictions by about four standard deviations [24]. Such LQs could also provide a consistent explanation for other anomalies in B physics reported by LHCb [25–30] and Belle [31].

The production cross sections and decay widths of LQs in proton-proton (pp) collisions are determined by the LQ mass $m_{LQ}$, its branching fraction $\beta$ to a charged lepton and a quark, and the Yukawa coupling $\lambda$ of the LQ-lepton-quark vertex. Leptoquarks can be produced in pairs via gluon fusion or quark-antiquark annihilation, and singly via quark-gluon fusion. The LQ pair production cross section does not depend on $\lambda$, while that for single production does, and thus the sensitivity of searches for singly produced LQs depends on $\lambda$. For $\lambda = 1$, at lower masses, the cross section for pair production is greater than that of single production. However, the single-LQ production cross section decreases more slowly with increasing $m_{LQ}$, eventually exceeding that of pair production. For a third-generation LQ to explain the observed B physics anomalies, $\lambda$ has to be large ($\lambda \sim m_{LQ}$ measured in TeV). For such $\lambda$, the single production cross section is larger than the pair production cross section when $m_{LQ}$ is greater than 1.0-1.5 TeV [32]. Feynman diagrams of the signal processes at leading order (LO) are shown in Fig. 1.

Figure 1: Leading order Feynman diagrams for the production of a third-generation LQ in the single production s-channel (left) and the pair production channel via gluon fusion (center) and quark fusion (right).

The most stringent limits on the production cross section of a third-generation LQ decaying to a $\tau$ lepton and a bottom quark come from a search by the CMS Collaboration, in which a scalar LQ with mass below 1 TeV is excluded at 95% confidence level (CL) in a search for LQ pair production in the $\tau\tau bb$ final state [33]. Limits on the LQ mass are set at 740 GeV for the single production channel [34]. Another type of third-generation scalar LQ decaying to a $\tau$ lepton and a top quark is excluded by the CMS Collaboration for masses up to 900 GeV [35].

The analysis described in this document calculates the future discovery and exclusion prospects for singly and pair produced third-generation scalar LQs, each decaying to a hadronically decaying $\tau$ (65% of the $\tau$ decays [36]), denoted as $\tau_h$, and a bottom quark. Signal is separated...
from background using the distribution of the scalar sum of the transverse momenta of jets and taus in the \( \tau\tau b \) and \( \tau\tau bb \) final states. The analysis uses event samples of simulated pp collisions at a center-of-mass energy of 14 TeV, corresponding to integrated luminosities of 300 and 3000 fb\(^{-1}\). Additional pp interactions (pileup or PU) within the same or adjacent bunch crossings are included, with an average of 200 interactions per event.

## 2 The upgraded CMS detector

The CMS detector [37] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity [38], and to cope with the demanding operational conditions at the HL-LHC [39–43]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 \( \mu\)s, respectively, and the output rate of the high-level software trigger (HLT) will also be increased to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about \( |\eta| = 4 \). The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about \( |\eta| = 2.8 \), and improve the trigger and reconstruction performance in the forward region.

The barrel electromagnetic calorimeter (ECAL) will feature upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [39–43], while the expected performance of the reconstruction algorithms and pileup mitigation with the CMS detector is summarized in Ref. [44].

## 3 Simulated samples

The LQ signals for both single and pair LQ production are generated at leading order (LO) using version 2.6.0 of MadGraph5\texttt{-aMC@NLO} [45] for \( m_{\text{LQ}} = 500, 1000, 1500, \text{and } 2000 \text{ GeV} \). The branching fraction is assumed to be \( \beta = 1 \), i.e. the LQ always decays to a \( \tau \) lepton and a bottom quark. The Yukawa coupling of the LQ to a \( \tau \) lepton and a bottom quark is set to \( \lambda = 1 \). The width \( \Gamma \) is calculated using \( \Gamma = m_{\text{LQ}} \lambda^2 / (16 \pi) \) [46], and is less than 10% of the LQ mass for most of the considered search range. The signal samples are normalized to the cross section calculated at LO, multiplied by a \( K \) factor to account for higher order contributions [47].

The main background arises from pair production of top quarks (tt). Other significant contributions to the background include Drell-Yan (DY) production, multijet production via quantum
4. Event selection

Similar event selections are used in both the singly and pair produced LQ searches, except for the requirement on the number of jets. In the search for single production, the presence of at least one reconstructed jet is required, while at least two are required in the search for pair production. Jets are reconstructed using FASTJET [49], using the anti-\textit{k}_T algorithm [50], with a distance parameter of 0.4.

Since no precise \(\tau\) identification efficiency or hadron misidentification rate is predefined in the DELPHES software package, a parameterization is used to emulate the \(\tau\) identification efficiency. Jets that match generator-level \(\tau\) are selected as reconstructed taus with an efficiency of 61\%, independent of jet \(p_T\). Reconstructed jets that do not match generator-level \(\tau\) can be misidentified as \(\tau\) jets, with a misidentification probability that depends on the jet \(p_T\). The average misidentification rate is 1\%, ranging from 1.9\% for a \(p_T\) of 50 GeV to 0.5\% for a \(p_T\) of 150 GeV.

In both channels, two reconstructed \(\tau\) leptons with opposite sign are required, each with transverse momentum \(p_{T,\tau}\) > 50 GeV and a maximum pseudorapidity \(|\eta_{\tau}|\) < 2.3. We utilize reconstructed jets with \(p_{T,jet}\) > 50 GeV and \(|\eta_{jet}|\) < 2.4. We require at least one such jet for the \(\tau\tau b\) channel and 2 for the \(\tau\tau bb\) channel. These jets are required to be neither generator-level \(\tau\) nor jets misidentified as \(\tau\).

To reduce background due to Drell-Yan (particularly Z\(\rightarrow\tau\tau\)) events, the di-\(\tau\) invariant mass of the two \(\tau\) leptons \(m_{\tau\tau}\) is required to be \(> 95\) GeV.

We require that at least one of the previously selected jets is b-tagged, with \(p_T\) > 50 GeV and not considering jets labelled as \(\tau\) as eligible, neither if they come from generator-level \(\tau\) leptons or if they are misidentified jets. Finally, we reject any events with identified and isolated electrons (muons), with \(p_T\) > 10 GeV and \(|\eta|\) < 2.4 (2.5).

After applying these selections, and considering the branching ratio for a \(\tau\) lepton to decay hadronically, a signal efficiency of 4.9\% (11\%) is obtained for the single (pair) production.

5 Systematic uncertainties

The systematic uncertainties considered in the study are summarized in Table 1. They are calculated by scaling the current experimental uncertainties. For uncertainties limited by statistics, including the uncertainty on the DY and QCD cross sections, a scale factor of \(1/\sqrt{L/35.9}\) is applied, where \(L\) is the integrated luminosity in fb\(^{-1}\). For uncertainties coming from theoretical calculations, a scale factor of \(1/2\) is applied with respect to current uncertainties, as is the case for the uncertainties on the cross sections for top or diboson events.

Other experimental systematic uncertainties are scaled by the square root of the integrated luminosity until the uncertainty reaches a minimum value based on estimates of the achievable accuracy with the upgraded detector [44]. Uncertainties on the integrated luminosity, \(\tau\) identification and b tagging/misidentification are examples of experimental systematic uncertainties, which are expected to reach the minimum value for both luminosity scenarios. The uncertainty of 5\% on the \(\tau\) identification efficiency arises from the sum of the uncertainties of
each of the two $\tau$ leptons considered in the selection.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>LQ</th>
<th>$tt$ - single top</th>
<th>DY</th>
<th>QCD</th>
<th>Diboson</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td></td>
<td>1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau$ identification</td>
<td></td>
<td>5%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b tagging</td>
<td></td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>b misidentification</td>
<td></td>
<td>-</td>
<td>-</td>
<td>5%</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{DY}$</td>
<td>300 fb$^{-1}$</td>
<td>-</td>
<td>-</td>
<td>10.4%</td>
<td>3.3%</td>
</tr>
<tr>
<td>$\sigma_{QCD}$</td>
<td>300 fb$^{-1}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.3%</td>
</tr>
<tr>
<td>$\sigma_{diboson}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3%</td>
</tr>
</tbody>
</table>

Table 1: Summary of the main systematic uncertainties, where $\sigma_{bkg}$ represents the uncertainty in the cross section of the background bkg. Uncertainty in b misidentification refers to the tagging of light jets as b jets.

## 6 Results

Signal extraction is based on a binned maximum likelihood fit to the distribution of the scalar $p_T$ sum $S_T$. This variable is defined as the sum of the transverse momenta of the two selected $\tau$ leptons and either the highest-$p_T$ jet in the case of single LQ production, or the two highest-$p_T$ jets in the case of LQ pair production. The two versions of this variable are shown in Fig. 2, for the HL-LHC 3000 fb$^{-1}$ scenario.
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Figure 2: (left) Scalar sum of the $p_T$ of the two selected $\tau$ leptons and the highest-$p_T$ jet in the single LQ selected sample. (right) Scalar sum of the $p_T$ of the two selected $\tau$ leptons and the two highest-$p_T$ jets in the LQ pair selected sample. The considered backgrounds are shown as stacked histograms, while empty histograms for signals for the single LQ and LQ pair channels (for $m_{LQ} = 1000$ GeV) are overlaid to illustrate the sensitivity. Both signal and background are normalized to a luminosity of 3000 fb$^{-1}$.

The uncertainties described in Table 1 are represented by nuisance parameters in the fit. We set an upper limit at 95% confidence level (CL) on the cross section times branching fraction $\beta$ as
a function of $m_{LQ}$ by using the asymptotic CL$_s$ modified frequentist criterion \cite{51–54}. Upper 
limits are calculated considering two different scenarios. The first one, hereafter abbreviated as “stat. only”, 
considers only statistical uncertainties, to observe how the results are affected by the increase of the 
inTEGRATED LUMINOSITY. The second scenario, hereafter abbreviated as “stat. + syst.”, also includes 
the best estimate of the systematic uncertainties at the HL-LHC, as defined in Table 1. Two projections 
are calculated, one for an integrated luminosity of 300 fb$^{-1}$ (Run 3) and another one for 3000 fb$^{-1}$ 
(HL-LHC). The limits are shown in Fig. 3 for both single LQ (left) and LQ pair production (right) channels, 
together with the theoretical prediction for the cross section \cite{47} assuming $\lambda = 1$ and $\beta = 1$, for both 
the stat. only and stat. + syst. scenarios.

Figure 3: Expected limits at 95\% CL on the product of the cross section $\sigma$ and the branching 
fraction $\beta$ for the single (left) and pair (right) LQ production channels. Note that, in the case 
of pair LQ production, the limit is calculated for $\sigma \times \beta^2$. Limits are calculated as a function of 
the LQ mass, for the two high luminosity projections, 300 fb$^{-1}$ (red) and 3000 fb$^{-1}$ (orange), for both 
the stat. only (dashed lines) and the stat. + syst. scenarios (solid lines). This is shown in 
conjunction with the theoretical predictions at NLO \cite{47}, in cyan.

Comparing these expected limits with the theoretical predictions, projected limits on the LQ mass 
are calculated, as shown in Table 2.

<table>
<thead>
<tr>
<th>Production channel</th>
<th>Uncertainty scenario</th>
<th>LQ mass [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stat. only</td>
<td>300 fb$^{-1}$</td>
</tr>
<tr>
<td>single LQ</td>
<td></td>
<td>784</td>
</tr>
<tr>
<td></td>
<td>stat. + syst.</td>
<td>732</td>
</tr>
<tr>
<td>LQ pair</td>
<td>stat. only</td>
<td>1253</td>
</tr>
<tr>
<td></td>
<td>stat. + syst.</td>
<td>1249</td>
</tr>
</tbody>
</table>

Table 2: Lower limits on the LQ mass for each considered production mechanism, uncertainty 
scenario, and integrated luminosity hypothesis considered in the analysis.

Since the single-LQ signal cross section scales with $\lambda^2$, it is straightforward to recast the results 
presented in Fig. 3 in terms of expected upper limits on $\lambda$ as a function of $m_{LQ}$, as shown in 
Fig. 4. Values of $\lambda$ up to 3 are considered, so that the width of the LQ signal stays narrow 
compared to detector resolution and constraints from electroweak precision measurements are 
satisfied \cite{55}. We have used the assumption that the shape of the $S_T$ distribution does not 
change as a function of $\lambda$, which has been verified based on the simulation for the $\lambda$ range.
used in this analysis [34]. The blue band shows the parameter space (95% CL) for the scalar LQ preferred by the B physics anomalies: $\lambda = (0.95 \pm 0.50) m_{LQ}$(TeV) [32]. The pair production limits are clearly stronger than those of the single production channel. Results under the two integrated luminosity scenarios are compatible with the latest third generation LQ searches in CMS for both the single [34] and pair production [35]. For the luminosity scenario of 300 (3000) fb$^{-1}$, the leptoquark pair production channel is more sensitive if $\lambda < 2.7 (2.3)$, while the single leptoquark production dominates otherwise.

Figure 4: Expected exclusion limits at 95% CL on the Yukawa coupling $\lambda$ at the LQ-lepton-quark vertex, as a function of the LQ mass. A unit branching fraction $\beta$ of the LQ to a $\tau$ lepton and a bottom quark is assumed. Future projections for 300 and 3000 fb$^{-1}$ are shown in red and blue respectively, for both the stat. only and stat. + syst. scenarios, shown as dashed and filled lines respectively, and for both the single LQ and LQ pair production, where the latter corresponds to the vertical line (since it does not depend on $\lambda$). The left hand side of the lines represents the exclusion region for each of the projections, whereas the region with diagonal blue hatching shows the parameter space preferred by one of the models proposed to explain anomalies observed in B physics [32].

Using the predicted cross section [47] of the signal, it is possible to estimate the maximal LQ mass expected to be in reach for a $5\sigma$ discovery sensitivity for both high luminosity scenarios. Figure 5 shows the expected local significance of a signal-like excess as a function of the LQ mass hypothesis. Discovery significance of $5\sigma$ is projected for LQ masses below 800 (1000) GeV for the single production channels and 1200 (1500) GeV for the pair production channel in the 300 (3000) fb$^{-1}$ scenario. However, given the limited number of mass points, limits on the LQ mass must be regarded as an estimation, as the extrapolation between each mass point is not precise. The discovery sensitivity is found to be approximately the same if the stat. only or the stat. + syst. uncertainty scenarios are studied, with the exception of the $5\sigma$ significance for the single production channel for the 300 fb$^{-1}$ scenario, found to be at 900 GeV.
7. Summary

Expected limits on the cross section for singly and pair produced third-generation scalar leptoquarks (LQ), each of which decays to a $\tau$ lepton and a bottom quark, have been presented as a function of the LQ mass. Projections have been made using DELPHES simulated samples at 14 TeV, for two luminosity scenarios at 300 fb$^{-1}$ and 3000 fb$^{-1}$.

Comparing the limits with theoretical predictions assuming unit Yukawa coupling $\lambda = 1$, third-generation scalar leptoquarks are expected to be excluded at 95% confidence level for LQ masses below 732 and 1130 GeV for the single LQ production channel for the 300 and 3000 fb$^{-1}$ scenarios, considering both statistical and systematic uncertainties. The corresponding limits for LQ pair production are 1249 GeV and 1518 GeV.

Limits on $\lambda$ are also placed as a function of the leptoquark mass. For the 300 (3000) fb$^{-1}$ luminosity scenario, the leptoquark pair production channel is more sensitive if $\lambda < 2.7$ (2.3), while the single leptoquark production dominant otherwise. These results show that future LQ searches under higher luminosity conditions are promising, as they are expected to greatly increase the reach of the search. They also show that the pair production channel is expected to be the most sensitive. A significance of 5$\sigma$ is projected for LQ masses below 800 (1000) GeV for the single production channels and 1200 (1500) GeV for the pair production channel in the 300 (3000) fb$^{-1}$ scenario.

Figure 5: Expected local significance of a signal-like excess as a function of the LQ mass, for the two high luminosity projections, 300 fb$^{-1}$ (red) and 3000 fb$^{-1}$ (orange), assuming the theoretical prediction for the LQ cross section at NLO [47], calculated with $\lambda = 1$ and $\beta = 1$. Projections are calculated for both single LQ (left) and LQ pair production (right).
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Sensitivity study for a heavy gauge boson $W'$ in the decay channel with a tau lepton and a neutrino at the High-Luminosity LHC

The CMS Collaboration

Abstract

A sensitivity study for the discovery or exclusion of a heavy vector boson $W'$ in the final state with a tau lepton and a neutrino is presented. Event samples are simulated for the Phase-2 CMS detector at the High-Luminosity LHC (corresponding to an integrated luminosity of 3 $ab^{-1}$), using the parameterized detector simulation program DELPHES. A signal would appear as an excess of events with high transverse mass of the hadronic tau and missing transverse momentum, compared to the standard model background. With the high integrated luminosity during Phase-2, a $W'$ boson with SM-like couplings could be observed with a significance exceeding five standard deviations with a mass up to 6.0 TeV. In case of no observation, the results are interpreted as lower limits on the mass of the $W'$ boson in the context of the sequential standard model. In addition, variations in the coupling strength are studied, and a model-independent cross section limit is provided.
1 Introduction

New heavy gauge bosons are predicted by various extensions of the standard model (SM). The charged version of such heavy gauge bosons is generally referred to as $W'$. This note describes a sensitivity study for a $W'$ boson decaying to a tau lepton ($\tau$) and a neutrino ($\nu_\tau$) at the High-Luminosity LHC (HL-LHC) [1] with 3000 fb$^{-1}$ of expected data at a proton-proton (pp) center-of-mass energy of 14 TeV. The performance of the upgraded Phase-2 CMS detector is simulated with DELPHES [2] following the recently established performance parameters summarised in Ref. [3].

![Diagram of $W'$ production and decay](image)

Figure 1: Illustration of the production and decay of the $W'$ boson with the subsequent hadronic decay of tau ($\tau_h$).

The signature of a $W'$ boson is similar to a high mass W boson, yielding in the decay $W \rightarrow \tau \nu_\tau$ a single tau lepton, of which we consider the hadronic decay ($\tau_h$), and missing energy due to the neutrinos. The hadronic decay of the tau lepton gives rise to tau-jets, which are experimentally distinctive because of their low charged hadron multiplicity, unlike quantum chromodynamics (QCD) multi-jets, which have high charged hadron multiplicity, or other leptonic $W'$ boson decays, which yield no jet in the decay.

This Phase-2 study follows closely the recently published Run 2 result [4], which used proton-proton collision data collected by the CMS experiment at the LHC at a center-of-mass energy $\sqrt{s} = 13$ TeV, corresponding to an integrated luminosity of 35.9 fb$^{-1}$. The results are interpreted in the context of the sequential standard model (SSM) [5]. In addition, variations in the coupling strength are studied, and a model-independent cross section limit is provided.

2 The upgraded CMS detector

The CMS detector [6] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC, and to cope with the demanding operational conditions at the HL-LHC [7–11]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers, resistive plate chambers (RPC), and drift tubes. New muon detectors based on improved RPC and gas electron multiplier technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter will feature the upgraded front-end electronics that will be able to exploit the information from single
crystals in the L1 trigger system, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter, consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers. The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to the large number of pp interactions per bunch crossing (pileup, PU).

A detailed overview of the CMS detector upgrade program is presented in Refs. [7–11], while the expected performance of the reconstruction algorithms and pileup mitigation with the CMS detector is summarised in Ref. [3].

3 Physics model and signal simulation

The presence of a W′ boson signal over the SM background could be observed in the distribution of the transverse mass ($m_T$) of the transverse momentum of the $\tau$ lepton ($p_T^\tau$) and the missing transverse momentum ($p_T^{\text{miss}}$):

$$m_T = \sqrt{2p_T^{\tau}p_T^{\text{miss}}(1 - \cos \Delta \phi(p_T^{\tau}, p_T^{\text{miss}}))}.$$ (1)

Unlike the leptonic search channels, the signal shape of W′ boson with hadronically decaying tau leptons does not show a Jacobian peak structure, because of the presence of two neutrinos in the final state. Despite the multi-particle final state, the decay appears as a typical two-body one. The axis of the hadronic tau jet is back to back with $p_T^{\text{miss}}$ and the magnitude of both is comparable such that their ratio is about unity.

The SSM is a benchmark model used as a reference point for experimental searches of W′ bosons for more than two decades. In the SSM, the W′ boson, as shown in Fig. 1, is considered to be a heavy analogue of the SM W boson, with similar decay modes and branching fractions. These are modified by the presence of the $t\bar{t}$ decay channel, which is accessible for W′ boson masses above 180 GeV. The resulting branching fraction for the tau channel is 8.5%, and the width of a 1 TeV W′ boson would be about 33 GeV.

The SSM W′ signal was simulated with MADGRAPH5_AMC@NLO [12] at leading order (LO) and hadronized using Pythia 8.212 [13] with the underlying event tune CUETP8M1 [14]. The detector simulation was performed with DELPHES Version 3.4.1. Samples for eight values of the W′ boson mass were simulated at intervals of 1 TeV, ranging from masses of 1 TeV up to 8 TeV with a coupling as suggested by the SSM.

In addition, a range of weaker couplings was also simulated and studied. The W′ boson coupling strength, $g_{W'}$, is given in terms of the SM weak coupling strength $g_W = e / \sin^2 \theta_W \approx 0.65$. Here, $\theta_W$ is the weak mixing angle. If the W′ boson is a heavier copy of the SM W boson, its coupling ratio is $g_{W'} / g_W = 1$ and the SSM W′ boson theoretical cross sections, signal shapes, and widths apply. However, different couplings are possible. Because of the dependence of the width of a particle on its coupling, and the consequent effect on the $m_T$ distribution, a limit can also be set on the coupling strength. Samples for a range of values for the ratio of the couplings...
4. Background simulation

$g_W'/g_W$ from 0.01 to 3 were simulated with MadGraph. These signals exhibit different widths as well as different cross sections. They were reweighted to take into account the decay width dependence, thus providing the appropriate reconstructed $m_T$ distributions for $g_W'/g_W \neq 1$.

4 Background simulation

The dominant background appears in the off-shell tail of the $m_T$ distribution of the SM $W$ boson. This background is generated at LO using MadGraph5_aMC@NLO including a dedicated sample of high mass ($m(\tau + \nu) > 400$ GeV) events to sufficiently model the background in the signal region. Subleading background contributions arise from $t\bar{t}$ and QCD multijet events. The number of background events are reduced by the event selection. These backgrounds primarily arise as a consequence of jets misidentified as $\tau_h$ candidates and populate the lower transverse masses while the signal exhibits an excess of events at high $m_T$. Multijet (QCD) background is simulated with Pythia in nine bins of $p_T$ ranging from 50 GeV to infinity. Other background processes are: $Z/\gamma^* \rightarrow \ell\ell$ generated with MadGraph5_aMC@NLO, diboson processes generated with Pythia 8.212, and top quark processes generated with Powheg 2.0 [15–20] and MadGraph5_aMC@NLO.

As for the signal, the detector performance is simulated with Delphes. For all the processes, parton fragmentation and hadronization are performed with Pythia 8.212 and the underlying event tune CUETP8M1. All simulated event samples are normalized to the expected luminosity of 3000 fb$^{-1}$, using the theoretical cross section values. Additional pp collisions during the same bunch crossing (pileup) are taken into account by superimposing simulated minimum bias interactions onto all events. The average pileup value at the HL-LHC is expected to be 200.

5 Object reconstruction and event selection

The strategy of this analysis is to select a heavy charged boson candidate decaying almost at rest to a hadronic jet consistent with a $\tau_h$ candidate and neutrinos, the latter manifesting themselves as $p_T^{\text{miss}}$. Hadronically decaying tau leptons are selected since the corresponding branching fraction, about 60%, is the largest among all $\tau$ lepton decays.

Since no precise $\tau_h$ identification efficiency or hadron misidentification rate is predefined in Delphes, a parameterization is used to emulate the $\tau_h$ identification efficiency. In a first step, jets are reconstructed using the anti-$k_T$ algorithm [21, 22], with a distance parameter of 0.4. This study uses PUPPI jets [23] with $p_T > 30$ GeV and $|\eta| < 2.7$. Jets matching generator-level hadronically decaying tau leptons are selected with an efficiency of the medium working point with 45% (independent of $p_T$). This working point has been tuned such that the misidentification rate is about a factor two within the Run 2 values [24]. The fraction of jets misidentified as $\tau_h$ is $p_T$ dependent, for example 0.16% for $p_T = 100$ GeV and 0.1% for $p_T > 190$ GeV, nearly independent of $\eta$. If, after these selections, zero or more than one $\tau_h$ candidates are found in the event, the event is discarded. To avoid overlaps with possible $W$ boson searches in the electron or muon channel, events are rejected if they contain a loosely identified electron or muon.

The following event selection is identical to the Run 2 analysis [4]. Events with one hadronically decaying $\tau$ lepton and $p_T^{\text{miss}}$ are selected if the ratio of $p_T^\tau$ to $p_T^{\text{miss}}$ satisfies $0.7 < p_T^\tau/p_T^{\text{miss}} < 1.3$ and the angle $\Delta \phi(p_T^\tau, p_T^{\text{miss}})$ is greater than 2.4 radians. The key distributions and achievable sensitivity of the analysis were compared to the Run 2 performance and found to be comparable.
The relevant SM backgrounds are shown according to the labels in the legend. Signal examples for values of the $W'$ boson mass of $m_{W'} = 4$ TeV and 6 TeV are scaled to their SSM LO cross section and 3000 fb$^{-1}$ integrated luminosity.

The discriminating variable is the $m_T$ distribution. The expected background distribution after applying all selection criteria is shown in Fig. 2, along with predicted signal distributions for different values of the mass of the $W'$ boson. The product of the signal efficiency and acceptance for SSM $W' \rightarrow \tau\nu$ events depends on the $W'$ boson mass. It reaches about 18% for values of the $W'$ boson mass in the range of 3–4 TeV, and decreases to about 11% for higher and lower values of 8 TeV and 1 TeV, respectively. The signal efficiency decreases for higher $W'$ boson masses, as off-shell production increases yielding more events in the low $m_T$ region (similar to lower masses), where the kinematic cuts apply. Overall, this signal efficiency is about 5% lower than the Run 2 signal efficiency due to the less efficient DELPHES tau identification. Due to this and much higher pileup, more events are expected in this final state, mainly in the low $m_T$ region.

6 Results

The sensitivity at a center-of-mass energy of 14 TeV at HL-LHC is studied based on the $m_T$ distribution in Fig. 2. Upper limits on the product of the production cross section and branching fraction, $\sigma(pp \rightarrow W') \times B(W' \rightarrow \tau\nu)$, are determined using a Bayesian method [25] with a uniform positive prior probability distribution for the signal cross section. All limits presented here are at 95% confidence level (CL). For every bin the signal expectation is compared to the sum of all background processes thus considering the full shape information of the $m_T$ distribution. This procedure is performed for different values of parameters of each signal, to obtain limits in terms on these parameters, such as the $W'$ boson mass. Signal events are expected to be particularly prominent at the upper end of the $m_T$ distribution, where the expected SM background is low.

The nuisance parameters associated with the systematic uncertainties are modeled through log-normal distributions for uncertainties in the normalization. Systematic uncertainties related to object performance follow the recommendation for upgrade analyses [3], with the uncertainty values for tau identification (2.5%), tau energy scale (3%), and for jet and $p_T^{miss}$ energy scale (2.5%) and resolution (3%), respectively. Uncertainties on the SM background cross sections are reduced by a factor 1/2 with respect to Run 2. The uncertainty on the integrated luminosity is expected to be 1%. In the high-mass region, the expected number of background events is consistent with zero, the effect of the systematic uncertainty on the exclusion limits is negli-
6. Results

With 3000 fb$^{-1}$ of the integrated luminosity during Phase-2, the $W'$ mass reach for a potential observation increases to 6.9 TeV and 6.4 TeV for evidence with a significance exceeding three standard deviations ($3\,\sigma$) and discovery with $5\,\sigma$, respectively, as shown in Fig. 3 (left). The sensitivity is shown for 3000 fb$^{-1}$ and 200 PU as expected during the HL operation, along with the reach for 300 fb$^{-1}$ corresponding to the LHC Phase-1 operation. In the absence of a signal in the data, the existence of SSM $W'$ bosons with a mass up to 7.0 TeV can be excluded at 95% confidence level (CL) as depicted in Fig. 3 (right), improving significantly the present sensitivity [4], which excludes SSM $W'$ bosons decaying to tau and $p_T^{\text{miss}}$ up to 4.0 TeV in mass.

![Figure 3: Sensitivity for a SSM $W'$ boson for 300 fb$^{-1}$ and 3000 fb$^{-1}$. Discovery significance (left) and expected exclusion limit on the SSM $W'$ boson mass at 95% CL (right).](image)

While the SSM assumes SM-like couplings of the fermions, the couplings could be weaker if further decay channels occur. The HL-LHC has a good sensitivity to study the coupling ratio $g_W/g_{W'}$. The sensitivity to smaller values for the couplings extends significantly, as shown in Fig. 4 (left) as a function of the $W'$ boson mass. In Fig. 4 (right) additionally the limit on the cross section is represented by the color code.

![Figure 4: Sensitivity to the coupling ratio $g_W/g_{W'}$ of a $W'$ boson using 3000 fb$^{-1}$ of integrated luminosity at the HL-LHC. On the left, the coupling ratio $g_W/g_{W'}$ is shown as a function of the $W'$ boson mass. The theory line of the SSM $W'$ boson is shown in blue. The 2D graph on the right includes additionally the limit on the cross section represented by the color code.](image)

To allow further interpretations, a model-independent cross section limit is determined. A major difference with respect to the SSM limit is the fact that this limit has to be calculated as a single bin ranging from a lower threshold $m_{T_{\text{min}}}$ to infinity. For this reason, fluctuations in the
number of events at very high $m_T$ have a larger impact on the limit. The resulting exclusion sensitivity for any new physics model with a $\tau_3$ and substantial $p_T^{\text{miss}}$ is shown in Fig. 5. Compared to the present result [4] it improves by an order of magnitude over the entire $m_T$ mass range and extends to even higher $m_T$.

![Figure 5: Model-independent cross section limit scaled to 3000 fb$^{-1}$. For this, a single-bin limit is calculated considering events above a lower threshold $m_T^{\text{min}}$ while keeping the signal yield constant in order to avoid including any signal shape information on this limit calculation.](image-url)

7 Summary

Taking guidance from the published Run 2 analysis based on proton-proton collisions corresponding to an integrated luminosity of 35.9 fb$^{-1}$ at $\sqrt{s} = 13$ TeV [4], the physics reach at the High-Luminosity LHC with 3000 fb$^{-1}$ at $\sqrt{s} = 14$ TeV with the upgraded CMS detector was studied. The final state consists of a hadronically decaying tau lepton and $p_T^{\text{miss}}$ caused by neutrinos. The interpretation was performed in the benchmark sequential standard model (SSM) with an additional charged gauge boson $W'$. With the high luminosity, the sensitivity can be substantially improved. The discovery at a significance level of 3(5) standard deviations is possible for $W'$ boson masses of 6.9(6.4) TeV, respectively. In case of no observation, SSM $W'$ boson masses up to 7.0 TeV can be excluded.

While the SSM assumes standard-model-like couplings, weaker couplings are possible. Depending on the value of the $W'$ boson mass, the high-luminosity data will allow to study couplings down to nearly $10^{-2}$. To allow interpretations in other models, a model-independent limit on the cross section was provided.
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This note estimates the ATLAS detector performance in measuring the branching fractions of the very rare decays $B^{0}_{s} \to \mu^{+}\mu^{-}$ and $B^{0} \to \mu^{+}\mu^{-}$ using data collected during the whole LHC Run 2 campaign and during the whole HL-LHC campaign. The estimation is obtained by means of pseudo-MC experiments based on the measurement of the two processes performed by the ATLAS experiment using the full integrated luminosity collected during the Run 1 data taking campaign.
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1 Introduction

This note documents a simulation-based study of the confidence regions for the search for very rare decays $B^0 \rightarrow \mu^+ \mu^-$ and $B^0_s \rightarrow \mu^+ \mu^-$ using the statistics to be collected in Run 2 and HL-LHC with the ATLAS detector [1]. Both processes are flavour-changing neutral-current (FCNC) mediated and therefore highly suppressed in the SM, nevertheless their branching fractions have been accurately predicted [2]:

\[
\mathcal{B}(B^0_s \rightarrow \mu^+ \mu^-) = (3.65 \pm 0.23) \times 10^{-9} \quad \text{and} \quad \mathcal{B}(B^0 \rightarrow \mu^+ \mu^-) = (1.06 \pm 0.09) \times 10^{-10}.
\]

The measurement of the two branching fractions is relevant to indirect searches for physics beyond the Standard Model [3–11], therefore these processes are a flagship in B-physics analyses.

The present studies are based on the latest result from the ATLAS collaboration regarding this search, which is based on the data collected during Run 1 [12].

2 Extrapolation Procedure

The analysis sensitivity is expressed with expected $BR(B_d \rightarrow \mu\mu) - BR(B_s \rightarrow \mu\mu)$ contour plots centred at the SM expected value for these processes. These contour plots are obtained predicting the expected statistics relative to the Run 1 analysis, and then running the same fitting and toy-MC machinery used for the Run 1 result. The yield extrapolation is performed for the total expected Run 2 yield, and then for 3 ab$^{-1}$ of HL-LHC integrated luminosity.

All sensitivities are obtained assuming as central value the SM expectation [2]. Offline analysis selections and reconstruction efficiencies are assumed to be the same as the published Run 1 result, while yields are corrected for different center of mass energy, trigger selections and integrated luminosities. The S/B ratio is assumed to be the same as the Run 1 analysis, since the analysis selection variables make it very robust against pile-up (thanks e.g. to vertexing quality and pointing angle requirements), and the dominant source of background after the final analysis selection is from heavy flavour decays. The HL-LHC ATLAS tracker upgrades [13, 14] entail improvements in vertex and mass determination, partly enhanced by the increased muon trigger momentum thresholds. While the decay length resolution improvements are neglected in favor of a conservative S/B assumption, the signal mass resolution variations are taken into account when assessing the analysis sensitivity. This variation is assessed using HL-LHC simulations: figure 1 ([13]) shows the comparison of signal width obtained from Run 2 simulations to the one obtained simulating HL-LHC detector and collision conditions. The substantial improvement in mass resolution reflects in an improved signal statistical significance and separation of $B_s \rightarrow \mu\mu$ and $B_d \rightarrow \mu\mu$ decays, as demonstrated in section 6.2.

The expected Run 2 confidence level bands need to be derived (due to the low-statistics regime of this analysis) using a profiled likelihood ratio Neyman belt construction. As the sample statistics increases, the fit likelihood maximum approaches asymptotic Gaussian behaviour, closely reproducing the two-dimensional Neyman construction contours. This approximation is exploited to reduce the computational burden of the results.

The HL-LHC extrapolations are expected to be sufficiently well approximated with likelihood contours. The full Run 2 extrapolation is a pivotal point in this study, justifying the asymptotic approach used in confidence band extraction for the HL projections.
In order to determine the $BR(B_d \to \mu\mu) - BR(B_s \to \mu\mu)$ confidence regions, the expected signal yield is obtained through the following expression:

$$
\text{(projected signal statistics)} = \frac{(\text{Run 1 signal statistics}) \times (\text{projected B cross-section})}{(\text{Run 1 B cross-section})} \times \frac{(\text{projected Luminosity})}{(\text{Run 1 Luminosity})} \times \frac{(\text{projected trigger efficiency})}{(\text{Run 1 trigger efficiency})}.
$$

(1)

Where the B production cross-section scale factor we use assumes, conservatively, that Run 1 data have been all collected at a center of mass energy of 8 TeV. Each of the ratios in equation 1 are quantified in sections 4 and 5.

### 2.1 Systematic uncertainties

The Run 1 analysis parametrizes two classes of systematic uncertainties: the ones coming from external inputs (e.g. the $f_s/f_d$ ratio and the $B^+ \to J/\psi(\to \mu\mu)K^+$ branching ratio) and those depending on internal analysis effects (invariant mass fit shapes, efficiencies, etc.). The latter category is parameterized as a function of the signal yields where dependencies are found to be significant.
This study extrapolates the same systematic uncertainties including the same signal yield parameterization found in the Run 1 studies. As for the external sources of systematic uncertainties, it is plausible to expect that these will be reduced with other measurements and could optimistically scale for the most part like statistical uncertainties. This study however conservatively assumes their values to be those used in the Run 1 analysis.

3 Run1 cross-check

Since this study re-implements in the Run 2 $B \rightarrow \mu \mu$ analysis framework the same techniques employed in the run 1 analysis, the ATLAS Run 1 analysis is reproduced first. Like for the Run 1 publication, contour plots are obtained as profiled likelihood contours, with a central fitted value consistent with the Run 1 analysis. To this effect, a mock dataset similar to the real Run 1 data sample is generated using toy simulations and then fit with the same fitting technique used in Run 1. The resulting contours are compatible with the ones obtained in Run1 with real data.

4 Extrapolation to full Run 2 statistics

The three main ingredients of equation 1 are computed as follows:

1. **B production cross section with respect to Run 1:**
   due to the Run 2 increased center of mass energy a value $\sim 1.7$ times higher is expected, according to studies performed using FONLL [16].

2. **The expected collected luminosity for the selected triggers in Run 2:**
   we assume $130 \text{ fb}^{-1}$ as the total Run 2 integrated luminosity. Similar trigger conditions as the ones present in 2017 are projected to 2018.

3. **The efficiency of the dimuon triggers available in Run 2 with respect to the Run 1 triggers:**
   these have been calculated exploiting $B_{\text{s}} \rightarrow \mu^{+} \mu^{-}$ MC simulations for the Run 2 data-taking conditions.

In order to compute the relative Run 2/Run 1 trigger efficiency, simulated signal events were fully reconstructed and the same preselections as the Run 1 analysis [12] were applied. All efficiencies are normalized to the 4 GeV dimuon (2MU4) trigger selection, with the Run 2 dataset assumed to be collected with an admixture of triggers extrapolating to 2018 data-taking the same trigger selections and prescales implemented in 2017.

These ingredients predict a 7-fold increase with respect to Run 1 statistics.

5 Extrapolation to HL-LHC statistics

The prediction of the HL-LHC $B \rightarrow \mu \mu$ signal yield is based on equation 1, taking into account $3 \text{ ab}^{-1}$ of expected integrated luminosity and the triggers foreseen by [17]:
1. **B production cross section with respect to Run 1.**
   any further increase in the center of mass energy relative to Run 2 is neglected, conservatively assuming the same $\times 1.7$ factor as for the Run 2 extrapolation.

2. **expected collected luminosity for the selected triggers at HL-LHC.**
   an integrated luminosity of $\approx 3\text{ab}^{-1}$ ($3000\text{fb}^{-1}$) is assumed to be collected during the whole HL-LHC data taking period;

3. **efficiency of the dimuon triggers available at HL-LHC with respect to the Run 1 triggers.**
   the HL-LHC signal trigger efficiencies have been calculated exploiting the same MC simulations used in section 4. The pile-up conditions in these simulations differ from what expected for HL-LHC, but this is irrelevant when assessing truth-matched signal efficiencies. Based on the prospective triggers foreseen in [17], we explore different dimuon transverse momentum thresholds ($p_T^{\mu_1}, p_T^{\mu_2}$): (6 GeV, 6 GeV), (6 GeV, 10 GeV) and (10 GeV, 10 GeV).

Depending on these dimuon trigger thresholds, three working points are inferred:
- Conservative: $\times 15$ Run 1 statistics;
- Intermediate: $\times 60$ Run 1 statistics;
- High-yield: $\times 75$ Run 1 statistics.

### 6 Results

#### 6.1 Run 2 Contours

A two-dimensional Neyman construction [18] based on likelihood ratio ranking is used to identify the 68.3%, 95.5% and 99.7% confidence level regions for the combined measurement of $\mathcal{B}(B_s^0 \to \mu^+ \mu^-)$ and $\mathcal{B}(B^0 \to \mu^+ \mu^-)$. Pseudo-MC experiments are used in the Neyman construction procedure and to verify the coverage.

Figure 2 compares the Neyman-construction based Run 1 and Run 2 confidence regions and the Standard Model theoretical prediction with its uncertainty [2]. Systematic uncertainties are included in both sets of contours.

As introduced in section 2, at the level of full Run 2 statistics the behavior of the likelihood function is expected to be almost asymptotic. This is shown in figure 3, where 68.3%, 95.5% and 99.7% (stat+syst) confidence regions constructed with Neyman belt and and the asymptotic likelihood approaches are compared: consistency is very good for the 68.3% contour, and progressively deviates from gaussianity (with inconsistencies at the level of 15-20%) at larger $\Delta \log L$. This is due to the progressively less adequate Gaussian approximation of the Likelihood maximum. These residual non-gaussianities decrease at the higher statistics projected for HL-LHC, therefore allowing the $\Delta \log L$ contour approach to be sufficient for HL-LHC extrapolations.

The effect of systematic uncertainties is illustrated in Figure 4. This figure shows the 2D Neyman belt based Run 2 extrapolated confidence regions and the Standard Model theoretical prediction with its uncertainty. The dominant systematic uncertainty is coming from the $f_s/f_d$ ratio and fit shape uncertainties, affecting predominantly or exclusively $\text{BR}(B_s \to \mu \mu)$, and therefore resulting in a ‘rotation’ of the measurement ellipsoid to be more parallel to the x-axis.
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Figure 2: Comparison of the 68.3% (solid), 95.5% (dashed) and 99.7% (dotted) stat.+syst. confidence regions for the Run 1 statistics (blue, outermost) and the extrapolated Run 2 statistics (red, innermost). The confidence regions are obtained with the 2D Neyman belt construction, based on pseudo-MC experiments and the Run 1 analysis likelihood. The Run 2 pseudo-MCs reproduce the expected signal mass resolution and have been scaled with respect to their Run 1 counterpart according to the triggers available in Run 2, the different integrated luminosity and the different $B$ production cross section. The black point shows the SM theoretical prediction and its uncertainty [2].

6.2 HL-LHC Contours

Section 6.1 indicates that with the statistics expected in the HL scenarios considered the profiled likelihood contours sufficiently well approximate the expected analysis performance.

Two different sets of likelihood ratio contours corresponding to 68.3%, 95.5% and 99.7% probability are obtained, with and without systematic uncertainties. All working points described in section 5 are considered and result in the contours illustrated in figures 5, 6 and 7.

In Table 1 we compare the profiled likelihood uncertainties separately for the $\mathcal{B}(B_{s}^0 \rightarrow \mu^+\mu^-)$ and $\mathcal{B}(B^0 \rightarrow \mu^+\mu^-)$ measurements, at the various data taking points discussed in the previous paragraphs. Statistical uncertainty uniformly decreases with statistics as expected, while systematic uncertainties show a distinct behaviour for $B_{s}^0 (f_s/f_d$ dominated) and $B^0$ yields.
7 Conclusions

A detailed study of the ATLAS experiment reach in the search for rare decays of $B^0_s \rightarrow \mu^+\mu^-$ is presented. The study is based on the results of the analysis performed on the data collected during Run 1 of LHC, and takes into account several aspects of the extrapolation such as e.g. trigger selections and efficiencies, detector performance effects, luminosity and collision energy conditions.

Systematic uncertainties are extrapolated from the Run 1 analysis, without assumptions on the evolution of external sources of systematic uncertainties such as $f_s/f_d$ and the BR of the reference channel. Extrapolations of the statistics available in the datasets to be collected during Run 2 and HL-LHC are performed and the confidence regions for Run 1, Run 2 and HL-LHC statistics are obtained. The extrapolations take into account different mass resolution performances of the configurations considered as well as the effect of different trigger selections and signal and background yields dependencies on the collision center of mass energy.
Figure 4: Comparison of 68.3% (solid), 95.5% (dashed) and 99.7% (dotted) confidence level contours obtained exploiting the 2D Neyman belt construction for the Run 2 case. Red contours are statistical only; blue contours include systematics uncertainties from the ATLAS Run1 analysis [12] extrapolated to Run 2 statistics. The Run 2 pseudo-MCs reproduce the expected signal mass resolution and have been scaled with respect to their Run 1 counterpart according to the triggers available in Run 2, the different integrated luminosity and the different B production cross section. The black point shows the SM theoretical prediction and its uncertainty [2].

This study reports also in table 1 the projected uncertainties on the individual $B_s$ and $B_d$ branching ratios for the scenarios considered.
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<table>
<thead>
<tr>
<th></th>
<th>$\mathcal{B}(B_s^0 \rightarrow \mu^+ \mu^-)$</th>
<th>$\mathcal{B}(B^0 \rightarrow \mu^+ \mu^-)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stat $[10^{-10}]$</td>
<td>stat + syst $[10^{-10}]$</td>
</tr>
<tr>
<td>Run 2</td>
<td>7.0</td>
<td>8.3</td>
</tr>
<tr>
<td>HL-LHC: Conservative</td>
<td>3.2</td>
<td>5.5</td>
</tr>
<tr>
<td>HL-LHC: Intermediate</td>
<td>1.9</td>
<td>4.7</td>
</tr>
<tr>
<td>HL-LHC: High-yield</td>
<td>1.8</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Table 1: Uncertainty on $\mathcal{B}(B_s^0 \rightarrow \mu^+ \mu^-)$ and $\mathcal{B}(B^0 \rightarrow \mu^+ \mu^-)$ as reported by the fitting procedure applied to the toy simulations. The results are centred on the SM theoretical prediction [2]. For each extrapolation performed, statistical and statistical+systematic uncertainties are reported in units of $10^{-10}$. These values can be compared with the combined Run 1 measurement of CMS and LHCb [19] $\mathcal{B}(B_s^0 \rightarrow \mu^+ \mu^-) = (2.8^{+0.7}_{-0.6}) \times 10^{-9}$, $\mathcal{B}(B^0 \rightarrow \mu^+ \mu^-) = (3.9^{+1.6}_{-1.2}) \times 10^{-10}$ and the latest 2015+2016-data LHCb result [20] $\mathcal{B}(B_s^0 \rightarrow \mu^+ \mu^-) = (3.0 \pm 0.6^{+0.3}_{-0.2}) \times 10^{-9}$. The table reports a sufficient number of significant digits to highlight the difference between statistical+systematics and systematics-only uncertainties.

Figure 5: Comparison of 68.3% (solid), 95.5% (dashed) and 99.7% (dotted) confidence level profiled likelihood ratio contours for the working point at $\times 15$ Run 1 statistics. This corresponds to the ’conservative’ HL-LHC extrapolation, based on yield projections for the (10GeV, 10GeV) dimuon trigger. Red contours do not include the systematic uncertainties, which are then included in the blue ellipsoids. The black point shows the SM theoretical prediction and its uncertainty [2].
Figure 6: Comparison of 68.3% (solid), 95.5% (dashed) and 99.7% (dotted) confidence level profiled likelihood ratio contours for the working point at x60 Run 1 statistics. This corresponds to the 'intermediate' HL-LHC extrapolation, based on yield projections for the (6GeV, 10GeV) dimuon trigger. Red contours do not include the systematic uncertainties, which are then included in the blue ellipsoids. The black point shows the SM theoretical prediction and its uncertainty [2].
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Figure 7: Comparison of 68.3% (solid), 95.5% (dashed) and 99.7% (dotted) confidence level profiled likelihood ratio contours for the working point at $x75$ Run 1 statistics. This corresponds to the 'high-yield' HL-LHC extrapolation, based on yield projections for the (6GeV, 6GeV) dimuon trigger. Red contours do not include the systematic uncertainties, which are then included in the blue ellipsoids. The black point shows the SM theoretical prediction and its uncertainty [2].
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Abstract

The sensitivity of the upgraded CMS detector for measuring the rare decays $B_s^0 \to \mu^+ \mu^-$ and $B^0 \to \mu^+ \mu^-$ in the HL-LHC scenario is studied. The upgraded detector, especially with its improved momentum resolution, and the foreseen total integrated luminosity of 3000 fb$^{-1}$ are expected to enable high precision measurements of the branching fractions of $B_s^0 \to \mu^+ \mu^-$ and the effective lifetime of the $B^0 \to \mu^+ \mu^-$ decay with reduced systematic and statistical uncertainties. At 3000 fb$^{-1}$, it will also be possible to observe the $B^0 \to \mu^+ \mu^-$ decay with more than 5$\sigma$ significance.
1. Introduction

The decays $B^0 \rightarrow \mu^+ \mu^-$ and $B_s^0 \rightarrow \mu^+ \mu^-$ are flavor changing neutral current (FCNC) transitions $b \rightarrow s(d)$ that cannot proceed at the tree level but can occur at the one-loop level via electroweak penguin and box diagrams in the standard model (SM) [1]. The decays are furthermore helicity suppressed by a factor of $m(\mu)^2/m(B)^2$, where $m(\mu)$ and $m(B)$ are the masses of the muon and $B^0$ meson, respectively. The SM predictions [2, 3] for the branching fractions are $B(B^0 \rightarrow \mu^+ \mu^-) = (3.57 \pm 0.17) \times 10^{-9}$ and $B(B^0_s \rightarrow \mu^+ \mu^-) = (1.06 \pm 0.09) \times 10^{-10}$. These are time-integrated branching fractions where the decay width differences of the heavy and light states of the $B^0_s$ meson are taken into account.

Moreover, new physics (NP) models [4, 5] also predict enhancements to the branching ratios for these rare decays and therefore studies of rare $B$ decays provide excellent opportunities to search for NP.

In the $B^0_s - \bar{B}^0_s$ mixing, there is a sizable difference $\Delta \Gamma_s = \Gamma_L - \Gamma_H$ between the decay widths of the $B^0_s$ light and heavy mass eigenstates which was experimentally measured [6]. From this measured decay width difference, it is possible to define the parameter $y_s \equiv \tau_{B^0_s}\Delta \Gamma_s/2 = 0.062 \pm 0.006$, where $\tau_{B^0_s} = 1.510 \pm 0.005$ ps is the $B^0_s$ mean lifetime. The parameter $A_{\Delta \Gamma}$ is defined as $A_{\Delta \Gamma} = -2\Im(\lambda)/(1 + |\lambda|^2)$, with $\lambda = (q/p)(A(B^0_s \rightarrow \mu^+ \mu^-)/A(B^0_s \rightarrow \mu^+ \mu^-))$. The complex coefficients $q$ and $p$ define the mass eigenstates of the $B^0_s - \bar{B}^0_s$ system in terms of the flavour eigenstates. Within the SM, $A_{\Delta \Gamma}$ is expected to be $+1$, i.e. that the decay occurs mostly through the heavier $B^0_s$ eigenstate with an effective lifetime defined by

$$\tau_{\mu^+ \mu^-} \equiv \frac{\int_0^\infty t\langle (\Gamma(B^0_s(t)) \rightarrow \mu^+ \mu^-) \rangle}{\int_0^\infty \langle (\Gamma(B^0_s(t)) \rightarrow \mu^+ \mu^-) \rangle},$$

where $t$ is the proper decay time. The effective lifetime is related to the $B^0_s$ mean lifetime through the relation

$$\tau_{\mu^+ \mu^-} = \frac{\tau_{B^0_s}}{1 - y_s^2} \left( 1 + 2A_{\Delta \Gamma}y_s + y_s^2 \right)$$

However, the $B^0_s \rightarrow \mu^+ \mu^-$ decay could receive contributions beyond the SM, whose current bounds do not actually exclude any $A_{\Delta \Gamma}$ value in the whole range $[-1, +1]$.

CMS [7], ATLAS [8] and LHCb [9] have measured the $B^0_s \rightarrow \mu^+ \mu^-$ branching fraction using data collected during the LHC Run-I. The measured branching fractions are $(3.0^{+1.0}_{-0.9}) \times 10^{-9}$, $(0.9^{+1.1}_{-0.8}) \times 10^{-9}$ and $(2.9^{+1.1}_{-1.0}) \times 10^{-9}$ from CMS, ATLAS and LHCb, respectively. The combination of the CMS and LHCb results gives $B(B^0_s \rightarrow \mu^+ \mu^-) = (2.8^{+0.7}_{-0.6}) \times 10^{-9}$ [10], in good agreement with the SM expectation. The CMS analysis is based on an integrated luminosity of 25 fb$^{-1}$ and 5 fb$^{-1}$ collected at the center-of-mass energy of $\sqrt{s} = 7$ TeV and 20 fb$^{-1}$ at 8 TeV. The uncertainty of the measured branching ratio is dominated by the statistical uncertainty, hence it is expected to decrease with the accumulation of more data. Similarly, all experiments reported upper limits on the $B(B^0 \rightarrow \mu^+ \mu^-)$ ($1.1 \times 10^{-9}$ for CMS, $4.2 \times 10^{-10}$ for ATLAS and $7.4 \times 10^{-10}$ for LHCb, at 95% confidence level) and again a larger sample size should improve the result. In the meantime, the ATLAS [11] and LHCb [12] updated their analyses using partial Run 2 data where no evidence of the decay $B^0 \rightarrow \mu^+ \mu^-$ is reported.

In this study, we focus on the mass resolution improvements with the Phase-2 CMS detector.
The new tracker detector will feature 4 pixel barrel layers and 5 disks on either endcap. The outer tracker material budget will diminish by roughly a factor of 2 in the central region (|\eta| < 1) and about a factor of 3 in the intermediate region around 1.2 < |\eta| < 1.5 [13]. This, combined with a smaller silicon sensors pitch, will improve the momentum resolution especially in the barrel region (|\eta| < 1.4) and will help to separate the \( B^0 \) signal from the tail of the \( B^0 \) signal, which now becomes a background to the \( B^0 \) measurement. Therefore, we investigate the contamination of the \( B^0 \) signal region from the \( B^0 \) candidates and also from the background candidates of the rare semileptonic \( B \) decays (e.g. from \( B^0 \to \pi^- \mu^+ \nu \)), where a hadron is misidentified as a muon. Then, we focus on the estimation of the sensitivity of branching fraction and decay time measurements using pseudo-experiments. The studies are based on the detailed Run-2 and Phase-2 full detector simulations using the GEANT4-based simulation package [14]. Monte-Carlo (MC) samples of the \( B \) decays that result in a random combination of muons. Rare semileptonic \( B \) decays (e.g. from \( B^0 \to K^+ \pi^- \)), when both hadrons from the decay are misidentified as muons.

2 Analysis Strategy

This study is based on the Run-2 analysis strategy that is applied to the upgraded CMS tracking system.

We measure rare leptonic neutral \( B \) decays, in particular \( B^0_s \to \mu^+ \mu^- \) and \( B^0 \to \mu^+ \mu^- \). The \( B \) candidate reconstruction starts with two opposite sign “global muons” [15] that are combined in a common displaced vertex fit to form a dimuon candidate. We require for the muon track \( p_T > 4 \) GeV and |\eta| <1.4. We keep candidates with an invariant mass \( 4.5 < m_{\mu^+ \mu^-} < 6.5 \) GeV. The fitted dimuon candidate is required to fulfill \( p_T > 6.5 \) GeV. Some useful variables for rejecting the backgrounds are

- \( l_{3D}/\sigma(l_{3D}) \): The flight length significance of the \( B \) candidate (the distance between the secondary and primary vertex, divided by its uncertainty);
- \( \delta_{3D}/\sigma(\delta_{3D}) \): The significance of the 3D impact parameter of the \( B \) candidate with respect to the selected primary vertex;
- \( a_{3D} \): The pointing angle of the \( B \) candidate;
- \( d_{ca}^0 \): The minimum distance of closest approach to the \( B \) candidate vertex of a track (not belonging to the \( B \) candidate) in the event;
- \( \chi^2/ndf \): The vertex fit \( \chi^2 \) of the dimuon vertex;
- \( N_{\text{track}}^{\text{close}} \): The number of tracks in the vicinity of the \( B \) decay vertex;

Isolation variables:

- \( I \equiv p_{\perp} \| \left( p_{\perp} + \sum_{\text{trk}} p_{\perp} \right) \): The isolation of the \( B \) candidate while \( p_{\perp} > 0.9 \) GeV, \( \Delta R < 0.7 \) and \( d_{ca}^0 < 0.05 \) cm.
- \( I_{\mu} \equiv p_{\perp} \| \left( p_{\perp} + \sum_{\text{trk}} p_{\perp} \right) \): The isolation of the muon candidate while \( p_{\perp} > 0.5 \) GeV, \( \Delta R < 0.5 \) and \( d_{ca}^0 < 0.1 \) cm.

The background is composed of several sources. Combinatorial background arises from two uncorrelated semileptonic \( B \) decays that result in a random combination of muons. Rare semileptonic \( B \) decays, such as \( B^0 \to h \mu + \nu \) where a hadron is misidentified as a muon and where the neutrino carries away only a small amount of energy. There is also a background component from two-body hadronic decays, “peaking” background (e.g. from \( B^0 \to K^+ \pi^- \)), when both hadrons from the decay are misidentified as muons.

---
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The peaking background has significantly higher branching fraction than the signal branching fractions, thus an advanced muon identification algorithm was developed based on boosted decision tree (BDT), muon BDT, to separate the genuine muons from the hadrons that are misidentified as muons.

A second BDT, based on different properties of events, is used to separate signal events from other backgrounds. The variables used for this BDT are basically the same as in the CMS Run-I analysis [7], which includes those listed above. The signal-to-background ratio \( S/B \), which depends on momentum resolution, is best in the barrel region and degrades if one or both muons are detected in the forward region. Therefore, the analysis is performed in two different regions defined by the pseudorapidity of the most forward muon \( |\eta_f| \): Channel 0 is defined as \( |\eta_f| < 0.7 \) and channel 1 is given by \( 0.7 < |\eta_f| < 1.4 \).

To extract the signal yield, an unbinned maximum likelihood fit to the dimuon invariant mass distribution is performed in bins of the discriminant variable of the second BDT. For the determination of the \( B_0^s \rightarrow \mu^+\mu^- \) branching fraction, a normalization decay channel \( B^+ \rightarrow J/\psi K^+ \) is used. The latter decay has a well measured branching fraction and has similar topology/kinematics as the signals, so that their trigger and selection efficiencies do not differ significantly. Therefore, the \( B(B_0^s \rightarrow \mu^+\mu^-) \) is expressed as a function of the number of signal events \( N_{\text{sig}}(B_0^s \rightarrow \mu^+\mu^-) \) normalized to the number of \( B^+ \rightarrow J/\psi K^+ \) events. This approach eliminates uncertainties related to the \( b \)-quark production cross section and the integrated luminosity and reduces the systematic uncertainties because of partial cancellation between the signal and normalization.

The formula for the branching fraction is:

\[
B(B_0^s \rightarrow \mu^+\mu^-) = \frac{N_{\text{sig}}}{N_{\text{norm}}} \times \frac{f_u/f_s}{\epsilon_{\text{norm}}} \times \frac{\epsilon_{\text{sig}}}{\epsilon_{\text{sig}}} \times B(B^+ \rightarrow J/\psi K^+), \tag{3}
\]

where \( N_{\text{norm}} \) is the number of reconstructed \( B^+ \rightarrow J/\psi K^+ \) decays, \( B(B^+ \rightarrow J/\psi K^+) = (1.010 \pm 0.029) \times 10^{-3} \) [16], \( \epsilon_{\text{norm}} \) is the total efficiency for the normalization channel, \( N_{\text{sig}} \) is the number of signal candidates, \( \epsilon_{\text{sig}} \) is the total signal efficiency, and \( f_u/f_s \) is the fragmentation function, which is 0.250\( \pm \)0.012 [16].

For the measurement of the \( B_0^s \rightarrow \mu^+\mu^- \) effective lifetime the following procedure is applied. First an unbinned maximum likelihood fit to the dimuon invariant mass distribution is performed. Based on the fit results, a projection along the proper decay time distribution for the \( B_0^s \) signal events is built with the sPlot [17] technique. To make it more clear, for each event, we have the information of the reconstructed invariant mass, mass resolution and decay time. In this analysis, we perform an unbinned maximum likelihood (UML) fit to mass and mass resolution to extract the “weight” to be a signal (sWeight) for each event with the sPlot method. By applying these weights to the decay time for each event, one obtains the background-subtracted decay time distribution. Subsequently, a binned maximum likelihood fit to the signal proper time distribution obtained from sPlot is carried out to extract the effective lifetime of the \( B_0^s \) meson. The model used in the lifetime fit is formed by an exponential function, convolved with a Gaussian function that describes the expected decay time resolution, multiplied by an efficiency function that accounts for reconstruction and selection effects on the shape of the proper time distribution.
3 Results

The results of this analysis are split into two parts. The first one describes the improvements in the invariant mass reconstruction of the dimuon system due to the new inner tracking system with improved granularity. The second part includes the sensitivities of the effective lifetime and branching fraction measurements using pseudo-experiments generated with a MC technique. The baseline of the pseudo-experiments is the Run-2 probability density functions (PDF) for the signal and background components, which is modified with the improved mass resolutions obtained from the full simulation of the HL-LHC detector.

Compared to the CMS Run-I analysis [7], the Run-2 analysis improvements include a more advanced UML fit, an improved muon identification algorithm, and most importantly the determination of the $B_0^s \to \mu^+ \mu^-$ effective lifetime.

We have estimated the evolution of the systematic uncertainties from their Run-II values to the HL-LHC era as follows: The major sources of systematic uncertainties are from external physics parameters (e.g. $f_u/f_s$ ratio and SM branching fractions of $B \to \mu^+ \mu^-$ and $B^+ \to J/\psi K^+$) and those depending on internal analysis effects (e.g. individual signal and background yields, efficiencies, etc.)

The uncertainty on the muon identification (ID) efficiency ratio is determined by the difference of data and MC efficiency ratio from $[B^+ \to J/\psi K^+]/[B_0^s \to J/\psi \phi]$ and is assumed to diminish to 1% for the Phase-2 case. In this study, it is expected that the dimuon trigger for the signal and normalization channels will remain the same.

The major systematics shown in Table 1 are implemented in the PDFs as nuisance parameters. The external input to the UML, the value of $f_u/f_s$ relative uncertainty is currently known as 5.8% [18], as it is the same value used in Run-2 analysis. This uncertainty is assumed to be 3.5% for 14 TeV which is dominated by systematic uncertainties from form-factor ratios and branching fraction measurements.

The systematic uncertainty on the normalization yield enters the branching ratio formula (Eq. 3) directly. We determine this uncertainty from the yield difference between the results of the fit to the unconstrained $B^+$ and the fit to the $J/\psi$ mass-constrained $B^+$ invariant mass distribution. The Belle II collaboration is expected to be able to improve this measurement and a residual total systematic uncertainty of 1.4% seems reasonable for the Phase-2 scenario. The uncertainty due to the peaking and semileptonic backgrounds is currently dominated by the uncertainty on the hadron misidentification probability (proton, charged pion or kaon). To determine the systematic uncertainty on the muon misidentification probability for pions, kaons and protons, we calculate the bin-averaged misidentification probability for data and MC simulation. From these values and their errors, we calculate the error-weighted average and its uncertainty. The relative uncertainty of this average is used as systematic uncertainty. We assume the uncertainty on the hadron misidentification probability for kaons and pions to be 10%. As a result of this, the relative uncertainties on the yield of peaking background and semileptonic background are 20% and 15%, respectively, during the Run-2 era. As a reasonable assumption, these two uncertainties are expected to reduce by a factor of 2, resulting in estimates of 10% and 7.5%, respectively, for the Phase-2 scenario.

The selection efficiency depends on the effective lifetime of $B_0^0$ and its uncertainty, assumed to be 2% during Phase-2 era. The systematic uncertainty for the determination of the $B_0^s \to \mu^+ \mu^-$ effective lifetime will be limited by the knowledge of the trigger efficiency as a function of the $B_0^s \to \mu^+ \mu^-$ decay time. We expect that this uncertainty can be well measured with $B^+ \to J/\psi K^+$ decays using similar triggers (except for the dimuon mass range). The systematic
Table 1: Input sources of systematic uncertainties and the propagated uncertainties on the $B \rightarrow \mu^+ \mu^-$ branching fractions, $\delta B(B^0 \rightarrow \mu^+ \mu^-)$ and $\delta B(B^0 \rightarrow \mu^+ \mu^-)$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Input uncertainties</th>
<th>$\delta B(B^0 \rightarrow \mu^+ \mu^-)$</th>
<th>$\delta B(B^0 \rightarrow \mu^+ \mu^-)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon ID efficiency ratio</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>$B^+$ normalization yield</td>
<td>1.4%</td>
<td>1.4%</td>
<td>1.4%</td>
</tr>
<tr>
<td>$f_u/f_s$ ratio</td>
<td>3.5%</td>
<td>3.5%</td>
<td>-</td>
</tr>
<tr>
<td>Effective lifetime</td>
<td>2%</td>
<td>2%</td>
<td>-</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>1.5%</td>
<td>1.5%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Other sources</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>Peaking background yield</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Semileptonic background yield</td>
<td>7.5%</td>
<td>0.5%</td>
<td>2.7%</td>
</tr>
</tbody>
</table>

The mass resolutions are determined by fitting the dimuon mass with a single Gaussian function around the most probable mass value. The resolutions for signal $B^0 \rightarrow \mu^+ \mu^-$ and $B^0 \rightarrow \pi^- \mu^+ \nu$ decays are obtained from detailed MC simulation for the Phase-2 and Run-2 scenarios. In the simulation, $pp$ collisions are generated using PYTHIA 8.212 [19] with the configuration of $2 \rightarrow 2$ QCD process. Decays of hadrons are described by EVTGEN [20] and final state radiation is generated using PHOTOS [21]. The interaction of the generated particles with the detector and its response are implemented using the GEANT4 [14] toolkit.

Both cases are strongly affected by the mass resolutions. For this study, the mass resolutions of the $B^0 \rightarrow \mu^+ \mu^-$ and $B^0 \rightarrow \mu^+ \mu^-$ signal and $B^0 \rightarrow \pi^- \mu^+ \nu$ backgrounds are obtained from the results and compare the performance of Phase-2 against Run-2. In Fig. 1, the signal mass distributions for $|\eta_f| < 1.4$ are overlayed. The improved separation between $B^0 \rightarrow \mu^+ \mu^-$ and $B^0 \rightarrow \mu^+ \mu^-$ in Phase-2 is evident. This will help to separate the $B^0$ signal from the tails of $B^0$ signal, which now becomes a background for the $B^0$ measurement. It is crucial to separate the $B^0$ and $B^0$ peak in the determination of the significance of the $B^0 \rightarrow \mu^+ \mu^-$ observation. In Fig. 2, the improvement on the mass resolutions is shown with the $B^0 \rightarrow \mu^+ \mu^-$ decay; left, the mass distributions for Run-2 and Phase-2 are overlayed within $|\eta_f| < 1.4$ and right, the resolution as a function of $\eta$ is illustrated.
Table 2: Mass resolutions for $B^0_s \to \mu^+\mu^-$ and $B^0 \to \mu^+\mu^-$, obtained from Gaussian fits to the core of the respective mass distributions (see text for details). The last column shows the ratio between the Run-2 and Phase-2 resolutions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0_s \to \mu^+\mu^-$, channel 0</td>
<td>37</td>
<td>26</td>
<td>1.4</td>
</tr>
<tr>
<td>$B^0_s \to \mu^+\mu^-$, channel 1</td>
<td>56</td>
<td>37</td>
<td>1.5</td>
</tr>
<tr>
<td>$B^0 \to \mu^+\mu^-$, channel 0</td>
<td>37</td>
<td>26</td>
<td>1.4</td>
</tr>
<tr>
<td>$B^0 \to \mu^+\mu^-$, channel 1</td>
<td>56</td>
<td>37</td>
<td>1.5</td>
</tr>
</tbody>
</table>

![Normalized invariant mass distributions](image)

Figure 1: The left plot shows the $B^0_s$ and $B^0$ invariant mass distributions in the Run-2 scenario. The right plot shows the $B^0_s$ and $B^0$ invariant mass distributions for Phase-2. The $B^0_s$ distribution is normalized to unity and the $B^0$ distribution is normalized according to the SM expectation.

The effect of the improved mass resolution is also visible in the invariant mass distribution of $B^0 \to \pi^- \mu^+\nu$ decays where the pion is misidentified as a muon. This background source is a limitation on the sensitivity of the $B^0 \to \mu^+\mu^-$ search. Even though it is not as significant in the case of $B^0_s \to \mu^+\mu^-$, it also contributes to the $B^0_s$ signal region. In the Run-2 analysis, the $\Lambda_b \to p\mu\nu$ decay is not a large component of the semileptonic background anymore. The decay is now simulated with form factors, calculated in QCD sum rules on the light-cone (LCSR) [22], instead of phase space and its contribution is less than 10% of the total semileptonic background. With improved mass resolution of CMS Phase-2 tracker, it is expected to lower the contribution of $B^0 \to \pi^- \mu^+\nu$ background into the $B^0$ signal region by $\sim$30% in the mass interval 5.2 $< m < 5.3$ GeV as shown in Fig 3.

### 3.2 Pile-up effects

To check the effects of the pile-up on offline reconstruction, we study the distributions of the $B^0_s$ candidate isolation discriminant in the Phase-2 scenario, respectively with no simulated pile-up or with average pile-up of 200 events per bunch crossing. Isolation parameters are important in terms of their sensitivity to pile-up, e.g. the more pile-up, the more tracks will be present in the vicinity of the $B$ candidate. Since these parameters are not affected by high pile-up, we may conclude the signal efficiency will remain the same during the Phase-2 era. Apart from this fact, it is also one of the most important input variables of the BDT in order to separate signal...
3. Results

Figure 2: (left) Mass distributions for $B_{s}^{0} \rightarrow \mu^{+}\mu^{-}$ in the Run-2 and Phase-2 scenarios for $|\eta_{f}| < 1.4$. A single Gaussian is fit to the core of the mass distribution (see text for details). (right) Mass resolution as a function of $|\eta_{f}|$.

Figure 3: Contribution of $B^{0} \rightarrow \pi^{-}\mu^{+}\nu$ background events (with the pion misidentified as a muon) into the signal regions. The ratio of number of $B^{0} \rightarrow \pi^{-}\mu^{+}\nu$ events for Phase-2 to Run-2 is 5/19 in the mass interval 5.2 < $m$ < 5.3 GeV of the $B^{0}$ signal region.

The definition of the B-candidate isolation is the same as in Run-2:

$$ I = \frac{p_{T}(B)}{p_{T}(B) + \sum_{trk} p_{T}}, $$

(4)
where $p_T(B)$ is the B-candidate transverse momentum. The $\sum_{\text{trk}} p_T$ is extended over all the other tracks in a cone with $\Delta R = 0.7$, having $p_T > 0.9$ GeV and that are not associated to any PV but have the distance of the closest approach to the B decay vertex $d_0^{ca} < 0.05$cm. The last requirement is made to minimize the pile-up dependence of the variable.

The normalized distribution of the isolation variable for the two pile-up scenarios are shown in Fig. 4. Although the PU-200 MC sample has factor of 5 less statistics than the no-PU MC sample, we have observed no significant changes on the isolation variable distributions for Phase-2.

Figure 4: Normalized isolation variable distributions for the $B_0^0$ signal for the two pile-up scenarios is shown. The blue distribution represents the case with no pile-up while the red one is for average pile-up of 200 interactions per bunch crossing. In the bottom, the ratio between the PU=0 and the PU=200 distributions is also shown.

3.3 Sensitivity of branching fraction and decay time measurements

The expected performance of the analysis is estimated with pseudo-experiments based on toy MC, which provides a proper estimate of the statistical uncertainties.

The full simulated events are used to study the expected detector resolutions at Phase-2. This information is then used to construct the PDF models in the UML. The pseudo-experiments are carried out by generating the toy MC events based on the complete model and the expected yields. The corresponding systematic uncertainties are included as nuisance parameters (with either Gaussian or Lognormal constraints) in the likelihood fit. In the fits to each toy MC, the statistical and systematic uncertainties are evaluated together within MINUIT. The numerical values given as results are from the resulting uncertainty distributions of the fits (we are reporting median of the distribution here), and including both statistical and systematic effects.

Fig. 5 shows the invariant mass fit projections corresponding to an integrated luminosity of 3000 $fb^{-1}$ for both channels. In Fig. 6 the corresponding decay time distribution is shown with the fit projection overlayed. The expected variations from the pseudo-experiments divided by its uncertainties (pull) agree with a standard normal distribution.
3. Results

Figure 5: Invariant mass distributions with the fit projection overlayed, corresponding to an integrated luminosity of 3000 $fb^{-1}$. The left plot shows the central barrel region, $|\eta_f| < 0.7$ and the right plot is for $0.7 < |\eta_f| < 1.4$.

Figure 6: The binned maximum likelihood fit to the background-subtracted decay time distribution for the Phase-2 scenario. The effective lifetime from the fit is 1.61 $\pm$ 0.05 ps.

We provide the sensitivities of the measurement for the $B^0_s \rightarrow \mu^+ \mu^-$ effective lifetime and the branching fractions of the rare decays of $B^0_s$ and $B^0$ mesons to dimuons in Table 3. In the table, the total relative uncertainties on the branching fractions of the $B^0_s \rightarrow \mu^+ \mu^-$ and $B^0 \rightarrow \mu^+ \mu^-$ include both systematics and statistical uncertainties, while the absolute uncertainty on the $B^0_s$ effective lifetime is the statistical only. Based on the Run-2 analysis, it can be noted that the total uncertainty on the $B^0_s$ effective lifetime is currently dominated by the statistical uncertainty.

We have also repeated the pseudo-experiments without any systematics included. The results
show that the sensitivities of the $B^0$ branching ratios and of the range of the significance of $B^0$ observation do not change significantly. Therefore, it can be concluded that they are dominated by the statistics of the total uncertainties. On the contrary, the sensitivity of the $B^0_s$ branching ratio reduces significantly that it is mostly driven by the systematic ($\sim75\%$) uncertainties.

As an additional test to investigate the effect of the improved mass resolutions on the final results, we have performed the pseudo-experiments assuming the Run-2 mass resolutions. The studies show that there is a $\sim20\%$ improvement in the sensitivity of the $B^0$ branching fraction and the significance of its observation has a $\sim25\%$ gain due to the upgraded Phase-2 CMS tracker system.

Table 3: Estimated analysis sensitivity for different integrated luminosities. Columns in the table, from left to right: the total integrated luminosity, the median expected number of reconstructed $B^0_s$ and $B^0$ mesons, the total uncertainties on the $B^0_s \rightarrow \mu^+\mu^-$ and $B^0 \rightarrow \mu^+\mu^-$ branching fractions, the range of the significance of $B^0$ observation (the range indicates the $\pm1\sigma$ of the distribution of significance) and the statistical uncertainty on the $B^0_s \rightarrow \mu^+\mu^-$ effective lifetime.

<table>
<thead>
<tr>
<th>$\mathcal{L}$ (fb$^{-1}$)</th>
<th>$N(B_s)$</th>
<th>$N(B^0)$</th>
<th>$\delta\mathcal{B}(B_s \rightarrow \mu\mu)$</th>
<th>$\delta\mathcal{B}(B^0 \rightarrow \mu\mu)$</th>
<th>$\sigma(B^0 \rightarrow \mu\mu)$</th>
<th>$\delta[\tau(B_s)]$(stat-only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>205</td>
<td>21</td>
<td>12%</td>
<td>46%</td>
<td>1.4 $-3.5\sigma$</td>
<td>0.15 ps</td>
</tr>
<tr>
<td>3000</td>
<td>2048</td>
<td>215</td>
<td>7%</td>
<td>16%</td>
<td>6.3 $-8.3\sigma$</td>
<td>0.05 ps</td>
</tr>
</tbody>
</table>

4 Conclusions

The inner tracker of the Phase-2 detector provides an order of 40-50% improvement on the mass resolutions over the Run-2 case that will allow precise measurements of the $B^0_s \rightarrow \mu^+\mu^-$ and $B^0 \rightarrow \mu^+\mu^-$ rare decays. The semileptonic background contribution into the signal regions will be reduced substantially and the improved separation of the $B^0_s$ and $B^0$ yields will lower the signal cross feed contamination, which is crucial for the $B^0$ observation. With an integrated luminosity of 3000 fb$^{-1}$, CMS will have the capability to measure the $B^0_s \rightarrow \mu^+\mu^-$ effective lifetime with an error of about 0.05 ps and to observe the $B^0 \rightarrow \mu^+\mu^-$ decay with more than 5 standard deviation significance.
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CP-violation measurement prospects in the $B_s^0 \rightarrow J/\psi \phi$ channel with the upgraded ATLAS detector at the HL-LHC

The ATLAS Collaboration

This note estimates the ATLAS detector performance in measuring the CP-violating phase $\phi_s$ during the whole HL-LHC campaign. The study is based on simulations of the upgraded detector and projections of the collected signal data-sample.
1 Introduction

New phenomena beyond the predictions of the Standard Model (SM) may alter a CP-symmetry violation (CPV) in b-hadron decays. CPV in $B^0_s \to J/\psi \phi$ occurs due to interference between direct decay and $B^0_s$ mixing. The oscillation frequency of $B^0_s$ mixing is characterized by the mass difference $\Delta m_s$ of the heavy ($B^0_H$) and light ($B^0_L$) mass eigenstates. Other physical quantities involved in $B^0_s$ mixing are the decay width $\Gamma_s = (\Gamma_L + \Gamma_H)/2$ and the width difference $\Delta \Gamma_s = \Gamma_L - \Gamma_H$, where $\Gamma_L$ and $\Gamma_H$ are the decay widths of the $B^0_L$ and $B^0_H$ states. The CPV phase $\phi_s$ is induced by the weak phase difference between the $B^0_s$ mixing and the $b \to c \bar{c} s$ decay amplitudes. In the SM $\phi_s$ is small and can be related to CKM quark mixing matrix elements via the relation $\phi_s \approx -2\beta_s$, with $\beta_s = \text{arg}[-(V_{ts}V_{tb}^*)/(V_{cs}V_{cb}^*)]$. Assuming no BSM contributions a value of $-2\beta_s = -0.0370 \pm 0.0006$ rad can be predicted by combining beauty and kaon physics observables, see [1]. The value of $\phi_s$ is potentially expected to be sensitive to the physics phenomena Beyond SM (BSM), hence the experimental measurement of the CPV phase $\phi_s$ is a viable probe of BSM effects in Heavy Flavours.

Currently all LHC $\phi_s$ measurements are consistent with the SM, see Figure 1. The combined Run 1 LHC value is $\phi_s = -0.021 \pm 0.031$ rad, taken from [2, 3]. As reported in that publication, the most precise LHCb result is obtained from the $B^0_s \to J/\psi \phi$ channel, with some improvements deriving from the combination with additional channels. It is clear that the SM precision in predicting $\phi_s$ is still much better than the current experimental reach. Some improvements are expected from Run 2 and Run 3, however the search for New Physics will flourish with the HL-LHC upgrade.

![Figure 1: Current experimental summary of the $\phi_s$ measurements. Figure taken from [2, 3].](https://example.com/figure1)

ATLAS measured in Run 1 [4] the phase $\phi_s$ and the corresponding width difference $\Delta \Gamma_s$ as:

$$\phi_s = -0.090 \pm 0.078 \text{ (stat)} \pm 0.041 \text{ (syst)} \text{ rad}$$

$$\Delta \Gamma_s = 0.085 \pm 0.011 \text{ (stat)} \pm 0.007 \text{ (syst)} \text{ ps}^{-1}.$$

This document presents an estimate of the precision that ATLAS could achieve on $\phi_s$ using the $B^0_s \to J/\psi \phi$ decay, during HL-LHC. ATLAS is a general purpose detector with central geometry, exploiting the full
5.3. CP violation in \(B^0\) decays to \(J/\psi(1020)\) (ATL-PHYS-PUB-2018-041)

luminosity provided by the LHC to record, among others, a large amount of \(J/\psi\) decays, leading to similarly large exclusive \(B \to J/\psi X\) decay samples. In addition to the much higher number of events which will be available in comparison to the current set-up, ATLAS’ impact on the \(\phi_s\) measurement will be significantly affected by the upgrade foreseen for its inner detector.

The document is structured as follows: the assumptions made in the extrapolations are explained in Section 2, followed by the description of the simulation, reconstruction and the selection of the \(B_s^0 \to J/\psi \phi\) decay candidates in Section 3 and 4, and the resulting event yields in Section 5. The performance study of the upgraded detector for the \(B_s^0 \to J/\psi \phi\) events in the high pile-up environment of HL-LHC is presented in Section 6. All characteristics are brought together in the Section 7 to provide an estimate of the precision for \(\phi_s\) achievable with HL-LHC. The method used to estimate the \(\phi_s\) precision is described in Section 7. Notes about the evolution of the systematics are summarized in Section 8. Finally, conclusions are given in Section 9.

2 Assumptions of the extrapolations

The experimental result on \(B_s^0 \to J/\psi \phi\) is based on a simultaneous fit to the signal candidates time-dependent angular distribution. Without performing a complete analysis, the relative improvement in the \(\phi_s\) precision can be projected from several key factors: the extrapolated number of signal and background events, the B-flavour tagging performance and the \(B_s^0\) proper decay time resolution, all combined as described in Section 7.

The number of signal events and the signal fractions are estimated using real Run 2 data collected during 2015 and 2016, as described in Section 5. Three trigger scenarios are considered, all based on di-muon trigger targeting the \(J/\psi \to \mu \mu\) decay. In the most optimistic case, the individual muon trigger transverse momentum \(p_T\) thresholds are kept at at 6 GeV, corresponding to lowest unprescaled Run 2 \(B_s^0 \to J/\psi \phi\) trigger. An intermediate scenario requires in addition one of the muons to have \(p_T\) above 10 GeV. In the conservative case, only events with both muons of \(p_T\) above 10 GeV are collected. The three scenarios are hereafter denoted as \(\mu_1\mu_6, \mu_10\mu_6\) and \(\mu10\mu_{10}\). The choice of the scenarios is based on considerations discussed in the ATLAS Phase II TDAQ TDR [5] in Section 2.10. The study here ignores possible inefficiency for close-by muons described in Section 3.2.2 of the TDAQ TDR, as this is likely to be addressed by future developments of the ATLAS upgrade triggers. In this paper, the trigger thresholds are emulated with corresponding offline-reconstruction cuts on the \(p_T\) of the muons, since more accurate simulations of the trigger selections are not yet available. Trigger muon momentum smearing relative to offline reconstruction could introduce additional effects.

The knowledge of the \(B_s^0\) meson flavour at the time of production (or decay) dramatically increases sensitivity of the \(B_s^0 \to J/\psi \phi\) analysis. In the current ATLAS analyses, opposite-side taggers have been developed, relying on reconstruction and flavour identification of the other \(b\) hadron in the same event. Each tagging is characterized by its efficiency and purity (see Section 7). The tagging performance at HL-LHC is assumed to be similar or better than in Run 1 data, since in the future Runs new tagging algorithms (e.g. same-side flavour taggers) are expected to be developed.

---

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the \(z\)-axis along the beam pipe. The \(x\)-axis points from the IP to the centre of the LHC ring, and the \(y\)-axis points upward. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the \(z\)-axis. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln(\tan(\theta/2))\).
Finally, the precision on \( B_0^s \) candidates proper decay time is an important ingredient to the analysis. For the HL-LHC extrapolations this is extracted from the simulation of signal events. The resulting improvement will be demonstrated in Section 6.

3 Simulation samples

The projected \( B_0^0 \rightarrow J/\psi \phi \) performance during the HL-LHC phase is based on signal samples simulated with the upgraded ATLAS detector layout. During the HL-LHC installation (Phase-II upgrade) the ATLAS detector systems will undergo several improvements and replacements. B-physics measurements are most effected by the replacement of the tracking system by a full-silicon detectors based tracker, ITk [6]. The pixel detector layer closest to the beam pipe is expected to consist of sensing elements of size 50 \( \mu m \times 50 \mu m \) and will have 39 mm radius.

The simulated samples include pile-up of 200 events, expected to be reached at the maximum HL-LHC instantaneous luminosity of 7 \( \times 10^{34} \) cm\(^2\)s\(^{-1}\). The extrapolations in this paper assume a total integrated luminosity of 3000 fb\(^{-1}\).

ATLAS Run 1 and Run 2 MC simulations of \( B_0^0 \rightarrow J/\psi \phi \) decays are used when comparing performance with the HL-LHC set-up. In Run 2, the ATLAS tracking system was upgraded by installation of an additional layer of Pixel detectors closest to the beam pipe, and significantly improving the secondary vertex resolution [7, 8]. With ITk, the resolution is expected to further improve, as described in Section 6.

4 Event selection

In order to be included in the analysis, reconstructed \( B_0^0 \) MC events are required to contain at least one pair of oppositely charged muon candidates, reconstructed using information from the Muon Spectrometer (MS) and the Inner Detector (ID) [9]. In this analysis the muon parameters and kinematics are taken from the ID measurement alone, as the MS does not improve the precision in the momentum regime of this analysis. The pairs of tracks associated to muons are fitted to a common vertex and accepted in the analysis if the vertex fit results in \( \chi^2/d.o.f. < 10 \). The invariant mass of the muon pair is calculated from the track parameters after the vertex fit. The \( J/\psi \) candidates are required to have a reconstructed mass within a window, that was selected to retain 99.8\% of the \( J/\psi \) candidates identified in the fits.

The \( \phi \rightarrow K^+K^- \) candidates are reconstructed from all pairs of oppositely charged tracks with \( p_T > 1 \) GeV and \(|\eta| < 2.5 \) that are not identified as muons and the invariant mass of the track pairs (using a Kaon mass hypothesis) falls within the interval 1.0085 GeV < \( m(K^+K^-) \) < 1.0305 GeV. \( B_0^0 \rightarrow J/\psi (\mu^+\mu^-)\phi(K^+K^-) \) candidates result from fitting the tracks for each combination of \( J/\psi \rightarrow \mu^+\mu^- \) and \( \phi \rightarrow K^+K^- \) to a common vertex. The fit is further constrained by fixing the invariant mass calculated from the two muon tracks to the world average \( J/\psi \) mass [2]. These quadruplets of tracks are accepted for further analysis if the vertex fit has a \( \chi^2/d.o.f. < 3 \) and the invariant mass of the candidate \( K^+K^- \) pair falls within the interval 1.0085 GeV < \( m(K^+K^-) \) < 1.0305 GeV. \( B_0^0 \) candidates used in the fit are collected within a mass range of 5.15 GeV < \( m(B_0^0) \) < 5.65 GeV.

The decay time of the \( B_0^0 \) meson is calculated as:

\[
t = \frac{L_{xy}}{c p_T(B)} m_B (1)
\]
where $p_T(B)$ is the reconstructed transverse momentum of the $B^0_s$ meson candidate and $m_B$ denotes the mass of the $B^0_s$ meson, taken from Ref. [2].

The transverse decay length, $L_{xy}$, is the displacement in the transverse plane of the $B^0_s$ meson decay vertex with respect to the primary vertex, projected onto the direction of the $B^0_s$ transverse momentum. The events are simulated with the number of pile-up proton–proton interactions ranging between 190-210, corresponding to the HL-LHC conditions. The average number of reconstructed primary vertices is $N_{P_{V}} \sim 97$. The primary vertex originating the $B_s^0$ candidate needs to be identified. The variable used is the impact parameter $a_0$, which is calculated as the distance between the line extrapolated from the reconstructed $B^0_s$ meson vertex in the direction of the $B^0_s$ momentum, and each reconstructed primary vertex candidate. The chosen primary vertex is the one with the smallest $a_0$. The primary vertex position is then recalculated after removing any tracks used in the $B^0_s$ meson candidate to avoid biasing $L_{xy}$. In order to ascertain if the primary vertex selection procedure degrades the resolution the proper decay time of $B^0_s$, the difference between true and the reconstructed proper decay times $\Delta_{MC-reco}^t = t_{MC} - t_{reconstructed}$ has been studied as a function of the number of reconstructed primary vertices. The RMS of the $\Delta_{MC-reco}^t$ values for each $N_{P_{V}}$ value are shown in Figure 2 (left), with the corresponding mean distribution reported on the Figure 2 (right). From these distributions it has been concluded that increasing levels of pile-up do not significantly bias or degrade resolution of the measurement of the proper time.

![Figure 2: Dependence of the MC-true based proper decay time resolution (left) and bias of the proper decay time reconstruction (right) of the $B^0_s \rightarrow J/\psi \phi$ on the number of reconstructed primary vertices. Run 1 (ID), Run 2 (IBL) and upgrade HL-LHC MC simulations are included for a comparison. All these samples use 6 GeV muon $p_T$ cuts.](image)

### 5 Event yields

The number of signal ($N_{sig}$) and background events are extrapolated from real ATLAS data. In order to use as close as possible data taking conditions, the extrapolations are performed from preliminary Run 2 data: 36.2 fb$^{-1}$ collected during 2015 and 2016 $pp$ collisions at $\sqrt{s} = 13$ TeV, from Ref. [8]. The relative trigger efficiency in the trigger scenarios is determined from HL-LHC simulations. The level of background events is estimated from the Run 2 data signal fraction in events passing the three trigger conditions. The increase of $b\bar{b}$ production cross-section from 13 TeV to 14 TeV centre of mass energy is neglected. Similarly, to be conservative, the offline reconstruction efficiency of the $B^0_s \rightarrow J/\psi(\mu^+\mu^-)\phi(K^+K^-)$ decay is assumed to be the same as in Run 2.

---
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The resulting number of expected signal events $N_{\text{sig}}$ and the signal fractions $f_{\text{sig}}$ are shown in the Table 1 together with the results obtained in Section 7.

6 ATLAS Upgrade performance

The precision of the $CPV$ phase $\phi_s$ strongly depends on the $B^0_s$ meson proper decay time uncertainty. The upgraded ATLAS tracking system is expected to improve tracking and vertexing precision, as documented in the Pixel TDR [6]. These improvements are propagated to the $B^0_s$ meson reconstruction, using the dedicated HL-LHC $B^0_s \rightarrow J/\psi \phi$ signal MC samples. The proper decay time resolution is a function of the $B^0_s$ meson transverse momentum extracted from HL-LHC simulations and compared in Figure 3 (left) with the Run 1 and Run 2 simulated detector performances. The ITk is expected to improve the proper decay time resolution by 21% and 39%, compared to Run 2 and Run 1 ATLAS tracking systems (with and without IBL). Stability of the resolution in the HL-LHC pile-up conditions ($\langle \mu \rangle = 200$) is demonstrated in Figure 2 (left), showing the resolution as a function of the number of reconstructed primary vertices. The results shown in Figure 3 update previous studies from Ref. [6] with updated simulations of the detector geometry and more realistic material descriptions.

With the ITk is also expected to improve the $B^0_s$ invariant mass resolution by 30%. The effect of this improvement on the $\phi_s$ precision is not trivial and is neglected in this paper.

Figure 3: Dependence of the proper decay time resolution of the $B^0_s$ meson of the signal $B^0_s \rightarrow J/\psi \phi$ decay on $B^0_s p_T$. Per-candidate resolutions corrected for scale-factors are shown, comparing the performance in Run 1 (ID), Run 2 (IBL) and upgrade HL-LHC MC simulations. All samples use 6 GeV muon $p_T$ cuts.

$2$ The ATLAS $B^0_s \rightarrow J/\psi \phi$ analyses use per-candidate reconstructed proper decay time resolutions, where uncertainties on the track parameters are propagated to the proper decay time calculation. The presented proper decay time resolution is thus defined as the RMS of the multi-Gaussian distribution constructed from Gaussians with $\sigma$ equal to the per-candidate errors. Since the errors on the track parameters do not fully describe the real track resolution, the per-candidate errors are further corrected by a global scale-factor $S_t$. $S_t$ is extracted from the comparison of the per-candidate resolution and the MC-truth based resolution.
7 Extraction of $\phi_s$ and $\Delta\Gamma_s$ precision method and results

The main parameters driving the $\phi_s$ precision can be extracted from the events simulated and reconstructed in the HL-LHC ATLAS setup as described in Ref. [6]. Following the estimation procedure detailed in [10], the expected precision on $\phi_s$ can be estimated from the $B_s^0 \rightarrow J/\psi\phi$ probability density function in the space of decay angles and time [4]. The estimate presented here integrates over the angular variables and assumes the world average value $\phi_s = -0.021 \pm 0.031\text{ rad}$ [3], approximating $\cos(\phi_s) = 1$ and $\sin(\phi_s) = \phi_s$. Assuming also $\Gamma_H \approx \Gamma_L \approx \Gamma_s$, the following relationships hold:

\begin{equation}
\delta_{\phi_s}^{\text{stat}} \sim \left[ \sqrt{TP} \cdot D_{\text{bck}} \cdot D_{\text{time}} \cdot \sqrt{N_{\text{sig}}} \right]^{-1} \tag{2}
\end{equation}

\begin{equation}
TP = \epsilon \cdot (1 - 2W)^2 \tag{3}
\end{equation}

\begin{equation}
D_{\text{bck}} = \frac{N_{\text{sig}}}{N_{\text{sig}} + N_{\text{bck}}} = f_{\text{sig}} \tag{4}
\end{equation}

\begin{equation}
D_{\text{time}} = \exp \left[ -\frac{1}{2}(\sigma_t \Delta m_s)^2 \right] \tag{5}
\end{equation}

where $TP$ and $D_{\text{bck}}$ account for the flavour tagging power and the signal purity, respectively. $\epsilon$ denotes the tagging efficiency, $W$ the wrong tag fraction, $N_{\text{sig}}$ and $N_{\text{bck}}$ the numbers of signal and background events and $f_{\text{sig}}$ the signal fraction. The factor $D_{\text{time}}$ accounts for dilution effects due to proper time resolution as a convolution of the time dependent part of the decay amplitude: $\exp(-\Gamma_s \tau) \cdot \sin(\Delta m_s \tau)$ with a Gaussian function of width $\sigma_t$ (the proper decay time measurement resolution); $\Delta m_s = 17.757 \pm 0.021 \text{ ps}^{-1}$ is the mass difference between the heavy and light $B_s^0$ mass states.

The predicted $\delta_{\phi_s}^{\text{stat}}$ values are calculated relative to the value measured using 2012 data, published in [4].

\begin{equation}
\delta_{\phi_s}^{\text{stat}} = \delta_{\phi_s}^{\text{stat}}(12) \cdot \sqrt{\frac{TP(12) \cdot f_{\text{sig}}(12) \cdot \exp \left[ -\frac{1}{2}(\sigma_t(12)\Delta m_s)^2 \right]}{TP \cdot f_{\text{sig}} \cdot \exp \left[ -\frac{1}{2}(\sigma_t\Delta m_s)^2 \right] \cdot \sqrt{N_{\text{sig}}}}} \tag{6}
\end{equation}

While $f_{\text{sig}}$ has been verified to not depend appreciably on pile-up, it is in principle dependent on the centre of mass energy (since this affects the particles multiplicity per hard scatter and hence e.g. the primary vertex detection efficiency and accuracy). However this extrapolation is small when going from 13 TeV to 14 TeV and it is neglected. The prediction method has been validated using 2011 data, for which the predicted $\delta_{\phi_s}^{\text{stat}}$ (see Table 1), is consistent with the measurement, published in [11]. HL-LHC extrapolations are reported in Table 1 for the three different trigger muon thresholds: 6 GeV-6 GeV, 6 GeV-10 GeV and 10 GeV-10 GeV. Table 1 includes also the predicted precision on the measurement of $\Delta\Gamma_s$, which scales proportionally to $(\sqrt{N_{\text{sig}}})^{-1}$.

Since the performance of the flavour tagging methods is highly dependent on the environment, which can not yet be precisely extracted from current upgrade simulation and reconstruction tools (and must be typically calibrated on the data itself), and also the potential for development of further tagging algorithms, such as same-side tagging (not included in Run-1 measurements), the precision on $\phi_s$, $\delta_{\phi_s}^{\text{stat}}$, is presented in the Figure 4 for a broad range of $TP$ values for each of the trigger threshold scenarios considered. The lower $TP$ bound is given conservatively by muon tagger only performance in the HL-LHC simulation. The upper bound considers the potential increased $TP$ in comparison to Run 1 value due to inclusion of same-side tagging methods, which have not been included in Run 1. For the results in Table 1, and the contours of Figure 4, the nominal value of the $TP$, taken from Run 1, is assumed.
### 5.3. CP violation in $B^0$ decays to $J/\psi \phi(1020)$ (ATL-PHYS-PUB-2018-041)

**Table 1:** Table summarising $B^0_s \to J/\psi \phi$ performance for existing data and predictions for HL-LHC. The precision on $\phi_s$ is statistical only.

<table>
<thead>
<tr>
<th>Period</th>
<th>$L_{\text{int}}$ [fb$^{-1}$]</th>
<th>$N_{\text{sig}}$</th>
<th>$f_{\text{sig}}$</th>
<th>Tag Power [%]</th>
<th>$\sigma(\tau)$ [ps]</th>
<th>$\delta_{\phi_s}^{\text{stat}}$ [rad]</th>
<th>$\delta_{\Delta \Gamma_s}^{\text{stat}}$ [ps$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>14.3</td>
<td>73693</td>
<td>0.20</td>
<td>1.49</td>
<td>0.091</td>
<td>0.082</td>
<td>0.013</td>
</tr>
<tr>
<td>2011</td>
<td>4.9</td>
<td>22690</td>
<td>0.17</td>
<td>1.45</td>
<td>0.100</td>
<td>0.25 (0.22)</td>
<td>0.021 (0.023)</td>
</tr>
<tr>
<td>HL-LHC</td>
<td>3000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trigger $\mu6\mu6$</td>
<td>$9.72 \cdot 10^6$</td>
<td>0.17</td>
<td>1.49</td>
<td>0.048</td>
<td>0.004</td>
<td>0.0011</td>
<td></td>
</tr>
<tr>
<td>Trigger $\mu10\mu6$</td>
<td>$5.93 \cdot 10^6$</td>
<td>0.15</td>
<td>1.49</td>
<td>0.044</td>
<td>0.005</td>
<td>0.0014</td>
<td></td>
</tr>
<tr>
<td>Trigger $\mu10\mu10$</td>
<td>$1.75 \cdot 10^6$</td>
<td>0.15</td>
<td>1.49</td>
<td>0.038</td>
<td>0.009</td>
<td>0.003</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: Dependence of the $\phi_s$ precision, $\delta_{\phi_s}^{\text{stat}}$, on Tag Power ($TP$), for a broad range of $TP$ values for each of the upgrade trigger threshold scenarios.

### 8 Systematic uncertainties

All the significant sources of systematic uncertainties considered in the Run 1 result can be potentially improved with the higher statistics of data collected at the HL-LHC:

- Fit model systematic uncertainties rely on the constraints of the background PDF coming from the signal sidebands in data and hence will be better constrained as signal statistics increases.
- The uncertainty due to flavour tagging is similarly data-driven, since the flavour tagger is calibrated on $B^\pm$ candidates in data.
- Detector acceptance uncertainty is determined by MC statistics as well as data-MC comparison, which will improve with larger data and MC samples.
• Detector alignment systematic uncertainties are determined from data-driven alignment techniques, thus possible improving with larger calibration samples and improved techniques.

• Systematic uncertainties due to peaking backgrounds (e.g. $B_d^0$ and $\Lambda_b$ decays) are driven by these modes’ branching ratio uncertainties and are thus expected to improve with HL-LHC data collected by ATLAS and other experiments.

A realistic estimate of the overall systematics uncertainty can be thus made by scaling most of the systematics from the measurement at $\sqrt{s} = 8$ TeV with the inverse square root of the ratio of the integrated luminosities. The MC-statistics dependent systematic uncertainties are assumed to be negligible. In a conservative approach, the detector alignment systematic uncertainties are kept at the value of the Run 1 analysis, yielding $\delta_{\phi_s}^{\text{syst}} \approx 0.006$ rad and $\delta_{\Delta \Gamma_s}^{\text{syst}} \approx 0.0005$ ps$^{-1}$. However, a preliminary method [12] of correcting for radial bias in the alignment has been developed for Run 2 and has the potential to reduce the detector alignment systematic by factor of $\sim 4 \times$. Considering this improvement the total systematic errors yields $\delta_{\phi_s}^{\text{syst}} \approx 0.003$ rad and $\delta_{\Delta \Gamma_s}^{\text{syst}} \approx 0.0005$ ps$^{-1}$. The $B_s^0 \rightarrow J/\psi \phi$ analysis is thus expected to be limited mainly by the statistical precision.

Figure 5 shows the extrapolated ATLAS precision (combining statistical and systematic uncertainties) overlaid with the present precision on $\phi_s$ and $\Delta \Gamma_s$. Since the correlation between $\phi_s$ and $\Delta \Gamma_s$ in ATLAS Run 1 result has found to be smaller than 10%, the extrapolated contours of ATLAS HL-LHC are made with zero correlation.

![Figure 5](image-url)  
Figure 5: Current experimental summary of the $\phi_s$ measurements with superimposed ATLAS HL-LHC extrapolations, including both the projected statistical and systematic uncertainties. Modified figure, original taken from [2, 3].

9 Conclusions

The precision of the measurement of the $CP$-violating phase $\phi_s$ in the $B_s^0 \rightarrow J/\psi \phi$ decay at the upgraded ATLAS detector at High-Luminosity LHC is presented. The projections account for the most relevant improvements to the detector performance, particularly in relation to the $B_s^0$ meson proper decay time resolution. The size of the signal sample will strongly depend on the trigger thresholds. Three trigger scenarios are considered, providing optimistic (Run-2 like), intermediate and conservative estimates. The High-Luminosity LHC statistical precision on $\phi_s$ is expected to improve relative to the ATLAS Run 1...
result by a factor ranging between $9 \times$ to $20 \times$ depending on the trigger scenario. Similarly, the improvement in the statistical precision on $\Delta \Gamma_s$ is ranging between $4 \times$ to $10 \times$. The measurement remains dominated by the statistical precision. In the most optimistic trigger scenario, the total uncertainty on $\phi_s$ will be $8 \times$ larger than the current theoretical uncertainty and $7 \times$ smaller than the predicted $\phi_s$ value from the Standard Model.
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CP-violation studies at the HL-LHC with CMS using $B_s^0$ decays to $J/\psi\phi(1020)$
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Abstract

We have estimated the expected sensitivity on the CP-violating phase $\phi_s$ measured in the decay channel $B_s^0 \rightarrow J/\psi\phi(1020)$ in pp collisions with the CMS detector at the end of the HL-LHC data-taking with 3 ab$^{-1}$ of collected data. The sensitivity on $\phi_s$ mainly depends on the collected statistics, on the flavour-tagging power, and on the proper-decay-time resolution. The study is performed using fully simulated signal events and toy Monte Carlo experiments, for a few assumed tagging scenarios. The sensitivity on $\phi_s$ is expected to be in the 5-6 mrad range, which improves the current world average uncertainty by a factor of five.
1. Introduction and motivations

The $B^0_s \to J/\psi \phi(1020)$ decay is considered the golden channel for the study of CP–violation in the $B^0_s$ sector. A measurable phase $\phi_s$ arises from the interference between the $B^0_s$ oscillation and the decay of the neutral meson via the $b \to c\bar{c}s$ transition, which allows the final state to be the same for mixed and unmixed mesons. Neglecting sub–leading penguin contributions, the Standard Model (SM) CP–violating phase $\phi_s$ is predicted to be equal $-2\beta_s$, where $\beta_s = \arg[-(V_{ts}V_{tb}^*)/(V_{cs}V_{cb}^*)]$ and $V_{ij}$ are the CKM matrix elements.

SM global fits to experimental heavy flavour data allow to infer the value of $-2\beta_s$, which is currently determined to be $-36.86^{+0.96}_{-0.68}$ mrad [1]. Any significant deviation measured from such a precisely predicted value might be interpreted as evidence of physics beyond the SM, which would affect the CP–violating phase through the contribution of exotic particles in loop diagrams describing $B^0_s$ mixing. The theoretical prediction for the decay width difference $\Delta \Gamma_s$ between the light and heavy mass eigenstates is $\Delta \Gamma_s = (0.085 \pm 0.020)$ ps$^{-1}$ [2]. The current determination of $\phi_s$ from combined experimental $b \to c\bar{c}s$ measurements by CDF, D0, ATLAS, CMS, LHCb, is $-21 \pm 31$ mrad [3].

In CMS, $\phi_s$ has been measured [4] from a fit of the angular distribution of the $B^0_s \to J/\psi \phi(1020)$ decay products as a function of the $B^0_s$ decay time, with the $J/\psi$ decaying to $\mu^+\mu^-$ and the $\phi(1020)$ meson decaying to $K^+K^-$. Since the $B^0_s$ is a pseudo–scalar decaying to two vector mesons, the final state is an admixture of CP–even and CP–odd states with orbital angular momentum of the two–mesons system $L = 0, 1$ or 2. The two kaons from the $\phi(1020)$ decay are produced in a $P$ wave due to angular momentum conservation, but an $S$–wave component can be present in the final state due to a non–resonant contribution. This leads to an angular distribution containing many terms, produced by the various angular momentum components in the final state, whose contributions have to be determined. The definition of the decay angles and the functional form of the expected contributions to the measured angular distribution are described in reference [4].

This note presents an estimate of the precision attainable by CMS in the measurement of the CP–violation angle $\phi_s$ by the end of the High–Luminosity LHC phase (HL–LHC, starting in 2026) considering an integrated luminosity of 3 ab$^{-1}$ of pp collisions at 14 TeV. An estimate of the sensitivity $\sigma_{\phi_s} = 3$ mrad at the end of the HL–LHC phase has been published by the LHCb collaboration [5]. CMS estimate is carried out by using fully simulated signal events and toy Monte Carlo (MC) pseudo–experiments, for three different tagging scenarios described briefly hereafter. In the following, the HL–LHC era will also be referred to as “Phase 2”, while “Phase 1” refers to the 2017–2023 running period.

The CMS detector [6] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions at the Phase 2 [7–11]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high–level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the...
trigger and reconstruction performance in the forward region. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [7–11], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [12].

2 Analysis strategy

To study the expected detector performance in Phase 2, a dedicated Monte Carlo sample generated with a centre–of–mass energy of 14 TeV and ideal Phase–2 detector conditions was used.

As far as this analysis is concerned, the most important upgrade of the CMS detector is undoubtedly the Silicon tracker (with its L1 trigger capabilities). The better hit resolution of the Phase 2 tracker and the reduction of the material budget (∼ 50% of the current tracker) result in significant improvements of the momentum and transverse impact parameter resolution with respect to the Phase 1 detector. This in turn results in substantial improvements of the mass and lifetime resolutions, as well as more precise kinematic measurements, such as angular distributions [13]. In addition, the larger pseudorapidity coverage (up to |η| = 4) will increase the acceptance for track reconstruction.

The new L1 trigger capability to reconstruct charged tracks above 2 GeV in transverse momentum (pT) with almost offline–like resolutions, will be able to provide a clean J/ψ sample. Preliminary studies of the transverse impact parameter reconstruction at L1 indicate a resolution between 100 and 300 µm, which can be used to reduce the prompt J/ψφ (1020) component at L1 if needed. The Phase 2 L1 (hardware) and HLT (software) trigger performances are expected to be comparable to those during Run–2, and sustainable in terms of rates. The offline selections could therefore be identical to those used in the 2012 data analysis [4] and we assume no difference in the signal over background ratio with respect to 2012 data. The latter assumption is also motivated by the future presence of the timing layer, which will mitigate the background pollution due to tracks coming from pile–up vertices. Figure 1 shows the expected performance in B0 invariant mass resolution and proper decay length uncertainty.

The figure of merit for the sensitivity for the Phase 2 analysis for tagged events can be estimated using the following relation [14]:

\[
S \propto \sqrt{\frac{\epsilon D^2 N_S}{2}} \sqrt{\frac{N_S}{N_S + N_{BG}}} e^{-\frac{\sigma_t^2 \Delta m_s^2}{2}}
\]  

where \( \epsilon \) is the flavour–tagging efficiency (for details on flavour tagging algorithms see for instance [15]), \( D = 1 – 2\omega \) is the dilution factor, \( \omega \) the wrong tag fraction, \( N_S \) and \( N_{BG} \) are the signal and background yields respectively, while \( \sigma_t \) is the proper time resolution. Improvements are expected to come from the much larger signal sample expected in Phase 2 and sizable enhancement of the lifetime resolution. Improvements of the tagging algorithms are also foreseen for the Phase 2 upgrade, however no detailed, quantitative, study is available.

According to equation (1) the main ingredients in the sensitivity estimation are the number of signal events, the tagging performance (efficiency \( \epsilon \) and mistag \( \omega \)), and the proper decay length uncertainty. In this study the expected sensitivity for Phase 2 is estimated using the toy MC
3. Systematics

The uncertainty on 2012 data CMS analysis [4] was driven by the statistical uncertainty. The main sources of systematic uncertainty on the CP-violating phase $\phi_s$ were the angular efficiency, the fitting model, and the discrepancy between the $p_T$-distribution of the kaons in the MC and the data. The angular efficiency systematic uncertainty was mainly due to the limited statistics of the signal MC sample used to estimate the efficiency function. This can be reduced to acceptable values by increasing the MC statistics, and through data-driven techniques to estimate/calibrate the angular efficiency. The fitting model uncertainties can be reduced by optimizing the choice of fitted parameters, and by improving the likelihood fit function.

The flavour tagging systematic uncertainty is directly correlated with the $\phi_s$ measurement. The systematic uncertainty due to flavour tagging was 3 mrad in the 2012 CMS analysis. That uncertainty depends mainly on the statistics of the calibration channel used to tune the flavour tagging tool. We do not know at present what the calibration channel statistics will be (in the 2012 analysis the $B^\pm \to J/\psi K^\pm$ channel was used) but we can reasonably assume the total
statistics collected by the end of Phase 2 to be 10 times that of 2012, which will reduce the
flavour tagging systematics to below 1 mrad. All these systematic uncertainties can be reason-
ably kept under control, and the total uncertainty on $\phi_s$ could still be statistically limited at the
end of Phase 2.

4 Results

Three different scenarios have been tested: in scenario $a$ we tested the performance of a flavour
tagging based on muons and jet–charge; in scenario $b$ we used muon and electron flavour
tagging – as in the 2012 analysis – while scenario $c$ assumed a well performing flavour tagging
based on leptons, jet–charge, and same side jet–charge/kaon tagging. See Table 1 for the details
of the flavour tagging performance in each scenario.

Figure 2 (left) shows the statistical uncertainty for the value of $\phi_s$ obtained in the different
tagging scenarios. From the results of the studied scenarios we can estimate the $\phi_s$ uncertainty
to be in the range 5–6 mrad.

The $\phi_s$ measurement is usually shown in a $\phi_s$–$\Delta \Gamma_s$ plane. Figure 2 (right) shows the expected
sensitivity in the $\phi_s$–$\Delta \Gamma_s$ plane at the end of HL-LHC program obtained from the fit of a toy MC
pseudo-experiment generated in the tagging scenario $c$. The contour combines the expected
statistical and systematic uncertainties. The uncertainty on $\phi_s$ is expected to be dominated by
statistics, while the systematics on $\Delta \Gamma_s$ is assumed to equal in size the statistical uncertainty.

Figure 2: Left: variation of the $\phi_s$ statistical uncertainty as function of the tagging power ($\epsilon D^2$)
see equation 1, measured in different flavour tagging scenarios. A function proportional to
$1/\sqrt{\epsilon D^2}$ is shown to describe the behaviour of the $\phi_s$ uncertainty in the selected range. Right:
68% confidence level (CL) contour from the fit of a toy MC pseudo-experiment generated in
the tagging scenario $c$. The contour combines statistical and systematic uncertainties. The
black cross represents the SM expectations [2][1].
5. Conclusions

The CMS sensitivity for the measurement of the CP–violating phase $\phi_s$ in the HL–LHC era has been estimated using simulated data and MC toy pseudo–experiments corresponding to the 3 ab$^{-1}$ of integrated luminosity. The offline selection of signal events and the analysis strategy are similar to what was used in the past except for the tagging performance, for which three different scenarios have been considered. Assuming the new tagging power ($\epsilon D^2$) to be in the range 1.2–2.4%, and a total of 9 million $B_0^0$ candidates, we expect the $\phi_s$ statistical uncertainty to be 5–6 mrad at the end of Phase 2 data taking, which improves the current world average uncertainty by a factor of five.
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Table 1: Statistical uncertainty of $\phi_s$ obtained from toy MC pseudo-experiments for different scenarios of flavour tagging.

<table>
<thead>
<tr>
<th>scenario</th>
<th>$\epsilon$ [%]</th>
<th>$\omega$ [%]</th>
<th>$\epsilon D^2$ [%]</th>
<th>$\sigma_{\phi_s}$ [mrad]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>32</td>
<td>39.4</td>
<td>1.4</td>
<td>5.6</td>
</tr>
<tr>
<td>$b$</td>
<td>8</td>
<td>30.2</td>
<td>1.2</td>
<td>5.8</td>
</tr>
<tr>
<td>$c$</td>
<td>33</td>
<td>36.4</td>
<td>2.4</td>
<td>4.6</td>
</tr>
</tbody>
</table>
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This note estimates the ATLAS detector performance in measuring the angular parameters describing the \( B_0^d \rightarrow K^{*0} \mu^+ \mu^- \) decay angular distribution, during the whole HL-LHC campaign. The projections are based on the Run 1 analysis, while accounting for the most relevant ATLAS detector improvements.
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1 Introduction

Flavour-changing neutral currents (FCNC) have played a significant role in the construction of the Standard Model of particle physics (SM). These processes are forbidden at tree level and can proceed only via loops, hence are characterized by small amplitudes. An important set of FCNC processes involves the decays of $b$-quark to $s\mu^+\mu^-$ final states mediated by electroweak box and penguin diagrams. Non-SM particles - even heavier than what can be directly probed with existing colliders - may contribute to FCNC decay amplitudes, affecting the measurement of observables related to the decay under study.

The $B_d^0 \rightarrow K^{*0}(892)\mu^+\mu^-$ decay is a semileptonic decay mediated by FCNC. 1 The observables sensitive to contributions from physics beyond the SM include the differential branching fraction, charge and isospin asymmetries, the angular distribution of decay products and - for some contributions that are lepton-flavour dependent - the ratio of decay rates into dimuon and dielectron final states.

The kinematics of the four particles in the final state of $B_d^0 \rightarrow K^*(K\pi)\mu^+\mu^-$ is described by the invariant mass of the dimuon system ($q^2$) and three helicity angles. The full angular differential decay rate can then be expressed as a function of $q^2$, helicity angles, seven angular coefficients $S_i$ and the fraction of longitudinally polarised $K^*$ mesons, $F_L$. Folding transformations based on symmetry of trigonometric functions can be used to simplify the distributions reducing the dependence to only on three parameters: $F_L$, $S_3$ and one of $S_4$, $S_5$, $S_7$ and $S_8$. A set of optimised parameters $P_i^{(\alpha)}$ was also proposed [1, 2] to reduce the theoretical uncertainties that come from hadronic form factors. The $P_i^{(\alpha)}$ parameters can be derived from the measured values of $S_i$ and $F_L$. The sign of $S_5$ and $S_8$ parameters depends on the flavour of the $B_d^0$ meson. Incorrect flavour tag assignment (mistag) thus leads to dilution effects.

The parameters of the angular distribution for $B_d^0 \rightarrow K^*\mu\mu$ with a subsequent $K^* \rightarrow K^+\pi^-$ decay have been measured recently by the Babar, Belle, CDF, CMS, LHCb and ATLAS collaborations [3–12]. The LHCb collaboration reported a potential hint of deviation from SM predictions [6] using their Run 1 dataset. The results from the Belle collaboration [10], CMS [8] and ATLAS analysis of 2012 data [12] are consistent with both the LHCb results and with the SM calculations.

This document presents an estimate of the precision that ATLAS could achieve in measurement of the same angular parameters using the dataset expected to be collected at the HL-LHC. This estimate is based on the extrapolation of the ATLAS result found in Ref. [12] and takes into account the extrapolated numbers of signal and background events as well as the expected improvements in mass resolution.

2 Assumptions of the projections

The core of the $B_d^0 \rightarrow K^*\mu\mu$ analysis is an extended unbinned maximum likelihood fit (UML) to the decay angles and the $B_d^0$ invariant mass (binned in the $q^2$ observable).

Monte Carlo simulations (toy-MC) are employed to estimate the ATLAS precision at HL-LHC in the $B_d^0 \rightarrow K^*\mu\mu$ analysis. Toy-MC parameters include the extrapolated number of signal ($N_{\text{sig}}$) and background ($N_{\text{bck}}$) events at the HL-LHC, and the effect of the performance of the ATLAS Upgrade tracker (ITk) [13]. The latter namely including the improvement in the 4-prong invariant mass resolutions, as studied with the $B_s^0 \rightarrow J/\psi\phi$ [14] decay channel.

1 Hereafter, the $K^{*0}(892)$ is referred to as $K^*$ and charge conjugation is implied throughout, unless stated otherwise.
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$N_{\text{sig}}$ and $N_{\text{bck}}$ are extrapolated from the simulations and the real data of the Run 1 $B_d^0 \rightarrow K^* \mu\mu$ analysis [12]. Three dimuon trigger scenarios are considered, with varying muons $p_T$ thresholds: a high-yield one requiring 6 GeV $p_T$ cuts on both muons, the intermediate one requiring in addition at least one of the muons to have $p_T$ above 10 GeV, and a low-statistics scenario requiring both muons to have $p_T$ above 10 GeV. Hereafter the scenarios are referred as $\mu 6\mu 6$, $\mu 10\mu 6$ and $\mu 10\mu 10$. The offline selection and reconstruction efficiencies are assumed to be similar to the ones observed in the Run 1 analysis.

The analysis of the simulated sample follows exactly the same fit model as in the Run 1 analysis as well as the same $q^2$ range and binning. A dilution correction due to $B_d^0$ flavor mistagging is applied assuming an effect identical to what measured in Run 1. While the trigger thresholds would have an effect on the detector angular acceptance shapes, their effect on the resulting precision is limited and thus same acceptance shape as in Run 1 is used.

3 Event yields

The extrapolation of the event yields is based on the measured signal and background yields of the Run 1 analysis (using 20.3 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 8$ TeV). It accounts for the total integrated luminosity expected at HL-LHC (3000 fb$^{-1}$), the increase of the production cross-section of $b$-hadrons between 8 and 14 TeV (1.7× according to Ref. [15]) and the expected trigger efficiencies.

The signal trigger efficiencies for the three trigger scenarios are extracted from the Run 1 simulation of the $B_d^0 \rightarrow K^* \mu\mu$ decay, emulating the trigger thresholds with offline muon $p_T$ cuts individually for each $q^2$ bin. The background rejection in the various trigger scenarios is measured on events from the Run 1 data sidebands ($4.9 \text{ GeV} < m(B_d^0) < 5.058 \text{ GeV}$ and $5.498 \text{ GeV} < m(B_d^0) < 5.7 \text{ GeV}$).

The extrapolated signal event yields are shown in the third column of Table 1. The signal to background ratios for the $q^2$ bins and trigger configurations range between 0.4 and 1.2 (not significantly different from the Run 1 measurement). Due to the low event yields in the Run 1 analysis, all the projected $N_{\text{sig}}$ and $N_{\text{bck}}$ suffer from statistical uncertainties up to $\sim 25\%$.

4 Toy-MC simulations and results

The precision on the angular parameters is extracted using toy-MC simulations. The toy-MC and consequent UML fits in $q^2$ bins follow exactly the same configuration as in Run 1: three $q^2$ bins are analyzed: $[0.04, 2.0]$ GeV$^2$, $[2.0, 4.0]$ GeV$^2$ [4.0, 6.0] GeV$^2$. The same four folding transformations as in Run 1 are applied to the generated toy-MC data and correspondingly simplified angular distributions are fitted [12]. A two step fit is run: $B_d^0$ invariant mass only first to fix the mass background shape and signal fraction, followed by the simultaneous mass-angular fit. In the toy-MC generation phase, the signal angular distribution is set to follow the theory prediction (DHMV [16]). The detector acceptance and the background shapes are set same as in the Run 1 analysis. The signal mass distribution is narrowed w.r.t. the Run 1 analysis, corresponding to the ITk improvement in the mass resolution: the HL-LHC simulations of the $B_d^0 \rightarrow J/\psi \phi$ decay [14] channels show that the ITk improves resolution in the reconstructed 4-prong invariant mass by 30%.

Table 1 summarizes the projected statistical uncertainties on the angular parameters, as extracted from the fits to the generated toy-MC data. Ten toy-MC fits are run and the average statistical uncertainty out of
these ten fits is reported in the Table 1. The toy-MC does not include effect of mistagging. In the Run 1 analysis, a post-fit correction has been applied to the UML fit results, affecting both the central values and the uncertainties of the $P_5'$ and $P_6'$ parameters. Following the same procedure, a dilution correction corresponding to a mistag fraction of 10% is applied to the $P_5'$ and $P_6'$ uncertainties.

The procedure of folding leads to replacement of a single UML fit to the full angular distribution, by four fits to four simplified angular distributions. Out of each of these four fits, $F_L$, $P_1$ and $P_{i(\prime)}$ are extracted, with $P_{i(\prime)}$ corresponding to $P_4'$, $P_5'$, $P_6'$ or $P_8'$. Therefore the values and uncertainties of the $F_L$ and $P_1$ parameters are ambiguous. The ambiguity is resolved by using the highest average statistical uncertainty out of these four fits.

<table>
<thead>
<tr>
<th>LHC phase</th>
<th>$q^2$ [GeV$^2$]</th>
<th>$N_{\text{sig}} \pm \delta_{\text{stat}}$</th>
<th>$\delta_{\text{stat}}^{F_L}$</th>
<th>$\delta_{\text{stat}}^{P_1}$</th>
<th>$\delta_{\text{stat}}^{P'_4}$</th>
<th>$\delta_{\text{stat}}^{P'_5}$</th>
<th>$\delta_{\text{stat}}^{P'_6}$</th>
<th>$\delta_{\text{stat}}^{P'_8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>[0.04, 2.0]</td>
<td>128 ± 22</td>
<td>0.08</td>
<td>0.30</td>
<td>0.40</td>
<td>0.26</td>
<td>0.21</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>106 ± 23</td>
<td>0.11</td>
<td>0.51</td>
<td>0.31</td>
<td>0.31</td>
<td>0.28</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>114 ± 24</td>
<td>0.13</td>
<td>0.43</td>
<td>0.33</td>
<td>0.35</td>
<td>0.27</td>
<td>0.42</td>
</tr>
<tr>
<td>HL-LHC $\mu6\mu6$</td>
<td>[0.04, 2.0]</td>
<td>15800 ± 190</td>
<td>0.007</td>
<td>0.025</td>
<td>0.030</td>
<td>0.024</td>
<td>0.018</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>15200 ± 180</td>
<td>0.007</td>
<td>0.055</td>
<td>0.030</td>
<td>0.028</td>
<td>0.020</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>140000 ± 200</td>
<td>0.009</td>
<td>0.063</td>
<td>0.031</td>
<td>0.034</td>
<td>0.027</td>
<td>0.039</td>
</tr>
<tr>
<td>HL-LHC $\mu10\mu6$</td>
<td>[0.04, 2.0]</td>
<td>100000 ± 160</td>
<td>0.009</td>
<td>0.036</td>
<td>0.040</td>
<td>0.029</td>
<td>0.022</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>97000 ± 150</td>
<td>0.010</td>
<td>0.071</td>
<td>0.039</td>
<td>0.034</td>
<td>0.027</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>8900 ± 170</td>
<td>0.012</td>
<td>0.084</td>
<td>0.039</td>
<td>0.042</td>
<td>0.033</td>
<td>0.050</td>
</tr>
<tr>
<td>HL-LHC $\mu10\mu10$</td>
<td>[0.04, 2.0]</td>
<td>3200 ± 90</td>
<td>0.017</td>
<td>0.065</td>
<td>0.072</td>
<td>0.052</td>
<td>0.040</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>3100 ± 90</td>
<td>0.017</td>
<td>0.13</td>
<td>0.069</td>
<td>0.063</td>
<td>0.048</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>2800 ± 100</td>
<td>0.022</td>
<td>0.16</td>
<td>0.074</td>
<td>0.075</td>
<td>0.060</td>
<td>0.088</td>
</tr>
</tbody>
</table>

Table 1: Statistical uncertainties of the $F_L$ and $P_{i(\prime)}$ parameters from the 2012 data measurement and projected to the HL-LHC phase for the three trigger scenarios. The $N_{\text{sig}}$ uncertainties $\delta_{\text{stat}}^{N_{\text{sig}}}$ for the HL-LHC projections are extracted from the fits of the toy-MC data.

5 Systematic uncertainties

All the systematic uncertainties considered in the Run 1 analysis have the potential to be improved with higher statistics of the data collected at HL-LHC:

- Fit-model systematic uncertainties rely on the precision of the model, which is determined with simulations and sidebands data. Thus will be better constrained with the larger HL-LHC dataset, approximately scaling by $1/\sqrt{L_{\text{int}}}$.
- Similarly, systematics due to individual background modes will be better measured and simulated at the HL-LHC. These systematics are assumed to reduce as $1/\sqrt{L_{\text{int}}}$. This assumption is quite conservative, since the Run 1 analysis accounted for these background components by studying the variation in the fit result when including or excluding the corresponding fit models or events in the dataset: potential room for improvement could come from a more careful evaluation of these systematic effects.
• The precision of the detector acceptance and the mistagging are MC driven and thus will be reduced with larger data and simulation samples. Further improvements would originate from the inclusion of the shapes of the 10% of mistagged events into the UML fit. Since these systematics are driven by the MC statistics, they are neglected in the HL-LHC extrapolation.

• Systematic due to neglecting S-wave will be significantly reduced with the inclusion of this component in the UML fit. Accounting for the fact that the S-wave contribution has already been measured with ~ 20% precision by LHCb [17], a reduction by a factor of 5× of this uncertainty is used for the HL-LHC extrapolation.

• Detector alignment and B-field systematics uncertainties are obtained from data-driven techniques and in Run 1 were based on the measured radial distortion. These would improve with larger calibration samples and innovative techniques: already for Run 2 a method of correcting this distortion has been developed [18]. The precision of the method indicates the possibility to reduce the systematics in the $B_d^0 \to K^+ \mu^+ \mu^-$ measurement by a factor of ~ 4×.

<table>
<thead>
<tr>
<th>LHC phase</th>
<th>$q^2$ [GeV$^2$]</th>
<th>$\delta_{\text{syst}}^{F_L}$</th>
<th>$\delta_{\text{syst}}^{P_{i1}}$</th>
<th>$\delta_{\text{syst}}^{P_{i4}}$</th>
<th>$\delta_{\text{syst}}^{P_{i6}}$</th>
<th>$\delta_{\text{syst}}^{P_{i8}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>[0.04, 2.0]</td>
<td>0.07</td>
<td>0.08</td>
<td>0.20</td>
<td>0.16</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>0.05</td>
<td>0.34</td>
<td>0.21</td>
<td>0.13</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>0.12</td>
<td>0.26</td>
<td>0.18</td>
<td>0.18</td>
<td>0.13</td>
</tr>
<tr>
<td>HL-LHC</td>
<td>[0.04, 2.0]</td>
<td>0.007</td>
<td>0.010</td>
<td>0.021</td>
<td>0.028</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>0.004</td>
<td>0.075</td>
<td>0.027</td>
<td>0.025</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>0.013</td>
<td>0.054</td>
<td>0.007</td>
<td>0.032</td>
<td>0.019</td>
</tr>
</tbody>
</table>

Table 2: Systematic uncertainties of the $F_L$ and $P_{i}^{(i)}$ parameters from the 2012 data measurement and projected to the HL-LHC phase.

<table>
<thead>
<tr>
<th>LHC phase</th>
<th>$q^2$ [GeV$^2$]</th>
<th>$\delta_{\text{tot}}^{F_L}$</th>
<th>$\delta_{\text{tot}}^{P_{i1}}$</th>
<th>$\delta_{\text{tot}}^{P_{i4}}$</th>
<th>$\delta_{\text{tot}}^{P_{i6}}$</th>
<th>$\delta_{\text{tot}}^{P_{i8}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>[0.04, 2.0]</td>
<td>0.11</td>
<td>0.31</td>
<td>0.45</td>
<td>0.31</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>0.12</td>
<td>0.61</td>
<td>0.37</td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>0.18</td>
<td>0.50</td>
<td>0.38</td>
<td>0.39</td>
<td>0.30</td>
</tr>
<tr>
<td>HL-LHC $\mu\mu\mu$</td>
<td>[0.04, 2.0]</td>
<td>0.010</td>
<td>0.027</td>
<td>0.037</td>
<td>0.037</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>0.008</td>
<td>0.093</td>
<td>0.040</td>
<td>0.038</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>0.016</td>
<td>0.083</td>
<td>0.032</td>
<td>0.047</td>
<td>0.033</td>
</tr>
<tr>
<td>HL-LHC $\mu\mu\mu$</td>
<td>[0.04, 2.0]</td>
<td>0.011</td>
<td>0.037</td>
<td>0.046</td>
<td>0.040</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>0.011</td>
<td>0.103</td>
<td>0.047</td>
<td>0.042</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>0.018</td>
<td>0.100</td>
<td>0.040</td>
<td>0.053</td>
<td>0.038</td>
</tr>
<tr>
<td>HL-LHC $\mu\mu\mu$</td>
<td>[0.04, 2.0]</td>
<td>0.018</td>
<td>0.065</td>
<td>0.076</td>
<td>0.059</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>[2.0, 4.0]</td>
<td>0.017</td>
<td>0.15</td>
<td>0.074</td>
<td>0.068</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>[4.0, 6.0]</td>
<td>0.026</td>
<td>0.17</td>
<td>0.074</td>
<td>0.082</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Table 3: Total uncertainties of the $F_L$ and $P_{i}^{(i)}$ parameters from the 2012 data measurement and projected to the HL-LHC phase for the three trigger scenarios.
This approach yields the HL-LHC systematic uncertainties shown in Table 2. Compared to the statistical uncertainties in Table 1, this shows that the analysis is not dominated by the systematic uncertainties, with few exceptions where at most the systematics is $\sim 1.6\times$ larger than the statistical precision. The HL-LHC result is expected to benefit from less conservative estimates of the dominant systematic uncertainties, and will thus likely be still limited by statistical uncertainties in all cases.

The projected statistical precision and the systematical uncertainties in measuring the angular parameters in the $B_s^0 \to K^* \mu^+ \mu^-$ analysis at HL-LHC are presented in Figure 1 and summarized in Table 3.
6 Conclusions

The precision of the measurement of the angular parameters in the $B_{d}^{0} \rightarrow K^{*0}(892)\mu^{+}\mu^{-}$ decay at the upgraded ATLAS detector at High-Luminosity LHC is presented. The projections extrapolate signal and background yields observed in Run 1 and employ toy-MC simulations and consequent fit to the decay angular distributions split in three $q^{2}$ bins in the range [0.04, 6.0] GeV$^2$. The toy-MC generation accounts for the improved performance of the ATLAS Upgrade tracking system and for the estimate of the expected number of signal and background events at the HL-LHC. Three trigger scenarios, affecting the signal yields, are considered, providing high-yield, intermediate and low-statistics estimates. Using the same $q^{2}$ binning as the Run 1 analysis, the precision in measuring a representative $P_{5}^{Z}$ parameter is expected to improve by factors of $\sim 9\times$, $\sim 8\times$, $\sim 5\times$ (correspondingly in the three trigger scenarios) relative to the Run 1 measurement.
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Study of the expected sensitivity to the $P'_5$ parameter in the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay at the HL-LHC
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Abstract

The expected sensitivity to the $P'_5$ parameter in $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decays from an integrated luminosity of 300 and 3000 fb$^{-1}$ of pp collisions at a center-of-mass energy of 14 TeV at the HL-LHC is presented. Angular observables in the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay, such as the $P'_5$ parameter, are of particular interest as their theoretical predictions are less affected by hadronic uncertainties. With an integrated luminosity of 3000 fb$^{-1}$, the uncertainties on the shape of the $P'_5$ parameter will improve by up to a factor of 15, depending on the dimuon mass squared region, compared to the published results from 20 fb$^{-1}$ at 8 TeV.
1 Introduction

The high-luminosity upgrade of the CERN LHC accelerator (HL-LHC) and the detectors will allow for the collection of an unprecedented amount of data. The expected integrated luminosity of 3000 fb$^{-1}$ during 10 years of operation [1] will provide the ability to perform precision studies of rare decays of b hadrons. In particular, the $B^0 \rightarrow K^{*0}(K^+\pi^-)\mu^+\mu^-$ channel, whose branching ratio is at the level of $10^{-7}$, can be used to precisely measure important angular parameters, including the so-called $P'_5$ variable [2, 3].

The differential decay rate for the $B^0 \rightarrow K^{*0}\mu^+\mu^-$ channel can be written in terms of the dimuon invariant mass squared $q^2$ and three angular variables as a combination of spherical harmonics, weighted by $q^2$-dependent angular parameters. These angular parameters in turn depend upon complex decay amplitudes, which are described by Wilson coefficients in the Effective Field Theory (EFT) Hamiltonian. The LHCb Collaboration reported a discrepancy of about 3 standard deviations with respect to the standard model (SM) predictions for the parameter $P'_5$ [4], the Belle Collaboration reported a discrepancy almost as large [5], and CMS recently published a value consistent with the SM [6]. More precise measurements are needed to understand the tension between the measurements and the SM predictions. This measurement gains particular interest when considered in the more general framework of the “flavor anomalies”, that suggest a possibility of Lepton Flavour Universality Violation [7].

The HL-LHC conditions present particular challenges for the collection, reconstruction, and analysis of b hadron decays. With an average of 200 proton-proton (pp) collisions per bunch crossing (pileup), the reconstruction of the relatively low-momentum charged tracks from b hadron decays and the assignment of the tracks to the correct vertex becomes quite challenging. In addition, being able to trigger on relatively low momentum muons, with the associated high data rate can be problematic.

On the other hand, the CMS detector will undergo many upgrades to handle the HL-LHC conditions. The relevant upgrades for this analysis are a new silicon tracker with finer granularity, extended coverage, and better radiation tolerance, improvements to the muon system, the ability to reconstruct and use tracks in the first stage of the trigger, and a data-acquisition system to allow for many more events to be stored. These improvements are designed to ensure that the CMS performance meets or exceeds the original performance even in the harsh environment of the HL-LHC. A detailed overview of the CMS detector upgrade program is presented in Ref. [8–10], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarized in Ref. [11].

In this paper the sensitivity for the measurement of the $P'_5$ parameter at HL-LHC is estimated. Starting from the existing CMS measurement [6] obtained from 8 TeV pp collision data, we use the expected improvements of the statistical and systematic uncertainties assuming a center-of-mass energy of 14 TeV and integrated luminosity of 3000 fb$^{-1}$ to obtain the expected precision on $P'_5$ at the end of the HL-LHC period.

2 Summary of previous analysis

The CMS analysis of Run I data [6] is based on an integrated luminosity of 20 fb$^{-1}$, collected at $\sqrt{s} = 8$ TeV in 2012. The analysis measures the $P'_5$ variable of the $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decay as a function of $q^2$ in the range from 1 to 19 GeV$^2$. CMS had previously exploited the same data set to measure two other angular parameters in the $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decay as a function of $q^2$, the forward-backward asymmetry of the muons, $A_{FB}$, and the $K^{*0}$ longitudinal polarization frac-
tion, $F_L$, as well as the differential branching fraction, $d\mathcal{B}/dq^2$ [12]. The decay is fully described as a function of the three angles $\theta_\ell$, $\theta_K$ and $\phi$, where $\theta_\ell$ is the angle between the momentum of the positive (negative) muon and the direction opposite to the $B^0$ ($\bar{B}^0$) in the dimuon rest frame; $\theta_K$ is the angle between the kaon momentum and the direction opposite to the $B^0$ ($\bar{B}^0$) in the $K^{*0}$ ($\bar{K}^{*0}$) rest frame; $\phi$ is the angle between the dimuon and the $K^+\pi^-$ decay planes in the $B^0$ rest frame. The expression describing the angular distribution can be found in Ref. [6]. The possible contribution from spinless (S-wave) $K^+\pi^-$ combinations is taken into account in the decay description with three terms: $F_S$, which is related to the S-wave fraction, and $A_S$ and $A_S^\prime$, which are the interference amplitudes between the S-wave and P-wave decays. The observables of interest are extracted for each $q^2$ bin from an unbinned extended maximum likelihood fit to $m(\mu^+\mu^-K^+\pi^-)$ and the three angular variables.

In this analysis the CP state assignment is of great importance because the angular observables behave oppositely for each one of the two CP eigenstates. In absence of a particle ID detector, and given that the ionization energy loss method for hadron identification is not applicable to the kinematic range of the particles involved in this process [13], the four-track candidate is identified as a $B^0$ or $\bar{B}^0$ based on the $K^+\pi^-$ or $K^-\pi^+$ invariant mass being closest to the nominal $K^{*0}$ mass. The fraction of candidates assigned to the incorrect state is estimated from the simulation to vary between 12 and 14% among the different $q^2$ bins.

The probability density function takes into account correctly and wrongly tagged signal events, background events, and the efficiency in the three angular variables. The efficiency, which is the product of the acceptance of the detector and the trigger, reconstruction, and selection efficiencies, is obtained from a Monte Carlo (MC) simulation, which reproduces the data taking conditions. It is determined, for each $q^2$ bin, as a function of the three angles $\cos \theta_\ell$, $\cos \theta_K$ and $\phi$.

The resonant $B^0 \rightarrow J/\psi K^{*0}$ and $B^0 \rightarrow \psi' K^{*0}$ decays are used as control channels (corresponding to the $q^2$ bins 8.68 – 10.09 and 12.90 – 14.18 GeV$^2$). Here, $\psi'$ denotes the $\psi(2S)$ meson.

The online event selection uses a hardware low-$p_T$ dimuon trigger and a High Level Trigger (HLT) selection based on the dimuon invariant mass and the compatibility of the two muons with a common vertex displaced from the pp collision region. The offline reconstruction requires that two oppositely charged muons and two oppositely charged hadrons are fit to a common vertex, and satisfy the set of kinematic and topological requirements described in Ref. [6]. In case multiple $B^0$ candidates per event are found, only the one with the largest $\chi^2$ fit probability is retained.

Contamination from the resonant $B^0 \rightarrow J/\psi K^{*0}$ and $B^0 \rightarrow \psi' K^{*0}$ decays is reduced using a combined selection on $m(\mu^+\mu^-)$ and $m(\mu^+\mu^-K^+\pi^-)$, i.e., rejecting events for which the condition $|m(\mu^+\mu^-K^+\pi^-) - m(B^{*0}_{PDG}) - m(\mu^+\mu^-) - m(J/\psi \text{ or } \psi')_{PDG}| \leq R_{\text{rej}}$ is satisfied. The $R_{\text{rej}}$ value and the use of $m(J/\psi)_{PDG}$ versus $m(\psi')_{PDG}$ [14] depend on the $m(\mu^+\mu^-)$ analyzed region [6].

### 3 Extrapolation to the HL-LHC

In order to extrapolate from the Run I results, some assumptions are made. We have not considered the effects of improvements in the analysis strategy (for instance the use of different selection criteria or fits). We have assumed that the trigger thresholds and efficiencies will remain the same. In fact, this is likely to be a conservative assumption as the availability of tracking information at the first level of the trigger may result in a higher efficiency than in
Run I. The extrapolation method assumes that the signal-to-background is the same. Except as noted below regarding the mass resolution, this is expected to be the case as the primary source of background is from other b decays, whose cross section scales the same as the signal. Samples of simulated signal events were used to evaluate the effect of three important aspects of the analysis: mass resolution, CP mistagging rate, and the effect of pileup in order to justify the extrapolation method.

3.1 Mass resolution

For analyses with significant background, the mass resolution is an important aspect in obtaining a high signal to background. The left plot of Fig. 1 shows the $K^+\pi^-\mu^+\mu^-$ invariant mass distribution in a specific $q^2$ bin for the Run I and Phase-2 simulations, and the width of the $B^0$ signal for each $q^2$ bin is shown on the right. The width is measured by performing a fit to the $K^+\pi^-\mu^+\mu^-$ mass distribution in each $q^2$ bin, parametrizing the $B^0$ signal with the sum of two Gaussian distributions and taking the average of the two Gaussian widths (weighted by their relative contribution) as the $B^0$ width. The improvement in mass resolution with the Phase-2 conditions should improve the signal-to-background ratio from the Run I result. This improvement is not included in the extrapolation.

![Figure 1: Left: the $K^+\pi^-\mu^+\mu^-$ invariant mass distribution for bin 2 from Run I (black diamonds) and Phase-2 (red circles) simulation. A fit with the sum of two Gaussian functions is superimposed to each distribution. Right: the $B^0$ signal width for each $q^2$ bin in the Run I and Phase-2 simulations.](image)

### 3.2 Mistag rate

The assignment of the CP state is based on the distance of the invariant mass of the two hadrons from the $K^{*0}$ PDG mass [14]. Both mass hypotheses are computed, i.e. $K^+\pi^-$ and $K^-\pi^+$, but only the one closest to the $K^{*0}$ world average mass is retained, which also directly determines the CP state of the mother meson. The CP mistag fraction, defined as the ratio between the number of wrongly tagged events and the total number of signal events, is determined from simulation by counting the number of correctly and wrongly tagged events, where only truth-matched events passing all of the selection criteria are considered. The mistag fraction obtained from the Phase-2 MC simulation is found to be the same as in Run I.

### 3.3 Pileup effects

The analysis performance was proven not to be significantly affected by pileup during the studies performed for the previous publications [6, 12]. In particular, the event selection re-
quirements do not depend on the primary vertex choice or utilize isolation information. Furthermore, requiring that each track in the decay have a distance of closest approach to the beamspot greater than 2 standard deviations helps to reduce the contamination from tracks originating from pileup vertices.

In order to have a more quantitative estimation of possible pileup effects, we compared the distributions of the more relevant variables between the samples with and without pileup: no significant degradation of the discriminating power was observed.

3.4 Expected yield and statistical uncertainty

For each \( q^2 \) bin, the expected \( B^0 \to K^{*0} \mu^+ \mu^- \) signal yields are obtained from a sample of simulated signal events generated with the Phase-2 conditions, including an average of 200 pileup. The yields in each \( q^2 \) bin are obtained from an extended unbinned maximum likelihood fit to the \( K^+ \pi^- \mu^+ \mu^- \) invariant mass, parameterizing the signal with the sum of two Gaussian distributions and the (negligible) background with an exponential distribution. All parameters are freely varying in the fit. The yields are weighted by the trigger efficiencies measured in the Run I sample and scaled to luminosities of 300 and 3000 fb\(^{-1}\). The total expected number of \( B^0 \to K^{*0} \mu^+ \mu^- \) signal events, excluding the \( q^2 \) regions associated with the resonant decays, is around 700K for an integrated luminosity of 3000 fb\(^{-1}\). The estimated statistical uncertainty on the \( P'_5 \) parameter is obtained by scaling the statistical uncertainty measured in Run I by the square root of the ratio between the yields observed in the Run I data and the Phase-2 simulation:

\[
\sigma_{P'_5}^{\text{Phase2}} = \sqrt{\frac{N_{\text{RunI}}}{N_{\text{Phase2}}} \sigma_{P'_5}^{\text{RunI}}} \quad (1)
\]

4 Systematic uncertainties

The systematic uncertainties are also extrapolated from the Run I analysis. Improved understanding of theory and the experimental apparatus is expected to reduce many uncertainties by a factor of 2 in the Phase-2 scenario. These uncertainties are those related to contamination from resonant decays, signal mass shape, CP mistagging rate, efficiency, angular resolution, and other simulation modeling. The uncertainty on the description of the background mass distribution, the one associated with the propagation of the uncertainty on \( F_L, F_S \) and \( A_S \), and the fit bias introduced by the fitting procedure depend on the available amount of data. These uncertainties are therefore scaled the same as the statistical uncertainties. The uncertainty related to the limited number of simulated events is neglected, under the assumption that sufficiently large simulation samples will be available by the time the HL-LHC becomes operational.

5 Results

The Run I results and the projected statistical uncertainties and total uncertainties (statistical and systematic uncertainties added in quadrature) in each \( q^2 \) bin are shown in Figs. 2 and 3 for an integrated luminosity of 300 and 3000 fb\(^{-1}\), respectively. The statistical and systematic uncertainties from Run I and for an integrated luminosity of 3000 fb\(^{-1}\) in Phase-2 are also given in Table 1.
6. Conclusions

The increased amount of collected data foreseen for Phase-2 offers us the opportunity to perform the angular analysis in narrower $q^2$ bins, in order to measure the $P'_5$ shape as a function of $q^2$ with finer granularity. The $q^2$ region below the $J/\psi$ mass (squared), which is more sensitive to possible new physics effects, is considered. Each Run I $q^2$ bin is split into smaller and equal-size bins trying to achieve a statistical uncertainty of the order of the total systematic uncertainty in the same bin with the additional constraint of having a bin width at least 5 times larger than the dimuon mass resolution $\sigma_r$. If both conditions cannot be satisfied, then only the looser requirement on the $5\sigma_r$ bin width is imposed. The dimuon mass resolution is obtained from the MC simulation as a function of $q^2$. With respect to the Phase-2 systematic uncertainties with wider bins, the systematic uncertainties that were scaled the same as the statistical uncertainties are adjusted to account for less data in each bin while the other systematic uncertainties are unchanged. The resulting binning is given in Table 2, along with the projected statistical and systematic uncertainties. The lower two pads of Fig. 3 show the projected statistical and total uncertainties.

Figure 2: Projected statistical (hatched regions) and total (open boxes) uncertainties on the $P'_5$ parameter versus $q^2$ in the Phase-2 scenario with an integrated luminosity of 300 fb$^{-1}$. The CMS Run I measurement of $P'_5$ is shown by circles with inner vertical bars representing the statistical uncertainties and outer vertical bars representing the total uncertainties. The vertical shaded regions correspond to the $J/\psi$ and $\psi'$ resonances.

6 Conclusions

The large amount of data expected from the HL-LHC will allow CMS to investigate rare B physics decay channels and, in particular, precisely measure the $P'_5$ parameter shape in the $B^0 \rightarrow K^{*0}\mu^+\mu^-$ mode through an angular analysis. With the large data set of 3000 fb$^{-1}$, corresponding to around 700K fully reconstructed $B^0 \rightarrow K^{*0}\mu^+\mu^-$ events, the $P'_5$ uncertainties in the $q^2$ bins are estimated to improve by up to a factor of 15 compared to the CMS measurement from 20 fb$^{-1}$ of 8 TeV data. We also studied the possibility to perform the analysis of the angular observables in narrower $q^2$ bins, as a better determination of the $P'_5$ parameter shape will allow significant tests for both beyond Standard Model physics and between different Standard Model calculations. The future sensitivity of the $P'_5$ angular variable has been presented, however it is worth mentioning that, with the foreseen HL-LHC high statistics, CMS will have the capability to perform a full angular analysis of the $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decay mode.
5.6. Measurement of the $P'_5$ parameter in $B^0 \rightarrow K^{*-0} \mu^+ \mu^-$ decay (CMS-FTR-18-033)

Figure 3: Projected statistical (hatched regions) and total (open boxes) uncertainties on the $P'_5$ parameter versus $q^2$ in the Phase-2 scenario with an integrated luminosity of 3000 fb$^{-1}$. The CMS Run I measurement of $P'_5$ is shown by circles with inner vertical bars representing the statistical uncertainties and outer vertical bars representing the total uncertainties. The vertical shaded regions correspond to the $J/\psi$ and $\psi'$ resonances. The two lower pads represent the statistical (upper pad) and total (lower pad) uncertainties with the finer $q^2$ binning.
6. Conclusions

Table 1: Statistical and systematic uncertainties in each $q^2$ bin from the Run I measurement [6] and the HL-LHC extrapolation to 3000 fb$^{-1}$.

<table>
<thead>
<tr>
<th>$q^2$ bin (GeV$^2$)</th>
<th>Run I</th>
<th>Phase-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.00 &lt; q^2 &lt; 2.00$</td>
<td>$\sigma_{\text{stat}} = +0.32^{+0.34}<em>{-0.31}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.22^{+0.25}_{-0.21}$</td>
<td>$\sigma_{\text{stat}} = +0.014$ &lt;br&gt; $\sigma_{\text{syst}} = +0.009$</td>
</tr>
<tr>
<td>$2.00 &lt; q^2 &lt; 4.30$</td>
<td>$\sigma_{\text{stat}} = +0.34^{+0.31}<em>{-0.31}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.18$</td>
<td>$\sigma_{\text{stat}} = +0.014^{+0.015}<em>{-0.013}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.034$</td>
</tr>
<tr>
<td>$4.30 &lt; q^2 &lt; 6.00$</td>
<td>$\sigma_{\text{stat}} = +0.22^{+0.18}<em>{-0.21}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.25$</td>
<td>$\sigma_{\text{stat}} = +0.009$ &lt;br&gt; $\sigma_{\text{syst}} = +0.037$</td>
</tr>
<tr>
<td>$6.00 &lt; q^2 &lt; 8.68$</td>
<td>$\sigma_{\text{stat}} = +0.15^{+0.19}<em>{-0.15}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.13$</td>
<td>$\sigma_{\text{stat}} = +0.006^{+0.005}<em>{-0.008}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.026$</td>
</tr>
<tr>
<td>$10.09 &lt; q^2 &lt; 12.86$</td>
<td>$\sigma_{\text{stat}} = +0.11^{+0.14}<em>{-0.14}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.13$</td>
<td>$\sigma_{\text{stat}} = +0.005^{+0.005}<em>{-0.006}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.038$</td>
</tr>
<tr>
<td>$14.18 &lt; q^2 &lt; 16.00$</td>
<td>$\sigma_{\text{stat}} = +0.13^{+0.20}<em>{-0.13}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.18$</td>
<td>$\sigma_{\text{stat}} = +0.005^{+0.005}<em>{-0.008}$ &lt;br&gt; $\sigma</em>{\text{syst}} = +0.048$</td>
</tr>
<tr>
<td>$16.00 &lt; q^2 &lt; 19.00$</td>
<td>$\sigma_{\text{stat}} = +0.12$ &lt;br&gt; $\sigma_{\text{syst}} = +0.18$</td>
<td>$\sigma_{\text{stat}} = +0.005$ &lt;br&gt; $\sigma_{\text{syst}} = +0.026$</td>
</tr>
</tbody>
</table>
5.6. Measurement of the $P_{2}'$ parameter in $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay (CMS-FTR-18-033)

Table 2: Projected statistical and systematic uncertainties from 3000 fb$^{-1}$ HL-LHC with finer $q^2$ binning in the low $q^2$ region.

<table>
<thead>
<tr>
<th>Run I $q^2$ bin (GeV$^2$)</th>
<th>Finer $q^2$ bin (GeV$^2$)</th>
<th>Stat. uncertainty</th>
<th>Syst. uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00 &lt; $q^2$ &lt; 2.00</td>
<td>1.00 &lt; $q^2$ &lt; 2.00</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td>$\sigma_{\text{syst}} = \pm 0.017$</td>
</tr>
<tr>
<td></td>
<td>2.00 &lt; $q^2$ &lt; 2.26</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.26 &lt; $q^2$ &lt; 2.51</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.51 &lt; $q^2$ &lt; 2.77</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.77 &lt; $q^2$ &lt; 3.02</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.02 &lt; $q^2$ &lt; 3.28</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.28 &lt; $q^2$ &lt; 3.53</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.53 &lt; $q^2$ &lt; 3.79</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.79 &lt; $q^2$ &lt; 4.04</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.04 &lt; $q^2$ &lt; 4.30</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td>2.00 &lt; $q^2$ &lt; 4.30</td>
<td>4.30 &lt; $q^2$ &lt; 4.58</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.58 &lt; $q^2$ &lt; 4.87</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.87 &lt; $q^2$ &lt; 5.15</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.15 &lt; $q^2$ &lt; 5.43</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.43 &lt; $q^2$ &lt; 5.72</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.72 &lt; $q^2$ &lt; 6.00</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td>4.30 &lt; $q^2$ &lt; 6.00</td>
<td>6.00 &lt; $q^2$ &lt; 6.45</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.45 &lt; $q^2$ &lt; 6.89</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.89 &lt; $q^2$ &lt; 7.34</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.34 &lt; $q^2$ &lt; 7.79</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.79 &lt; $q^2$ &lt; 8.23</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.23 &lt; $q^2$ &lt; 8.68</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td>6.00 &lt; $q^2$ &lt; 8.68</td>
<td>6.00 &lt; $q^2$ &lt; 6.45</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.45 &lt; $q^2$ &lt; 6.89</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.89 &lt; $q^2$ &lt; 7.34</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.34 &lt; $q^2$ &lt; 7.79</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.79 &lt; $q^2$ &lt; 8.23</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.23 &lt; $q^2$ &lt; 8.68</td>
<td>$\sigma_{\text{stat}} = \pm 0.014$</td>
<td></td>
</tr>
</tbody>
</table>
References


5.6. Measurement of the $P_5$ parameter in $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decay (CMS-FTR-18-033)
Prospects for lepton flavour violation measurements in $\tau \rightarrow 3\mu$ decays with the ATLAS detector at the HL-LHC

The ATLAS Collaboration

This note estimates the ATLAS detector sensitivity to measure the branching fraction of the lepton flavour violating decay $\tau \rightarrow 3\mu$ with 3000 fb$^{-1}$ of 14 TeV proton-proton collision data expected during the HL-LHC campaign. Two sources of $\tau$ leptons are considered: W-bosons and heavy flavour hadrons. The estimation is a projection of the measurement of the search for $\tau \rightarrow 3\mu$ decays in $W \rightarrow \tau\nu$ events performed by the ATLAS experiment with data collected in 2012. Several scenarios and expected upper limits at different acceptance and background rejection levels are discussed.
1 Introduction

This note documents a simulation-based study of the confidence regions for the search for lepton flavour violating decays (LFV) of $\tau$ leptons in the $\tau \to 3\mu$ channel expected with the HL-LHC data-taking campaign corresponding to an integrated luminosity of $3000\,\text{fb}^{-1}$ for the ATLAS detector [1]. Two different production channels are considered, the W-channel in which the $\tau$ lepton originates from W-boson decays and the heavy flavour (HF) channel in which the $\tau$ lepton is produced in decays of c- and b-hadrons, dominated by the $D_s \to \tau\nu$ decay. Background events arise dominantly from lepton fakes from hadrons ($c\bar{c}/b\bar{b} \to X\mu\mu$), with additional contributions due to pile-up.

Flavour violation has been observed in both the quark and the neutral lepton sectors, but not for charged leptons. In the SM charged lepton flavour violating branching fractions are heavily suppressed, with predicted values of the order of $10^{-55}$ [2], leaving no possibility to observe such SM processes at any collider based experiment. In new physics scenarios, such as non universal $Z'$ [3], SO(10) supersymmetric [4] or Type-II Seesaw [5] models with an extended Higgs sector, predicted branching fractions can be of the order of up to $10^{-10} - 10^{-8}$, opening the possibility of observing such effects. Observing $\tau \to 3\mu$ decays would provide an immediate proof of physics beyond the SM. The presented studies extrapolate the latest result from the ATLAS collaboration of the $\tau \to 3\mu$ search in the $W \to \tau\nu$ channel, which is based on the data collected during Run 1 [6].

2 Analysis procedure

The increased number of pile-up events in the extrapolation of the Run 1 result is assumed to have no strong impact on the performance of the analysis and thus has been neglected. The analysis workflow is taken to be unchanged w.r.t the Run 1 analysis: a loose cut-based pre-selection to select events with three muons originating from a common vertex and kinematics compatible with the ones expected of a $\tau$ lepton decay is applied. This loosely selected dataset is used to train a machine learning algorithm\(^1\) using recorded data events from a mass sideband region as background model and Monte-Carlo (MC) simulation for the signal. Given the low number of expected background events (<1) in the 8 TeV analysis a complicated fitting procedure involving fits to the BDT and invariant three-muon mass shape has been developed. It is assumed that this will be repeated in this work’s projections, although a higher background level might be expected in the HL-LHC scenario. The underlying assumption is that any change to this procedure will not influence the performance of the analysis. Lower systematic uncertainties on the background expectation are taken into account as detailed below. Additionally, the Run 1 analysis allowed to improve trigger selection and offline muon reconstruction, that was included in the Run 2 and HL-LHC MC simulation. Signal yields will be extrapolated from Run 2 MC simulation. The expected upper limit on the branching fraction will be extracted exploiting the relationship:

$$BR(\tau \to 3\mu) = \frac{N^{UL}_S}{\mathcal{A} \times \epsilon \cdot N_{X\to\tau\nu}}$$  \hspace{1cm} (1)

with $N^{UL}_S$ being the upper limit on the expected number of signal events, $\mathcal{A} \times \epsilon$ the signal acceptance times efficiency of the selection, and $N_{X\to\tau\nu}$ the number of expected tau leptons produced via the decay

\(^1\) In Run 1 a Boosted Decision Tree (BDT) was applied. The exact choice of the algorithm is subject to changes in the future, e.g. to Neural Networks (NN). In this note it is assumed that the performance of the classifier is at least as good as the BDT in Run 1.
of a given initial state $X$, being either a W-boson or charm/beauty hadron. The HL-LHC ATLAS tracker upgrades \cite{7, 8} entail improvements in vertex and mass determination. This reflects in an improved mass resolution in both the W-channel and HF-channel. Figure 1 exemplifies this, comparing the reconstructed tau mass obtained from Run 2 simulations to the one obtained from simulating the HL-LHC detector and collision conditions. The reconstructed tau mass is fitted with a double-Gaussian with both means and width floating. The total width, $\sigma$, is obtained from the weighted average of the width of each single Gaussian. Signal mass windows different from the ones used in Run 1 are included as an improvement taking advantage of the reduced background contributions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mass_resolution.png}
\caption{Comparison of tau mass resolutions in the W- (left) and HF-channel (right) in run-2 and under HL-LHC detector conditions. The quoted widths, $\sigma$, are obtained from a double Gaussian fit.}
\end{figure}

Given that the Run 1 analysis was performed in the W-channel only different extrapolation approaches are chosen for the two production modes and are summarised in the following two sections.

### 2.1 W-channel

The projection in the W-channel is based on the ATLAS Run 1 result \cite{6}. The inclusive W production cross section at $\sqrt{s} = 14$ TeV has been calculated at NNLO using FEWZ \cite{9, 10} and the MSTW2008NNLO pdf set \cite{11} to $\sigma(pp \to W^\pm(\to l^\nu)) = 21.66$ nb \cite{12}, thus in 3ab$^{-1}$ of collision data the tau lepton yield from W-boson decays increased by about a factor of 260 w.r.t the Run 1 statistics ($N_{W}^{HL-LHC} = 6.50 \times 10^{10}$). Since the Run 1 result, several improvements in triggering on low momentum and close-by muons as well as their reconstruction have been developed and deployed. To estimate the impact of these improvements the combined trigger and reconstruction efficiencies are evaluated in Run 2 MC simulation relative to Run 1. The acceptance improves by a factor of 2.2 evaluated on Run 2 and this is confirmed using HL-LHC MC simulations. Scenarios corresponding to different assumed levels of analysis improvements, relative to the Run 1 benchmark are defined, taking into account different optimisations.

1. **Non-improved scenario:** Here no analysis or detector improvements are considered and the sensitivity is extrapolated scaling for the integrated luminosity and higher production cross section at $\sqrt{s} = 14$ TeV. The background yield of the Run 1 analysis ($N_{bkg}^{Run\,1} = 0.193$) is scaled by a factor of 260, while $A \times \epsilon$ is considered to be the same as in Run 1. This is by far the most conservative approach of the three approaches.

2. **Intermediate scenario:** In this scenario the improvements in triggering and reconstruction of low $p_T$ muons estimated from Run 2 MC are included in the projection, while no effects on further
impacts of the machine learning (ML) selection or better resolution are considered. The net effect of these improvements is an increase of a factor 2.2 in the signal yield relative to Run 1. Additionally, the extrapolation factor of 260 accounting for the increased cross-section and integrated luminosity is applied.

3. **Improved scenario:** In this scenario the signal search window is tightened, taking into account expected improvements in mass resolution. The improvement is estimated fitting the HL-LHC MC signal three-muon invariant mass resolution with a double Gaussian model. The combined fit has a width 20% smaller than the Run 1 counterpart. The improved mass resolution and thus smaller signal region reflects in a 25% improvement in the S/B ratio which is applied to the projection. The improvements of the previous scenarios are applicable as well.

The expected sensitivity for each scenario is calculated based on a profile likelihood fit to the expected event yields in the signal region using HistFitter [13]. The likelihood function $L(\mu_s, \hat{\theta})$ consists of Poisson probabilities for the event yield in the signal region and a Gaussian distribution for the systematic uncertainties which are included in the fit as a nuisance parameter, $\hat{\theta}$. Signal and background yields are linearly scaled by the luminosity, cross section and improvements expected in each scenario. The parameter of interest in such a fit is the signal strength $\mu_s$, corresponding to a scale factor on the signal yield relative to the expected yield. The systematic uncertainty on the background yield in the Run 1 analysis evaluated to 67.9%. The dominant sources arise from the variation of the three-$\mu$ mass side-band region used for the extrapolation towards the signal region and the uncertainty on the BDT fit which is mainly driven by the low number of background events. As the general strategy will remain the same, this is expected to be the dominant contributor also in future analyses. In particular the analysis is expected to be optimised such that the expected background yield is still small. However, given that no proper background model can be provided by means of simulation, it is impossible to retrieve a reasonable estimate of the machine learning algorithm and thus the $\mathcal{A} \times \epsilon$ in a small background scenario. Thus, in this projection the expected number of background events will be considered high as does the signal acceptance and efficiency.

In this scenario assuming a large systematic uncertainty is unreasonable and would introduce an additional penalty factor on top of the large background yield. As pointed out above in Run 1 the systematic uncertainty was dominated by statistics available for the background estimation. Scaling this down with the increased statistics corresponding to the HL-LHC luminosity but preserving constant terms for reconstruction efficiency systematics results in an assumed uncertainty of the 15%. The impact of varying the background systematic uncertainty by 5% has been evaluated to a change of the upper limit of 10%. Based on the expected upper limit on the signal yields, the limit on $BR(\tau \to 3\mu)$ can be calculated according to Eq. 1. Fig 2 shows the $CL_s$ curves for each discussed scenario. The expected 90% $CL_s$ upper limits on the $\tau \to 3\mu$ branching fraction are obtained from the intersection with the red line. The corresponding projections are summarised together with the considered inputs in Tab. 1.

2.2 **HF-channel**

Although with a less clean signature, the majority of $\tau$ leptons produced at the LHC originate from heavy flavour meson decays, dominated by $D_s$ decays. The HF-channel has not been exploited by ATLAS so far, but the W-channel result can be used as the basis for a rough sensitivity extrapolation to the HF case. $D_s$ mesons are produced either promptly or in the decay of $b$-hadrons. The inclusive cross section for the production of HF decays to tau leptons has been calculated at Fixed Order Next to Leading Log (FONLL) [14–16] using the CTEQ 6.6 pdf set [17] and is found to be $\sigma(\text{HF} \rightarrow \tau\nu) = \left(745^{+172}_{-130}\right) \text{nb}$.
in the fiducial phase space defined by $p_T > 10$ GeV and $|\eta| < 2.5$. Systematic uncertainties include variations of the scales and masses and are combined quadratically. Thus, in 3 ab$^{-1}$ of pp collision data $N_{HF \rightarrow \tau \nu} = \left(2.23^{+0.52}_{0.39} \right) \times 10^{12}$ are expected, which increases the dataset of recorded $\tau$ leptons by a factor of $\sim 40$ compared to the W-channel. Tau leptons from HF decays tend to have lower $p_T$ relative to the W-produced ones, resulting in a smaller acceptance. The trigger and reconstruction efficiencies are estimated from MC simulations of $c\bar{c}/b\bar{b} \rightarrow D_s(\tau \rightarrow 3\mu) + X$ events. The acceptance is extracted from a generator level study applying kinematic selections looser than the ones imposed by the following trigger scenarios:

1. low-$p_T$ selection: all three muons have $p_T > 3.5$ GeV;
2. high-$p_T$ selection: three muons must pass $p_T > (10.5, 5.5, 2)$ GeV, respectively.

The efficiency of events passing either of these selections is evaluated to 14%. Since no trigger decision is simulated in the HL-LHC samples, the trigger efficiency is obtained from Run 2 simulation. The resulting $\mathcal{A} \times \epsilon$ excluding the ML efficiency is 3.1%. Since no ML classifier can be trained due to the lack of a reliable background simulation, the BDT efficiency obtained in the Run 1 analysis of 28% is applied. The upper limit is estimated assuming three different background scenarios:

1. High background scenario: This scenario is the most conservative approach taking the background level one order of magnitude larger than in the Run 1 W-channel analysis. The background estimated...
in the Run 1 analysis is scaled by the increase in luminosity and data and an additional penalty factor of 10 is applied on top.

2. **Medium background scenario:** In this scenario it is considered that the background level in the HF-channel is a factor of 3 larger than in the W-channel. The scaling according to the increase in luminosity is applied.

3. **Low background scenario:** This is the most aggressive of the scenarios considered in the HF-channel. The background level is assumed to be the same as in the W-channel, still taking into account the increase in luminosity. This scenario provides a reference for the effect of potential analysis improvements.

The background variability considered above is meant to include also a potentially less effective background rejection relative to the W-channel, where the missing energy variable plays an important role. The expected upper limits are estimated with the same procedure used in the W-channel case. Figure 2 and Table 2 summarise the CL$_s$ curves and the 90% CL$_s$ limits for the three scenarios considered.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$A \times \epsilon$ [%]</th>
<th>$N_{bkg}^{exp}$</th>
<th>90% CL UL on BR($\tau \rightarrow 3\mu$) [$10^{-9}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>High background</td>
<td>0.88</td>
<td>507.05</td>
<td>6.40</td>
</tr>
<tr>
<td>Medium background</td>
<td>0.88</td>
<td>152.12</td>
<td>2.31</td>
</tr>
<tr>
<td>Low background</td>
<td>0.88</td>
<td>50.71</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 2: Summary of the inputs to the limit calculation for each scenario as well as the expected 90% CL$_s$ upper limit on the LFV branching fraction for an assumed luminosity of 3 ab$^{-1}$ of pp collisions at $\sqrt{s} = 14$ TeV in the HF-channel.

### 3 Conclusion

A study of the ATLAS experiment reach in the search for lepton flavour violation in the charged sector by searching for $\tau \rightarrow 3\mu$ decays at the HL-LHC is presented. The study is based on the results of the $W \rightarrow \tau(\rightarrow 3\mu)\nu$ search performed on the data collected during Run 1 of LHC, and takes into account several aspects of the extrapolation such as trigger selections and efficiencies, detector performance effects, luminosity and collision energy conditions, which have been validated using Run 2 simulations. Systematic uncertainties are extrapolated from the Run 1 analysis. Extrapolations to the statistics ATLAS expects to collect at the HL-LHC are performed and upper limits on the $\tau \rightarrow 3\mu$ branching fraction are obtained for different levels of background and $A \times \epsilon$. Exclusion limits at 90% CL on the $\tau \rightarrow 3\mu$ branching fraction below $10^{-8}$ in the W-channel and a few $10^{-9}$ in the HF-channel are foreseen. Both channels are complementary due to the different tau production channel, contributing backgrounds and systematic uncertainties and thus a combination will yield a stronger limit.
References


[17] J. Pumplin et al.,
5.7. Lepton flavour violation in $\tau \to 3\mu$ decays (ATL-PHYS-PUB-2018-032)
# High Density QCD Physics

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1</td>
<td>Heavy Ion physics performance (CMS-FTR-17-002)</td>
<td>1220</td>
</tr>
<tr>
<td>6.2</td>
<td>Bulk properties of Pb+Pb, p+Pb, and pp (ATL-PHYS-PUB-2018-020)</td>
<td>1230</td>
</tr>
<tr>
<td>6.3</td>
<td>Nuclear parton distributions (CMS-FTR-18-027)</td>
<td>1245</td>
</tr>
<tr>
<td>6.4</td>
<td>Nuclear parton distributions (ATL-PHYS-PUB-2018-039)</td>
<td>1258</td>
</tr>
<tr>
<td>6.5</td>
<td>Jet quenching measurements (CMS-FTR-18-025)</td>
<td>1285</td>
</tr>
<tr>
<td>6.6</td>
<td>Measurements of jet modifications (ATL-PHYS-PUB-2018-019)</td>
<td>1297</td>
</tr>
<tr>
<td>6.7</td>
<td>Open heavy flavor and quarkonia (CMS-FTR-18-024)</td>
<td>1306</td>
</tr>
<tr>
<td>6.8</td>
<td>Small system flow observables (CMS-FTR-18-026)</td>
<td>1318</td>
</tr>
<tr>
<td>6.9</td>
<td>Photon-induced processes in ultra-peripheral collisions (ATL-PHYS-PUB-2018-018)</td>
<td>1325</td>
</tr>
</tbody>
</table>
Projected Heavy Ion Physics Performance at the High Luminosity LHC Era with the CMS Detector

The CMS Collaboration

Abstract

In this note, the projected performance of heavy ion physics in the HL-LHC era with the CMS detector is presented. The results are based on data from the pp, pPb and PbPb data taken between 2010 and 2016. The extrapolated performance with PbPb data corresponding to a total integrated luminosity of 10 nb$^{-1}$ at $\sqrt{s_{\text{NN}}} = 5.02$ TeV shows a dramatic improvement in the accuracy of a number of selected measurements using jets, quarkonia, and identified heavy flavor hadrons.
1 Introduction

In this document a brief exploratory study is presented that investigates the physics prospects of heavy ion data analysis in the High Luminosity (HL) LHC era with the CMS experiment [1]. For the HL-LHC running period the heavy ion experiments have requested to deliver an integrated luminosity of $10 \text{ nb}^{-1}$ of PbPb collisions. Based on this data sample size the physics reach of a few example physics channels are studied in the context of the general topics of particle spectra measurements, elliptic flow, high-$p_T$ and dilepton physics. These studies aim to illustrate how the large available statistics will facilitate not only a higher $p_T$ reach for certain observables, but most importantly more differential measurements of phenomena already observed in the Run-1 and Run-2 data set. Studies of hard probes differential in parton flavor, azimuthal orientation with respect to the collision reaction plane and collision centrality are crucially needed to study the details of parton energy loss mechanism in a strongly interacting medium which will allow the precise characterization of its properties.

2 Impact of Detector Upgrades

Up to long shutdown three (LS3), CMS will upgrade the pixel system, the trigger and the data acquisition systems, among other upgrade projects. These improvements will allow the CMS heavy-ion program to fully exploit the high luminosity heavy-ion running for jet quenching analyses and will augment the heavy-ion reconstruction performance to about the level of the current pp reconstruction algorithms.

The biggest improvement of the heavy ion charged particle reconstruction will be provided by the first PbPb data with a four layer pixel system. Compared to the previous three layer pixel system this will significantly enhance the seed quality of the pattern recognition algorithm, which should result in an improvement of the reconstruction efficiency and reduction of the rate of falsely reconstructed trajectories. The significantly lowered material budget will also improve the secondary vertex resolution which will make CMS ideally suited for the studies of heavy flavor mesons and heavy flavor tagged jets.

3 Physics Performance

3.1 Nuclear Modification Factors of Heavy Flavor Mesons

One of the proposed observables that reveal the flavor dependence of in-medium parton energy loss is the reduction of heavy flavor meson yield. This can be studied by measurements of nuclear modification factors ($R_{AA}$), defined as the ratio of the yield in nucleus-nucleus collisions to that observed in pp collisions, scaled by the number of binary nucleon-nucleon collisions. At low $p_T$, the production rate of heavy flavor mesons in PbPb is sensitive to the elastic energy loss of the heavy quark, the gluon shadowing effect in the nuclear parton distribution function, and the rate of recombination of the heavy quark and light flavors at the hadronization stage. At high $p_T$, the size of the suppression is sensitive to the heavy quark radiative energy loss in the pQCD-based models. Precision measurement of the $R_{AA}$ from intermediate $p_T$ ($\sim 10$ GeV) to very high $p_T$ (200–400 GeV) in bins of event centrality could provide insights about the path length and momentum dependence of the heavy quark energy loss and potentially distinguish between models based on AdS/CFT and pQCD.

Figure 1 shows the expected performance with the data recorded in 2015 and the projected performance in 2018 and beyond. The central values of the $R_{AA}$ for charged particles and...
nonprompt $J/\psi$ are taken from [2] and [3], respectively. In the $p_T > 2$ GeV interval, the $D^0$ $R_{AA}$ values are taken from [4] and the spectra is smoothed using a polynomial fit on the existing measurements. In the $p_T < 2$ GeV region, the central values of $D^0$ $R_{AA}$ are taken from [5]. Finally, the $B^+$ $R_{AA}$ values are from predictions in [6]. The systematical uncertainties are scaled down to account for the increased integrated luminosity in the HL-LHC era, with a minimum of 4% per charged track.

With the high statistics jet and heavy flavor triggered sample, the precision of the $R_{AA}$ measurements at high $p_T$ could be greatly improved. At the same time, with the L1 trigger rate upgrade, the much larger minimum-bias sample enables CMS to perform these studies down to the very low $p_T$ region. The expected precision of charged particle, $D^0$ and $B^+$ $R_{AA}$ measurements from low $p_T$ to high $p_T$ could provide a strong constraint on theoretical models, and the significant difference in the suppression magnitude between those mesons could be observed for the first time. In addition, the comparison between $B_s$, $B^0$ and $B^+ R_{AA}$ will become possible and the first measurements of flavor identified $B$ mesons has been performed in proton-lead collisions [7].

![Figure 1: Nuclear modification factors of charged particles, $D^0$, $B^+$ and nonprompt $J/\psi$ with the PbPb statistics expected with 10 nb$^{-1}$.](image)

**3.2 Azimuthal anisotropy of Heavy Flavor Mesons**

Azimuthal anisotropy of hadrons provides information about their production with respect to the reaction plane ($\Psi_n$). At high $p_T$, the larger in-medium path-length of the mother partons emitted in the direction of the reaction plane leads to a stronger suppression of the yield due to jet quenching. Therefore, measurements of the $v_n$ coefficients from Fourier expansion of the particle distributions $dN/d\Psi$ are sensitive to path length dependence of the parton energy loss. At low $p_T$, a large $v_2$ (elliptic flow) signal is considered as evidence for collective hydrodynamical expansion of the medium. Measurements of heavy flavor meson $v_n$ could provide important information about the thermalization of the heavy quarks in the medium. Precision measurements of $v_n$ as a function of heavy flavor meson $p_T$ could teach us how the azimuthal anisotropy of the light flavor partons contribute to the observed anisotropy through the recombination of heavy quarks and light quarks. The predicted elliptic flow ($v_2$) signal covers a large range of values due to the difference in the treatments of in-medium parton transport and parton energy loss.
3.3 Boson-Jet Transverse Momentum Balance

Figure 2 shows the expected performance of elliptic flow ($v_2$) measurements with the data recorded in 2015 and the projected performance in 2018 and beyond. The central values are taken from the previous CMS publications with Run 2 data [8, 9] and smoothed with a polynomial fit. The systematics are scaled down to account for the increased luminosity in the HL-LHC era. The new precise data will be able to constrain various components of the theoretical models to determine the heavy quark diffusion coefficient in QGP, and to reveal the possible flavor dependence of the parton energy loss.

Figure 2: $v_2$ of charged particles, $D^0$ with the PbPb statistics expected with 10 nb$^{-1}$ compared to theoretical predictions of $D^0 v_2$.

3.3 Boson-Jet Transverse Momentum Balance

Important channels to study parton energy loss, which should be performed with high accuracy at the HL-LHC are the $\gamma$+jet and Z+jet transverse momentum balance. Comparing Z+jet and $\gamma$+jet observables to dijets [10, 11] will allow the studies of quark and gluon initiated jets. Figure 4 and 3 shows the expected performance at the HL-LHC. The central values are based on the smoothed data from the previous CMS publication [12, 13]. The systematical uncertainties are reduced by a factor of two with respect to the results with 2015 data due to the possible improvements on the jet energy scale and jet energy resolution uncertainties. The collected number of $\gamma$+jet events will also be sufficient to study the jet quenching as a function of the reaction plane for the first time.

3.4 Inclusive Jet Substructure Variables

Interaction with the hot QCD medium is expected to result in an increase in the gluon radiation probability of the propagating partons. It could also lead to modifications of the distribution of momentum of the parton shower as well as opening angle between the original and the radiated partons. Using the jet grooming algorithm “soft drop” [14], one could remove large angle soft radiation inside a jet [15–18], leaving the hard structure of the jet as two subjets. The momentum sharing and the opening angle can be measured through jet substructure variables such as jet splitting function (Figure 5) and groomed jet mass (Figure 6). The central values of the extrapolated splitting function and jet mass are from previous CMS publications [19, 20]. The systematical uncertainties are reduced by a factor of two with respect to the results with...
3 Physics Performance

Figure 3: (Left Panel) \( x_\gamma \) distribution for isolated-photon+jets of \( p_\gamma > 100 \text{ GeV}/c \) and \(|\eta_\gamma| < 1.44, p_{\text{jet}} > 30 \text{ GeV}/c \) and \(|\eta_{\text{jet}}| < 1.6 \) in the HL-LHC data (Right Panel) Comparison between the current performance with 0.4 nb\(^{-1}\) of PbPb data collected in 2015 and with HL-LHC data.

Figure 4: (Left Panel) \( x_{jZ} \) distribution for isolated-photon+jets of \( p_Z > 100 \text{ GeV}/c, p_{\text{jet}} > 30 \text{ GeV}/c \) and \(|\eta_{\text{jet}}| < 1.6 \) in the HL-LHC data (Right Panel) Comparison between the current performance with 0.4 nb\(^{-1}\) of PbPb data collected in 2015 and with HL-LHC data.

2015 data due to the possible improvements on the jet energy scale and jet energy resolution uncertainties. With the HL-LHC data, those jet substructure observables could be measured with unprecedented accuracy and provide important constraints on the magnitude of the correlated medium response and the parton energy loss mechanism.

3.5 Jet substructure using photon-tagged jets

Significant amount of progress has been made in the LHC collaborations for the studies of jets and dijet pairs such as jet fragmentation functions \([15]\), missing transverse momentum \([10, 16]\) in dijet systems and jet-track correlation \([17, 18]\). However, understanding how properties of the measured jets relate to their parent partons is one of the key challenges of these measure-
Figure 5: Performance of jet splitting function measurement with HL-LHC data in PbPb collisions when selecting events based on jet kinematics since the amount of energy lost to the medium before forming the final-state particles comprising the jet cannot be unambiguously determined. One way to overcome this difficulty is to study the isolated photon-tagged jets, where the photon energy can be used to tag the away-side and serve as a reference when comparing PbPb data to pp references. The expected performance of such kind of measurement with the HL-LHC data is shown in Figure 7. The central values of the extrapolated spectra are obtained by smoothing the results from [21]. The systematical uncertainties are reduced by a factor of two with respect to the results with 2015 data due to the possible improvements on the jet energy scale and jet energy resolution uncertainties. The photon-tagged fragmentation function could be measured with high precision and provide valuable insights about the modification of the jet substructure of quark initiated jets in the strongly interacting medium.

### 3.6 Quarkonia Production

CMS has an enormous potential in measuring the suppression patterns of the five quarkonium states as a function of transverse momentum, rapidity and centrality. These measurements provide crucial information to aid our understanding of the phase transition and using the melting temperature of each state to determine the medium temperature. Figure 8 shows the performance of charmonia and bottomia with HL-LHC PbPb data. The charmonia mass spectra are from previous publication [22]. The central values of the $Y(nS)$ nuclear modification factors are obtained from the theoretical calculation in [23] and the systematical uncertainties are reduced by a factor of 3 compared to the CMS publication [24] due to the improvement coming from a larger dimuon control sample in HL-LHC era. Potentially a significant $\Upsilon(3S)$ signal could be observed for the first time in PbPb collisions.

### 3.7 $W$ Boson Production in Proton-Lead collisions

Electroweak boson production in proton-nucleus collisions offers a unique opportunity to probe nuclear parton distribution functions (nPDFs). For $W$ boson production at the LHC, the dominant processes are $u\bar{d} \rightarrow W^+$ and $d\bar{u} \rightarrow W^-$, reflecting interactions that take place between
valence quarks and sea antiquarks. The asymmetry of the pPb collision system allows for the measurement of forward-backward pseudorapidity asymmetries $A_{FB}$, which are sensitive to the nuclear modifications of the PDFs. Figure 9 shows the expected performance in HL-LHC era which provides strong constraints for the nPDFs, where the systematical uncertainties are scaled down by a factor of 3 compared to the current measurement [25].
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Figure 7: (Photon-tagged fragmentation function in the HL-LHC data (Left Panel) Comparison between the current performance with 0.4 nb\(^{-1}\) of PbPb data collected in 2015 and with HL-LHC data. (Right Panel)

Figure 8: (Left panel) Dimuon mass distribution in the charmonia mass region (Right panel) Performance of upsilon nuclear modification factors
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Figure 9: Forward-backward asymmetry of the W boson production in proton-lead collisions at the HL-LHC


Projections for ATLAS Measurements of Bulk Properties of Pb+Pb, p+Pb, and pp Collisions in LHC Runs 3 and 4

The ATLAS Collaboration

This note describes expected ATLAS measurements of bulk and flow properties of dense nuclear matter measured in heavy-ion collisions (AA and pA) in LHC Runs 3 and 4. In particular projections for heavy flavor flow coefficients measured using muons, and flow decorrelation measured with charged particles are presented for Pb+Pb collisions. For p+Pb collisions projections Hanbury-Brown Twiss radii and forward-backward multiplicity correlations are shown. Multi-particle cumulants measured in pp collisions are also presented. The projections are made for a baseline of 10 nb$^{-1}$ of Pb+Pb collisions, as well as considering both 500 nb$^{-1}$ and 1 pb$^{-1}$ of p+Pb collisions, and 200 pb$^{-1}$ for pp collisions. The performance of the ATLAS Inner Tracker upgrade in heavy-ion collisions is also discussed.
1 Introduction

Among the key features of the quark gluon plasma (QGP) created in heavy-ion collisions are the collective properties of produced particles, in particular azimuthal anisotropy of particle emission. Sophisticated analyses of the azimuthal angle distributions of charged particles in Pb+Pb collisions are effective tools to study the QGP [1]. They have been found to be largely consistent with a hydrodynamic description of the produced matter, and are used as input to constrain and tune models of the collision system [2]. In addition, in studies of p+Pb collisions, which were initially assumed not to display any collective flow, similar properties to Pb+Pb collisions are observed [3–5]. Future measurements in p+Pb collisions are expected to shed light on the relationship between the collective properties observed in the p+Pb system and the QGP.

This note presents several quantities of interest in Pb+Pb and p+Pb collisions and demonstrates expected improvements to the measurements which can be made with the luminosity and detector upgrades in the upcoming LHC Runs 3 and 4. In particular, the increased acceptance of the Inner Tracker (ITk) will be beneficial for measurements of both soft and hard scale in heavy ion collisions, such as measurement of multi-particle correlations or production of forward jets. The projections are made for a baseline expected luminosity of 10 nb$^{-1}$ (5 nb$^{-1}$ each in Runs 3 and 4) of Pb+Pb data and two luminosity scenarios for p+Pb: 500 nb$^{-1}$ and 1000 nb$^{-1}$. Many of the considered analyses use triggers that do not sample the entire delivered luminosity (e.g. a minimum bias trigger), it is assumed that the fraction of the delivered luminosity sampled by the relevant triggers will remain the same as in existing analyses.

2 ATLAS detector and Inner Tracker upgrade

The ATLAS detector is described in detail in Ref. [6]. Significant upgrades to the ATLAS detector are expected to be installed for Run 4, in particular the ITk [7] will be of great importance to the discussed measurements. The primary benefit of the ITk for the measurements discussed in this note is the increased tracking acceptance of charged hadrons. The new tracking detector will have a pseudorapidity$^1$, $\eta$, coverage of 8 units, $|\eta| < 4$ (for comparison the present ATLAS Inner Detector covers $|\eta| < 2.5$). The design and sensor layout of the ITk detector is described in Refs. [8] and [9]. The considered ITk layout is an all-silicon detector consisting of 5 pixel and 4 double-sided strip barrel layers. The end-cap system on each side consists of 6 strip discs arranged to provide optimal coverage and pixel disk arrangement in the forward direction covering the pseudorapidity range up to $|\eta| = 4.0$. The ITk is immersed in solenoidal magnetic field of 2 T to measure charged particle transverse momenta.

Performance expectations for the ITk in pp collisions are detailed in [7] while in this section results for 5.02 TeV Pb+Pb collisions are presented. In order to study the performance of the ITk detector, a minimum bias (0–100% centrality) sample of $10^4$ Pb+Pb Monte Carlo simulated events were generated using HIJING version 1.38b [10]. The generated sample is passed through a full simulation of the detector using Geant4 [11, 12], and the simulated events are reconstructed using the same software as in Ref. [7]. In this study the “Inclined duals” geometry layout is used, as described in Ref. [8]. The performance of the detector in simulated Pb+Pb collisions is found to be comparable to the performance in pp collisions.

---

$^1$ ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$.
Figure 1: The mean number of hits per track as a function of pseudorapidity for the different detector sub-systems in minimum bias (0–100% centrality) Pb+Pb collisions with the ITk upgrade.

The mean number of silicon clusters (hits) per reconstructed track with the transverse momentum $p_T > 0.4$ GeV is shown in Figure 1 as a function of $\eta$ for the pixel tracker, the strip tracker, and both together. The ITk provides at least 12 silicon hits for a track with $|\eta| < 4$. In the barrel region 8 strip clusters are expected on average, and 5 pixel clusters. In the end-cap regions, the number of clusters changes over the pseudorapidity range $1 < |\eta| < 4$. A larger number of hits per track, up to $\approx 21$, is observed in the transition region $|\eta| \approx 2$.

The tracking efficiency is defined as a fraction of the number of reconstructed tracks matched to truth particles [7]. Figure 2 shows the efficiency to reconstruct tracks of charged particles, with $p_T > 0.4$ GeV, as a function of $\eta$ and $p_T$ in minimum bias Pb+Pb collisions. A reconstruction efficiency of 70-90% averaged over $p_T$ is attained. The efficiency increases with transverse momentum from 65% at lowest-$p_T$ to about 85% at $p_T$ of 1 GeV and 90% at $p_T$ of 10 GeV. The inefficiency is largely due to hadronic interactions in the detector material. Each reconstructed track is characterized by impact parameters, $d_0$ and $z_0$, where $d_0$ is the distance of the point of closest approach to the beam axis and $z_0$ is its $z$ coordinate. The resolution of track impact parameters $\sigma(d_0)$ and $\sigma(z_0)$ as a function of pseudorapidity in minimum bias Pb+Pb collisions is shown in Figure 3. The impact parameter resolution of low-momentum particles, $p_T \sim 0.4$ GeV, is dominated by the effects of multiple scattering. At $|\eta| = 0$, $\sigma(d_0) \approx 0.32$ mm and $\sigma(z_0) \approx 0.34$ mm and they increase with $|\eta|$ due to the larger impact of multiple scattering for particles impinging the detector at steeper angles.

3 Projections

In the following sub-sections projections are made for several expected observables in Pb+Pb and p+Pb collisions. The projections presented in this note focus on improvements in statistical uncertainties and
3.1 Pb+Pb Measurements

3.1.1 Heavy-flavor flow

Understanding the interactions of heavy quarks in the quark gluon plasma can help to understand transport properties of the plasma [13, 14]. ATLAS has performed measurements of the elliptic anisotropy of muons from heavy-flavor decays, $v_2^{HF\rightarrow\mu}$ [15], but these are of limited experimental precision. Figure 4 shows projections for the elliptic anisotropy of muons from heavy-flavor decays. The projections are made at $\sqrt{s} = 2.76$ TeV assuming an integrated luminosity of 10 nb$^{-1}$ and that the muon trigger with a 4 GeV threshold will sample the entire luminosity. The existing measurements [15] using Run 1 data...
Figure 4: Projection of $v_2$ as a function of $p_T$ of muons from the decay of heavy-flavor quarks. Each panel corresponds to a different centrality interval. The present measurements are also shown for comparison. The error bars (shaded boxes) correspond to statistical uncertainties only. The projections are also compared to calculations from the DABMod model.

corresponding to a luminosity of 0.14 nb$^{-1}$ are also shown. The central values of the projections are obtained by fitting the present measurements with an exponential function. The statistical uncertainties in the projections are made by scaling down the present uncertainties to correspond to the expected 10 nb$^{-1}$. The projections are also compared to calculations from the DABMod model [16]. Figures 5 and 6 show similar distributions for $v_{HF-\mu}^3$ and $v_{HF-\mu}^4$, respectively.
Figure 5: Projection of $v_3$ as a function of $p_T$ of muons from the decay of heavy-flavor quarks. Each panel corresponds to a different centrality interval. The present measurements are also shown for comparison. The error bars (shaded boxes) correspond to statistical uncertainties only. The projections are also compared to calculations from the DABMod model.
Figure 6: Projection of $v_4$ as a function of $p_T$ of muons from the decay of heavy-flavor quarks. Each panel corresponds to a different centrality interval. The present measurements are also shown for comparison. The error bars (shaded boxes) correspond to statistical uncertainties only. The projections are also compared to calculations from the DABMod model.
3.1.2 Flow decorrelation

ATLAS has observed that the factorization of two-particle azimuthal correlations into single-particle flow harmonics is broken [17]. Repeating this measurement in Run 4 will lead to significant improvement due to a larger dataset and especially due to increased tracking acceptance in pseudorapidity with the presence of the ITk detector.

The amount of factorization breaking, or decorrelation, is quantified by constructing the correlator $r_{n|n;1}$ for the first moment of the flow vectors defined as:

$$r_{n|n;1}(\eta) = \frac{\langle q_n(-\eta)q_n^{\dagger}(\eta_{\text{ref}}) \rangle}{\langle q_n(\eta)q_n^{\dagger}(\eta_{\text{ref}}) \rangle}$$  \hspace{1cm} (1)

where $q_n$ is the normalized flow vector, and $\eta_{\text{ref}}$ is the reference pseudorapidity [17]. The correlator, $r_{n|n;1}$, measures the relative difference between flow $v_n e^{i m \Phi_n}$ at different $\eta$ and $-\eta$. When flow is boost-invariant, $r_{n|n;1}$ will always equal unity. However any difference in the $\eta$ dependence of the flow magnitude $v_n$ and the event plane angle $\Phi_n$ would result in $r_{n|n;1}$ smaller than 1. Here, the focus is on elliptic flow which corresponds to the $n = 2$ case. In Run 2, $r_{2|2;1}$ was measured as a function of $\eta$ for different event centrality classes and it was found that $r_{2|2;1}$ differ significantly between central and peripheral collisions [17]. In particular, it was found that:

- $r_{2|2;1}$ is much smaller in central collisions than in more peripheral collisions, which indicates stronger flow decorrelation.
- $r_{2|2;1}$ decreases faster in the lower $p_T$ region in central collisions than in mid-central collisions.
- $r_{2|2;1}$ decreases along a parabolic curve in central collisions, while it decreases linearly in mid-central collisions.

The results show good precision for measurements of $r_{2|2;1}$, where analysis is done in 5% centrality bins for minimum bias events, but is not viable for smaller centrality bins. By extrapolating from the luminosity used in the existing measurement, projections are made for Run 4 and shown in Figure 7 as dashed lines with color bands representing statistical uncertainties. The projections are made with a luminosity of 5 nb$^{-1}$ (estimated for Run 4 without Run 3). The reduced statistical uncertainty is smaller than the marker size. The ITk in Run 4 extends the $\eta$ range to $\pm 4$ units, but the projected measurement is made to $\pm 3.5$ units, in order to leave a gap between the ITk and the region of the forward calorimeter in which the reference measurement is made ($|\eta| = 4.4 - 4.9$).
3.2 $pp$ and $p+Pb$ Measurements

3.2.1 Azimuthal femtoscopy

The freeze-out dimensions of nuclear collisions can be measured with femtoscopy [18]. Knowledge of the wavefunction between pairs of outgoing particles can be leveraged to provide an image of the source, and the Bose-Einstein correlation between identical bosons provides particularly good resolution image of the source. Charged pions are most commonly used, as the final-state interaction between same-charge pion pairs is well-described by a Bose-Einstein correlation with a correction taking into account Coulomb force interactions. The effect of this interaction is an enhancement in the two-particle momentum-space correlation functions that have characteristic widths in momentum space inversely proportional to the length scales of the source function. The extracted length scales of the source are referred to as Hanbury Brown and Twiss (HBT) radii.

With azimuthally-sensitive femtoscopy, the spatial ellipticity of the source at freeze-out can be measured. This measurement can be used to test the prediction of hydrodynamics that an initial source ellipticity leads to increased transverse momentum along the minor axis of the transverse source ellipse. Results at the LHC for Pb+Pb collisions are observed to be consistent with the hydrodynamic expansion of a short-lived source [19]. A preliminary result by ATLAS finds this behavior in central $p+Pb$ collisions as well [20]. The transverse HBT radius $R_{side}$, defined by the transverse direction perpendicular to outgoing particle pairs, provides the cleanest signal for detecting an elliptic modulation of the source. Such a signal would be an independent observation of hydrodynamic-like properties in $p+Pb$ collisions. The normalized second-order Fourier component of $R_{side}$ as a function of flow vector magnitude, $|\vec{q}|$, from the ATLAS preliminary result is shown in Figure 8. This figure also displays projected statistical uncertainties 1 pb$^{-1}$ of $p+Pb$ collisions. These projected statistical uncertainties are obtained by scaling those from
the preliminary result. This improvement in data quantity would allow the measurement to indicate the dependence of the modulation strength on $|q_2^2|$, which is difficult to discern with the current data.

### 3.2.2 Forward-backward multiplicity correlation

Forward-backward (FB) multiplicity correlations in the longitudinal direction are sensitive to early-time density fluctuations in $\eta$. These density fluctuations generate long-range correlations (LRC) at the early stages of the collision, well before the onset of any collective behavior, and appear as correlations of the multiplicity densities of produced particles separated in $\eta$. The event-by-event multiplicity density $\rho(\eta)$ in pseudorapidity interval $[-Y, Y]$ is quantified in terms of Legendre polynomials $P_n$:

$$
\rho(\eta) \propto 1 + \sum_n a_n T_n(\eta), \quad T_n(\eta) \equiv \sqrt{\frac{2n+1}{3}} Y^{2n+1} \frac{P_n(\frac{\eta}{Y})}{Y}
$$

where the coefficient $a_n$ is measured through two-particle correlation function $C(\eta_1, \eta_2)$:

$$
C(\eta_1, \eta_2) = \frac{\langle N(\eta_1)N(\eta_2) \rangle}{\langle N(\eta_1) \rangle \langle N(\eta_2) \rangle}
= 1 + \sum_{n,m=1}^{\infty} \langle a_n a_m \rangle T_n(\eta_1)T_m(\eta_2)
$$

where $N(\eta)$ is the multiplicity density distribution in a single event and $\langle N(\eta) \rangle$ is the average distribution for a given event-multiplicity class [21].

Significant values are observed for $a_1$ in all multiplicity ranges of $p+$Pb collisions and higher-order coefficients are consistent with zero [21], which implies the FB multiplicity correlation is dominated by the linear component of the Legendre polynomials (Eq. 2). However, several theoretical studies suggest
a non-linear component should exist in the region $|\eta| > 2.5$ \cite{22, 23}. The increased tracking acceptance and increase in luminosity in Run 4 will provide a great opportunity to measure possible deviation beyond the linear component of the Legendre polynomials.

The top panel of Figure 9 shows the projection of $C(\eta_1, \eta_2)$ distributions for same-charge pairs ($\pm\pm$) into one-dimensional $\eta_-(\equiv \eta_1 - \eta_2)$ distributions over a narrow slice $|\eta_1 + \eta_2| < 0.4$. The distributions are denoted by $C^{\pm\pm}(\eta_-)$. The red quadratic curve represents the linear component and the relative difference between $C^{\pm\pm}(\eta_-)$ and linear component is shown in the bottom panel. Short-range correlation contributes to the peak in the range $|\eta_-| < 1.0$, while in the long-range region, $|\eta_-| > 1.0$, $C^{\pm\pm}(\eta_-)$ is consistent with the linear component. To estimate the Run 4 projection, the magnitude of the first non-linear component, $a_2$, is assumed to be 15% of $a_1$. The statistical precision should be sufficient to quantitatively distinguish the possible non-linear component from the linear component. This projection suggests that Run 4 should bring a better understanding of the early-time density fluctuations in pseudorapidity.

### 3.2.3 Multi-particle azimuthal correlation

The measurement of multi-particle azimuthal correlations has led to initial observations of collective-like effects in small systems \cite{5, 24, 25}. In $pp$ collisions at the LHC collective-like effects are of interest in two distinct regions: high-multiplicity collisions to compare to $p+Pb$ and $Pb+Pb$ collisions, and low-multiplicity collisions to search for the onset of these effects. Several performance estimates are presented here as examples for the rich physics which can be addressed with multi-particle azimuthal correlations in $pp$ and $p+Pb$ collisions.

State of the art measured 4-particle cumulants of $v_3$ ($c_3\{4\}$) in $pp$ and $p+Pb$ collisions \cite{25} are presented in Figure 10 overlaid with the projections for Runs 3 and 4. The increase in luminosity in Runs 3 and 4, assumed here to be 200 pb$^{-1}$ for $pp$ collisions and 1000 nb$^{-1}$ for $p+Pb$ (compared with 0.9 pb$^{-1}$ and 28...
Figure 10: Projected 4-particle cumulants $c_3\{4\}$ with 3-subevent method for $pp$ (left) and $p+Pb$ (right) as a function of $N_{\text{ch}}$. Only statistical uncertainties are shown in the figure and the gray band represents the projected statistical uncertainty, with $c_3\{4\}$ assumed to be zero. The red and green dash lines represent 1.5% and 2.0% $v_3\{4\}$ signal separately. The vertical line in the left panel indicates the transition between prescaled high-multiplicity track triggered events and unprescaled ones.

nb$^{-1}$ in published $pp$ and $p+Pb$ measurements), provides a great opportunity to measure $c_3\{4\}$ with high precision. In order to remove the non-flow contributions, the 3-subevent method is applied [26]. In $pp$ collisions, with the data collected in Run 2, the statistical uncertainties are large and the $c_3\{4\}$ values are consistent with zero in most of the $N_{\text{ch}}$ range [25]. On the other hand, in large systems, significantly non-zero $c_3\{4\}$ was measured, which reflects the nucleonic fluctuations in the initial state. If is of great interest to determine whether similar behavior is observed in small systems. With luminosity increased in $pp$, the statistics will be sufficient to measure a signal down to $v_3\{4\} = 1.5\%$ for $N_{\text{ch}} > 170$, while 2% signals are accessible with large significance over a wide multiplicity range ($N_{\text{ch}}>100$). Similarly, in $p+Pb$ collisions, the existing result shows that $c_3\{4\}$ is consistent with zero [25], but increased statistics will help to detect a potential non-zero $c_3\{4\}$ smaller than 1.5% for $100 < N_{\text{ch}} < 500$. Similar projections for the case where the $\eta$ acceptance is extended to 4.0 by using the ITk is shown in Figure 11 and the statistical significance further increases; it is possible to measure $v_3\{4\}$ down to 1.5% even in the intermediate $N_{\text{ch}}$ range.
Figure 11: Projected 4-particle cumulants $c_3(4)$ with 3-subevent method for $pp$ as a function of $N_{ch}$. The projections are estimated using particles from $|\eta| < 2.5$ and $|\eta| < 4.0$. In order for the Figure to be comparable with Figure 10 the x-axis, $N_{ch}$, is defined with particles within $|\eta| < 2.5$. Only statistical uncertainties are shown in the figure, with $c_3(4)$ assumed to be zero. The yellow, red and green dash lines represent 1.0%, 1.5% and 2.0% $v_3(4)$ signals separately. The vertical line in the left panel indicates the transition between prescaled high-multiplicity track triggered events and unprescaled ones.

Summary

This note presents projections for several ATLAS measurements of the bulk properties of the medium created in heavy-ion collisions at the LHC in the upcoming Runs 3 and 4. A key part of future measurements is the installation of the ITk for Run 4, and its performance in the heavy-ion environment is discussed. The tracking performance results demonstrate the excellent potential of the ITk detector for the future LHC heavy ion physics program. Projections are made for flow decorrelation and heavy flavor elliptic flow measurements in Pb+Pb collisions, as well as forward-backward multiplicity correlations and Hanbury-Brown Twiss radii in $p+Pb$ collisions. These projections are representative of many measurements which can be performed with the ATLAS detector with the high luminosity available in Runs 3 and 4 and are sensitive to the properties of the QGP.
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Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC
Constraining nuclear parton distributions with heavy ion collisions at the HL-LHC with the CMS experiment

The CMS Collaboration

Abstract

Recent measurements in heavy ion collisions by the CERN LHC Collaborations have been used to assess nuclear effects and provide valuable data for nuclear parton distribution analyses. In this note, performance studies for measurements with the CMS detector at the High-Luminosity LHC (HL-LHC) are presented. These include the coherent $\Upsilon(1S)$ photoproduction in ultraperipheral lead-lead collisions, corresponding to a total integrated luminosity of 10 nb$^{-1}$ at a nucleon-nucleon (NN) center-of-mass energy ($\sqrt{s_{\text{NN}}}$) of 5.5 TeV. This note also presents the performance studies at the HL-LHC for analyses of inclusive Z boson, dijet, and top quark pair production in proton-lead collisions at $\sqrt{s_{\text{NN}}} = 8.16$ TeV for an integrated luminosity of 2 pb$^{-1}$.
1. Introduction

This note contains a series of performance studies that illustrate the physics potential using heavy ion data that will be recorded with the CMS experiment in the High-Luminosity LHC (HL-LHC) era in the near future [1]. For the HL-LHC phase, which is planned to operate from 2026, the LHC experiments have requested an integrated luminosity of about 10–13 nb$^{-1}$ and 2 pb$^{-1}$ using lead-lead (PbPb) and proton-lead (pPb) data at nucleon-nucleon (NN) center-of-mass energies ($\sqrt{s_{\text{NN}}}$) of 5.5 and 8.8 TeV, respectively.

Based on these scenarios, performance studies for future measurements of coherent $\Upsilon(1S)$ photoproduction in PbPb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV are presented. Performance results are also presented for analyses in pPb collisions at $\sqrt{s_{\text{NN}}} = 8.16$ TeV, namely, studies of the inclusive $Z$ boson production, differential cross sections of top quark pair (tt) production, and the pseudorapidity distributions of dijets. Altogether, these studies show the potential of having large sample sizes to substantially reduce the statistical uncertainty in the measurements that will be carried out as discussed in this note, while opening up new opportunities to study nuclear parton distribution functions (nPDFs) and quantum chromodynamics (QCD) phenomena and its associated nuclear effects (nuclear gluon shadowing, among others).

2. Impact of detector upgrades

The CMS detector [1] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [2, 3], and to cope with the demanding operational conditions at the HL-LHC [4–8]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will allow to significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [4–8], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarized in Ref. [9].
In the following sections, physics performance studies for both PbPb and pPb collisions, based on the existing data and Monte Carlo (MC) simulations, are presented.

3 Coherent quarkonia photoproduction in ultraperipheral PbPb collisions at $\sqrt{s_{NN}} = 5.5$ TeV

The data from ultra-peripheral collisions at the LHC have the potential to provide new constraints to the gluon PDFs in protons and nuclei. Photon-induced interactions can be studied in ultra-peripheral heavy ion collisions [10]. Both the ALICE and CMS Collaborations have recently carried out measurements on coherent photoproduction of $\rho^0$ mesons [11], $J/\psi$ [12–14] and $\psi(2S)$ [15] for the $\gamma + \text{Pb} \rightarrow \text{VM} + \text{Pb}$ process, with “VM” denoting a vector meson. CMS has also results on the exclusive photoproduction of $\rho^0$ [16] and $\Upsilon(1S)$ [17] for the $\gamma + p \rightarrow \text{VM} + p$ process. LHCb has also recent results in the exclusive photoproduction of $J/\psi$, $\psi(2S)$ and $\Upsilon$ in pp collisions [18, 19].

It was first suggested by [20, 21] that the photoproduction cross section of vector mesons is proportional to the squared gluon density at the scale $Q = m_V/2$ at leading order QCD. By comparing results of the photoproduction cross section in both $\gamma + \text{Pb}$ and $\gamma + p$ interactions it is possible to extract information about the nuclear gluon density at various Bjorken-$x$ values for a given VM. Ref. [22] illustrates how this can be done by calculating the nuclear suppression factor ($R_{\text{Pb}}(x)$) which is defined as the root squared of the ratio between the photoproduction cross section measured in $\gamma + \text{Pb}$ ($\sigma_{\gamma\text{Pb}}$) to the corresponding one in the Impulse Approximation (IA):

$$R_{\text{Pb}}(x) = \sqrt{\left(\frac{\sigma_{\gamma\text{Pb}}(x)}{\sigma_{\text{IA}}(x)}\right)}, \quad \text{where} \quad x = \frac{m_V}{\sqrt{s_{NN}}} \exp(-y).$$

The Impulse Approximation is computed using data from the photoproduction of the vector meson in $\gamma + p$ scaled by the integral over the squared Pb form factor as described in [22]. The impulse approximation calculation neglects all nuclear effects such as the expected modification of the gluon density in the lead nuclei compared to that of the proton. A recent CMS study of coherent $J/\psi$ photoproduction has followed this procedure to estimate the nuclear gluon shadowing as reported in [14].

The high luminosities envisaged for the HL-LHC will significantly extend the Bjorken-$x$ values that can be explored using coherent vector meson photoproduction. Although the gluon shadowing is smaller for $\Upsilon(1S)$ than that for $J/\psi$, having measurements from $\Upsilon(1S)$ photoproduction will serve as important tests to theoretical models that can describe the $J/\psi$ data from existing results by the ALICE and CMS collaborations.

We have used the calculations provided by V. Guzey et al. as described in [23] which takes into account nuclear gluon shadowing corrections [24]. We assume that the CMS experiment will have an improved level of detector and triggering performance during the HL-LHC operation by increasing the combined acceptance and efficiency from about 60% to 80% [17].

Physics performance projections for the nuclear suppression factor for $\Upsilon(1S)$ photoproduction are shown in Fig. 1. The error bars represent the statistical uncertainties, and the boxes the systematic ones.

For rapidity values different than zero there is a two-fold ambiguity in the photon direction of the $\gamma + \text{Pb}$ system (either Pb can serve as photon emitter or photon target). To overcome...
this uncertainty we follow the prescription discussed in [23] that suggests studying the dependence of the vector meson photoproduction cross section on the associated production of forward or backward neutrons (break-up modes) to disentangle the two photon directions. In particular, this would require measuring coherent vector meson photoproduction in the configuration where the $Y(1S)$ is accompanied by at least one neutron in either the forward or backward direction from the interaction point using zero degree calorimeters (ZDC), and in the configuration where both ZDCs record no neutrons.

For a given rapidity interval different than zero there will be two solutions, one corresponding to low Bjorken-$x$ and another one for high Bjorken-$x$ values. Since such a procedure has not been reported in any measurements so far, although there are qualitatively evidence from existing CMS measurements [14] that this method is sound, we are not providing projections for the most forward/backward rapidity intervals that can be studied with the CMS detector where both the theoretical and systematic uncertainties are the largest. At the same time, this is the rapidity interval where measurements corresponding to Bjorken-$x$ below $10^{-4}$ for $Y(1S)$ photoproduction can be explored.

For the measurements with a rapidity value different than zero, the statistical uncertainty is larger for the lowest $x$ solution as shown in Fig. 1. The statistical uncertainty at mid-rapidity is negligible, corresponding to the middle point of the nuclear suppression factor as a function of Bjorken-$x$ as shown in Fig. 1.

This analysis assumes that there will be no significant improvement in the theoretical descriptions of relevant physics effects (photon flux uncertainty). Projected uncertainties on luminosity (4%), reference cross section in photon-proton interactions (5%) and photon flux (5%) result in $\sim 8\%$ systematic uncertainty on the ratio $\sigma_{gPb}(x)/\sigma_{A}(x)$ and $\sim 4\%$ uncertainty on the nuclear suppression factor $K_{Pb}(x)$ are reported. Systematic uncertainties in the identification and isolation efficiencies for muons are expected to be reduced to around 0.5%.

The uncertainty in the integrated luminosity of the data sample could easily be reduced from 5% down to 4% in PbPb by a better understanding of the calibration and fit models employed in its determination, and making use of the finer granularity and improved electronics of the upgraded detectors. A luminosity uncertainty in the 3.2–3.5% range has recently been reported for pPb collisions in Run 2 [25].

4 Projections for inclusive Z boson production in pPb collisions at $\sqrt{s_{NN}} = 8.16$ TeV

The differential cross section of Z boson production as a function of its rapidity in the center-of-mass frame has also been studied. The integrated luminosity of 2 pb$^{-1}$ at $\sqrt{s_{NN}} = 8.16$ TeV has been considered. The MCFM program is used to generate the Z boson signal [27]. We have used the calculations from the CT14 proton PDF [28] and the EPPS16 nPDF for the lead ions [29]; the latter are used as central values for our projections.

The extrapolation assumes that the CMS experiment will have a similar level of detector and triggering performance during the HL-LHC operation as it provided during the LHC Run 2 period, which is quite a cautious assumption for pPb running. The acceptance and efficiency corrections are estimated using Run 2 simulation, while systematic uncertainties are reduced by a factor 3 with respect to the previous Z boson measurements in pPb collisions $\sqrt{s_{NN}} = 5.02$ TeV [30]. Figure 2 shows the results for the projected Z boson differential cross sections.
5 Projections for $t\bar{t}$ differential cross sections in pPb collisions at $\sqrt{s_{NN}} = 8.16$ TeV

In proton-nucleus collisions, the top quark is a novel and theoretically precise probe of the nuclear gluon density at high virtualities $Q^2 \approx m_t^2$ (where $m_t$ is the top quark mass [31]) in the less explored high Bjorken-$x$ region ($x \gtrsim 2m_t/\sqrt{s_{NN}} \approx 0.05$ at leading order in QCD). The first observation of the inclusive $t\bar{t}$ production ($\sigma_{t\bar{t}}$) in pPb collisions at $\sqrt{s_{NN}} = 8.16$ TeV [32] has been performed using $174 \pm 6 \text{ nb}^{-1}$ [25]. The measured cross section of $\sigma_{t\bar{t}} = 45 \pm 8 \text{ nb}$ is consistent with predictions from perturbative QCD as well as with the expectations from scaled pp data. However, the total uncertainty of about 17% is not sufficient for imposing any constraints on current nPDF parameterizations: the PDF uncertainty in the theoretical prediction of $\sigma(pPb \rightarrow t\bar{t} + X) = 59.0 \pm 5.3$ (PDF) $^{+1.6}_{-2.1}$ (scale) nb [32] is approximately 8%, corresponding to a 90% confidence level (CL). The prospects of measuring $\sigma_{t\bar{t}}$ differentially have recently been studied in Refs. [33, 34]. A simple feasibility study of the $\sigma_{t\bar{t}}$ measurement is therefore carried out as a function of the reconstructed lepton $p_T$ and rapidity, based on existing simulated events [32] of the Run 2 CMS detector.

Events are selected fulfilling the same requirements (“visible phase space”) established in Ref. [32]. The baseline selection includes exactly one charged electron (e) or muon (μ) with $p_T > 30$ GeV and $|\eta| < 2.1$, and at least four jets with $p_T > 25$ GeV and $|\eta| < 2.5$ are required, the latter reconstructed based on the anti-$k_T$ clustering algorithm [35] using a distance parameter of 0.4. The QCD multijet background is retained from the nonisolated control region obtained with the pPb data sample of 174 nb$^{-1}$ [32], whereas the signal ($m_t = 172.5$ GeV) is simulated at next-to-leading order with POWHEG (v2) [36–38] using PYTHIA (v8.205) [39] to simulate parton showering and hadronization. The existing MC samples [32] make use of PYTHIA (v6.424) [40] for simulating $W$+jets and Drell–Yan (DY) production of charged-lepton pairs with invariant mass larger than 30 GeV. The expectation of signal and background processes is scaled to 2 pb$^{-1}$.

The $\sigma_{t\bar{t}}$ measurement is performed fitting the mass, $m_{jj'}$, of the non b-tagged jets that are closest
5. Projections for $t\bar{t}$ differential cross sections in $pPb$ collisions at $\sqrt{s_{NN}} = 8.16$ TeV

Figure 2: Projections for $Z$ boson differential cross section in $pPb$ collisions at $\sqrt{s_{NN}} = 8.16$ TeV as a function of the $Z$ boson rapidity in the center-of-mass (CM) frame. The expectations from CT14 PDF and EPPS16 nPDF are also shown.
in the \( \eta - \phi \) plane according to the \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \) criterion, where \( \Delta \eta \) and \( \Delta \phi \) are their separations in pseudorapidity and azimuthal angle. This dijet system is expected to be primarily found in \( W \rightarrow q\bar{q}' \) decays, and hence expected to be of resonant and combinatorial nature for most of the \( t\bar{t} \) signal and background events, respectively. The fit is combined from different event categories depending on the flavor of the charged lepton and the b-tagging multiplicity. Figures 3 shows the dijet invariant mass and a proxy of the top quark mass, \( m_{\text{top}} \), defined as the invariant mass of the \( t \rightarrow jj'b \) candidate formed by pairing the W candidate with a b-tagged jet [32].

![Figure 3: Distributions of the \( m_{jj'} \) (top) and \( m_{\text{top}} \) (bottom). From left to right the events are classified in the 0, 1, and 2 b-tagged jet categories. The sum of the predictions for the \( t\bar{t} \) signal and background is compared to pseudo-data (sampled randomly from the total of the predictions in each category). The bottom plots show the ratio between the pseudo-data and the sum of the predictions. The shaded band represents the relative uncertainty due to the limited event count in the simulated samples and the estimate of the normalization of the QCD multijet background.]

To separate the signal from background contributions, and hence optimizing for the conjectured pPb data sample, we make use of the \( sPlot \) technique [41]. The \( m_{jj'} \) ("discriminating") variable, used to extract the signal and background yields, does not correlate with the lepton kinematic ("control") variables, rendering it particularly suited to the \( sPlot \) technique. Figure 4 displays the differential \( \sigma_{t\bar{t}} \) in the visible phase space as a function of the charged lepton \( p_T \) and rapidity at reconstruction ("detector") level. The relative statistical uncertainty in both variables is found to be at the level of 4–5% in each bin, and it is expected to be the dominant uncertainty. Despite the fact that most sources of systematic uncertainty are expected to cancel out in the normalized measurement of the differential \( \sigma_{t\bar{t}} \), a kinematic-independent systematic uncertainty of 5% is taken into account. The latter is considered as a conservative estimate, given the extrapolation—as described above—assumes similar future performance to Run 2, and it is partly motivated from Ref. [42]. No unfolding of the detector- to particle-level [43] dis-
tributions is performed, although the physics reach should not be compromised significantly because of the high purity/stability of the response matrices.

The bottom panel of Figure 4 displays the ratio between the pseudo-data used in the study and the POWHEG + PYTHIA prediction employing the EPPS16 nPDFs. The comparison between the projected and the overall nPDF uncertainty is also shown. To that end, the nPDF uncertainty is scaled from 90 to 68% CL, and is computed using the prescription described in Ref. [44]: In the Hessian representation, a central PDF is given along with error sets, each of which corresponds to an eigenvector of the covariance matrix in parameter space.

Figure 4: The top panels represent the differential tt production cross section in the visible phase space as a function of the charged lepton $p_T$ (left) and rapidity (right) at reconstruction level. The statistical uncertainty in the pseudo-data, represented by the inner error bars, is estimated through the application of the sPlot technique [41]. The outer error bars represent the total uncertainty, assuming a conservative 5% systematic uncertainty envelope. The uncertainty in the POWHEG+PYTHIA [36–39] prediction is shown as a band corresponding to the 68% CL variation envelope of the EPPS16 [29] nPDF eigenvalues. The bottom panels represent the relative uncertainties in the pseudo-data and theory predictions.

6 Projections for dijet pseudorapidity distributions in pPb collisions

Theoretical calculations and recent experimental data have shown that dijet pseudorapidity distributions are sensitive to nuclear modifications of the gluon nPDFs [45, 46]. The expected luminosities for pPb collisions at $\sqrt{s_{\text{NN}}} = 8.8$ TeV during the HL-LHC phase will allow for an extension of the current measurements from pPb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV [46] by one bin to lower $\eta_{\text{dijet}}$ values.

The projected results for the ratio of the dijet pseudorapidity distributions between pPb and pp data, and the associated statistical and systematic uncertainties, are shown in Fig. 5.

The central values used in the projections are based on the existing data and smoothed by a third-order polynomial fit. The statistical uncertainty is scaled to a total integrated luminosity of $2 \text{ pb}^{-1}$. while the systematic uncertainties are reduced based on an assumption of a 50%
reduction in the uncertainty in jet energy scale, consistent with other projections of jet measurements in heavy ion collisions. This result is a consequence of the large increase in available data, since the absolute jet energy scale is derived using a data-driven method based on photon- and Z-jet events. This technique is currently limited by the small total number of such events at large $\eta$. Hence, an improvement in the derivation of the jet energy scale corrections and its associated systematic uncertainty in that region can be expected with the higher luminosities.

7 Summary

We have presented a series of performance studies for future measurements in both PbPb and pPb collisions for the High-Luminosity LHC project, putting special emphasis on a selected number of physics analyses that can serve to get insights into nuclear effects and nuclear parton distribution functions with the projected larger sample sizes that are envisaged.
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Expected ATLAS Measurement Capabilities of Observables Sensitive to Nuclear Parton Distributions

The ATLAS Collaboration

The study of proton-nucleus collisions at the LHC provides an opportunity to study QCD in regimes of high parton density and high centre-of-mass energy but with the expectations that final-state effects associated with a quark-gluon plasma will be small if present at all. Therefore, proton-nucleus collisions serve a twofold purpose within the heavy-ion program at the LHC: to understand the nature of initial-state nuclear effects at partonic scales, and as a control system for nucleus-nucleus collisions. This note discusses projections for representative ATLAS measurements exploring nuclear modifications to parton distributions in LHC Runs 3 and 4.
1 Introduction

The study of proton-nucleus collisions at the LHC provides an opportunity to study QCD in regimes of high parton density and high centre-of-mass energy with the expectations that final-state effects associated with a quark-gluon plasma will be small, if present at all. Furthermore, in nucleus-nucleus (A+A) collisions nuclear effects are present in both colliding objects, whereas in proton-nucleus (p+A) collisions the partons in the proton can be considered a relatively well understood probe of the nucleus. Therefore, p+A collisions serve a twofold purpose within the heavy-ion program at the LHC: to understand the nature of initial-state nuclear effects, and more generally Cold Nuclear Matter (CNM) effects, and as a control system for A+A collisions.

Existing measurements of electroweak bosons in proton-lead collision at the LHC have consistently shown that pQCD calculations that use free nucleon parton distribution functions (PDFs) as inputs do a poorer job of describing data than calculations that use modified nuclear parton distribution functions (nPDFs) [1, 2]. Similar results have been found with di-jet measurements [3]. However, the data, at the current level of precision, only weakly constrain the nPDFs.

In this note projections are made for measurements of W and Z bosons as well as photon-jet events in expected future proton-lead (p+Pb) collisions at the LHC with \( \sqrt{s_{\text{NN}}} = 8.8\) TeV. Three luminosity scenarios are considered: 0.5 pb\(^{-1}\), 1 pb\(^{-1}\), and 2 pb\(^{-1}\). The first two scenarios correspond to lower and upper estimates of a single p+Pb running period at the LHC, and 2 pb\(^{-1}\) corresponds to an optimistic scenario of two separate periods (likely one during Run 3 and one during Run 4). In the main body of the note projections are shown for 2 pb\(^{-1}\), and they are repeated for the other luminosity scenarios in Appendix A. Appendix B shows W boson projections for \( \sqrt{s_{\text{NN}}} = 8.16\) TeV p+Pb collisions.

2 ATLAS detector

The ATLAS detector is described in detail in [4]. Significant upgrades to the ATLAS detector are expected to be installed for Run 4, in particular the Inner Tracker (ITk) [5]. The performance of the ITk in Pb+Pb collisions is discussed in Ref. [6]. For this note, performance improvements due to the ITk are not taken into account.

3 Projections

3.1 W Boson Measurements in p+Pb

The measurement of W bosons in particular at forward rapidity in proton-nucleus collisions is an important input for nPDF global fits. To explore the resolution and prospects for increased statistical precision of the future data, different sets of predictions were made. For unmodified PDF predictions, events were generated with the Powheg generator [7, 8] and showered with Pythia8 [9] using the CT14 PDF set [10]. By convention, the direction of the proton defines the positive rapidity direction. Both np and pp collisions were generated and combined in accordance with the proton and neutron content of the Pb ion. The derived nucleon-nucleon cross sections were then scaled by the A=208 of the target nucleus. The number of generated events was chosen to match the expected number of events in the expected luminosity.
scenarios. For nPDF predictions, the EPPS16 set [11] was used in the parton-level Monte Carlo generator MCFM [12].

Figure 1 presents projected measurements of differential cross-sections for $W^+$ and $W^-$ boson production in $p+$Pb collisions at $\sqrt{s_{NN}} = 8.8$ TeV with integrated luminosities of 2 pb$^{-1}$. The cross-sections are calculated in the leptonic $W$ boson decay channels within a fiducial phase-space region: $p_T^e > 25$ GeV, $p_T^\nu > 25$ GeV, $m_T > 40$ GeV. As in existing measurements, the decay neutrino kinematics are inferred from the missing transverse energy, $E_T^{\text{miss}}$, of the hadronic system recoiling from the $W$ boson.

The projected statistical uncertainties on the cross-sections include the effect of an applied scale factor of 70% to account for lepton trigger, reconstruction and identification efficiencies, while systematic uncertainties are estimated based on previous ATLAS measurements of $W$ boson production in $pp$, $p+$Pb and Pb+Pb collisions [13–15]. For the projected luminosity, systematic sources of uncertainty dominate over statistical uncertainty. Considered sources of systematic uncertainty are:

- $E_T^{\text{miss}}$ resolution – contributes 3% to the total systematic uncertainty
- Lepton reconstruction and identification – 0.4%
- Lepton trigger – 0.6%
- Estimation of QCD multi-jet background – 1.5%
- Normalization of electroweak backgrounds – 0.1%

In addition to these sources of uncertainty the luminosity uncertainty is expected to be similar to previous $p+$Pb running in which it was less than 3% [1] (not shown in the figures).

Figure 1: Fiducial cross-sections for $W^+$ (left) and $W^-$ (right) boson production in $p+$Pb collisions at $\sqrt{s_{NN}} = 8.8$ TeV differential in the charged lepton pseudorapidity measured in the laboratory frame $\eta_{\text{lab}}$. The cross-sections are projected with nuclear effects described by the EPPS16 nPDF set and without any nuclear effects using the CT14 PDF set with an integrated luminosity of 2 pb$^{-1}$. The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties (smaller than the marker size).

Figure 2 presents projected measurements of the forward-backward ratios of differential cross-sections for $W^+$ and $W^-$ boson production. These ratios are particularly sensitive to possible nuclear modifications of PDFs, since some of the systematic uncertainties are largely reduced due to their being correlated between
forward and backward bins. In the presented projections, the systematic uncertainties coming from the $E_T^{miss}$ resolution and the estimation of QCD multi-jet background are assumed to cancel out in the ratios.

Figure 2: Forward-backward ratios of the differential fiducial cross-sections for $W^+$ (left) and $W^-$ (right) boson production in $p+Pb$ collisions at $\sqrt{s_{NN}} = 8.8$ TeV. The ratios are projected with nuclear effects described by the EPPS16 nPDF set and without any nuclear effects using the CT14 PDF set assuming integrated luminosity of $2\text{ pb}^{-1}$. The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties.

Figure 3 presents projected uncertainties on measurements of the $W$ boson yield ratio of central to peripheral collisions $R_{CP}$. In the $R_{CP}$ all non-centrality dependent (nPDF or other) modifications will cancel, and so the observable is well suited to studying centrality dependent effects. The peripheral reference consists of events from the 80–90% centrality class, while the central selections are the 0–5%, 20–30% and 60–70% centrality classes. Geometric parameters for these centrality classes, such as the mean nuclear overlap function, $\langle T_{AB} \rangle$, are calculated from the Glauber model [16] for $p+Pb$ collisions at $\sqrt{s_{NN}} = 8.16$ TeV. The statistical uncertainties on $R_{CP}$ are estimated assuming that binary scaling of $W$ boson production holds and are dominated by the statistical precision of the peripheral reference. Systematic uncertainties contributed by all sources are assumed to vanish in the ratios, except for the contribution from the QCD multi-jet background estimation.
Figure 3: Uncertainties on measurements of the $W^+$ (left) and $W^-$ (right) boson yield ratio of central to peripheral collisions $R_{CP}$. The uncertainties are projected for $p$+Pb collisions at $\sqrt{s_{NN}} = 8.8$ TeV with an integrated luminosity of 2 pb$^{-1}$. The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties.
3.2 Z Boson Measurements in p+Pb

Similar to W bosons, the measurement of Z boson production rates in p+Pb collisions is a precise probe of the lead nucleus. In particular, the rapidity distribution of Z bosons is sensitive to nPDF effects since it is directly related to the Bjorken $x$ fraction of the nucleon momentum carried by the quark in the Drell-Yan process. Furthermore, the dependence of the Z boson yields on $\langle T_{AB} \rangle$, offers the possibility to test various models of how the nuclear collision geometry affects particle production in p+Pb collisions.

Events were generated using Powheg+Pythia8 and MCFM were prepared similarly to the W boson projections discussed in Section 3.1 (the CT10 PDF set [17] is used rather than CT14 with Powheg+Pythia8).

Figure 4 shows the rapidity differential cross for the free nucleon PDF (black markers) and nPDF set (open red markers). In the mid-rapidity region, $-3 < y^* < 2$ (where $y^*$ is the rapidity in the centre-of-mass frame) the statistical uncertainty is subdominant and the uncertainty is expected to be driven by the muon reconstruction uncertainty systematics on the per-mille level. A conservative 1% uncertainty is therefore plotted in that region. In the region $y^* < -3$ and $y^* > 2$ the measurement will rely solely on the reconstructed forward electron candidates. The acceptance for reconstruction of these electron candidates is expected to extend up to $|\eta| < 4.9$ of the forward calorimeter (FCal). A systematic uncertainty of 5% in this region was extracted as the lower limit of the systematic uncertainty measured in Run 1 [1], this does not take into consideration the expected improvements due to the ITk detector upgrade. The statistical uncertainty was estimated by scaling the measured uncertainty of the Run 1 data by an appropriate factor accounting for the luminosity and centre-of-mass energy increase.

Figure 5 illustrates the momentum reach of the projected measurement obtained with the free nucleon PDF set. Systematic uncertainty on the $p_T^Z$ differential cross-section is derived from the relative systematic uncertainty measured in the Run 1 data. For the high-$p_T^Z$ points where the Run 1 measurement does not exist, the relative systematic uncertainty of the last measured point is taken as a characteristic uncertainty of the projected spectra.

In order to study the anticipated data precision in exploring different implementations of the nucleon-nucleus overlap geometry, projected results are presented as the centrality-dependent Z boson yields assuming binary collision scaling. Figure 6 shows the projected yield per inelastic nucleon-nucleon collision and divided by $\langle T_{AB} \rangle$. The projections are compared with the measurements in $\sqrt{s_{NN}}=5.02$ TeV proton-lead collisions in Run 1 [1]. Uncertainties on $\langle T_{AB} \rangle$ are derived from the Run 1 measurement, assuming no change in the model precision. Systematic uncertainties on the projected yields are estimated to be 1%. Statistical uncertainties are less than the marker sizes in each of the bins. In the previous study the uncertainties from the measurement of the Z boson yields were comparable to the uncertainties on $\langle T_{AB} \rangle$ whereas in the projected data the uncertainties of the boson analysis will be significantly smaller than those uncertainties. This may allow the Z boson yields to be used as an independent estimate of the p+Pb parton-parton luminosity [18]. Further, the added precision will enable finer binning in centrality.
Figure 4: Projected $Z$ boson rapidity differential cross sections for a 2 pb$^{-1}$ luminosity scenario. The free nucleon PDF projection is obtained with the CT10 PDF set and the nPDF with the EPPS16 set. Statistical uncertainties are smaller than the marker size in the mid-rapidity region. Projected systematic uncertainties are described in the text.

Figure 5: Projected $Z$ boson momentum differential cross sections for a 2 pb$^{-1}$ luminosity scenario. The free nucleon PDF projection is obtained with the CT10 PDF set. Statistical uncertainties are everywhere in the spectrum smaller than the marker size, except for the last bin. Projected systematic uncertainties are described in the text.
Figure 6: Projected $Z$ boson yields scaled by $\langle T_{AB} \rangle$ as a function of the number of nucleon participants, $\langle N_{\text{part}} \rangle$, for a 2 pb$^{-1}$ luminosity scenario. Statistical uncertainties are everywhere smaller than the marker size, and projected systematic uncertainties (pink shaded boxes) are described in the text. The projections are compared with a previous Run 1 analysis [1]. Glauber model uncertainties are shown with hashed boxes.
### 3.3 Photon + Jet Measurements in $p+Pb$

In addition to the measurements with heavy electroweak bosons described above, photon+jet events are an effective channel through which to probe nuclear effects in a precise manner. Using the kinematics of the high-$p_T$ photon together with those of the highest-$p_T$ jet in the opposite azimuthal hemisphere (the “leading jet”) provides event-by-event sensitivity to the nuclear-$x$ and $Q^2$ of the underlying parton-parton scattering process.

Statistical projections are constructed using Pythia8 photon+jet events, using the NNPDF2.3 LO parton distribution function set [19], and including both direct and fragmentation photon processes as is commonly done in ATLAS measurements of photon production [20–22]. Jets are defined by applying the anti-$k_t$ [23] algorithm with $R=0.4$ to stable particles. Projections are shown as a function of photon $p_T$ and pseudorapidity in the centre-of-mass frame ($\eta^*$) selections corresponding to the ATLAS electromagnetic calorimeter acceptance, with positive and negative sides shown separately, as these probe different regions of nuclear $x$. These projections include an estimated combined efficiency of 90% for photon reconstruction, identification and selection [22].

Figure 7 shows the expected double-differential photon yield accessible in 2 pb$^{-1}$ of 8.8 TeV $p+Pb$ collisions. The closed circles denote the total double-differential photon yield. The open circles show the yield of photon+jet pairs in which the leading jet is required to have $p_T > 20$ GeV, to be within the ATLAS acceptance of $|\eta| < 4.9$, and to be balanced by a photon with an azimuthal angle difference ($\Delta\phi$) greater than $3\pi/4$. Above $p_T^\gamma > 50$ GeV, essentially all photon+jet pairs meet these criteria and can thus be used to tag the parton-level kinematics.

To approximate possible effects of nPDF modifications on the cross section, the Pythia events are reweighted on an event-by-event basis by the value given by the EPS09 nuclear PDF set [24] for the flavor, $x$, and $Q^2$, of the parton in the “nuclear” beam (in the particular generated event). Figure 8 demonstrates one way to evaluate how the photon+jet data is sensitive to nuclear PDF modification. Although the dependence of the cross-section on the PDFs is more complicated than the method used here, since the expected modifications are small and smoothly varying with the chosen kinematic variables, this approximation is sufficient to gauge the possible size of nPDF effects. The figure shows the projected statistical uncertainties on a measurement of the nuclear modification factor $R_{pPb}$, given as a function of the nuclear-$x$ values, $x_A$, taken directly from Pythia. The modification of the cross-section in each $\eta$ and $p_T$ bin shown in Fig. 8 is plotted as a function of the mean $x_A$ in Pythia for events in each kinematic selection. The kinematic selections for the photon+jet pair are the same as those described above for Fig. 7. The central values are set to be equal to those predicted by the EPS09 nuclear PDF set, as a way of demonstrating the ability of the data to be sensitive to the magnitude of the nuclear modification effects.

In this study, only the expected statistical uncertainties have been evaluated and the magnitude of possible systematic uncertainties have not been explicitly estimated. Previous measurements of jet and photon production in $p+Pb$ collisions in Runs 1 and 2 [22, 25] have achieved small (\(<5\%\)) uncertainties on jet and photon production cross-sections in a broad kinematic ranges. Furthermore, many sources may be correlated with the comparison $pp$ data and thus cancel in ratios such as the $R_{pPb}$. Reference data from $pp$ collisions at $\sqrt{s} = 8.8$ TeV would be ideal for the $R_{pPb}$ measurement, uncertainties on the order of a few percent are expected for a reference based on an extrapolation of $\sqrt{s} = 8$ TeV $pp$ collisions. Further improvements to the systematic uncertainties are also expected or the Runs 3 and 4 measurements, where the larger event statistics will allow for more precise data-driven studies.
Figure 7: Projected yields of photons and photon+jet events in $2 \text{ pb}^{-1}$ of 8.8 TeV $p+\text{Pb}$ data, shown as a function of photon $p_T$ with different selections on the photon pseudorapidity in the centre-of-mass frame shown in different colors. Closed markers denote the yield of events with a $p_T$ photon, while open markers denote the subset of those which also include a balancing jet above threshold in the ATLAS acceptance. The bottom panel below shows the projected statistical uncertainties.
Figure 8: Projected statistical uncertainties for an $R_{pPb}$ measurement, plotted as a function of the average $x_A$, taken from Pythia, for each photon $p_T$ bin in Fig. 7. The panels show projections for photon+jet events in different selections on the photon pseudorapidity measured in the centre-of-mass frame. The central values are set to be equal to the predictions of the EPS09 nuclear PDF set. Statistical uncertainties on the $pp$ reference are neglected.
3.4 Z boson + Jet Measurements in p+Pb

In addition to photon+jet events in p+Pb collisions discussed in section 3.3, Z boson+jet events may also be studied. Although the Z boson production cross section is lower compared to photons, Z boson+jet events have some advantages both theoretically, e.g. the large Z boson mass sharply reduces fragmentation and decay contributions, and experimentally, e.g. smaller backgrounds. Therefore Z boson+jet events are used to complementarily study similar questions as those studied with photon+jet events. The anticipated yield of the produced Z bosons in the LHC Runs 3 and 4 allows for a precise measurement of the momentum balance between the produced boson and the opposite-side leading jet in the event. This is a valuable measurement in p+Pb collisions to study possible nPDF and CNM effects in general. Furthermore, there are some indications that nuclear effects not usually categorized as CNM can produce rapidity dependent modification of jet production [25], and so the momentum balance is presented for different selections on the jets’ rapidity.

Leptonic Z boson decays generated using POWHEG+PYTHIA8 with the CT10 PDF set, prepared similarly to the event generation discussed in Sections 3.1 and 3.2, are used for these projections. The jets are clustered at truth level with the anti-$k_t$ algorithm with a radius parameter $R=0.4$. The Z boson and lepton kinematics are defined at the Born level, excluding final-state radiation. The number of generated events corresponds to the expected number of Z boson candidates with transverse momentum above 35 GeV for luminosity of 2 pb$^{-1}$ at $\sqrt{s_{NN}} = 8.8$ TeV. Events for the analysis are selected by applying the fiducial lepton cuts of $p_T > 20$ GeV and $|\eta|<2.5$ in the laboratory frame. Z boson candidates are further required to have $p_T > 60$ GeV. The opposite side leading jet is required to be correlated in azimuth with $|\Delta \phi| > 7/8\pi$ and with the transverse momentum above 30 GeV.

Figure 9 shows the distribution of the Z-jet momentum balance, $x_{\text{JZ}} = p_{\text{jet}}^Z / p_{\text{Z}}^T$ for three different slices in the jet pseudorapidity: forward ($2 < \eta < 4.5$), mid-rapidity ($|\eta| < 1$) and backward jets ($-4.5 < \eta < -2$). The distributions are normalised per Z boson candidate. The forward and backward jets show a slightly different $x_{\text{JZ}}$ distribution compared to the mid-rapidity jets. It is expected that there may be modification of these distributions relative to the calculations without nPDF modification shown in Figure 9 related to the observations of rapidity dependence of jet $R_{p\text{Pb}}$ in Ref. [25]. The systematic uncertainties are derived from the leading jet energy scale (JES) uncertainties typical for the Run 2 LHC measurement [26], and amount to 1% in the midrapidity region and 3% in the forward/backward region. Figure 10 shows the average of the distribution, $\langle x_{\text{JZ}} \rangle$, as a function of the recoiling jet pseudorapidity in the centre-of-mass frame.
Figure 9: Distribution of the momentum balance between the Z boson and the opposite side leading jet, $x_{1Z} = p_{T}^{\text{jet}} / p_{T}^{Z}$, normalised per Z boson candidate in 2 pb$^{-1}$ of 8.8 TeV $p+$Pb data. Different selections on the jet pseudorapidity in the centre-of-mass frame are shown in different colors. The Z boson and leading jet are required to be correlated in azimuth with $|\Delta \phi| > \frac{7\pi}{8}$ and are selected with $p_{T} > 60$ GeV and $p_{T} > 30$ GeV for the Z boson and the jet, respectively. Corresponding statistical (vertical bars) and systematic uncertainties (boxes) are shown.

Figure 10: The average momentum balance between a $Z$ boson and the corresponding leading jet, $\langle x_{Zj} \rangle = \langle p_T^{\text{jet}} / p_T^{\text{Z}} \rangle$, as function of jet pseudorapidity in the centre-of-mass frame, projected for 2 $\text{pb}^{-1}$ of 8.8 TeV $p+\text{Pb}$ data. The $Z$ boson is selected in the lepton fiducial space defined with $p_T > 20$ GeV and $|\eta| < 2.5$ in the laboratory frame. The $Z$ boson and leading jet are required to be correlated in azimuth with $|\Delta \phi| > 7/8\pi$ and are selected with $p_T > 60$ GeV and $p_T > 30$ GeV for the $Z$ boson and the jet, respectively. Corresponding statistical (vertical bars) and systematic uncertainties (boxes) are shown.
4 Summary

This note presents projections for electroweak boson and photon+jet measurements in $p+\text{Pb}$ collisions in LHC Runs 3 and 4 with the ATLAS detector. Cross-sections considered in rapidity, centrality, and $p_T$ of $W$ and $Z$ bosons are presented. Photon+jet nuclear modification factors as a function of $x_A$, and $Z$ boson+jet momentum balance distributions are also presented. These projections are representative of future measurements sensitive to nuclear parton distributions.

Appendix

A Alternate Luminosity Scenarios

Projections are shown for $W$ and $Z$ boson, and photon + jet yields for 0.5 pb$^{-1}$ and 1 pb$^{-1}$ of $p+\text{Pb}$ collisions with $\sqrt{s_{\text{NN}}} = 8.8$ TeV.

Figure 11: Fiducial cross-sections for $W^+$ (left) and $W^-$ (right) boson production in $p+\text{Pb}$ collisions at $\sqrt{s_{\text{NN}}} = 8.8$ TeV differential in the charged lepton pseudorapidity measured in the laboratory frame $\eta_{\text{lab}}$. The cross-sections are projected with nuclear effects described by the EPPS16 nPDF set and without any nuclear effects using the CT14 PDF set for an integrated luminosity of 0.5 pb$^{-1}$ (top) and 1 pb$^{-1}$ (bottom). The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties (smaller than the marker size).
Figure 12: Forward-backward ratios of the differential fiducial cross-sections for $W^+$ (left) and $W^-$ (right) boson production in $p+Pb$ collisions at $\sqrt{s_{NN}} = 8.8$ TeV. The ratios are projected with nuclear effects described by the EPPS16 nPDF set and without any nuclear effects using the CT14 PDF set for an integrated luminosity of $0.5 \text{ pb}^{-1}$ (top) and $1 \text{ pb}^{-1}$ (bottom). The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties.

Figure 13: Uncertainties on measurements of the $W^+$ (left) and $W^-$ (right) boson yield ratio of central to peripheral collisions $R_{CP}$. The uncertainties are projected for $p$+Pb collisions at $\sqrt{s_{NN}} = 8.8$ TeV with an integrated luminosity of 0.5 pb$^{-1}$ (top) and 1 pb$^{-1}$ (bottom). The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties.

Figure 14: Projected Z boson rapidity differential cross sections for a 1 pb$^{-1}$ luminosity scenario. The free nucleon PDF projection is obtained with the CT10 PDF set (black markers) and the nPDF with the EPPS16 set (open red markers). Statistical uncertainties are less than the marker size in the mid-rapidity region. Projected systematic uncertainties (green and red boxes) are described in the text.

Figure 15: Projected $Z$ boson momentum differential cross sections for a 1 pb$^{-1}$ luminosity scenario. The free nucleon PDF projection is obtained with the CT10 PDF set (black markers). Statistical uncertainties are everywhere in the spectrum less than the marker size, except for the last bin. Projected systematic uncertainties (green) are described in the text. The projections are compared to the Run 1 published results for which the statistical and systematic uncertainties are combined.

Figure 16: Projected $Z$ boson yields as a function of the number of nucleon participants for a 1 pb$^{-1}$ luminosity scenario. Statistical uncertainties are everywhere smaller than the marker size, and projected systematic uncertainties (green) are described in the text. The projections are compared with a previous Run 1 analysis [1]. Glauber model uncertainties are shown with shaded boxes.
Figure 17: Projected yield of photon +jet events in 0.5 pb$^{-1}$ of 8.8 TeV $p$+Pb data, shown as a function of photon $p_T$ with different selections on the photon pseudorapidity in the laboratory frame shown in different colors. Closed markers denote the yield of events with a $p_T$ photon, while open markers denote the subset of those which also include a balancing jet above threshold in the ATLAS acceptance. The bottom panel below shows the projected statistical uncertainties.
Figure 18: Projected statistical uncertainties for an \( R_{\text{pPb}} \) measurement, plotted as a function of the average nuclear-\( x \), taken from \textsc{Pythia}, for each photon \( p_T \) bin in Fig. 17. The panels show projections for photon+jet events in different selections on the photon pseudorapidity measured in the laboratory frame. The central values are set to be equal to the predictions of the \( \text{EPS09} \) nuclear PDF set. The projections in this Figure use 0.5 pb\(^{-1}\) of 8.8 TeV \( p+\text{Pb} \) data and assume negligible statistical uncertainties on the \( pp \) reference.
Figure 19: Projected yield of photon +jet events in 1 pb$^{-1}$ of 8.8 TeV $p$+Pb data, shown as a function of photon $p_T$ with different selections on the photon pseudorapidity in the center-of-mass frame shown in different colors. Closed markers denote the yield of events with a $p_T$ photon, while open markers denote the subset of those which also include a balancing jet above threshold in the ATLAS acceptance. The bottom panel below shows the projected statistical uncertainties.
Figure 20: Projected statistical uncertainties for an $R_{p\text{Pb}}$ measurement, plotted as a function of the average nuclear-$x$, taken from PYTHIA, for each photon $p_T$ bin in Fig. 19. The panels show projections for photon+jet events in different selections on the photon pseudorapidity measured in the centre-of-mass frame. The central values are set to be equal to the predictions of the EPS09 nuclear PDF set. The projections in this Figure use 1 pb$^{-1}$ of 8.8 TeV $p+$Pb data and assume negligible statistical uncertainties on the $pp$ reference.
### B W Boson Projections with $\sqrt{s_{NN}} = 8.16$ TeV

Figure 21: Fiducial cross-sections for $W^+$ (left) and $W^-$ (right) boson production in $p+$Pb collisions at $\sqrt{s_{NN}} = 8.16$ TeV differential in the charged lepton pseudorapidity measured in the laboratory frame $\eta_{lab}$. The cross-sections are projected with nuclear effects described by the EPPS16 nPDF set and without any nuclear effects using the CT14 PDF set for an integrated luminosity of 0.5 pb$^{-1}$ (top), 1 pb$^{-1}$ (middle), and 2 pb$^{-1}$ (bottom). The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties (smaller than the marker size).
Figure 22: Forward-backward ratios of the differential fiducial cross-sections for $W^+$ (left) and $W^-$ (right) boson production in $pp$ +Pb collisions at $\sqrt{s_{NN}} = 8.16$ TeV. The ratios are projected with nuclear effects described by the EPPS16 nPDF set and without any nuclear effects using the CT14 PDF set for an integrated luminosity of 0.5 pb$^{-1}$ (top), 1 pb$^{-1}$ (middle), and 2 pb$^{-1}$ (bottom). The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties.
Figure 23: Uncertainties on measurements of the $W^+$ (left) and $W^-$ (right) boson yield ratio of central to peripheral collisions $R_{CP}$. The uncertainties are projected for $p$+Pb collisions at $\sqrt{s_{NN}} = 8.16$ TeV with an integrated luminosity of 0.5 pb$^{-1}$ (top), 1 pb$^{-1}$ (middle), and 2 pb$^{-1}$ (bottom). The boxes represent the projected total uncertainties (quadratic sum of statistical and systematic uncertainties), while vertical bars represent statistical uncertainties.
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Performance of jet quenching measurements in pp and PbPb collisions with CMS at the HL-LHC

The CMS Collaboration

Abstract

The projected performance of different jet measurements to be carried out with the large data samples expected in PbPb and pp collisions during the high-luminosity phase of the LHC (HL-LHC) is presented. The analyses are based on Monte Carlo simulations and extrapolations from data collected in pp and PbPb collisions between 2010 and 2016. The extrapolated performance for PbPb collisions, corresponding to an integrated luminosity of 10 nb$^{-1}$ at $\sqrt{s_{NN}} = 5.02$ TeV and an upgraded CMS detector, shows significant reductions in the uncertainties of the measurements of photon-tagged jet shapes and $D^{0}$-jet correlations. The large proton-proton data sample at $\sqrt{s} = 14$ TeV, to be collected under low-pileup conditions in Run 3 and beyond, will also provide new opportunities for the study of jet quenching phenomena in small systems, as shown through $\gamma$, Z-jet transverse momentum imbalance distributions in high-multiplicity pp events.
# 1 Introduction

Studies of jet production and modifications in high-energy heavy ion compared to proton-proton (pp) collisions provide precise information on the properties of the Quark Gluon Plasma (QGP) [1]. This document reports several performance studies that illustrate the improved measurements of jet-quenching observables to be carried out with the upgraded CMS detector in heavy ion and pp collisions during the High Luminosity Large Hadron Collider (HL-LHC) phase [2]. For the HL-LHC running period, the LHC experiments expect an integrated luminosity of $10^{-13} \text{nb}^{-1}$ of PbPb data at 5.5 TeV. Based on this data sample size, Monte Carlo simulations, and extrapolations from measurements carried out in the last years, performance studies of different jet quenching observables are presented. These studies show that the large data samples, and the improved jet reconstruction thanks to detector upgrades, will result in significantly reduced statistical and systematic uncertainties for key observables such as photon-tagged jet shapes and $D^0$-meson–jet correlations in PbPb collisions. In addition, 2000 nb$^{-1}$ of pPb data at 8.8 TeV and low-pileup runs of pp collisions at 5.5 TeV are requested in order to study the evolution of jet-quenching phenomena with system size. Sensitivity studies using boson-jet transverse momentum imbalance distributions in high-multiplicity pp events, where jet quenching has not (yet) been observed, are presented. These studies show that such larger data samples will provide new opportunities for searching the onset of jet quenching in small final-state quark-gluon systems.

# 2 CMS detector upgrades

The CMS detector [2] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions, at the HL-LHC [3–7]. The upgrade of the first level hardware trigger (L1) will enable increases of the L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, whereas the high-level software trigger (HLT) is expected to reduce the final logging rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase their granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage thereby providing efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in both barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Refs. [3–7], while the
expected performance of the reconstruction algorithms and pileup mitigation in pp collisions is summarized in Ref. [8].

3 Impact of CMS detector upgrades on heavy ion studies

The upgraded inner tracker, available after the LHC Long Shutdown 3, will provide a large acceptance for charged particles, up to $|\eta| < 4$ [3]. The improved L1 trigger and data acquisition rate (up to 60 GB/s) will enable to define more sophisticated triggers and to record a larger number of minimum-bias triggered events. In addition, the proposed MTD [9], located between the tracker and the electromagnetic calorimeters at about at $\sim 1.16$ meters from the beam pipe, will provide a time resolution down to around 30 ps. Such timing capabilities, combined with information from other detectors, can be employed for proton, pion, and kaon separation in the $p_T \approx 0.7$–2 GeV/c range at midrapidity ($|\eta| < 1.5$). The expected detector upgrades will augment the heavy ion reconstruction performance to about the level of the current pp reconstruction algorithms. The biggest improvement will be provided by the four-layer pixel system. Compared to the previous (Run 1 and 2) three-layer pixel system, the new pixel tracking will significantly enhance the seed quality of the pattern recognition algorithm, resulting in an improvement of the track reconstruction efficiency and a reduction of the rate of falsely reconstructed trajectories. The significantly lowered material budget will also improve the secondary vertex resolution, thereby making CMS ideally suited for studies of heavy-flavor mesons, heavy-flavor-tagged jets, and their correlations. Such detector upgrades and the increased trigger performance will significantly improve the measurements of heavy-flavored mesons for all colliding systems, flow fluctuations in small systems, and jet spectra and jet substructure observables in heavy ion collisions.

For the studies reported here, the impact of the upgraded CMS detector capabilities is not explicitly estimated except through reasonable assumptions on the reduction of the associated systematic uncertainties thanks to the expected improved jet reconstruction performance. The enlarged tracking acceptance is not included and, therefore, the extrapolations presented can be considered as a conservative estimate of the final improvements to be expected.

4 Physics Performance

In this section, the physics performance based on the existing data and on Monte Carlo (MC) simulations from Run 2, is presented. The HL-LHC nucleon-nucleon center-of-mass (c.m.) energy will be $\sqrt{s_{NN}} = 5.5$ TeV but, however, to facilitate the comparison with the collected data at $\sqrt{s_{NN}} = 5.02$ TeV, the latter c.m. energy is used for our HL-LHC PbPb estimates.

4.1 Jet substructure using photon-tagged jets

Significant progress has been made in jet quenching studies at the LHC via many single jets and dijet observables, including jet shapes [10], jet fragmentation functions [11, 12], missing transverse momentum in dijet systems [13, 14], and jet-track correlations [15, 16] among others. However, understanding how properties of the measured jets relate to those of their parent partons is still a key challenge for these measurements: When selecting events based on jet kinematics, the amount of energy lost by the parton into the medium, before fragmenting into final-state particles, cannot be unambiguously determined. One way to overcome this difficulty is to study jets tagged against recoiling isolated photons, where the photon energy can be used as reference for that of the parton before it suffered any energy loss. In addition, since isolated photons at the LHC mostly recoil against a quark, photon-tagging leads to enriched samples.
to study quark (rather than gluon) energy loss. Recently, the measurements of photon-tagged jet shapes [17] and jet fragmentation functions [18] have become possible for the first time. However, the sensitivity of the Run 2 data to the underlying jet-quenching phenomenon is limited by the statistical accuracy of the measurements.

The current (left) and projected (right) measurements of the modification of the radial distribution of particles in jets measured in PbPb and pp collisions is shown in Figure 1 for central PbPb collisions (0–10% event centrality), where the effects due to the presence of a strongly interacting medium are the largest. The central values of the extrapolated ratio are obtained by smoothing out the results from [17] with a third-order polynomial. The systematic uncertainties shown are those from the current measurements divided by a factor of two to take into account expected improvements on the jet energy scale and jet energy resolution uncertainties thanks to the detector upgrades. The results show that the photon-tagged shape will be measured with high precision, and thereby provide valuable insights on the medium-modified transverse structure of quark-initiated jets.

Figure 1: Ratio of the density of particles produced at a radius $r$ in photon-tagged jets in PbPb (0–10% most central) and pp collisions. The left panel shows the expected distribution at the HL-LHC with the error bars (bands) indicating statistical (systematic) uncertainties. The right panel shows a comparison of the current total uncertainty in the 2015 data (grey bands) [17] to the projected HL-LHC total uncertainty (violet bands).

### 4.2 Radial distribution of $D^0$ mesons in jets

The interest of studying charm meson production in jets is manifold. First, it can help to understand the origin of the enhanced production of low-$p_T$ hadrons at large angles with respect to the jet axis in PbPb compared to pp collisions (Fig. 1). Interpretations of this observation include medium-induced gluon radiation, modification of jet splitting functions, and medium response to the hard scattered partons. Since the heavy quark masses are larger than the typical scale given by the temperature of the QGP created at LHC energies, one can gain insights into the underlying parton dynamics by studying heavy flavor mesons associated with jets. Second, precise measurements of heavy flavor meson production in jets provide new information on charm and bottom quark radiation and fragmentation in both pp and PbPb collisions. Last but not least, angular correlation measurements between heavy flavor meson and jets can be used to constrain parton energy loss mechanisms and to measure heavy quark diffusion inside
the medium [19–21] that are complementary to the measurements of inclusive heavy flavor meson spectra [22–26], heavy flavor meson azimuthal anisotropy [26–30], and heavy flavor tagged jets [31, 32].

CMS performed the first measurement of the radial distributions of D\text{0} mesons in jets using pp and PbPb data collected in 2015. Jets with \( p_T > 60 \text{ GeV/c} \) were reconstructed with the anti-\( k_T \) algorithm [33–35] with a distance parameter of 0.3. The radial distributions of D\text{0} mesons with transverse momenta \( p_T > 4 \text{ GeV/c} \) were measured with respect to the jet axis. The measured PbPb compared to the pp data, indicate that D\text{0} mesons are produced at relatively larger distances in the former system. Figure 2 shows the expected D\text{0} radial distributions at the HL-LHC for low-\( p_T \) (top) and high-\( p_T \) (bottom) D\text{0} meson \( p_T \) intervals. The central positions of the projected data points are taken to match the current measurement, with the correspondingly reduced uncertainties shown in the left panel compared to those of the 2015 data. The uncertainties associated with yield extraction and jet energy scale, which were currently limited by the available statistics in the 2015 data analysis [36], are also scaled down to account for the larger dataset at the HL-LHC. Figure 3 shows the corresponding PbPb over pp ratios. The much larger HL-LHC PbPb and pp data samples will dramatically reduce the total uncertainties of the measurements.

4.3 Boson-jet transverse momentum balance in high-multiplicity pp collisions

The azimuth and transverse momentum correlations between bosons and jets, measured in \( \gamma, Z + \text{jets} \) events, are valuable observables to study parton energy loss in the QGP. Imbalanced correlations are a signature of jet quenching. At the HL-LHC, these measurements can be performed for the first time in high-multiplicity pp collisions with large data samples under low-pileup conditions. Combined with dijet asymmetry studies [37] in pPb collisions and similar boson+jet [38, 39] measurements in PbPb collisions, they can be used to ascertain the system-size dependence of jet quenching phenomena.

The projected numbers of \( \gamma, Z + \text{jets} \) events expected in pp collisions at \( \sqrt{s_{\text{NN}}} = 14 \text{ TeV} \), in low-pileup samples at the LHC Run 3 and beyond, are obtained from theoretical 14-to-5.02 TeV cross section ratios that are then used to scale up the measured yields in the 5.02 TeV pp data. The ratio of Z+jet events produced at 5.02 and 14 TeV is found to be 4.5 from a next-to-leading-order \textsc{fewz} v3.1 [40] calculation for pp collisions. Similarly, \textsc{jetphox} [41] is used to extract the scaling factor for \( \gamma + \text{jets} \) events. In order to estimate the number of events in different pp multiplicity classes, additional scale factors based on multiplicity fluctuation studies from ALICE, CMS, and ATLAS are used. These scale factors have been agreed among the four major experiments (CMS, ATLAS, ALICE and LHCb) in order to use the same baseline for benchmarking the expected performance.

Figures 4 and 5 show, respectively, the expected distributions of the transverse momentum imbalance of \( \gamma+\text{jet} \) (\( x_{j\gamma} = p_{T,j}\gamma / p_{T,\gamma}^2 \)) and Z+jet (\( x_{jZ} = p_{T,j}\text{Z} / p_{T,\text{Z}}^2 \)) events in different event multiplicity bins \((N_{\text{ch}})\) in pp collisions. The \((N_{\text{ch}})\) bins, defined as the mean number of reconstructed charged particles with \(|\eta| < 2.4\) and \( p_T > 1 \text{ GeV/c} \), passing offline selection criteria described in [42], are chosen so as to have an overlap with typical multiplicities found in pPb and peripheral PbPb collisions. The central values of the \( x_{j\gamma} \) and \( x_{jZ} \) distributions are derived from smoothed 5 TeV MC simulations of previous CMS minimum-bias pp results [38, 43]. For the extrapolation to the various pp multiplicity bins, predictions based on \textsc{pythia} 8.212 [44] with tune CUETP8M1 [45] were used as the central value of the distributions. The systematic uncertainties are conservatively assumed to be the same as those from the 2015 pp result, although improvements on the jet energy scale and jet energy resolution determinations in the HL-LHC
Figure 2: Left: Projected distributions of $D^0$ mesons with $p_T^D = 4–20$ GeV/c (top) and $p_T^D > 20$ GeV/c (bottom), as a function of their distance $r$ from the jet axis (for jets of $p_T^{\text{jet}} > 60$ GeV/c and $|\eta^{\text{jet}}| < 1.6$) in pp and PbPb collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV at the HL-LHC. The error bands (error bars, barely seen) indicate systematic (statistical) uncertainties. The horizontal bars indicate the size of the bin width. Right: Same distributions as on the left, comparing the current total uncertainty (wide bands) [36] and the projected total uncertainty (thin bands).
6.5. Jet quenching measurements (CMS-FTR-18-025)

Figure 3: Left: Projected ratios at the HL-LHC of the radial distributions of $D^0$ mesons produced in PbPb over pp collisions at $\sqrt{s_{NN}} = 5.02$ TeV, for $p_T^D = 4-20$ GeV/c (top) and $p_T^D > 20$ GeV/c (bottom) The error bars (bands) indicate statistical (systematic) uncertainties. The horizontal bars indicate the size of the bin width. Right: Same distributions as on the left, comparing the current total uncertainty (grey bands) [36] and the projected total uncertainty at the HL-LHC (yellow bands).
5. Summary

The projected performance of different jet measurements expected to be carried out with large data samples of PbPb and low-pileup pp collisions at HL-LHC are presented. The HL-LHC performance, extrapolated from existing PbPb data and Monte Carlo simulations, corresponding to a total integrated luminosity of 10 nb\(^{-1}\) at \(\sqrt{s_{NN}} = 5.02\) TeV, shows significantly improved precision in the measurements of photon-tagged jet shapes and D\(^0\)-jet correlations. These measurements will provide new constraints on models of jet quenching in the QGP, heavy quark production and diffusion inside the medium, and improved understanding of the medium response and medium excitation to hard probes. The large pp data samples at \(\sqrt{s} = 14\) TeV with low pileup, expected to be collected in Run 3 and beyond, will also provide precise measurements of boson-jet transverse momentum imbalance distributions in (high-multiplicity) small systems, and thereby study the system-size dependence of jet quenching phenomena.
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Figure 4: Distributions of transverse momentum imbalance, \(x_{j\gamma}\), in three different centrality classes of pp isolated-photon+jet events (\(p_{T}^{\gamma} > 60\) GeV/c and \(|\eta_{\gamma}| < 1.44\), \(p_{T}^{\text{jet}} > 30\) GeV/c and \(|\eta_{\text{jet}}| < 1.6\)) with 200 (dashed line) and 2000 (solid line) \(\text{pb}^{-1}\) integrated luminosities expected to be taken under low-pileup conditions at HL-LHC. The central values of the distributions are derived from existing measurements [43] combined with \textsc{pythia} 8 MC simulations. The error bars (bands) indicate statistical (systematic) uncertainties.
6.5. Jet quenching measurements (CMS-FTR-18-025)

Figure 5: Distributions of transverse momentum imbalance, $x_{jZ}$, in two different centrality classes of pp Z-jet events ($p_T^{Z} > 60$ GeV/c, $p_T^{\text{jet}} > 30$ GeV/c and $|\eta^{\text{jet}}| < 1.6$) with 200 (dashed line) and 2000 (solid line) pb$^{-1}$ integrated luminosities expected to be taken under low-pileup conditions at HL-LHC. The central values of the distributions are derived from existing measurements [38] combined with PYTHIA 8 MC. The error bars (bands) indicate statistical (systematic) uncertainties.
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The primary goal of the heavy ion program at ATLAS is to study the properties of the deconfined, strongly interacting matter, the quark-gluon plasma (QGP). QCD jets are one of the primary tools used to study this matter. Jet properties are observed to be modified in Pb+Pb collisions compared to \(pp\) collisions and the modifications are sensitive to the interactions between the QGP and the jet. Jet measurements in heavy ion collisions at ATLAS aim to provide information about the nature of these interactions. This note describes expected ATLAS measurements of jet modification in heavy-ion collisions in the upcoming LHC Runs 3 and 4. In particular, projections are made for inclusive jet yield measurements, jet fragmentation function measurements, and photon-tagged jet measurements.
1 Introduction

The primary goal of the heavy ion program at the LHC is to study the properties of deconfined strongly-interacting matter, often referred to as a quark-gluon plasma (QGP), created in ultra-relativistic nuclear collisions. Jets are among the most powerful probes of this matter because they are sensitive to the short distance interactions between hard scattered-partons and the constituents of the QGP [1].

Results from jet measurements in Pb+Pb collisions at the LHC have shown that the transverse momentum ($p_T$) balance of back-to-back produced jets and photon-jet pairs is modified [2, 3]. The number of measured jets is reduced by approximately a factor of two as compared to the jet yields measured in $pp$ collisions scaled by the geometric nuclear overlap [4, 5]. Furthermore, the fragmentation of both inclusive jets and jets opposite a photon [6] are modified relative to $pp$ collisions.

Current measurements are based on 0.49 nb$^{-1}$ of Pb+Pb collisions and 25 pb$^{-1}$ of $pp$ collisions collected in 2015. Jets are rarely produced and additional luminosity is needed to extend the kinematic range and improve the precision of the measurements. In this note, the expected performance for some jet related observables in the LHC Run 3 and 4 are presented. The assumed luminosity for Runs 3 and 4 is 10 nb$^{-1}$, approximately a factor of 20 more than is available in current measurements. The projections presented here represent a selected list of measurements of interest using the Run 3 and 4 data. The selected suite of measurements shows clear examples of physics that could only be addressable with substantially increased luminosity.

2 ATLAS Detector

The ATLAS detector is described in detail in [7]. Significant upgrades to the ATLAS detector are expected to be installed for Run 4, in particular the Inner Tracker (ITk) [8]. The performance of the ITk in Pb+Pb collisions is discussed in [9]. In this note the projections using the ITk are not discussed.

3 Projections

The projections presented in this note account only for statistical uncertainties. For systematic uncertainties, some improvement is expected for the Run 3 and 4 data based on advancement in the measurement technique and improved understanding of the detector. These are discussed in section 4, however, at present, it is not possible to make a quantitative projection taking into account these expectations.
3.1 Inclusive Jet Measurements

The quantification of the amount of energy lost by the parton shower due to interactions with the deconfined QCD medium can be provided in terms of the nuclear modification factor defined as:

\[
R_{AA} = \frac{1}{N_{\text{tot}}^{\text{evt}} d\sigma_{\text{jet}} / d\rho_T d\gamma_{\text{cent}}} \frac{N_{\text{jet}}^{\text{Pb+Pb}}}{N_{\text{jet}}^{\text{pp}}},
\]

where \(N_{\text{jet}}\) and \(\sigma_{\text{jet}}\) are the jet yield in Pb+Pb collisions and the jet cross section in pp collisions, respectively, both measured as a function of transverse momentum, \(p_T\), and rapidity, \(y\). \(N_{\text{tot}}^{\text{evt}}\) and \(T_{AA}\) are the total number of Pb+Pb collisions within a chosen centrality interval and the nuclear thickness function, respectively. Measurement of the jet \(R_{AA}\) is a baseline measurement for comparisons with theoretical predictions of jet quenching. A value of \(R_{AA} \approx 0.5 - 0.6\) in central Pb+Pb collisions was reported in measurements at \(\sqrt{s_{NN}} = 2.76\) TeV and \(\sqrt{s_{NN}} = 5.02\) TeV [4, 10, 11]. This implies a suppression of jet yields by roughly a factor of two in central collisions to the expectation from scaled pp collisions at the same center-of-mass energy. Two intriguing features were revealed by these studies: \(R_{AA}\) increases only very slowly with increasing jet \(p_T\) and seems to saturate at the value of 0.6 in the region of \(p_T\) between 400 GeV and 1 TeV; \(R_{AA}\) exhibits no dependence on the rapidity of the jet (except for the most forward region where the \(R_{AA}\) shows signs of decreasing with rapidity). Both of these features seem counter-intuitive since one would expect that jet quenching effects should play smaller role at high \(p_T\) compared to low \(p_T\) and since there is a priori no reason to expect rapidity independence given the differences in the spectral shape and differences in the flavor composition of jets at different rapidities. Providing a precise quantification of the \(R_{AA}\) at a TeV scale, along with detailing the evolution of \(R_{AA}\) with rapidity, are two primary goals for LHC Runs 3 and 4.

The data points from the measured jet \(R_{AA}\) at 5.02 TeV [11] with smoothed statistical variations are plotted in Figure 1 together with statistical uncertainties projected for 10 nb\(^{-1}\). The left panel of Figure 1 shows the estimated gain in the statistical precision for jet \(R_{AA}\) measured in the rapidity interval of \(|y| < 2.1\) reaching a factor of approximately 5. The estimate was also made using two different scenarios for the total integrated luminosity of pp data, 600 pb\(^{-1}\) and 1.2 fb\(^{-1}\). A negligible difference in the statistical precision was found between those two scenarios which demonstrates no need for pp integrated luminosity beyond 600 pb\(^{-1}\). Expected precision on the \(R_{AA}\) measurement is compared with several recent model predictions: Linear Boltzmann Transport model (LBT) [12], three calculations using the Soft Collinear Effective Theory (SCET) [13–16], and Effective Quenching model (EQ) [17]. The phenomenological effective quenching model [17] includes energy loss effects through downward shifts in the jet \(p_T\) spectrum that depends on the flavor of the parton that initiating a jet. The figure demonstrates that the higher precision data will provide means to constrain or falsify theoretical model predictions. The right panel of Figure 1 shows the estimated gain in the statistical precision in the forward rapidity region. The statistical precision should be sufficient to quantitatively assess the rapidity dependence of the \(R_{AA}\). Both of these predictions indicate that Runs 3 and 4 should bring a definitive understanding of the intriguing features of jet \(R_{AA}\) as seen in the current data.
Figure 1: Left: Transverse momentum dependence of jet $R_{AA}$ for $|y| < 2.1$. Right: Rapidity dependence of jet $R_{AA}$ for 316 < $p_T$ < 562 GeV. Boxes represent magnitude of statistical uncertainty. Open black boxes represent the current precision on the jet $R_{AA}$ measurements while blue closed boxes represent a projection of statistical uncertainties towards 10 nb$^{-1}$ of Pb+Pb data. Expected precision on the $R_{AA}$ measurement is compared with several recent model predictions: Linear Boltzmann Transport model (LBT), three calculations using the Soft Collinear Effective Theory (SCET), and Effective Quenching model (EQ).

3.2 Fragmentation Function Measurements

In order to further explore the jet energy loss mechanism, the internal structure of jets is measured in heavy-ion collisions and the results are compared to similar measurements in $pp$ collisions. The measurement of the jet structure in the sample of inclusive jets provides higher precision and the ability to perform the measurement more differentially compared to the photon–tagged studies, which suffer from a limited statistical precision. The jet internal structure can be characterized by the charged-particle longitudinal fragmentation functions, where charged particles are associated with jets, and the longitudinal momentum fraction relative to the jet momentum is evaluated as:

$$z \equiv \frac{p_T \cos \Delta R}{p_T^\text{jet}}.$$  

(2)

The fragmentation function is then defined as:

$$D(z) \equiv \frac{1}{N_{\text{jet}}} \frac{dN_{\text{ch}}}{dz},$$  

(3)

where $N_{\text{jet}}$ is the number of jets and $n_{\text{ch}}$ is the number of charged particles associated with jets via an angular matching $\Delta R < 0.4$, where $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ with $\Delta \eta$ and $\Delta \phi$ defined as the distances between the jet axis and the charged-particle direction in pseudorapidity and azimuth, respectively.

Charged-particle longitudinal fragmentation functions were observed to be modified in Pb+Pb collisions compared to the $pp$ reference both at 2.76 TeV [18–20] and 5.02 TeV [21]. The magnitude of the modification is quantified by the ratios of the fragmentation functions in the two colliding systems:

$$R_{D(z)} \equiv \frac{D(z)_{\text{PbPb}}}{D(z)_{\text{pp}}},$$  

(4)

Measurements of jet fragmentation functions reported an excess in yield of hard (large $z$) and soft (small $z$) fragments and suppression in the region between these two excesses. The excess of soft fragments...
can be explained by the jet quenching process where the lost energy is transferred to soft particles within and around the jet [22, 23]. Gluon-initiated jets are expected to undergo larger energy loss compared to quark-initiated jets and the enhancement of the hard fragments yield may be due to the different relative shapes of the quark and gluon fragmentation functions [17].

The reduction of statistical uncertainties on the ratios of $R_{D(z)}$ distributions is demonstrated in Fig. 2 where the statistical uncertainties on the measurement using 0.49 nb$^{-1}$ of Pb+Pb data are compared to those expected with 10 nb$^{-1}$ of Pb+Pb data. The higher luminosity data will significantly improve the precision of the measurement especially of yields of hard fragments that will strongly constrain theoretical models.

As the fraction of quark- and gluon-initiated jets changes with jet rapidity, measurements of the rapidity dependence of jet observables in Pb+Pb collisions are of great interest. Current measurements of the rapidity dependence of jet fragmentation functions in Pb+Pb are statistics-limited [20] and no significant rapidity dependence is observed. The rapidity dependence can be quantified as the ratio of $R_{D(z)}$ in the rapidity intervals 0.3–0.8 and 1.2–2.1 to the $|y| < 0.3$ reference. This observable benefits from a large cancellation of systematic uncertainties that are to a large extent correlated between rapidity intervals. Figure 3 shows these ratios for jets with $p_T$ in intervals of 126–158 GeV and 200–251 GeV for the most central 0–10% collisions. The ratios are based on the measured distributions in Pb+Pb collisions at 5.02 TeV [21] with the smoothed statistical variations, which are then projected for the integrated luminosity of 10 nb$^{-1}$.

The projections are compared to theoretical calculations from Refs. [24] and [17]. The hybrid model [24] for jet quenching uses perturbative techniques for the high $Q^2$ processes in the jet evolution and strong coupling for the low momentum scales associated with the hot QCD matter. The study of the rapidity dependence shows a small enhancement of yields of fragments with low and intermediate $z$ and reduction of yields of high $z$ fragments for more forward jets.

Figure 2: Comparison of the statistical uncertainties on the ratio of the rapidity selected $R_{D(z)}$ distributions to the $R_{D(z)}$ distributions measured in $|y| < 0.3$ in 0–10% centrality Pb+Pb collisions, for the jet $p_T$ intervals 126–158 GeV (left) and 200–251 GeV (right). Shaded boxes are for 0.49 nb$^{-1}$ while vertical error bars are for 10 nb$^{-1}$ (many are smaller than the plotted marker size).
3.3 Photon-tagged Jet Measurements

Figure 4 shows the projected statistical uncertainties for measurements of photon-tagged jet fragmentation functions with 10 nb$^{-1}$ of Pb+Pb data. The advantage of studying photon-tagged jet fragmentation functions, in contrast to the study of inclusive jets, includes the selection of jets not biased by how much energy the jet has lost, and that the selected sample is dominated by quark-initiated jets. Measurements of this quantity using the 2015 Pb+Pb data are statistics-limited [6]. In that measurement, photon-tagged jet fragmentation functions are found to have a stronger centrality dependence than the inclusive fragmentation functions. However, the limited statistics of the 2015 data necessitated that the analysis be done in very broad centrality selections (0–30% and 30–80%). With the Run 3 and 4 data, one of the highest priority goals would be to repeat this measurement in much finer centrality selections. The projected statistical precision of this measurement for 10 nb$^{-1}$ is shown in Figure 4.

4 Systematic Uncertainties

To achieve an improvement in the precision of jet measurements, not only statistical uncertainties but also systematic uncertainties will need to be reduced. A full quantitative projection of this improvement is not available at this time, however we discuss expected improvements qualitatively using the inclusive jet fragmentation at high-z and jet structure in the gamma-jet system as examples. The dominant systematic uncertainties for these measurements stem from knowledge of the jet energy scale (JES) and the track reconstruction. For jet spectra measurements, most limiting uncertainties are due to the determination of the nuclear overlap function and the luminosity.

The JES uncertainty is expected to be reduced by general improvements on the proton-proton baseline...
Figure 4: Statistical projection for measurements of photon-tagged jet fragmentation function modification in Pb+Pb collisions compared to pp collisions. Preliminary data is shown from 0.49 nb⁻¹ of Pb+Pb collisions with statistical (bars) and systematic uncertainty (shaded boxes) and compared to projected relative statistical uncertainty for 10 nb⁻¹ of Pb+Pb data in central (left) and peripheral (right) collisions. Many of the projected points have uncertainty bars smaller than the marker size.

systematic uncertainties which can be achieved by using large samples of gamma-jet or Z-jet events. Also important for the reduction is the use of MC generators which realistically simulate jet quenching phenomenon. The systematic uncertainty on track reconstruction is expected to be reduced by the use of the upgraded tracker (ITk). To improve the systematic uncertainty on the determination of the nuclear overlap function, data-driven techniques for the centrality determination need to be explored. These include use of the information from inclusive prompt photon, Z and W boson measurements as well as possible use of information from forward detectors. Recent progress in understanding the fluctuating nature of the nucleon-nucleon cross-section as well as factorization of soft and hard processes should also bring improvement to the modeling of centrality [25, 26].

Summary

This note presents projections for jet measurements using 10 nb⁻¹ of Pb+Pb data in Runs 3 and 4 with the ATLAS detector. Jet $R_{AA}$, inclusive jet fragmentation functions and the fragmentation functions of jets opposite a photon are presented. These representative measurements which can be performed with ATLAS are sensitive to the properties of the QGP and can be made with the high luminosity available in the future.
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Open heavy flavor and quarkonia in heavy ion collisions at HL-LHC

The CMS Collaboration

Abstract

The projected performance for heavy flavour hadrons and quarkonium measurements in the high luminosity phase of the LHC in pp and PbPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV is presented, focusing on $J/\psi$ and $\Upsilon$ states (including the elliptic flow $v_2$), as well as $B_s$ mesons and $\Lambda_c^+$ baryons. Projections for the nuclear modification factor of $B^+$, $B^0$ and $B_s$ mesons in pPb data at $\sqrt{s_{NN}} = 5.02$ TeV are also reported.
1 Introduction

The first years of running of the LHC have brought major advances in the understanding of the dynamics of heavy quark production in heavy ion collisions and their evolution to the observed heavy flavour hadrons. In this document exploratory studies are presented that investigate the physics prospects of heavy ion data analysis in the High-Luminosity LHC (HL-LHC) era with the CMS experiment. For the HL-LHC running period, the requested integrated luminosities are 13 nb$^{-1}$ of PbPb collisions, and 2 pb$^{-1}$ of pPb collisions. Studies in this note complement those found in a previous note [1].

The CMS detector [2] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity at the HL-LHC [3], and to cope with the demanding operational conditions at the HL-LHC [4–8]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionising particles (MTD) in both barrel and endcap region is envisaged to provide capability for 4-dimensional reconstruction of interaction vertices that will substantially mitigate the CMS performance degradation due to high PU rates. A detailed overview of the CMS detector upgrade program is presented in Ref. [4–8], while the expected performance of the reconstruction algorithms and pile-up mitigation with the CMS detector is summarised in Ref. [9].

The potential of the upgraded CMS experiment to perform heavy flavour and quarkonium measurements in PbPb at HL-LHC is estimated by extrapolating the performance of the existing CMS measurements [10–13], performed using 2015 5.02 TeV pp and PbPb data (with integrated luminosities of respectively 27.4 pb$^{-1}$ and about 0.35 nb$^{-1}$), to a larger data set of 10 nb$^{-1}$ assuming the same center-of-mass energy of 5.02 TeV, per nucleon pair. The extrapolation of B meson measurements performed in 2013 pPb collisions at 5.02 TeV [14] from about 34 nb$^{-1}$ to 2 pb$^{-1}$ is also reported. This extrapolation assumes that the CMS experiment will have a similar level of detector and triggering performance during the HL-LHC operation as it provided during the LHC Run 2 period [4–8]: similar efficiency and resolution are assumed for all objects, such that extrapolations are based on Run 2 results, without additional corrections. The results of extrapolations, referred to as projections, are presented either without systematic uncertainties, when a projection is difficult to make, or in a scenario assuming that there will be
further advances on the experimental methods at the HL-LHC. In the latter scenario, the exact assumptions are described in the corresponding section below, where systematic uncertainties are scaled down until they reach a defined lower limit based on estimates of the achievable accuracy with the upgraded detector [9], namely 0.5% per muon (1% per dimuon) for muon identification. No improvement over the current charged particle tracking uncertainty (4% per track) is however assumed. The intrinsic statistical uncertainty in the measurement is reduced by a factor $1/\sqrt{L}$, where L is the projection integrated luminosity divided by that of the reference Run 2 analysis. Projections on nuclear modification factors $R_{AA}$, defined as the ratio of the yield in nucleus-nucleus collisions to that observed in pp collisions, scaled by the number of binary nucleon-nucleon collisions, are also estimated. In these cases, this statistical uncertainty has contributions from both the pp and PbPb datasets, and both are assumed to scale in the same way (in other words, the size of the pp reference dataset at $\sqrt{s} = 5.02$ TeV is assumed to be of similar or larger size as the PbPb dataset, as is currently requested).

Though the projections in this document are assuming similar detector performance and pseudorapidity coverage as for Run 2, the impact of the expected improvement in the muon momentum resolution has been studied. Full simulation of the Phase-II detector shows that the dimuon mass resolution for the $B$ meson will improve by about 30% [4], which has been propagated to the $Y$ system, using pseudo-experiments thrown by propagating this improvement to the measured dimuon mass spectrum in PbPb collisions during Run 2 [10]. The expected improvement in the relative statistical uncertainty, due to a better signal over background ratio, ranges from about 10% for the $Y(3S)$ meson to about 25% for the $Y(1S)$ meson.

## 2 The $p_T$ reach for prompt $J/\psi$ and $Y(1S)$

The ATLAS [15] and CMS [11] collaborations have recently reported hints for an increase of the nuclear modification factor of prompt $J/\psi$ mesons at high $p_T$, up to about $30 – 50$ GeV/$c$. This trend has been compared to the similar one observed for $D^0$ mesons [16] and charged particles [17], consistent with a picture in which $J/\psi$ mesons are likely to be produced by parton fragmentation for $p_T \gg m_{J/\psi}c$, hence to be sensitive to the parton energy loss in the quark-gluon plasma [18, 19]. The interplay of such mechanism with Debye screening [20, 21] is still not clear, also in view of the lack of significant $p_T$ dependence so far for $Y(1S)$ mesons [10]. Whether it is due to the slower motion of bottomonia, to a smaller parton shower component than that of $J/\psi$ at fixed $p_T$, or simply to present lack of precision, will be known by collecting more data to measure them to higher $p_T$.

To compute the maximum $p_T$ reach of prompt $J/\psi$ and $Y(1S)$ mesons as a function of luminosity, we compute the bin boundaries of the last $p_T$ bin, assuming the same bin width as the one used for the PbPb analyses at 5.02 TeV with an integrated luminosity of 368 $\mu$b$^{-1}$ [10, 11]. We scan the $[p_T^{low}, p_T^{up}]$ boundaries (keeping the width constant) until we find those for which $N_{new} \approx N_0$, where $N_0$ is the uncorrected number of events in the highest $p_T$ bin of the current measurement ($N_0 \approx 150$ for prompt $J/\psi$ and $N_0 \approx 840$ for $Y(1S)$), and $N_{new}$ is the expected uncorrected number of measured quarkonia. This number $N_{new}$ is deduced from a phenomenological fit to the $p_T$-dependent uncorrected number of events from current measurements [10, 11]. The $[p_T^{low}, p_T^{up}]$ interval is determined for several luminosities, ranging up to the expected HL-LHC luminosity and beyond. The results of the $p_T$ bin boundaries where we would find the same number of mesons as the one obtained in the analyses with a luminosity of 368 $\mu$b$^{-1}$ are shown in Fig. 1 as a function of luminosity. The maximum $p_T$ we expect to reach with an integrated luminosity of 10 nb$^{-1}$ is about 80 GeV/$c$ for prompt $J/\psi$ and 50 GeV/$c$ for $Y(1S)$. For comparison, these are similar to the current $p_T$ reach for $D^0$ and prompt $J/\psi$ mesons, respectively. Measure-
ments at such high \( p_T \) will provide further insights into parton energy loss.

Figure 1: Prompt J/\( \psi \) and Y(1S) [\( p_T^{\text{low}}, p_T^{\mu \mu} \)] boundaries as a function of luminosity. The boundaries are chosen in such a way the number of mesons in the bin for the corresponding luminosity equals the number of mesons found in the last \( p_T \) bin of the analysis with a luminosity of 368 \( \mu \text{b}^{-1} \).

### 3. Y meson production

#### 3.1 Nuclear modification factor \( R_{\text{AA}} \)

Further information regarding the mechanisms at play in bottomonium suppression in heavy ion collisions can be gained by measurement of the kinematic dependence of \( R_{\text{AA}} \), with \( p_T \) and \( |y| \), in addition to the inclusive modification. For instance, there is ongoing debate on the importance of the recombination of uncorrelated quarks for bottomonia [22–26], which is expected to strongly depend on the meson \( p_T \); this process is believed to be dominant at low \( p_T \) for charmonia. In addition, cold nuclear matter effects (such as shadowing) are expected to depend on rapidity, as well as the temperature of the medium [25, 26]. The expected precision on the centrality-dependent \( R_{\text{AA}} \) for the three Y states with 10 \( \text{nb}^{-1} \) of PbPb data has been previously reported [1], showing that very high precision will allow to constrain model parameters such as the shear viscosity or the initial temperature; the Y(3S) meson may also be measured for the first time in PbPb collisions, depending on its exact suppression.

We report the expected precision on \( R_{\text{AA}} \) of Y(1S) and Y(2S) as a function of \( p_T \) and \( |y| \), shown in Fig. 2. The statistical uncertainties are scaled from the current measurements [10] assuming a projected luminosity of 10 \( \text{nb}^{-1} \). The total systematic uncertainty is chosen to be reduced by a factor of three, motivated by the fact that dominant systematic uncertainties on current measurements (invariant mass model, data-driven efficiency corrections) are largely correlated to the size of the data sample, though not directly. In addition, the uncertainty on background modeling is assumed to become negligible for \( p_T < 4 \text{ GeV/c} \), where it is dominating the systematic uncertainty in the current measurement, due to imperfect knowledge limited by the data sample size. The projected uncertainties will allow to detect fine structures in the \( p_T \) dependence, such as a possible bump at low \( p_T \) because of flow or regeneration, or a possible increase at high...
Figure 2: Projections of $R_{AA}$ of $\Upsilon(1S)$ and $\Upsilon(2S)$ as a function of $p_T$ (left) and $y$ (right), assuming 10 nb$^{-1}$, and reduction of the total systematic uncertainty by 1/3. Central values are taken from Ref. [25] for the $p_T$ dependence and Ref. [26] for the $y$ dependence.

$p_T$ as hinted for instance for $J/\psi$ mesons. The rapidity dependence will also be known up to a large precision, though models predict only a very small dependence of $R_{AA}$ with $|y|$ within the CMS acceptance. Both kinematic dependencies scan through different boosts for the bottomonia and different production angles with respect to the beam axis, providing information on the interaction of bottomonia with the medium, as well as its space and time evolution. For both the $p_T$ and $y$ dependence, projected experimental uncertainties are smaller than current ones on model calculations, showing that this data will constrain the model parameters.

### 3.2 Second Fourier coefficient $v_2$

The elliptic flow of $Y$ mesons brings additional information, complementary to $R_{AA}$, especially about the importance of the regeneration process, as well as about the strength of the coupling to the medium. However this measurement is difficult because of the small production cross section and heavy suppression of the $Y$ states.

One can project the expected precision of $v_2$ for $Y$, assuming an expected central $v_2$ (from a theoretical model), the expected yield, and the signal over background ratio, by comparing the estimated numbers of events measured inside or outside the reaction plane. The validity of the procedure has been checked by reproducing the measured statistical uncertainties on the $J/\psi v_2$ at $\sqrt{s_{NN}} = 2.76$ TeV, starting from the measured $J/\psi$ yields [27].

We can then proceed to making projections for $Y$ mesons for the HL-LHC. We make the following assumptions:

- the number of expected $Y(nS)$ mesons is obtained from scaling current measurements [10] up to a luminosity of 10 nb$^{-1}$;
- the central value of the $v_2$ is taken from a theoretical prediction [25];
- the signal over background ratio is assumed equal to that observed in current measurements;
- the centrality range assumed is 5-60%;
4. B_s meson production

Over the past few years, although many theoretical efforts have been taken to understand the transport properties of heavy flavors in the QGP, the hadronisation mechanisms are not understood well. Because of the interplay between the predicted enhancement of strange quark production [31] and the quenching mechanism of beauty quarks, the measurement of strange beauty particles is fundamentally important for studying the mechanisms of beauty hadronisation in heavy ion collisions. The measurement of $R_{AA}$ of B_s mesons is a unique tool in that respect.

In Fig. 4, the left panel shows the performance of $R_{AA}$ of B^+, nonprompt J/ψ and B_s in 2015 PbPb collisions in centrality range 0 – 100%, and the central values for B_s are taken from the TAMU model [32, 33]. Projections for B^+ and nonprompt J/ψ are taken from Ref. [1]. The uncertainties are extracted from the measurement of B_s in PbPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV performed by CMS in 2015 [12]. To split into finer $p_T$ bins, the statistical uncertainties for $15 < p_T < 20$ GeV/$c$ and $20 < p_T < 50$ GeV/$c$ are obtained by scaling production yields calculated by FONLL calculations [35–37]. In the right panel of Fig. 4, the projection of $R_{AA}$ of B^+, nonprompt J/ψ and B_s in 10 nb$^{-1}$ is presented. The statistical uncertainties are obtained by the scale of luminosity increasing, and the systematic uncertainties also follows the scale of luminosity increasing.

Figure 3: Projections for Υ(1S) (left) and Υ(2S) (right) $v_2$, assuming 10 nb$^{-1}$. The projected data points are overlaid with the total theoretical prediction [25], where the primordial (green) and regenerated (blue) components are also shown separately.

- no systematic uncertainty is considered.

The projections can be found in Fig. 3. Systematic uncertainties expected on the $v_2$ measurements have not been estimated, and only projected statistical uncertainties are reported. It can be seen that the expected statistical precision is too low to make a conclusive statement on the Υ $v_2$, assuming predictions from Ref. [25] are correct. A combination with other LHC experiments will be useful. It is also not unlikely that a larger-than-expected $v_2$ will be measured, given that this is the case for the J/ψ meson in PbPb collisions [27–29], as well as in the smaller pPb system [30].
Figure 4: Current uncertainties on the \( R_{AA} \) of \( B_s \) in 2015 PbPb collisions [12] (left) and projection using 10 nb\(^{-1}\) of PbPb data at \( \sqrt{s_{NN}} = 5.02 \) TeV (right). The central values are taken from the TAMU model [32, 33]. The \( B^+ \) and nonprompt \( J/\psi \) uncertainties from current measurements [11, 34] and their projection in 10 nb\(^{-1}\) of PbPb data [1] are also shown.

increasing, with assuming a minimum systematical uncertainty from hadronic track efficiency (2.5% per track) and muon efficiency (0.5% per muon).

The PbPb luminosity of 10 nb\(^{-1}\) allows for separating strange and nonstrange B mesons and study the interplay between the predicted enhancement of strange quark production and the quenching mechanism of beauty quarks, as well as the mechanisms of beauty quark hadronisation in heavy ion collisions. In addition, the CMS Collaboration will also measure \( D^+_s \) meson production in pp and PbPb collisions, over a wide \( p_T \) range, expected approximately from 6 GeV/c to 40 GeV/c. This additional probe will provide further information on a possible enhancement due to recombination with strange quarks and on the hadronisation of charm quarks.

5 \( \Lambda_c^+ \) baryon production

Comparison of \( \Lambda_c^+ \) production in pp and PbPb collisions can provide essential inputs to understanding two important physics processes, namely, the heavy quark transport in the QGP and the hadronic phase of the medium and heavy quark fragmentation via coalescence. Figure 5 shows the projected performance of \( \Lambda_c^+ \) signal extraction at the HL-LHC, in pp and PbPb data recorded with a minimum bias trigger (meaning with only loose requirements selecting hadronic events). These expected invariant mass distributions are obtained based on fits to 2015 pp and PbPb data [13], and generating toy experiments by scaling the number of events to 200 nb\(^{-1}\) for pp and 0.2 nb\(^{-1}\) for PbPb (the expected integrated luminosity for minimum bias events, smaller than the total PbPb luminosity for triggered events). The width of the signal component is also reduced, reflecting the expected improvement in track momentum resolution with the CMS Phase-II detector [4, 5]. The two-particle mass resolution will be reduced by about 2/3 of the current one, so the 3-prong mass is assumed to be multiplied by \((2/3)^{3/2}\). This expected raw yield in each \( p_T \) interval is obtained using an unbinned maximum likelihood fit.
6. **B^+, B^0 and B_s mesons in pPb**

Reduction of the measured yield of high-$p_T$ hadrons is observed in heavy-ion collisions, which is considered as consequence of parton energy loss in quark gluon plasma. However, other phenomena can affect the yield of heavy-flavor particles, independently of the presence of a deconfined partonic medium. For instance, modifications of the parton distribution functions (PDFs) in the nucleus with respect to nucleon PDFs [38–40] could change the production rate. In pPb collisions, measurements of heavy-flavoured meson production can provide important baselines for the understanding of heavy-quark energy loss in PbPb collisions. These studies can also provide useful constraints to the nuclear PDFs.

Fig. 6 shows the projection of $R_{pA}$ of $B^+$ (top left), $B^0$ (top right) and $B_s$ (bottom) in 2 pb$^{-1}$ of pPb data at $\sqrt{s_{NN}} = 5.02$ TeV. The center values and uncertainties are based on measurements in pPb collisions at the same energy performed by CMS in 2013 [14]. The statistical uncertainties are obtained by the scale of luminosity increasing, and the systematic uncertainties also follows the scale of luminosity increasing, with assuming a minimum systematical uncertainty from hadronic track efficiency (2.5% per track) and muon efficiency (0.5% per muon). To split into finer $p_T$ bins, the statistical uncertainties are obtained by the scale of production yield calculated by FONLL calculations [35–37], while central values are kept to the Run 1 measurement value [14]. Predictions from POWLANG model [41] of beauty hadron $R_{pA}$ under different configurations are also presented on top of the projection. The purple line shows the result with no medium assumed. Green and orange lines present simulations with weak-coupling and lattice-QCD transport coefficients respectively. Results with different choices of the smearing of the initial condition are also shown with different styles of lines. As seen in the figure, to distinguish medium effect in pPb collisions, experimental measurement should be extended to $p_T < 10$ GeV/$c$. This is possibly realised with nonprompt D meson measurements in the future.
Figure 6: Projection of nuclear modification factors of $B^+$ (top left), $B^0$ (top right) and $B_s$ (bottom) in pPb collisions with 2 pb$^{-1}$ of pPb data. Predictions from POWLANG [41] model under different transport coefficients and the smearing of the initial condition.

7 Summary

Very precise and differential measurements of quarkonia and heavy flavour mesons will be made possible at the HL-LHC, benefiting from the very large data sample ($10 \text{ nb}^{-1}$), combined with the excellent performance of the CMS detector in terms of pseudo-rapidity coverage, vertex reconstruction, muon tracking (identification and momentum resolution), and charged particle tracking. Quarkonia will be measured up to very high $p_T$, allowing for direct comparison to charged particles, and $D^0$ and $B$ mesons, providing crucial information on parton energy loss. The precise measurement of $\Upsilon(nS) R_{AA}$ as a function of $p_T$ and $|y|$ will allow to better understand the ingredients to bottomonium suppression in PbPb collisions, in complement to the first $\Upsilon(nS) v_2$ measurements in PbPb. Despite their limited precision, $v_2$ measurements will provide crucial inputs to models and be sensitive to a possible large signal, not unexpected given existing measurements of $J/\psi$ $v_2$ in pPb and PbPb. $B_s$ meson production in pp and PbPb collisions will also be measured with sufficient precision to be compared to $B^+$ meson suppression and investigate strangeness enhancement due to recombination with strange quarks. $\Lambda_c^+$
baryon production will also be measured in pp and PbPb collisions, providing an additional handle for the study of charm quark dynamics in the medium, as well as the charm quark hadronisation to $\Lambda_c^\pm$ baryons. Finally, precise measurements of $B^+$, $B^0$, and $B_s$ mesons in pPb collisions will provide a baseline for the study of in-medium b quark energy loss in PbPb collisions.
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Predictions on the precision achievable for small system flow observables in the context of the HL-LHC

The CMS Collaboration

Abstract

In this note, we discuss how the future HL-LHC program will enable highly precise measurements of flow observables in small systems. Projections of the statistical uncertainties achievable for symmetric cumulant analyses at $\sqrt{s} = 13$ TeV for pp collisions and at $\sqrt{s_{NN}} = 5.02$ TeV for pPb collisions are presented. The improvement in the symmetric cumulant precision by increasing the pp beam energy to 14 TeV, while extending the CMS tracker pseudorapidity coverage to $|\eta| < 4$, is also shown. In addition, we show how the HL-LHC will allow for elliptic flow measurements of $D^0$ and $J/\psi$ mesons in 8.16 TeV pPb collisions that are a factor of two more precise than currently possible.
1 Introduction

In heavy ion collisions, a quark-gluon plasma (QGP) state is created in the overlap region of the colliding ions. The hydrodynamic expansion of the QGP is reflected in the observed correlations of particles in the final state. These correlations are usually quantified by the Fourier harmonic coefficients ($v_n$) of the final-state particle azimuthal distributions. A key feature of such correlations in ultra-relativistic nucleus-nucleus collisions is a pronounced structure on the near side (relative azimuthal angle $|\Delta \phi| \approx 0$) that extends over a large range in relative pseudorapidity ($|\Delta \eta|$ up to 4 units or more). This feature is known as the “ridge” and is thought to be a consequence of the QGP medium reflecting higher-order terms in the overlap geometry of the collision (see, e.g., Ref. [1]). However, a ridge-like behavior has also been found at the LHC in high multiplicity events for small colliding systems, such as the pp and pPb systems. The collective nature of this correlation across all colliding systems may challenge the current accepted paradigm that describes both small and large colliding systems within a similar QCD framework. Despite a significant effort by the CMS, ATLAS, and ALICE experiments at the LHC to explore the ridge, its origin is still unknown. With the HL-LHC program, it will be possible to reach an unprecedented multiplicity regime and an experimental precision that will help to establish the origin of the ridge correlations in small systems. In this note, projections for the key observables of symmetric cumulant correlations and $v_2$ coefficients of heavy-flavor particles are presented for pp collisions at 13 and 14 TeV. In addition, projections for a future pPb run are provided. All of the projections are based on current CMS results presented in Refs. [2–5] and assume similar tracking performance and trigger efficiencies as found for these earlier analyses. It is also assumed that the data taking conditions will be similar, other than for the extended rapidity coverage of the CMS tracker that will be available with the HL-LHC.

2 Upgraded CMS Detector

The CMS detector [6] will be substantially upgraded in order to fully exploit the physics potential offered by the increase in luminosity, and to cope with the demanding operational conditions at the HL-LHC [7–11]. The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 $\mu$s, respectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a factor of 100, to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase the granularity, reduce the material budget in the tracking volume, improve the radiation hardness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidities of about $|\eta| = 4$. The muon system will be enhanced by upgrading the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier (GEM) technologies will be installed to add redundancy, increase the geometrical coverage up to about $|\eta| = 2.8$, and improve the trigger and reconstruction performance in the forward region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end electronics that will be able to exploit the information from single crystals at the L1 trigger level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz sampling allowing high precision timing capability for photons. The hadronic calorimeter (HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers, will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron calorimeters will be replaced with a new combined sampling calorimeter (HGCAL) that will provide highly-segmented spatial information in both transverse and longitudinal directions, as well as high-precision timing information. Finally, the addition of a new timing detector for minimum ionizing particles (MTD) in...
both barrel and endcap regions is envisaged to provide the capability for 4-dimensional reconstruction of interaction vertices that will significantly offset the CMS performance degradation due to high pileup rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [7–11], while the expected performance of the reconstruction algorithms and pileup mitigation with the CMS detector is summarised in Ref. [12].

3 Projection for Symmetric Cumulants

The symmetric cumulants, denoted SC(m, n), are based on 4-particle correlations and measure correlations between the Fourier coefficients m and n. In this section, the improvement in statistical precision for these measurements that is achieved by increasing the center-of-mass energy and by extending the CMS tracker rapidity coverage is considered for pp collisions. The impact of increasing the integrated luminosity on the statistical precision of pPb symmetric cumulant results is also studied.

3.1 HL-LHC projections for 13 TeV pp collisions and for 5.02 TeV pPb collisions

In Fig. 1, the projection for the symmetric cumulant measurement SC(2,3) are shown for pp collisions 13 TeV and pPb collisions at 5.02 TeV. The data points are the CMS results using Run 1 and Run 2 data and are found using the 4-particle cumulant method. Only statistical errors are displayed. The results are expressed as a function of the total multiplicity, as corrected for efficiency and the experimental p_T range. The vertical dashed line shows the multiplicity range above which data were collected using a high-multiplicity trigger. The rising trend of SC(2,3) observed in data when moving toward lower multiplicities is known to come from nonflow effects. At the highest multiplicities, SC(2,3) is weakly dependent on nonflow and a high precision measurement of a negative signal will further constrain the current interpretation of the ridge phenomenon in small colliding systems.

In addition, it has been shown that nonflow effects can be reduced, at the expense of statistical precision, by analyzing the data in multiple subevent regions in the intermediate and low multiplicity ranges [4]. The experimental precision that can be achieved with the HL-LHC for the 2-, 3-, and 4-subevent methods are also shown in Fig. 1. The projections are for pp collisions at 13 TeV (left) and for pPb collisions at 5.02 TeV (right), assuming integrated luminosities of 200 pb$^{-1}$ and 1000 nb$^{-1}$ for the two systems, respectively. For these projections, constant mean SC(2,3) values are assumed as a function of total multiplicity, based on existing high-multiplicity measurements for the pp [13] and pPb [4] systems. These projections indicate that the subevent analyses should have absolute uncertainties on the order of 10$^{-7}$. As the SC(2,3) value is particularly sensitive to the initial state and its fluctuations, a precision measurement of this quantity will test our understanding this early stage of the collision.

3.2 HL-LHC projections for 14 TeV pp collisions

Figure 2 shows the same projections as in Fig. 1, but estimated for pp collisions at 14 TeV. The increase of the number of events for each multiplicity bin is estimated using the multiplicity distribution extrapolated using available data at various center-of-mass energies. Data from the 13 TeV pp analysis are displayed for comparison. With increasing center-of-mass energy, the multiplicity spectra get harder at high-multiplicity. This leads to a dramatic reduction in the experimental uncertainties, by at least an order of magnitude.
Figure 1: SC(2,3) as a function of total multiplicity in pp collisions at 13 TeV (left) and pPb collisions at 5.02 TeV (right). Only statistical uncertainties are displayed. The open circles show the current CMS results standard 4-particle cumulant method [2]. The vertical dashed line shows the multiplicity range above which data were collected using a high-multiplicity trigger. The color-shaded areas show the HL-LHC projections for 2-, 3- and 4-subevent symmetric cumulant analyses, as indicated.

3.3 CMS extended tracker coverage projection

For the HL-LHC runs, the CMS tracker acceptance will be extended to 4 units in pseudorapidity. The projected experimental uncertainties for pp collisions associated with this extended $\eta$ coverage are provided in Fig. 3 based on the 3-subevent symmetric cumulant analysis. With the extended pseudorapidity range, it is no longer possible to assume a flat multiplicity distribution in $\eta$. Consequently, the scaling factor is calculated using Monte Carlo simulations. Pythia and EPOS are used for this simulation and found to give consistent results. The experimental uncertainties for pp collisions at both 13 and 14 TeV are found to be significantly reduced using the increased pseudorapidity coverage.

4 HL-LHC projections for $D^0$ and J/$\Psi$ elliptic flow

In this section, the statistical precision of elliptic flow measurement for heavy-flavor mesons with increasing integrated luminosity is studied. Figure 4 (left) shows the projections for the second Fourier harmonic coefficients as a function of $p_T$ for $D^0$ and J/$\Psi$ mesons in pPb collisions at 8 TeV with integral luminosities of 500 nb$^{-1}$ and 2000 nb$^{-1}$. A factor of two improvement in the experimental uncertainties is observed compared to the existing experimental results. Figure 4 (right) shows the same projections as a function of transverse kinetic energy ($KE_T$) scaled by the number of constituent quarks ($n_q$). The production mechanisms of open/hidden charm are poorly known. In addition, whether the charm quarks thermalize in the hot and dense environment created in high multiplicity pPb collisions is still an open question. Assuming a quark-gluon plasma production and partial thermalization of the charm quarks, the following ordering is expected at low $KE_T$: $v_2$(charged hadrons) > $v_2(D^0)$ > $v_2J/\Psi$. With the precision made possible by the HL-LHC, it will be possible to put stringent constraints on heavy particle production and thermalization within a high multiplicity envi-
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Figure 2: SC(2,3) as a function of total multiplicity in pp collisions at 14 TeV. Only statistical uncertainties are displayed. The vertical dashed line shows the multiplicity range above which data were collected using a high-multiplicity trigger. The open circles are the current CMS results at 13 TeV [2]. The color-shaded areas show the HL-LHC projections for 2-, 3- and 4-subevent symmetric cumulant analyses, as indicated.

5 Summary

In this note, we have presented projections for symmetric cumulant and heavy particle elliptic flow analyses in the context of the HL-LHC. The increase of luminosity significantly reduces the experimental uncertainties compared to existing results. Such measurements will provide a better understanding of the “ridge” structure observed in small colliding system. In terms of its theoretical understanding, this is among the most controversial behaviors found in relativistic heavy-ion collisions.
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Figure 3: SC(2,3) as a function of total multiplicity in pp collisions at 13 and 14 TeV using the 3-subevent method. Only statistical uncertainties are displayed. The open circles show the current CMS results using the standard 4-particle cumulant method [2]. The vertical dashed line shows the multiplicity range above which data were collected using a high-multiplicity trigger. The blue shaded area is the projection for the current CMS tracker acceptance and the gray shaded area is the projection for CMS extended tracker acceptance.

Figure 4: (Left) HL-LHC projections for $D^0$ and $J/\psi$ elliptic flow as a function of $p_T$. (Right) Elliptic flow projections scaled by the number of constituent quarks ($n_q$) as a function of the similarly scaled transverse kinetic energy ($K_{ET}/n_q$). Only statistical uncertainties are displayed.
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Prospects for Measurements of Photon-Induced Processes in Ultra-Peripheral Collisions of Heavy Ions with the ATLAS Detector in the LHC Runs 3 and 4

The ATLAS Collaboration

This note describes results which could be expected for measurements of photon-photon interactions in lead-lead collisions by the ATLAS experiment in the LHC Runs 3 and 4. The potential of light-by-light scattering, exclusive di-muon production and axion-like particle searches are discussed with 10 \( \text{nb}^{-1} \) of data.
1 Introduction

One of the main goals of ultra-relativistic heavy-ion collisions is to study the properties of the deconfined matter, called Quark-Gluon Plasma (QGP) produced in the hadronic collisions of two nuclei. However, since nuclei have electric charge $Ze$ ($e$ is the electron charge and $Z$ is the atomic number) and are accelerated to nearly the speed of light, they generate extremely strong electromagnetic (EM) fields. These EM fields can also interact either with another nucleus or with its EM fields. Therefore, besides nuclear hadronic interactions, EM interactions also occur in ultra-relativistic heavy-ion collisions. These EM interactions can be studied in the ultra-peripheral collisions (UPC) which occur when the distance between two nuclei in the transverse plane is larger than two times the nuclear radius, and hadronic interactions are thus suppressed [1].

The ATLAS Collaboration measured di-muons produced from two-photon interactions [2, 3] in 5.02 TeV lead-lead (Pb+Pb) collisions and established first evidence of light-by-light (LbyL) scattering [4] using a data set of $0.48 \text{ nb}^{-1}$ data collected in 2015. The latter allowed to put the most stringent limits to date on axion-like particle (ALP) production [5, 6] in $\gamma\gamma$ interactions in the invariant mass range of 10-100 GeV.

This note presents studies of LbyL scattering, exclusive production of di-muon pairs and the potential of ALP searches in UPC interactions of the Pb+Pb system in the upgraded ATLAS detector with an expected integrated luminosity of 10 $\text{nb}^{-1}$ delivered in LHC Runs 3 and 4. The projections presented in this note are derived for Pb+Pb collisions with $\sqrt{s_{\text{NN}}} = 5.02$ TeV and 10 $\text{nb}^{-1}$. The results presented here are not strongly sensitive to the slightly higher energy value, if these collisions are delivered at $\sqrt{s_{\text{NN}}} = 5.52$ TeV.

2 ATLAS Detector

The ATLAS detector is described in detail in Ref. [7]. Significant upgrades to the detector are expected to be performed for Run 4. In particular a new all-silicon tracking detector, the Inner Tracker (ITk) [8], will be installed for the high-luminosity LHC (HL-LHC) data taking. It is designed to cope with the very high pile-up rates, radiation doses, occupancies, and data transmission rates at the HL-LHC. The amount of inactive material will be significantly reduced in comparison to the current Inner Detector. This will lead to a smaller probability of photon conversions to electron-positron pairs. In the ITk the probability for a photon in the central barrel region $|\eta| < 1.0$ (barrel–endcap transition region $1.52 < |\eta| < 2.37$) to convert within a radius of 1.2 m from the interaction point is expected to be approximately 22% (38%) [8]. In comparison, in the current Inner Detector as many as 60% of the photons convert into an electron-positron pair before reaching the face of the calorimeter [7].

The ITk detector will cover eight units in pseudorapidity, $|\eta| < 4$, thus significantly extending the geometric tracking acceptance of the ATLAS detector beyond that available in the LHC Runs 1-3 ($|\eta| < 2.5$). This increased acceptance of the ITk will be beneficial for the measurement of charged particles produced in heavy-ion collisions. The design and sensor layout of the ITk detector is described in Refs. [9] and [10]. Tracking performance expectations for the ITk in 14 TeV $pp$ collisions are detailed in Ref. [8], and those for 5.02 TeV Pb+Pb collisions are discussed in Ref. [11].
3 Simulated Samples

Several simulated samples are used for the studies in this note. The LbyL signal, $γγ → γγ$, and backgrounds originating from central exclusive production (CEP) of photon pairs, $gg → γγ$, are generated using SuperChic 2.06 [12, 13], while STARLight 2.0 [14] is used for exclusive production of di-lepton pairs, $γγ → ℓℓ$ with $ℓ = e, µ$, and the ALP signal, $γγ → a → γγ$. In both generators, the maximum energy for coherent photons emitted from a relativistic nucleus is approximately $γℏc/R$, where $γ$ is the Lorentz factor of the nucleus and $R$ is the nuclear radius. This is about 75 GeV in the 5.02 TeV Pb+Pb system ($γ = 2705$). For the ALP studies, several axion mass slices are generated in the region $5 \text{ GeV} < m_a < 150 \text{ GeV}$.

The generated samples are passed through a full simulation of the ATLAS detector using GEANT4 [15, 16], and the simulated events are reconstructed using the same algorithms as used for $pp$ performance studies with a minimum track $p_T$ requirement of 300 MeV as described in Ref. [8]. In this study the “Inclined duals” geometry layout of the ITk is used, as described in Ref. [9]. Trigger simulation is not available in the samples utilised for this note.

In this note two types of results are discussed. Projections based on generator-level information are denoted hereafter as truth-level information, and studies based on the full ATLAS simulation are referred to as reconstructed-level results.

4 Exclusive Di-Muon Production

The exclusive production of di-muon pairs, $γγ → µ^+µ^-$, was measured by ATLAS for invariant masses of the di-muon system between 10-100 GeV [2]. Given the substantially increased statistics, the measurement will be precision-like in the LHC Runs 3 and 4, thus it is supposed to provide a calibration of the initial photon flux and can be used to constrain predictions for the other processes covered in this note. The cross section at high pair mass is also sensitive to the nuclear geometry assumed in the calculations.

Both trigger and reconstruction efficiencies can be determined using data-driven techniques on the same dataset, which will lead to reduced systematic uncertainties given the expected statistics. In this note, the $γγ → µ^+µ^-$ process is calculated using truth-level quantities, as kinematic bin migration effects have been found to be small.

Figure 1 presents a differential cross section as a function of the invariant mass of the di-muon system in the range of 10-200 GeV with expected statistical uncertainties represented by two bands corresponding to integrated luminosities of 0.5 nb$^{-1}$ and 10 nb$^{-1}$. Two scenarios are considered for the nuclear geometry: a realistic skin depth of the nucleus or a hard sphere [17]. For the 10 nb$^{-1}$ scenario, a significant reduction of the statistical uncertainty is expected for the highest $m_{µµ}$ bin which spans 100-200 GeV. This will help in reducing uncertainties from the modeling of the nuclear charge distributions. The expected upgrades of the Zero Degree Calorimeters (ZDC) in the LHC Run 3 will also be important for isolating the contributions from dissociation.
5 Light-by-Light Scattering

The LbyL process is first studied using the truth-level quantities associated with signal photons provided in the simulated signal sample. Figure 2 presents a differential cross section as a function of the di-photon rapidity for LbyL scattering for photons with $p_T^\gamma > 2.5$ GeV or $p_T^\gamma > 2.0$ GeV, and $|\eta^\gamma| < 4$. LbyL scattering occurs in the central region: 91% of the integrated cross section is within $|\eta^\gamma| < 2.37$. A strong dependence on the $p_T^\gamma$ threshold is however observed. The cross section increases by a factor of two when the single photon $p_T^\gamma$ threshold is lowered by half a GeV from 2.5 to 2.0 GeV. The corresponding integrated cross sections in the fiducial region are 112 nb for $p_T^\gamma > 2.5$ GeV and 221 nb for $p_T^\gamma > 2.0$ GeV.

At the reconstructed-level, LbyL event candidates are selected using the requirements which were optimised for the LbyL analysis performed in 5.02 TeV Pb+Pb collisions by ATLAS [4], which are as follows:

- Two photon candidates passing loose identification criteria with $p_T^\gamma > 2.5$ GeV and $|\eta^\gamma| < 2.37$,
- Di-photon invariant mass ($m_{\gamma\gamma}$) greater than 5 GeV,
A veto on the presence of any charged-particle track with $p_T > 300$ MeV, $|\eta| < 4.0$ and having at least one hit in the pixel detector,

- Transverse momentum of the di-photon system ($p_T^{\gamma\gamma}$) below 2 GeV,

- Acoplanarity ($=|1 - \Delta\phi/\pi|$) smaller than 0.01, where $\Delta\phi$ is a difference in the azimuthal angle between two photons.

The track-veto requirement exploits the full acceptance of the ITk detector. Due to lack of the trigger information in the simulated samples, no trigger selection is imposed at the reconstructed-level. However, with the upgraded Run-3 trigger system [18], capabilities should be in place to allow triggering on low-$p_T$ di-photon events with high efficiency.

Figure 3 shows acoplanarity and invariant mass distributions for the di-photon system from LbyL signal and two background components originating from exclusive production of di-electron pairs and di-photons produced in CEP reaction. The analysis is sensitive to a very particular subset of di-electron events where both electrons are mis-identified as photons in the ATLAS detector. In particular the acoplanarity distribution was proven to be powerful in discriminating between signal and background processes in the previous LbyL studies [4]. In the left panel of Figure 3 the acoplanarity distribution is shown.

About 640 LbyL events pass the selection requirements for acoplanarity below 0.01 in 5.02 TeV Pb+Pb collisions with an integrated luminosity of $10 \text{ nb}^{-1}$, in comparison to 13 events observed in the 2015 data analysis. The signal events are peaked at acoplanarities close to zero, while the background processes are distributed either uniformly (di-photons from CEP) or even grow with acoplanarity ($e^+e^-$ pairs from exclusive di-electron production). The rise of the number of di-electron pairs with acoplanarity, which was not seen in the 2015 LbyL analysis, is driven by the lower $p_T^{\gamma\gamma}$ threshold of 2.5 GeV and the higher track

Figure 2: Predicted differential cross section as a function of the di-photon rapidity for LbyL scattering for photons with $p_T^\gamma > 2.5$ GeV (dashed) or $p_T^\gamma > 2.0$ GeV (solid), and $|\eta^\gamma| < 4$ extracted from SuperChic2.
$p_T$ requirement of 300 MeV on the track veto in comparison to the 3 GeV and 100 MeV requirements, respectively, imposed in the 2015 LbyL analysis.

![Graph](https://via.placeholder.com/150)

Figure 3: Reco-level acoplanarity (left) and invariant mass (right) distributions of the di-photon system for photons from the LbyL signal and background processes in 5.02 TeV Pb+Pb collisions with an integrated luminosity of 10 nb$^{-1}$. The shaded band in cyan represents expected statistical uncertainties.

6 Searching for Axion-like Particles

Axions and ALP are fundamental components of extensions of the Standard Model, occurring in most solutions of the strong CP problem [19, 20]. In addition, ALP with masses below the MeV scale could have a wide range of implications for cosmology and astrophysics. In particular, they are good candidates for cold dark matter [21], which could affect the thermal evolution of the universe, the Cosmic Microwave Background [22] or lead to astrophysical anomalies, such as the observed transparency of the universe to very high energy $\gamma$-rays [23].

Recently an increasing interest has also been paid to ALP masses above 1 GeV [24]. In this mass range, ALP are largely irrelevant for cosmology but they can have a number of implications for general physics. Indeed, the Higgs discovery has set spin zero particles in the spotlight of searches for new physics, with scalar and pseudo-scalar particles (elementary or not) as heralds of new phenomena. An interesting feature is that ALP (generically labeled as $a$ in the following) in this mass range would induce an anomalous contribution to the LbyL, via the reaction: $\gamma\gamma \rightarrow a \rightarrow \gamma\gamma$, under the condition that the magnitudes of the EM fields associated with the incident photon are large enough, typically $|\vec{E}| > 10^{18}$ V/m. This has triggered the study presented in Ref. [5], and then in Ref. [6] using the recent observation of LbyL scattering published by the ATLAS experiment in Pb+Pb collisions [4], where the electric field produced by the ultra-relativistic Pb is of the order of $10^{25}$ V/m (thus satisfying the above condition). Then, the photon-ALP interaction can be described by a Lagrangian density of the form [24]:

$$\mathcal{L}_{a\gamma\gamma} = \frac{1}{4\Lambda} a F^{\mu\nu} \tilde{F}_{\mu\nu} = \frac{1}{\Lambda} a \vec{E} \cdot \vec{B},$$

where $a$ is the massive scalar ALP field (of mass $m_a$) and $1/\Lambda$ is the coupling of the interaction (the dimension of $\Lambda$ is energy). This means in particular that the equation of motion of the field $a$ reads:
(\partial_\mu \partial^\mu + m^2) a = -\frac{1}{\Lambda} \mathbf{E} \cdot \mathbf{B}. \] This is the physical link between \( a \) and the EM fields. Let us note that the EM fields themselves satisfy the Maxwell equations modified by the presence of the ALP field. In the high energy limit, for the narrow-width approximation, one can suppose that \( \sigma_{\gamma\gamma a} \) is non-zero only when the invariant mass of the two photons is equal to \( m_a \pm \Gamma \), where \( \Gamma \) is the decay width of the ALP. The cross section can be shown to have the form [24]:

\[
\sigma_{\gamma\gamma a} \propto \frac{1}{\Lambda^2} \mathcal{B}_{a \rightarrow \gamma\gamma},
\]

where \( \mathcal{B}_{a \rightarrow \gamma\gamma} \) is the branching ratio of the ALP into photons. Thus, one can write: \( \mathcal{B}_{a \rightarrow \gamma\gamma} = \Gamma(a \rightarrow \gamma\gamma)/\Gamma \), where \( \Gamma(a \rightarrow \gamma\gamma) \) is the minimal decay width of the ALP into photons given by \( \Gamma = m_a^3/(64\pi\Lambda^2) \). In the extraction of the limit for the coupling in 1/\( \Lambda \) as a function of \( m_a \), the convention used in the previous collider searches is followed. It assumes that \( \mathcal{B}_{a \rightarrow \gamma\gamma} = 1 \) [5, 24]. If this assumption is removed, the corresponding exclusion regions would correspond to smaller ranges of 1/\( \Lambda \). One would get a lower signal rate as the total decay width would increase for decreasing \( \mathcal{B}_{a \rightarrow \gamma\gamma} \) (as \( \Gamma(a \rightarrow \gamma\gamma) \) is fixed). Therefore, the region of the ALP (bump) search shrinks with \( \mathcal{B}_{a \rightarrow \gamma\gamma} \) and the exclusion region is less optimal.

The potential of ALP searches in UPC Pb+Pb collisions is studied using reconstructed-level quantities with the selection requirements described in Section 5. In addition to these selection criteria, and in order to increase the sensitivity to the ALP signal, a requirement of \( p_T^\gamma/m_\gamma > 0.35 \) is applied. The overall selection efficiency (times acceptance) relative to generated event increases from about 40% to 65% for ALP masses ranging from 7 GeV to 80 GeV. Also, the mass resolution varies from 0.5 GeV at low masses (below 15 GeV) up to 1 GeV for larger masses. The invariant mass distribution is used as the discriminating variable, with bin widths comparable to the expected resolution of a narrow resonant signal. A binned likelihood function is constructed in each bin of the \( m_\gamma \gamma \) distribution from the Poisson probability of the sum of the contributions of the background and of a hypothetical signal of strength relative to the benchmark model. This likelihood function is used to set limits on the presence of a signal. A systematic uncertainty of 25% is considered for the shape of the LbyL background distribution as well as a systematic uncertainty of 20% on the normalisation of the total cross section for this background. Also, the uncertainty on the integrated luminosity is taken to be 6%. Uncertainties related to the knowledge of initial photon fluxes, potentially affecting the ALP signal acceptance and efficiency, are not included in this analysis. These normalisation uncertainties could be further constrained depending on results of the measurements presented in Sections 4 and 5. The systematic uncertainties enter as nuisance parameters with Gaussian or log-normal prior distributions, in convolution with the nominal background distribution.

In Figure 4 the expected mass distributions for three ALP signal mass values, and the main background from LbyL are shown. In this study, other sources of backgrounds are neglected, since they have been found to be small in the LbyL measurement [4].

Upper limits are set on the product of the production cross section of new resonances and their decay branching ratio into \( \gamma\gamma \). Exclusion intervals are derived using the CLs method [25] in the asymptotic approximation. The limit set on the signal strength \( \mu \) is then translated into a limit on the signal cross section times branching ratio and the coupling, as presented in Figure 5. The branching ratio is taken to be 1 (see above). These limits are found to be compatible with the expected limits estimated in Ref. [5].

In Figure 6 the exclusion limit extracted above along with the existing exclusion limits from the compilation presented in Ref. [26] are presented. Sensitivity of this analysis covers the range in ALP masses between 7 GeV and 140 GeV, where the previous analysis [5] is also shown (labeled as ATLAS 2016 in the figure).
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Figure 4: Mass distribution for the ALP signal shown for three values of the ALP mass: $m_a = 10$, 30 and 80 GeV (in red). Also shown (in blue) the LbyL background (see text). All ALP mass points are generated with $\Lambda = 1$ TeV.

Figure 5: Expected 95% CLs upper limits on $\sigma_{a \rightarrow \gamma \gamma}$ (left) and the coupling (right).
7 Conclusion

Several processes involving $\gamma \gamma$ interactions in ultra-peripheral collisions of lead nuclei at 5.02 TeV are studied using the simulation of future upgrade of the ATLAS detector. The expected integrated luminosity of 10 nb$^{-1}$ leads to improvements in precision for measurements which suffer from lack of statistics in 2015 lead-lead collisions (e.g. light-by-light scattering). Also a potential of observing axion-like particles is discussed with axion masses covering the region of 7-140 GeV. Expected limits on the axion production cross section and coupling are provided.
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