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Preface

The "Workshop on the Physics of HL-LHC, and Perspectives at HE-LHC" [1], which took place
between October 2017 and December 2018 at CERN, represented an LHC-wide effort of experimen-
talists and theorists with the aim to review and further refine the understanding of the physics potential
of the High-Luminosity LHC (HL-LHC), and to prepare the exploitation of the HL-LHC data to the
fullest possible extent. The workshop also provided an opportunity to begin a more systematic study
of the physics at the High-Energy LHC, a possible new pp collider project in the LHC ring with a
centre-of-mass energy of about 27 TeV.

The HL/HE-LHC workshop studies benefitted from the experience gained with the data analysis and
physics simulation of the LHC Runs 1 and 2. The results extend and further refine previous studies
produced for the Update of the European Strategy of Particle Physics in 2012-2013 [2], the ECFA
HL-LHC workshops in 2013, 2014 and 2016 [3], as well as the Snowmass Workshop on the planning
for the Future of U.S. Particle Physics in 2013 [4].

The workshop was organized in five working groups, on QCD, electroweak and top quark physics
(WG1), Higgs boson and electroweak symmetry breaking (WG2), Beyond the Standard-Model physics
(WG3), flavour physics (WG4), and high-density QCD physics (WGS5). The reports from the five
working groups are available on the arXiv [5]. The most important results were summarized in two
ten-page documents, submitted to the European Strategy Group in December 2018 [6].

This book collects the original notes from the ATLAS and CMS Collaborations, used as input to the
workshop and to the reports of the working groups [5].

The ATLAS and CMS Collaborations
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1.1. Expected performance of the ATLAS detector (ATL-PHYS-PUB-2019-005)

ATL-PHYS-PUB-2019-005

30 January 2019

@y

ATLAS PUB Note
ATLAS ATL-PHYS-PUB-2019-005 <7/

EXPERIMENT
30th January 2019

Expected performance of the ATLAS detector at
the High-Luminosity LHC

The ATLAS Collaboration

The High-Luminosity LHC (HL-LHC) will deliver proton-proton collisions at a center-of-
mass energy of /s = 14 TeV with a baseline instantaneous luminosity of 5-10** cm=2s~! and
an ultimate achievable instantaneous luminosity of 7.5 - 103 cm™2s~!. The ATLAS detector
is being upgraded for the HL-LHC running conditions to support a broad physics program
in the presence of significantly increased pileup and more than a decade of data-taking. A
comprehensive campaign to understand the physics reach of the experiment at the HL-LHC
and a possible higher energy LHC (HE-LHC) is underway. This note provides a reference
for the ATLAS detector performance for the physics projections that are included in the
HL/HE-LHC Yellow Report, including documenting the assumptions made regarding the
reconstruction and identification of physics objects and systematic uncertainties for the full
anticipated dataset.

© 2019 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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1.1. Expected performance of the ATLAS detector (ATL-PHYS-PUB-2019-005)

1 Introduction

The LHC physics program has just completed the Run 2 data-taking period and is heading, after a Phase-I
upgrade, towards its Run 3 data-taking, as shown in Figure 1. A Phase-II upgrade is scheduled following
Run 3 to further develop the LHC into the High-Luminosity LHC (HL-LHC). [1]

LHC / HL-LHC Plan @?ﬁ%m

LHC
Run 1 | | Run 2 | | Run 3
LS1 EYETS 14 TeV 14 TeV
] 1314Tev -7 energy
li onsolidatior injecte d - 5107 x
7Tev 8TeV *Button collimators. oo POt 4 era AL pones)
fev . R2E project Civil Eng. P1-P5 regions Huminosty

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2037

radiation
damage

2 x nominal luminosity

— experiment upgrade | |——— 1 i upgrade
phase 1

phase 2

75%, experiment

nominal beam pipes
luminosity |

== s

Figure 1: Timeline for the LHC accelerator operation and planned upgrades.

The upgraded HL-LHC will deliver proton-proton collisions at a center-of-mass energy of /s = 14 TeV
with a baseline instantaneous luminosity of 5 - 10** cm™2s~! and an ultimate achievable instantaneous
luminosity of 7.5 - 103* cm™2s~!. This will potentially increase the average pileup (u), or the number of
collisions per bunch crossing, to approximately 200. The HL-LHC will enable the ATLAS experiment
to increase the collected integrated luminosity by approximately an order of magnitude throughout its
operation, reaching an integrated luminosity of about 3000 fb~! (4000 fb~! in the “ultimate” scenario).
This dataset holds tremendous potential for advances to precision measurements of Standard Model (SM)
processes, with particular emphasis on probing the Higgs and electroweak sectors, and to searches for
physics Beyond the Standard Model (BSM). Realizing this potential requires upgrades to the ATLAS
experiment in the form of the Phase-II upgrade [2, 3] to enable sufficient performance in the face of
the more challenging experimental conditions expected at the HL-LHC while also increasing radiation
hardness and replacing aging detector components.

The planned ATLAS upgrades have been driven by the physics goals of the collaboration to optimize
physics output. A comprehensive campaign to understand the physics reach of the experiment in the
face of HL-LHC conditions is underway. The work began with the design of the detector upgrades,
and a significant amount of performance projections can therefore be found in the various Technical
Design Reports that the ATLAS Collaboration has produced to document the design and performance
of upgraded components to the detector. Expected performance estimates of both the HL-LHC and,
further, the hypothetical High-Energy LHC (HE-LHC) upgrade with an assumed center-of-mass energy
of 4/s = 27 TeV and a total integrated luminosity of 15 ab~! [4] comprise the CERN HL/HE-LHC Yellow
Report. While the HL-LHC was the focus of the ATLAS studies, a limited set of projections include an
estimate for the HE-LHC.

The purpose of this note is to provide a reference for ATLAS physics projections that are included in
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this Yellow Report, documenting the performance assumptions made regarding the reconstruction and
identification of physics objects and systematic uncertainties.

The organization of this document is as follows:

* Section 2 includes brief descriptions of the upgrades outlined in the ATLAS Technical Design
Reports that correspond to the ATLAS detector at the HL-LHC.

* Section 3 includes a description of the various strategies that are used for physics projections and
the strategy employed for estimating systematic uncertainties.

» Section 4 describes the expected performance for ATLAS at the HL-LHC for various physics objects
and event-level quantities that are used in analysis projections, including the assumed systematic
uncertainties.

2 ATLAS detector upgrades

2.1 Inner Tracker

The ATLAS Inner Tracker will be completely replaced for Phase-II operations to provide excellent tracking
in the face of the high-pile environment expected at the HL-LHC. The new silicon-only design (ITk) will
achieve improved momentum resolution for reconstructed tracks and extend the || coverage from |p| < 2.5
to || < 4.0 with a lower material budget than in Run 2. A silicon pixel detector composed of 5 barrel
layers will be placed closest to the beamline. A silicon strip detector with 4 barrel layers will extend
tracking out to higher radii. A series of rings will extend coverage to the forward region. These upgrades
are described in detail in the Pixel Detector Technical Design Report [5] and the Silicon Strip Detector
Technical Design Report [6]. The inner tracker layout named "Inclined Duals" was the baseline for the
Pixel Technical Design Report and is widely used for performance studies presented in this note. The
pixel pitch size was set to 50 X 50 um?.

2.2 Calorimeters

The ATLAS Liquid Argon (LAr) Calorimeter will have entirely new frontend and readout electronics op-
timized to withstand radiation conditions for the duration of Phase-II running. The electronics architecture
is designed to output full-granularity digitized signals at 40 MHz. These upgrades will combat Phase-II
conditions with active pileup correction techniques using nearby bunch crossings to maintain an excellent
energy resolution over a wide dynamic range. These upgrades are described in detail in the Liquid Argon
Calorimeter Technical Design Report [7].

The ATLAS Tile Calorimeter will use new frontend and readout electronics, power supplies, and optical
link interface boards to withstand increased radiation conditions for the duration of Phase-II running.
These upgrades are described in detail in the Tile Calorimeter Technical Design Report [8].
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2.3 Muon Spectrometer

A large fraction of the ATLAS Muon Spectrometer frontend and on- and off-detector readout and trigger
electronics will be replaced to enable higher trigger rates and longer latencies. Additional muon chambers
will be installed to maintain muon identification and reconstruction performance, increase trigger accept-
ance, and suppress the rate of random coincidences. The possibility to extend the muon acceptance to
|n| < 4 is still under study (high-n tagger), although most performance results presented to date for HL-
LHC studies do not yet take possible improvements from this extension into account in their projections.
These upgrades are described in detail in the Muon Spectrometer Technical Design Report [9].

2.4 Trigger & Data Acquisition

The detector upgrades present new requirements and new opportunities for the Trigger and Data Acquis-
ition (TDAQ) systems. ATLAS will use a two-level TDAQ design as a baseline; a ‘Level-0’ hardware
trigger leads to detector readout of 1 MHz for luminosities up to 7.5 - 103 cm™2s~! and a processing farm,
the ‘Event filter’ (EF), reduces the output data rate to 10 kHz. The design supports an evolved architecture
with track-based triggers running at 4 MHz. The HL-LHC TDAQ system is described in detail in the
TDAQ Technical Design Report [10].

The hardware trigger system is largely redesigned and allows for higher data granularity and enhanced
flexibility beyond what will be afforded during the Run 3 data taking. Increased tracking functionality
allows single object trigger thresholds to be kept low and assists pileup mitigation for the very challenging
hadronic signatures at the HL-LHC. The baseline TDAQ architecture includes a Hardware Tracker (HTT)
sitting in parallel to the processing farm in the EF; the HTT provides the EF with tracks that would not have
been reconstructible otherwise due to the required computing resources. The HTT works in two modes:
one reconstructs tracks in regions of interest and one performs full-event tracking. Both implementations
use the same hardware that is customised according to the needs of each.

2.5 High-Granularity Timing Detector

The ATLAS High-Granularity Timing Detector (HGTD), which will precisely measure the timings of
charged particles, will be installed covering 2.4 < || < 4.0 in front of the LAr calorimeter to reduce
background from pileup jets, as the increased pileup expected in high-luminosity running will require
additional mitigation strategies. A timing resolution of 30 ps for minimum-ionizing particles is expected.
These upgrades are described in detail in the HGTD Technical Proposal [11]. Most performance results
presented to date for HL-LHC studies do not yet take possible improvements from the HGTD into account
in their projections.

3 Projection strategies

Different approaches have been used to assess the sensitivity of the ATLAS experiment at the HL-LHC
and HE-LHC. For some of the projections, a mix of the approaches described below is used, in order
to deliver the most realistic result. The total integrated luminosity for the HL-LHC dataset is assumed
to be 3000 fb~! at a center-of-mass energy of /s = 14 TeV. For HE-LHC studies the same expected
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detector performance is assumed as the Phase-II ATLAS detector, but in a hypothetical accelerator with
an assumed center-of-mass energy of 4/s = 27 TeV and total integrated luminosity of 15 ab"!.

The effect of systematic uncertainties is taken into account based on the studies performed for the Run 2
analyses and using common guidelines for projecting the expected improvements that are foreseen owing
to the large dataset and upgraded detectors, as described in Section 3.1.

Detailed simulations are used to assess the performance of reconstructed objects in the upgraded detectors
and HL-LHC conditions, as described in Section 2. For some of the projections, such simulations are
directly interfaced to different event generators, parton showering (PS) and hadronisation generators.
Monte Carlo (MC) generated events are used for SM and BSM processes, and are employed in the various
projections to estimate the expected contributions of each process.

Extrapolations rely on existing results with event statistics scaled to the HL-LHC luminosity to estimate
the expected sensitivity. The increased center-of-mass energy and the performance of the upgraded
detectors are taken into account for most of the extrapolations using scale factors on the individual processes
contributing to the signal regions. Such scale factors are derived from the expected cross sections and
from detailed simulation studies. This technique benefits from the full complexity of the existing analysis,
which often includes data-driven background methods and has been optimized for performance. However,
relying on current signal and control region selections, efficiencies, acceptances, object reconstruction
and identification, etc. does not fully account for possible improvements and challenges expected with an
upgraded detector and HL-LHC conditions.

Parametric simulations are used for some of the projections to allow a full re-optimization of the analysis
selections that profit from the larger available datasets without requiring all samples to be simulated in
HL-LHC conditions, which is computationally expensive. Particle-level definitions are used for electrons,
photons, muons, taus, jets and missing transverse momentum. These are constructed from stable particles
of the MC event record with a lifetime larger than 0.3 - 107'° s within the observable pseudorapidity
range. Jets are reconstructed using the anti-k, algorithm [12] implemented in the FastJeT [13] package,
with a radius parameter of R = 0.4. All stable final-state particles are used to reconstruct jets except
for the neutrinos, leptons and photons associated to W or Z boson or 7 lepton decays. The effects of
an upgraded ATLAS detector are taken into account by applying energy smearing, efficiencies and fake
rates to generator-level quantities, following parameterisations based on detector performance studies
with the detailed simulations. The effect of high pileup at the HL-LHC is incorporated by overlaying
minimum-bias events with (u) = 200 onto the hard-scatter events. Jets from pileup are then randomly
selected as jets to be considered for analysis.

3.1 Systematic uncertainties

It is a significant challenge to predict the expected systematic uncertainties of physics results at the end
of HL-LHC running. In almost all cases it would be pessimistic to assume a similar performance as seen
in Run 2 given the very large increase in integrated luminosity, resulting in vastly larger data samples
of the control processes used to measure the energy scales, resolutions and efficiencies of the different
physics objects. In addition, it is reasonable to anticipate improvements to techniques of determining
systematic uncertainties over an additional decade of data-taking. To estimate the expected performance,
experts in the various physics objects and detector systems have studied current limitations to systematic
uncertainties in detail to determine which contributions are limited by statistics and where there are more
fundamental limitations. Predictions were made taking into account the increased integrated luminosity
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and expected potential gains in technique. These recommendations, often referred to in projections as
the "baseline", were then harmonized with CMS to take advantage of a wider array of expert opinions
and to allow the experiments to make sensitivity predictions on equal footing. In some cases there were
additional sets of assumptions explored, referred to as "optimistic" scenarios, to reflect particular potential
improvements that could be foreseen. The expected systematic uncertainties are reported along with
object performance in the following sections.

Several general principles were defined for assessing the expected statistical, theoretical, and experimental
uncertainties:

* Uncertainties due to statistics of available Monte Carlo simulation are set to zero for projections.
As with other sources of uncertainty, the level of available Monte Carlo statistics in 2035 is difficult
to predict. A clearer understanding of the fundamental potential of ATLAS in the HL-LHC can
be found by de-coupling this potential source of uncertainty. In some cases, where experience
from current running has shown the level of Monte Carlo simulation statistics to be a significant
concern, a comparison is done between the “baseline” scenario with zero uncertainty, and a scenario
assuming an effective Monte Carlo luminosity (number of events) equal to 1.5 times what will be
available for the data.

« The intrinsic statistical uncertainty in measurements for extrapolated analyses scales with 1/VL,
where L is the projection’s integrated luminosity divided by that of the reference Run 2 analysis.

* If predictions from theory do not change from current precision, systematic uncertainties from
modeling would dominate for many of the HL-LHC projections. In some cases theorists have
provided a detailed description of expected performance, such as for parton distribution functions.
In other cases, analyses are performed making simple assumptions, with a default decision to divide
the theory uncertainties, both inclusive cross-sections as well as modeling uncertainties, by a factor
of two. Results are shown with theory and experimental systematic uncertainties defined so that the
impact of the decisions can be clearly seen.

» Systematics driven by intrinsic detector limitations are left unchanged, or revised according to
detailed simulation studies of the upgraded detector.

» Uncertainties on methods, as for instance non-statistical uncertainties on data-driven techniques, are
kept at the same value as in the latest public results available, assuming that the harsher HL-LHC
conditions will be compensated for by improved techniques for evaluating systematic uncertainties.

* In the case where a parametric simulation is done, only the leading sources of systematic uncer-
tainties are often considered. For the extrapolations based on Run 2 analyses, a more complete
set of nuisance parameters is available, though, again, a focus is placed on the largest sources of
uncertainty.

3.1.1 Parton distribution functions

For analyses where an accurate knowledge of the proton Parton Distribution Functions (PDFs) makes
a significant difference in sensitivity, scale factors are used to estimate the expected HL-LHC PDF
uncertainties achievable by the end of the HL-LHC physics program. The projected PDFs have been
estimated from assumptions on the measurement uncertainties achievable after HL-LHC on key SM
processes and re-evaluating the resulting PDFs. A set of PDFs with reduced uncertainties as well as a set
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of scale factors to apply as a ratio of the current uncertainties (PDF4LHC15) versus expected uncertainties
are provided in Ref. [14]. There are two scenarios given: the conservative scenario assumes that there will
be no reduction in the experimental systematic errors and the optimistic scenario assumes a reduction by
a factor of 2.5 in the experimental systematic errors. The obtained scale factors are reported in Table 1.

Table 1: Expected scale factors for PDF uncertainties are given for two scenarios. The conservative scenario assumes
that no improvements will be achieved in experimental systematic errors, and the optimistic scenario (in parentheses)
assumes a reduction in experimental systematic errors by a factor of 2.5. [14]

PDFs: HL-LHC/Current | 10 GeV < Mx < 40 GeV \ 40 GeV < Mx <1 TeV ‘ 1 TeV < Mx < 6 TeV

gluon-gluon luminosity 0.58 (0.49) 0.41 (0.29) 0.38 (0.24)
quark-gluon luminosity 0.71 (0.65) 0.49 (0.42) 0.39 (0.29)
quark-quark luminosity 0.78 (0.73) 0.46 (0.37) 0.60 (0.45)
quark-antiquark luminosity 0.73 (0.70) 0.40 (0.30) 0.61 (0.50)
up-strange luminosity 0.73 (0.67) 0.38 (0.27) 0.42 (0.38)

4 Expected performance

4.1 Luminosity

The peak instantaneous luminosity for the HL-LHC dataset is expected to be ~ 5 x 103* cm™2s~!, with
a corresponding average of approximately 140 interactions per bunch crossing [1]. The HL-LHC is
expected to produce a total integrated luminosity of 250 fb~! per year and 3000 fb~! in its 12-year lifetime
[1]. An ultimate instantaneous luminosity of ~ 7.5 x 103 cm™2s~!, corresponding to approximately 200
interactions per bunch-crossing, is foreseen as ultimately achievable, which makes this higher level of
pileup the appropriate target for the ATLAS upgrades.

Physics analyses would benefit from an uncertainty on the full dataset integrated luminosity as low as
1-1.5%. An ambitious goal of 1% has been assumed in the physics studies for the Yellow Report,
compared with about 2% typically achieved at Run 1 or Run 2. This target uncertainty is extremely
challenging, taking into account the more difficult experimental conditions (particularly the average
pileup (u) of 200) expected at HL-LHC. It will be pursued profiting from the experience from previous
runs, hardware upgrades to the Beam Conditions Monitor (BCM) and Luminosity Cherenkov Integrating
Detector (LUCID), and the new HGTD. The new BCM will be mounted on a ring within the pixel detector
of the ITk and will have smaller sensor pads to accommodate higher occupancy levels at () ~ 200. The
LUCID-3 detector is foreseen to use quartz fibre bundles in place of quartz counters. The HGTD will
have a bunch-by-bunch luminosity capability, and should have excellent linearity owing to the relatively
low occupancy. In addition to these detectors, the LAr and Tile calorimeters, and measurements based
on track-counting and reconstructed Z-boson counting, will be used to monitor the long-term stability of
the various luminosity measurements, and the linearity between the low-luminosity VdM scans used to
establish the absolute calibration and the physics data-taking regime.
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Table 2: Representative trigger menu for ATLAS operations at the HL-LHC. The offline pt thresholds indicate the
momentum above which a typical analysis would use the data. Where multiple object triggers are described only
one threshold is given if both objects are required to be at the same pr; otherwise, each threshold is given with
the two values separated by a comma. In the case of the e — u trigger in Run 2, two sets of thresholds were used
depending on running period, and both are listed. This table is a subset of Table 6.4 from the TDAQ TDR [10].

Run 1 Run 2 (2017) Planned
Trigger Offline pr Offline pr HL-LHC
Selection Threshold | Threshold Offline pt
[GeV] [GeV] Threshold [GeV]
isolated single e 25 27 22
isolated single u 25 27 20
single y 120 145 120
forward e 35
di-y 25 25 25
di-e 15 18 10
di-u 15 15 10
e—u 17,6 8,25/ 18,15 10
single 7 100 170 150
di-v 40,30 40,30 40,30
single b-jet 200 235 180
single jet 370 460 400
large-R jet 470 500 300
four-jet (w/ b-tags) 45(1-tag) 65(2-tags)
four-jet 85 125 100
Hr 700 700 375
E%“iss 150 200 210
VBF inclusive 2x75 wl (An > 2.5
(di-jets) & Ap < 2.5)

4.2 Trigger

An initial baseline trigger menu (see Table 2) has been developed to enable a diverse physics program at the
HL-LHC that supports precision measurements at the electroweak scale and a wide array of BSM searches.
The menu includes reasonably low-momentum electrons and muons, coupled with a comprehensive set of
hadronically-decaying tau lepton triggers, missing-transverse-momentum (E{Piss) triggers, and jet triggers,
including massive large radius (large-R) jet triggers, all built into a flexible menu with contingencies to
allow for new ideas. Generally, trigger selections are planned to have thresholds similar to, or below, what
we have in the current data taking with a notable exception being the multi-jet and E;niss triggers, which
become particularly challenging in high-pileup environments. In addition to the items listed in the menu,
several dedicated selections have been explored. For example, most B-physics trigger signatures are based
on 6 GeV dimuon triggers, as in Run 2, with additional mass and vertex selections.

There are a number of examples where significant improvements can be found in trigger performance due
to the HL-LHC TDAQ upgrades. There are significant improvements in muon trigger efficiencies due to
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Figure 2: Muon trigger coverage in the barrel region (|n| < 1) using (a) the Phase-I system in HL-LHC conditions
and (b) the Phase-II system with resistive plate chambers operated with a two-station coincidence. Figures 6.5 (a,c)
from the TDAQ TDR [10].

increased resistive plate chamber coverage, with single muon trigger efficiencies going from ~ 70% (Run
2) to = 90% (HL-LHC) for || < 1.05. The coverage maps are shown in Figure 2(a) and Figure 2(b)
for Phase-I and the HL-LHC respectively. This change brings a particularly large benefit to analyses that
rely on multi-muon triggers. Additional examples of improvements include multijet triggers and single
electrons, which benefit from the architecture changes that include the introduction of a new global trigger
in the first trigger level and/or the presence of the HTT.

4.3 Track reconstruction

The tracking performance benefits from the entirely new all-silicon detector that will be installed for HL-
LHC running. This detector extends the tracking range in 1 from || < 2.5 in Run 2 to || < 4.0. The new
tracker has a relatively low material budget and provides excellent tracking efficiency and resolution. The
tracking efficiency for 10 GeV muons, pions and electrons is shown in Figure 3. Transverse momentum
(q/pr) resolution and impact parameter (dyp) resolution for muons of representative transverse momentum
(pt) values are shown in Figures 4(a) and 4(b) respectively.

Recent studies have shown that the material budget of the ITk detector was underestimated at the time of
the TDR writing, so these results may be optimistic. A careful re-tuning and re-optimization is underway.
Some analyses, such as lifetime measurements, analyses with a strong reliance on b-tagging, and other
B-physics projections, are particularly sensitive to tracking and vertexing performance. In many of these
cases the results have been evaluated with both the TDR-predicted performance and Run 2 performance
in order to quantify the sensitivity to tracking and vertexing.

4.4 Electrons

Electron reconstruction and identification benefit from the expected excellent track reconstruction per-
formance of the new inner tracker and its lower material budget as well as its extension to higher |;]. The
identification requirements have been re-tuned for the new inner tracker and expected HL-LHC condi-
tions and were studied in Ref. [7] and [5]. The pr-dependent electron reconstruction and identification
efficiencies measured with the ITk for the three identification working points of loose, medium and tight
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Figure 3: Track reconstruction efficiency for single muons, pions and electrons with a constant transverse momentum
of pr = 10 GeV. Figure 3.3(a) from the Pixel Detector TDR [5].
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Figure 4: (a) Track parameter resolution in ¢/pr as a function of n for a single muon sample. Overlaid are the
results for the current Run 2 detector. Figure 3.6(e) from the Pixel Detector TDR [5]. (b) dj resolution as a function
of n for a single muon sample. Overlaid are the results for the current Run 2 detector. Figure 3.6(a) from the Pixel
Detector TDR [5].

are shown in Figure 5(a) for the central (0 < || < 2.5) region. The charge mis-identification probability
for central electrons as a function of 7 is shown in Figure 5(b), where the effect of a tight identification
requirement and the Run 2 performance are also shown for comparison. Furthermore, the performance of
an artificial neural network for forward electron identification is shown in Figures 6(a) (Z — ee efficiency)
and 6(b) (truth jet fake rates for loose, medium, and tight working points).

The baseline systematic uncertainty assumption for electrons is that they will remain stable despite the
harsher conditions of the HL-LHC, yielding to similar uncertainties as in Run 2. Uncertainties on isolation
are expected to slightly decrease due to better understanding of the methods and detectors and yielding a

10
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Figure 5: (a) Electron efficiency for the various working points for a Z — ee simulated sample with (x) = 200 in the
region |n7| < 2.5. Figure 3.26(b) from the Pixel Detector TDR [5]. (b) Electron charge mis-identification probability
as a function of |n|.
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Figure 6: Forward (2.5 < || < 4.0) electron identification neural network performance as a function of truth pr:
(a) efficiency of electrons from simulated Z — ee events and (b) fake rate of simulated jets.
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lower uncertainty on the combination of the reconstruction, identification and isolation efficiency, from
present values based on studies performed by CMS. Representative values of uncertainties are shown in
Table 3.

Table 3: Representative values for systematic uncertainties for electrons at the HL-LHC. These uncertainties are
consistent with the Run 2 uncertainties with the exception of the combination of the reconstruction, identification
and isolation efficiency at high pr (above 200 GeV), where dedicated studies at CMS were used as an ATLAS
approximation. [15]

’ Electron Parameter ‘ Range Uncertainty
Energy scale pr =45 GeV 0.1%
high pt, up to 200 GeV 0.3%
Reconstruction + Identification Efficiency (ID) pr = 45 GeV 0.5%
Reconstruction + ID + Isolation Efficiency pr > 200 GeV 2%

4.5 Muons

Improvements to the inner tracker and increased coverage of the muon detectors result in a higher
acceptance for combined muons and improved resolution for low-to-medium pr muons. The muon
momentum resolution is shown in Figure 7(a) and the improvement to the invariant mass resolution for
Higgs decays to two and four muons is shown in Figure 7(b). In parametric simulations, the impact
of isolation was established by imposing isolation on the particles in the Monte Carlo "truth" record.
Expected track-based isolation efficiencies for prompt and secondary muons are shown in 8(a) and 8(b) as
afunction of || and pr of the muon, though the isolation used was not fully tuned for high-pileup so further
improvements can be expected. The reconstruction efficiency is taken from single muon Monte Carlo
simulated with Run 2 reconstruction algorithms [16] running on a geometry that includes the Phase-II ITk
with the Run 2 muon spectrometer. The ITk’s extended 1 range allows the “combined muon™ category,
which matches a muon track or stub in the muon spectrometer to a track in the inner detector, to extend
from the Run 2 value of || < 2.5 to || < 2.7.

Uncertainties in muon reconstruction, identification, isolation efficiency, momentum scale, and momentum
resolution are very well under control already. It is expected that the same accuracy can be maintained
for the large HL-LHC dataset. Systematic uncertainties on muon-related performance from Run 2, which
are used for HL-LHC projections, are summarized in Table 4 within the || < 2.5 range.
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Figure 7: (a) Combined muon momentum resolution and the individual contributions from the ITk and the upgraded
Muon Spectrometer, with the Run 2 comparison included. Figure 3.26(a) from the Pixel Detector TDR [5]. (b)
Di-muon (green) and four-muon (blue) mass resolution for Higgs decays to muons. Figure 3.31 from the Pixel

Detector TDR [5].
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Figure 8: Efficiency for a track-based isolation requirement that is pr-dependent for prompt muons and secondary
backgrounds within |5| < 2.7 versus (a) || and (b) pr. Figure 3.28 in the Pixel Detector TDR [5].

Table 4: Run 2 systematic uncertainties for muons, which are also assumed for ATLAS running at the HL-LHC.

[15]

’ Muon Parameter Range Run 2 Uncertainty
Reconstruction + Identification Efficiency pt < 200 GeV 0.1%
200 GeV < pr < 1 TeV 2-20%
Resolution pr < 200 GeV 5%
200 GeV < pr <1 TeV 10-20%
Energy Scale pt < 200 GeV 0.05%
Isolation Efficiency All working points 0.5%
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4.6 Taus

The reconstruction and identification of tau leptons that decay semi-hadronically (Thad-vis) benefits from the
ITk detector, with its excellent tracking performance and extension to higher n ranges. The identification
algorithms have been re-optimized for the upgrade detector and studied in Ref. [5]. Since then, a more
accurate assessment of the expected performance has been carried out, which has been used for the studies
in the Yellow Report. The identification efficiency for 1-prong (one charged track) and 3-prong (multiple
charged tracks) Tha4.vis candidates using simulated Z — 77 events are shown in Figures 9(a) and 9(b)
respectively for the loose, medium, and tight working points. The jet rejection is shown for both 1-prong
and 3-prong Thad.vis candidates at the various working points in Figures 10(a) and 10(b) respectively, as a
function of efficiency for candidates above a pt of 20 GeV. Current optimizations show the rejection in
the HL-LHC optimization out-performing Run 2 in all eta regions except the far-forward region where
there is no Run 2 comparison point available.

The systematic uncertainties for 1y,4.vis candidates have been estimated from Run 2 systematics by scaling
down the sources of uncertainty that are driven by statistics, which will improve at the HL-LHC, and
making educated assumptions about how the theory and modeling uncertainties are likely to change.

For analyses that are using truth-based projections, the uncertainty on the 7h,4.vis identification efficiency
is taken as 5%, where an optimistic scenario of 2.5% has also been defined. The energy scale uncertainty
is conservatively assumed to be at the level of 2-3%.

For projections coming from current analyses, the following scale factors for adjusting the systematic
uncertainties have been provided:

* The scale factor to apply to Run 2 systematic uncertainties on tau identification efficiency for 1-prong
taus is 0.9 (0.45) in the baseline (optimistic) scenario.
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Figure 9: Tau identification efficiency for the three working points (Loose, Medium, and Tight) as a function of n
for reconstructed Th,q.vis candidates, shown for (a) one-prong and (b) three-prong tau leptons.
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Figure 10: Jet rejection as a function of Th,q.vis efficiency for the algorithm optimized for HL-LHC detector and
conditions (“HL-LHC tuning”) for Th,q.vis candidates with a pt above 20 GeV and within || < 4.0 (solid blue),
|n| < 2.5 (dark dashed blue), and 2.5 < || < 4.0 (dashed light blue), compared to the Run 2 performance optimized
for the Run 2 detector and conditions (“Run 2 performance”) for Th,q.vis candidates within || < 2.5 (solid black),
shown for (a) one-prong and (b) three-prong tau leptons.

* The scale factor on the in situ uncertainty on the tau energy scale is 0.6, which is found by taking
the current measurements and setting the sources of statistical uncertainty equal to zero.

Other tau lepton-related systematic uncertainties are expected to remain similar to what they are in Run
2.

4.7 Photons

Figure 11 illustrates the expected energy resolution of photons under () = 0 and (u) = 200 pileup
conditions, assuming the same reconstruction techniques as those currently employed in Run 2. The
resolution is shown only for unconverted photons in the barrel region of the detector (|57] < 0.8). The level
of electronics noise simulated is that of the existing LAr readout. The photon resolution curves obtained
at (i) = 0 and (u) = 200 are subtracted in quadrature in order to illustrate the size of the pileup-only
contribution to the photon resolution.

The expected energy resolution is further quantified for the benchmark physics process H — yy in
Figure 12, showing the expected di-photon mass resolution. Figure 12(a) shows the effect of pileup on
the expected resolution, as well as the comparison with Run 2. Two scenarios for energy resolution, an
optimistic one and a pessimistic one, are considered. The optimistic scenario assumes that the statistics
available with the HL-LHC will allow for the global constant term to be at 0.7%, which is its design value,
while the pessimistic scenario uses the constant term found with 2015 data at 1% in the barrel and 1.4%
in the endcap. The scenarios also differ in their treatment of pileup noise with the pessimistic approach
using a value consistent with untuned current reconstruction algorithms with full simulation of () = 200
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and the optimistic approach assuming that future offline corrections can reduce this to the equivalent of
the performance of full simulation with () = 75. It is worth noting that the lower material budget of the
upgraded inner detector results in more unconverted photons, which have a better energy resolution than
the converted ones. Figure 12(b) compares different hard-scatter vertex selection strategies to show the
robustness against the performance of such identification algorithms; the pointing capability of the LAr
calorimeter allows for a good mass resolution to be preserved in spite of the high level of pileup.
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Figure 11: Photon energy resolution expected under different pileup conditions, and contributions of pileup-only
noise to the energy resolution. (Chapter 4, Figure 9 from the LAr TDR) [7].

The baseline systematic uncertainty assumption for photons is that they will remain unchanged from Run
2 values at the HL-LHC, with the exception of the combination of the reconstruction, identification and
isolation efficiency, which is reduced from the Run 2 value with a scale factor of 0.8. The reduction
comes from expected improvements in the understanding of the current methodology and, to a smaller
degree, the increased dataset available. Representative values of uncertainties are shown in Table 5. In
analyses where uncertainties due to photons dominate, the impact of halving the uncertainties on the
photon resolution and scales was explored.

Table 5: Some representative values for systematic uncertainties for photons at the HL-LHC. These uncertainties are
consistent with the Run 2 uncertainties with the exception of the combination of the reconstruction, identification
and isolation, where a scale factor of 0.8 has been applied. [15]

Photon Parameter \ Range Uncertainty
Energy scale pt = 60 GeV 0.3%
high pr, up to 200 GeV 0.5%
Resolution pr = 60 GeV 10%
Reconstruction + ID + Isolation pr < 200 GeV 2%
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Figure 12: Diphoton invariant mass for H — vy events (a) obtained using data in Run 2, (u) = 0 simulation and
{u) = 200 simulation at HL-LHC using the optimistic and pessimistic photon resolution scenarios, (b) for different
algorithms used to choose the hard-scatter interaction primary vertex (Chapter 4, Figures 16 and 15b from the LAr
TDR) [7].

4.8 Jets

Jet reconstruction, as well as the separation between pileup and hard-scatter jets, benefits from the excellent
tracking capabilities and extended 1 range of the ITk detector. At () = 200, each event is expected to
have on the order of 5 jets with pt > 30 GeV produced in pileup interactions. Several techniques to
suppress such pileup jets based on tracking information have been developed in Run 1 and 2. The results
presented in this section are based on the R, discriminant, which is defined as the sum of the transverse
momentum of tracks associated to the jet that originates from the hard-scatter vertex over the jet pr (as
measured by the calorimeter). Pileup jets will tend to have R),; close to zero, while jets originating from
the hard-scatter tend to have higher R, values. A pileup jet mitigation R,,; selection is applied for jets
with pr <100 GeV and || < 3.8 that has a 2% selection efficiency for pileup jets. The expected number
of pileup jets before and after this selection has been applied is shown as a function of 7 in Figure 13(a).
The efficiency for jets originating from the hard-scatter interaction is shown versus pileup jet efficiency
in Figure 13(b). More advanced taggers are expected to be developed in the HL-LHC timescale, likely
enhancing significantly the pileup jets rejection capabilities.

The estimated relative jet pt resolution, which is to a very good approximation the same as the relative
jet energy resolution, is presented in Figure 14(a) and the fractional jet mass resolution for trimmed, large
radius jets (anti-k7, R = 1.0) is presented in Figure 14(b). Projections use the expected performance
for calorimeter jets; however Figure 14(a) shows that particle-flow jets, currently under study, have the
potential to have better resolution in the low prt regime.

Each of the main components of the overall jet energy scale (JES) uncertainty are expected to remain
constant or decrease in the transition from Run 2 to the HL-LHC. Two estimates are presented, a default
labelled “baseline” and an “optimistic” estimate that assumes an improved understanding of the MC
modelling of jet fragmentation and improved understanding of the effects of pileup on the JES. Figures
15(a) and 15(b) and Table 6 summarize the “baseline” and “optimistic” scenarios for the fractional
uncertainties of the various components of the JES uncertainty.
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Figure 13: (a) Expected number of pileup jets per unit

of pseudorapidity before and after pileup jet suppression. (b)

Efficiency for jets originating from the hard scatter using the R, tagger. In both Figures, a selection based on the
R, tagger is applied that achieves a 98% rejection of pileup jets (epy = 2%) in the region of tracking coverage:
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Figure 14: (a) Relative jet pt resolution. (b) Fractional jet mass resolution for trimmed, large radius jets.
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for HL-LHC jet energy scale uncertainties with a dijet-like
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Table 6: Expected jet energy scale (JES) uncertainties at the HL-LHC in the “baseline” and “optimistic” scenarios.

Uncertainity component | Percentage Uncertainty | Percentage Uncertainty
(Baseline Estimate) (Optimistic Estimate)
Absolute JES scale 1% - 2% 1% - 2%
Pileup 0-4% 0-2%
JET flavour composition 0-1% 0-0.5%
JET flavour response 0-1.5% 0-0.8%

4.9 Flavour tagging

Flavour tagging benefits from the excellent tracking and n coverage of the ITk detector. A multivariate
algorithm [17] has been re-tuned for the expected ATLAS Phase-II detector and its performance assessed.
The light-jet rejection versus b—jet efficiency is shown in various slices of i in Figures 16(a) and 16(b)
along with a comparison with Run 2 performance.

The performance in t# with (u) = 200 is shown for light-jet rejection and c-jet, b-jet and pileup-jet
efficiency in Figure 17 for the working point with an average b-jet efficiency of 70%. In the benchmark
channel with HH — yybb, the purity of b-jets when both jets are tagged is at the level of 97%.

The expected flavour tagging uncertainties have been derived extrapolating current performance and taking
into account new methods that may be used in the future, especially at high-pt and large ;. The expected
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Figure 16: Performance of the MV2 b-tagging algorithms in 77 events with 200 pileup for the ITk layout. Results
are shown for 50x50 um? pixels, using digital clustering in the reconstruction. For comparison purposes, the
performance for ATLAS during Run 2 with an average of 30 pileup events is shown as crosses. The rejection of (a)
light-flavour jets and (b) c-jets for different 7 regions is shown as a function of b-jet efficiency. Figures 3.21(b) and
3.23(b) from the Pixel Detector TDR. [5]
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Figure 17: MV2 algorithm performance in ¢ events with a b-jet efficiency of 70% and (u) = 200 of (a) the light

flavour mistag rate, (b) c-jet efficiency, (c) b-jet efficiency, and (d) pileup jet efficiency.

uncertainties on identification efficiency for b-jets, c-jets and light-jets are summarized in Table 7.

Table 7: Representative values for systematic uncertainties for flavour tagging at the HL-LHC. [15]

Uncertainty Expected value at HL-LHC Comments
b-jet efficiency 1% 30 < pr < 300 GeV
b-jet efficiency 2-6% pt > 300 GeV
c-jet efficiency 2% all working points
light-jet mistag 5-15% working-point dependent

4.10 Missing Transverse Energy (E;‘iss)
The event EI"™S is computed as the negative value of the vectorial sum of calibrated high-pr particles and

jets, together with a soft-term. The soft-term is computed from reconstructed charged particles that are
not associated to high-pr objects and are compatible with originating from the hard-scatter interaction.
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Pileup jets are suppressed using the same tagger described in Section 4.8. The event E;mss resolution
depends strongly on the final state of the event in question. Detailed studies in 77 events with HL-LHC
conditions were performed and the expected resolution of E;mss in such events is shown in Figure 18,
illustrating that forward tracking capabilities used in forward pileup jets rejection are crucial for E;"*
resolution.

S 7O Ty
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Figure 18: The resolutions of E‘TniSS in Monte Carlo ¢ events with an average of 200 pileup events. The resolutions
are shown as a function of the scalar sum of the event transverse energy. Three variations of the E7"* calculation
are shown: first, only tracks within |5| < 2.5 are used for both the pile-up jet rejection and the track soft term (blue
line); second, tracks are used for the full 7 coverage to reject pileup jets (red line); and third, forward tracks are used
for both the pileup jet rejection and the track soft term (black line).

The systematic uncertainties on all the hard objects used to form the E;“iss are propagated through the E;niss
calculation. These form the dominant systematic uncertainties on this quantity and are highly process-
and analysis-dependent.

4.11 Heavy ions

The Heavy Ion physics program is expected to continue at least throughout Run 4, and possibly beyond. The
upgraded ATLAS detector is well equipped to take full advantage of such a dataset using dedicated tuning
and reconstruction algorithms. The replacement of the ATLAS tracking detector, which extends the n
coverage significantly (|| < 2.5 becomes || < 4.0 for charged tracks), results in significant improvements
for these measurements. Figures 19 and 20 show the expected charged particle reconstruction efficiency
and track parameter resolution in minimum-bias (0—100% centrality) Pb+Pb collisions.

Additional improvements will be provided by the HGTD and Zero Degree Calorimeter (ZDC), but these
improvements have not yet been taken into account in the HL-LHC studies.
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Figure 19: Track reconstruction efficiency as a function of (a) 7 and (b) pr in minimum bias (0—100% centrality)
Pb+Pb collisions with the ITk upgrade. Figure 2 from Ref. [18].
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Figure 20: Resolution of (a) track parameters dy and(b) zo as a function of 1 for a minimum track pt threshold of
0.4 GeV in minimum bias (0—100% centrality) Pb+Pb collisions with the ITk upgrade. Figure 3 from Ref. [18].

5 Conclusion

The HL-LHC will provide an unprecedented amount of integrated luminosity to the ATLAS experiment,
which enables a wide range of physics to be explored. The ATLAS detector is well positioned to take full
advantage of this dataset thanks to a series of upgrades to its sub-detectors.

In this note we summarize and reference the baseline expected performance of the upgraded ATLAS
detector. Such performance assumptions are used in recent physics projection studies and will be a
baseline reference for future ones. These studies heavily rely on the recent Phase-II Technical Design
Reports (TDRs) but include some more recent developments that were not available at the time of the
TDRs.

Additionally, many physics projections will be significantly limited by systematic uncertainties. Advance-
ments in detector and theoretical understanding, together with the usage of such a large dataset in in situ
techniques, are expected to improve our knowledge and consequently reduce some of these uncertainties.
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General guidelines, harmonized with the CMS Collaboration, as well as specific recommendations in
terms of expected systematic uncertainties, have been presented.
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1.2. Expected physics object performance with the upgraded CMS detector (CMS-NOTE-2018-006)
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Expected performance of the physics objects with

the upgraded CMS detector at the HL-LHC

The CMS Collaboration

Abstract

In this note, the performance of the physics objects (electrons, photons, taus, jets, and missing energy),
as expected after the CMS Phase-2 detector upgrade, is presented. The performance studies use the
full simulation of the CMS Phase-2 detector with a mean number of proton-proton interactions per
bunch crossing of 200. In addition, an evaluation of the systematic uncertainties for HL-LHC studies

are presented.
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1 Introduction

The upgraded CERN High-Luminosity LHC (HL-LHC) will deliver peak instantaneous lu-
minosities of 5 x 10**cm=2s7!, or even 7.5 x 103 cm 257! in the ultimate performance sce-
nario [1]. This performance can be contrasted with the current LHC, which provided instan-
taneous luminosities up to 1.5 x 10* cm~2s~! in 2016. With this increase in instantaneous
luminosity, the total pileup (PU), or number of proton-proton interactions per bunch crossing,
is expected to increase from a mean PU of 27 with the LHC in 2016 to 140 or even 200 PU at the
HL-LHC. Similarly, the levels of radiation are expected to significantly increase in all regions

of the detector, in particular in its forward regions.

The CMS detector [2] will be substantially upgraded in order to exploit the physics potential
provided by the increase in luminosity at the HL-LHC, and to cope with the demanding oper-
ational conditions at the HL-LHC [3]. This upgrade is referred to as the CMS Phase-2 Upgrade.
The increase in radiation levels requires improved radiation hardness, while the larger PU and
associated increase in particle density require higher detector granularity to reduce the aver-
age channel occupancy, increased bandwidth to accommodate higher data rates, and improved
trigger capability to keep the trigger rate at an acceptable level without compromising physics
potential.

The upgrade of the first level hardware trigger (L1) will allow for an increase of L1 rate and la-
tency to about 750 kHz and 12.5 s, respectively. The upgraded L1 will also feature inputs from
the silicon tracker, allowing for real-time track fitting and particle-flow (PF) reconstruction [4]
of objects at the trigger level. The upgrade of the high-level software trigger (HLT) will allow
the HLT rate to be increased to 7.5 kHz.

The entire silicon tracking system, which consists of pixel and strip detectors, will be replaced.
The new tracker will feature extended geometrical coverage and provide efficient tracking up
to pseudorapidities of about || = 4, improved radiation hardness, higher granularity, and
compatibility with higher data rates and a longer trigger latency. In addition, the tracker will
provide information on tracks above a configurable transverse momentum threshold to the L1
trigger, information presently only available at the HLT. It will also allow for including tracks
with low momentum (~3 GeV). This will allow the trigger rates to be kept at a sustainable
level without sacrificing physics potential. The Phase-2 tracker will include an Inner Tracker
based on silicon pixel modules and an Outer Tracker made from silicon modules with strip and
macro-pixel sensors.

In the barrel, the electromagnetic calorimeter (ECAL) uses lead-tungstate crystals read out with
avalanche photodiodes (APDs). The crystals will be cooled to lower temperatures than cur-
rently used to mitigate noise in the APDs due to radiation damage, and the front-end electron-
ics will be improved in order to cope with the trigger latency and bandwidth requirements. The
upgraded readout will also provide precision timing information. New front-end electronics
will allow the exploitation of the information from single crystals in the L1 trigger, while the
present system integrates the same information only in groups of 5 x 5 crystals. The hadronic
calorimeter (HCAL) consists in the barrel region of brass absorber plates and plastic scintillator
layers, read out by hybrid photodiodes (HPDs), which will be replaced with silicon photomul-
tipliers (5iPMs). The scintillator tiles close to the beam line will be replaced. The object perfor-
mance in the central region assumes a barrel calorimeter aging corresponding to an integrated
luminosity of 1000 fb~".

The electromagnetic and hadronic endcap calorimeters will be replaced with a new combined
electromagnetic and hadronic sampling calorimeter (HGCal) based primarily on silicon pad
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2

sensors. Plastic scintillator tiles, read out by SiPMs, will be used at large distances from the
beam line in the hadronic section. With silicon pad cell sizes of 0.5-1 cm? and 28 (12) sampling
layers in the electromagnetic (hadronic) sections, this detector will provide high transverse
and longitudinal granularity, as well as high-precision timing information of the high energy
showers, leading to improved PU rejection and identification of electrons, photons, tau leptons,
and jets.

While the muon chambers are expected to cope with the increased particle rates, the front-
end electronics for the drift tube chambers (DTs) and cathode strip chambers (CSCs) will be
replaced with improved versions to increase radiation tolerance, readout speed, and perfor-
mance. In the forward region, the muon system will be enhanced, both with improved re-
sistive plate chambers (RPCs) and new chambers based on the gas electron multiplier (GEM)
technique. The new chambers add redundancy, improve the triggering and reconstruction per-
formance, and increase the acceptance in the forward detector region up to about || = 2.8.

In addition, a minimum ionizing particle (MIP) timing detector (MTD) [5] will be added be-
tween the tracker and the ECAL, providing timing measurements up to || = 3.0 for the
charged particle tracks that cross it. Timing at this nominal resolution allows for 4-dimensional
reconstruction of vertices and significantly offsets the performance degradation due to high PU.
Unless otherwise specified, the studies shown in this note assume a MTD timing resolution of
30 ps.

As aresult of these upgrades, the lepton acceptance will extend to pseudorapidities of |17| < 3.0
and the jet acceptance, including b jets, will extend to || < 4.0. A detailed overview of the CMS
detector upgrade program is presented in Refs. [3, 6-9].

PU mitigation in CMS relies upon PF event reconstruction [4], which removes charged particle
tracks that are inconsistent with the vertex of interest, and upon statistical inference techniques
like pileup-per-particle-identification (PUPPI) [10]. The PF algorithm aims to reconstruct and
identify each individual particle in an event, with an optimized combination of information
from the various elements of the CMS detector. PUPPI mitigation is an algorithm designed
to remove PU using both global event information and local information to identify PU at the
particle level.

This note describes the physics object performance expected, given the Phase-2 upgrades de-
scribed above, in Section 2. The expected performance in Phase-2 is often shown below as
compared to the performance in Run 2, which refers to studies done with the 2016 dataset un-
less otherwise specified. In addition to showing the CMS object performance as a function of
familiar quantities such as the object transverse momentum pt, we also show the performance
as a function of PU density. PU density is the number of PU interactions per millimeter. We
consider the longitudinal profile of the beam spot as a Gaussian shape with a width of 4.4 cm.
We study the dependence of physics objects on the PU density, instead of only the total PU, in
order to gain insight into the best way of delivering luminosity from the HL-LHC. In Section 3,
we describe the projected systematic uncertainties for HL-LHC studies.

The studies presented in this note are mostly documented in Refs. [3, 6-9] and collated here to
give a coherent overview of the performance evaluation for all objects. A series of workshops
on the physics of the HL-LHC and perspectives at the High Energy LHC (HE-LHC) have been
held, and the results of these workshops are being documented in a Yellow Report, which will
be submitted for the next review of the European strategy for particle physics. The analyses in
the Yellow Report are based on the object performance and systematic uncertainties presented
below.
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2 Object performance
2.1 Tracking and vertexing performance

We will first describe the expected tracking and vertexing performance with the upgraded
CMS detector [6]. Figure 1 shows the tracking efficiency for single muons with different PU
scenarios, where the efficiency is stable and close to 100% for the entire 7 range, in both PU
scenarios. Figure 2 shows the tracking efficiency and fake rate for charged tracks in tt events
with different PU scenarios. The efficiency is around 90% in the central region, dropping off at
|7 > 3.8, while the fake rate is lower than 2% in the entire range of # for PU 140.

Figure 3 shows the tracking efficiency in the cores of jets as a function of the distance between
tracks and their nearest neighbors, AR = V/(A¢)? + (An)?, for the current tracker and the
Phase-2 tracker. In the current Phase-1 reconstruction, a special algorithm to split clusters has
been implemented, as well as a special iteration to perform robust tracking in jet cores. Al-
though this has not yet been ported to the Phase-2 reconstruction, a significant improvement
can already be seen for small values of AR thanks to the higher granularity of the new detector.
Further improvement is expected for large values of AR as well, after applying a similar tuning.

In addition, Fig.4 shows the pt and the transverse impact parameter (dg) resolutions for the
current tracker and the Phase-2 tracker. The pr resolution deteriorates for large # because of
the shorter lever arm in the projection to the bending plane. Still, the better hit resolution of the
Phase-2 tracker and the reduction of the material budget results in a significantly improved pr
resolution, as shown in the figure. The transverse impact parameter resolution is also improved
with respect to the Phase-1 detector, ranging from below 10 ym in the central region to about
20 ym at the edge of the acceptance.
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Figure 1: The tracking efficiency as a function of # for single muons with pr equal to 10 GeV,

with 140 (full circles) and 200 (open circles) PU. The efficiency is shown for tracks produced
within a radius of 3.5 cm from the center of the luminous region. Taken from Ref. [6].
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Figure 2: The tracking efficiency (left) and fake rate (right) as a function of # for tt events
with 140 (full circles) and 200 (open circles) PU. The tracks are required to have pr > 0.9 GeV.
The efficiency is shown for tracks produced within a radius of 3.5cm from the center of the
luminous region. Taken from Ref. [6].
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2.1

Tracking and vertexing performance
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Figure 4: The relative resolution of the pt (left) and the dy resolution as a function of # for
the current tracker (black dots) and the upgraded tracker (red triangles), using single isolated
muons with a pt of 10 GeV. Taken from Ref. [6].

The vertexing performance of the Phase-2 CMS detector is shown in Figs.5 and 6. Figure 5
shows the vertex position resolution as a function of the number of tracks associated to the
vertex, for different PU scenarios. The vertex position resolution is almost independent of the
amount of PU in the event and the longitudinal resolution is only 50% worse than the trans-
verse one, as expected given the pixel dimensions of the Inner Tracker modules. Furthermore,
Fig. 6 shows the efficiency to reconstruct and identify the primary vertex (PV) as a function of
the highest pt jet in simulated multijet events. As expected, the efficiency increases with the
jet momentum due to the presence of higher momentum tracks, and it is smaller at high PU,
especially in the forward region due to tracks from overlapping PU jets.
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Figure 5: The vertex position resolution in x and y (left) and z (right) as a function of the number
of associated tracks to the vertex, for tt events with 140 (full circles) and 200 (open circles) PU.
Taken from Ref. [6].
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Figure 6: The efficiency to reconstruct the hard interaction vertex and to identify it correctly as
the PV, as a function of the leading jet pt in simulated multijet events with > 2 jets. The leading
jet, i.e. the jet with the highest pr, is contained in the |#| range 0-1.5 (left), 1.5-2.5 (middle), or
2.5-3.5 (right). The identification efficiency for PV signal jets increases with the leading jet pr.
Compared to events without PU (black triangles), it is slightly lower at 200 PU (green squares).
Taken from Ref. [8].

2.2 Electron performance

We next describe the electron reconstruction performance [7, 8]. Figures 7 and 8 show distribu-
tions of a few key electron shower variables, for signal and background, with and without PU.
These figures show the signal to background discrimination power of these variables and their
stability with respect to PU.
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Figure 7: For signal and background electron candidates in the presence of PU as well as elec-
trons without PU, two example variables sensitive to the shower longitudinal development are
shown: the layer number for which the accumulated energy reach 10% of the ECAL endcap
energy (Lig,) (left), and the shower depth compatibility (right). Taken from Ref. [8].

In Fig.9, we show the background rejection as a function of the electron reconstruction effi-
ciency for different sets of input variables in the Boosted Decision Tree (BDT) multivariate esti-
mator, trained on Z — ee events with PU. For a 95% signal efficiency, the background efficiency
is 1% for pt > 20GeV, and 10% for 10 < pt < 20GeV. In the same plots, equivalent BDT train-
ings are presented with reduced sets of input variables: beginning with track-based variables,
a sizeable gain in performance is achieved through the energy momentum comparison; and the
addition of principal component analysis (PCA)-based variables leads to further improvement
in performance. Finally, the addition of extra information related to the longitudinal develop-
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Figure 8: For signal and background electron candidates, respectively from Z — ee and multijet
events, with and without PU, the shower spread along the radial direction (cvy) (left) and the
distance in # between the electron cluster and the track extrapolation (A7) (right) are shown.
Taken from Ref. [8].

ment, such as the compatibility in shower depth, or in the layer of the 10% cumulative ECAL
endcap fraction (L10%), improves the performance only for low pr electrons, and is therefore
only important in the 10 < pr < 20 GeV range.
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Figure 9: The purity as a function of the efficiency for electrons with 10 < pr < 20GeV (left)
and with pr > 20GeV (right), for different sets of input variables in the BDT multivariate
estimator. Taken from Ref. [8].

The electron reconstruction efficiency as a function of pr and # is shown in Fig. 10. An increase
in efficiency can be observed from 92% at || = 1.5 to 98% at || = 3. The background efficiency
also tends to increase at high |77|.

The electron reconstruction efficiency as a function of PU is shown in Fig.11 for the full ac-
ceptance of the Phase-2 tracker and in Fig. 12 for the HGCal acceptance, using a BDT. Almost
no dependence is observed on the number of vertices, which shows the robustness against PU
conditions. No dependence against PU density is confirmed.

Finally, Fig. 13 shows the electron reconstruction efficiency for several ECAL barrel aging con-
ditions. The performance is maintained with age, despite the preliminary tuning of the cluster-
ing parameters, to which the electron efficiency at low pr is quite sensitive.
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Figure 10: The evolution of the signal (blue) and background (red) efficiency, as a function of
pr (left) and as a function of the cluster || (right), for a high-efficiency selection of electrons
with pr > 20GeV. Taken from Ref. [8].
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Figure 11: The electron (blue) and QCD multijet misidentification efficiency (red) reconstruc-
tion efficiency for pr > 20GeV is shown as a function of the number of PU interactions (left)
and as a function of the PU density (right). Taken from Ref. [8].
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Figure 12: The electron (blue) and QCD multijet misidentification efficiency (red) reconstruc-
tion efficiency for pt > 20 GeV in the HGCal region is shown as a function of the number of PU
interactions (left) and as a function of the PU density (right). Taken from Ref. [8].
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Figure 13: The electron reconstruction efficiency for several ECAL barrel aging conditions. The
efficiency is defined as the number of reconstructed electrons matched within AR(#,¢) < 0.1
of a generated electron, divided by the number of generated electrons within the acceptance
region |17| < 1.4. The electrons were generated with a uniform distribution in pr. Taken from
Ref. [7].

2.3 Photon performance

In this section, the photon performance is discussed [7, 8]. Figure 14 shows the photon effi-
ciency as a function of the photon misidentification probability. Based on this figure, several
working points are defined. Figure 15 shows the photon reconstruction efficiency, identifica-
tion efficiency, and photon misidentification probability as a function of the generated photon
|7| and pr, for the working points defined by Fig. 14. Figure 16 shows the photon reconstruc-
tion efficiency for several ECAL barrel aging conditions. The impact of PU and aging can be
further mitigated with the optimization of the clustering algorithm.

2.4 Muon performance

Here we describe the muon performance in the CMS Phase-2 detector [5, 9]. Figures17 and
18 show the muon reconstruction and identification efficiency and the muon background mul-
tiplicity, respectively, as a function of |7|. One can see the efficiency of the upgraded muon
system is expected to be remarkably resilient to the HL-LHC adverse conditions. Muon recon-
struction in the extended pseudorapidity range, 2.4 < || < 2.8, is also highly efficient and ro-
bust. The rate of background muons in the full pseudorapidity range, including 2.4 < |y| < 2.8,
remains fairly independent of the PU conditions.

Figures 19 and 20 show the efficiency to identify prompt muons from Drell-Yan events and non-
prompt muons from tt events using charged isolation. The effect with and without precision
timing is shown. Tracks entering the isolation sum are associated to the signal vertex within a
window of |D,| < 1mm, and |D;| < 30} in the case of precision timing, where the nominal tim-
ing resolution is 30 ps. A clear benefit can be seen in terms of a reduced nonprompt efficiency
in the with-timing case when the prompt efficiency is greater than 80%. Furthermore, the im-
pact of precision timing is evident at high event densities, with an acceptance gain of about 6%
at the average event density of 1.4 mm with PU 200. The isolation efficiency at 200 PU with
timing is equivalent to the isolation efficiency of current-era LHC PU densities without timing,
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Figure 14: The photon efficiency as a function of the photon-misidentification probability in
simulated 7+ jets events for the BDT training described in the text. Signal photons are matched
within AR < 0.1 to isolated photons generated within the kinematic phase space pt > 25GeV
and 1.6 < |f| < 2.8. Misidentified photons are defined as reconstructed photons found in
the same kinematic phase space but not matched to an isolated generated photon. The perfor-
mance of a Run 2 selection criteria-based identification is also presented, evaluated on a similar
sample of v+ jets events produced using the Run 2 conditions (25 PU at /s = 13 TeV). Taken
from Ref. [8].
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Figure 15: The photon reconstruction efficiency, identification efficiency, and misidentification
probability, for two identification working points, as a function of the generated photon |7|
(left) and pr (right). The photon reconstruction efficiency is defined as the efficiency for which
a reconstructed photon is found within AR < 0.1 of a generated prompt photon. Identification
efficiencies for signal photons are relative to the generated prompt photon. Misidentified pho-
tons are defined as reconstructed photons not matched to an isolated generated photon. Taken
from Ref. [8].
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Figure 16: The photon reconstruction efficiency for several ECAL barrel aging conditions. The
efficiency is defined as the number of reconstructed photons matched within AR < 0.1 of a
generated prompt photon from decays of a Higgs boson to two photons, divided by the number
of generated photons within the acceptance region |77| < 1.4. Taken from Ref. [7].
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Figure 17: The muon reconstruction and identification efficiency with statistical uncertainty
in Drell-Yan events, as a function of a simulated muon’s ||, for tight muon selection criteria.
Results for different detector configurations are shown. The solid points assume 200 PU, HL-
LHC neutron background, and a model of the muon system aging. The open squares show
the results for the un-aged muon system and without the neutron-induced background. Taken
from Ref. [9].
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Figure 18: The average background-muon multiplicity in tt events as a function of muon |7|
for the Phase-2 detector in three PU scenarios, compared to the performance of the Phase-1
detector. Taken from Ref. [9].

at constant background.

2.5 Tau lepton performance

Here we describe the tau lepton performance in the CMS Phase-2 detector [5, 8]. Figures 21 and
22 show the efficiency and misidentification probability for T leptons that decay into hadrons
(Thaa) as a function of # and pr, respectively. The reconstruction efficiency is stable, and does
not depend on running conditions or the physical process that produces for T leptons. The
misidentification probability of QCD multijets as Tj,4 leptons increases with pt because high pr
jets are more collimated. The performance of the 7,7 reconstruction is similar to that achieved
in the recent Run 2 CMS data taking.

Figures 23 and 24 show the performance of isolated Tj,; leptons. In terms of the charged iso-
lation efficiency for real tau leptons, there is an improvement of performance at 200 PU with
timing that exceeds that of the current-era LHC PU densities without timing. In addition, one
can see the overall benefits in terms of recovered prompt candidate efficiency tracks with time
resolution. The efficiency gain is still sizeable at 50 ps resolution.

2.6 Jet performance

The jet performance [5, 8] is shown in this section. Jets are reconstructed offline from the energy
deposits in the calorimeter towers and clustered using the anti-kt algorithm [11, 12] with a
distance parameter of 0.4.

Figures 25 and 26 show the corrected jet response resolution as a function of the generated jet

pr (p$°") and as a function of the PU density, respectively. Only modest degradation of the jet

resolution are observed relative to the central part of the detector for jets with 1.7 < |57| < 2.8,
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Figure 19: The efficiency for identifying prompt muons from Drell-Yan events and nonprompt
muons from tt events using charged isolation is shown, with and without precision timing from
the MTD for charged particles. Tracks entering the isolation sum are associated to the signal
vertex within a window of |D,| < 1mm, and |D;| < 307 in the case of precision timing, where
the nominal timing resolution is 30 ps. The bottom panel shows the ratio of the nonprompt effi-
ciency with the MTD precision timing divided by without, at constant prompt muon efficiency.
The right panel shows the ratio of the prompt muon efficiency with the MTD precision timing
divided by without, at constant nonprompt muon efficiency. Taken from Ref. [5].
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Figure 20: Left: The efficiency for identifying prompt muons from Drell-Yan events and non-
prompt muons from tt events using charged isolation is shown as a function of PU density,
with and without precision timing for charged particles. Tracks entering the isolation sum are
associated to the signal vertex within a window of |D,| < 1mm, and |D;| < 30} in the case of
MTD precision timing, where the nominal timing resolution is 30 ps. Right: The efficiency for
identifying prompt muons with different assumptions for the MTD precision timing resolution
is shown, where the track-vertex association criteria with timing is always |D;| < 30;. Taken
from Ref. [5].
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Figure 21: The 13, efficiency (left) and QCD multijet misidentification probability (right) as a
function of 7. Taken from Ref. [8].
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Figure 22: The 1,4 efficiency (left) and QCD multijet misidentification probability (right) as a
function of pr. Taken from Ref. [8].
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2.6 Jet performance 15
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Figure 23: The performance of 7j,; charged isolation in simulated Z/v* — vt and QCD multi-
jet events, expressed as misidentification probability for generator-matched jets as a function of
the T, identification efficiency for events with 200 PU with (red) and without (blue) the MIP
timing window requirement. The timing detector is assumed to have a resolution of 30 ps. The
bottom panel shows the ratio of the QCD multijet efficiency with divided by without the MTD
precision timing, at constant T, efficiency. The right panel shows the ratio of the 73,4 efficiency
with divided by without the MTD precision timing, at constant QCD multijet efficiency. Taken
from Ref. [5].
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Figure 24: The efficiency of identifying isolated T,y lepton decays as a function of the PU
density for pr > 20GeV and || < 2.4 is shown. The efficiency (left) is shown with and
without the MTD precision timing, where the nominal timing resolution is 30 ps. The efficiency
(right) is shown without precision timing and with several different values for the nominal
timing resolution. The efficiency is computed using Z/y* — 7T events for the Phase-2 detector
configuration with a fixed cut at charged-isolation <2.5 GeV. Taken from Ref. [5].
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and only a small degradation in the jet energy resolution is observed as a function of the PU
density.
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Figure 25: The corrected jet response resolution for || < 1.3 (left), 1.3 < |y| < 1.7 (middle),
and 1.7 < |y7| < 2.8 (right) as a function of p§e" for PF+PUPPI jets with 200 PU. Taken from
Ref. [8].
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Figure 26: The corrected jet response resolution for || < 1.3 (left), 1.3 < |y| < 1.7 (middle),
and 1.7 < |5| < 2.8 (right) as a function of the PU density for different jet algorithms with 200
PU. The jet algorithms shown are PF jets, PF jets with charged hadron subtraction, and PUPPI
jets. All jets have been matched to a particle-level jet with 90 GeV < p$e < 120 GeV. Taken
from Ref. [8].

Particles originating from PU interactions may accidentally be clustered into overlapping low-
pr jets that combine to form a single high-pr jet, referred to as a PU jet. The rate of these PU jets
is quantified by the ratio of the average number of jets in a given pr bin to the average number
of reconstructed jets matched to a particle-level jet. Figure 27 shows the fraction of the number
of jets out of the number of jets matched to a generator level jet with pt > 10GeV as a function
of PU. Figure 28 shows the rate of signal and PU jets, both of which are reconstructed with the
PUPPI algorithm, with and without the MTD precision timing. The PU jet rate for jets with
1.3 < || < 3.0is only moderately degraded relative to the central barrel part of the detector.

2.7 b tagging performance

The b tagging efficiency as a function of the jet pr is shown in Fig. 29 [8]. Compared to events

without PU, the b jet tagging efficiency remains large at high PU in all pr and |¢| regions of
interest.

The secondary vertex tagging misidentification probability as a function of the b tagging ef-
ficiency is shown in Fig.30 [5]. In very high PU conditions, secondary vertex b tagging is
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Figure 27: (N jets)/(N jets matched to a generator level jet with pr > 10GeV) as a function of
the number of PU interactions (left) and as a function of the PU density (right) for PUPPI jets.
The PU rate in the endcap is only slightly degraded, compared to that in the barrel. Taken from
Ref. [8].
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Figure 28: The rate of signal jets (left) and PU jets (right) reconstructed with the PUPPI algo-
rithm and with pt > 30 GeV, with and without the MTD precision timing. Taken from Ref. [5].
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Figure 29: The tagging efficiencies for prompt b jets (filled symbols) and prompt b jets (open
symbols) as a function of the jet pr in simulated multijet events. The tagging efficiencies are
evaluated for an average misidentification probability of 0.01 for light parton jets (udsg), and
shown for 0 PU (black triangles) and 200 PU (green squares). The tagging efficiencies are shown
for three || ranges: 0-1.5 (left), 1.5-2.5 (middle), and 2.5-3.5 (right). Taken from Ref. [8].
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degraded by the formation of spurious secondary vertices caused by PU tracks, reducing the
ability to distinguish signal from background. In order to mitigate this problem, the secondary
vertexing algorithms were updated to be aware of timing information from the MTD. By re-
quiring tracks to be within 3.50; of the primary vertex, the number of spurious reconstructed
secondary vertices was reduced by 30%. This causes the ROC curves in Fig. 30 to improve sig-
nificantly, especially for tighter working points where near-zero PU performance is achieved
and the dependence of b tagging efficiency on the PU density is removed.
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Figure 30: The secondary vertex tagging misidentification probability as a function of the b
tagging efficiency, for light and charm jets for || < 1.5 (left) and for 1.5 < |5| < 3.0 (right).
Results with and without the MTD precision timing are compared to the 0 PU case. Taken from
Ref. [5].

The b tagging performance as a function of the PU density is shown in Fig.31. A moderate
decrease of the b jet tagging efficiency without the MTD precision timing can be observed.
With the MTD precision timing, the b jet tagging efficiency is improved and the dependence
on PU density is removed.

2.8 Jet substructure performance

In this section, the jet substructure performance is shown [8]. Figure32 shows some jet sub-
structure observables with the current detector and with the Phase-2 detector. The number
of jet constituents from quark and gluon jets in simulated QCD multijet events in Fig. 32 left
demonstrates the ability to reconstruct identification observables for quark and gluon jet. In
the barrel region, the number of constituents decreases slightly in Phase-2 compared to Phase-0.
However, an increase is observed in constituents in the HGCal region, which may be attributed
to the higher granularity of the endcap calorimeter and the higher number of PU interactions.
The 13/ 7 distributions for top quark jets in high mass resonant tt production and quark or
gluon jets in multijet simulation in Fig. 32 right demonstrate excellent performance of the HG-
Cal in identifying subjets for highly boosted W, Z, and Higgs bosons, and top quarks, at a level
of quality similar to that of the barrel calorimeter.
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Figure 31: The efficiency of b jet tagging (left) and the light jet misidentification probability
(right) are shown as a function of PU density, with and without the MTD precision timing,
assuming a timing resolution of 30 ps. The efficiency is computed on tt events for a fixed
misidentification probability on QCD multijet events of light parton jets (udsg) of 0.01. The
misidentification probability is shown for a fixed b jet identification efficiency of 0.70. Linear
tits are superimposed for the barrel and endcap pseudorapidity regions. Taken from Ref. [5].

In Fig. 33, the background efficiency as a function of the signal efficiency is shown for jet sub-
structure observables. The discrimination power achievable by the endcap of the Phase-2 de-
tector for boosted W, Z, and Higgs bosons, and top jets against quark/gluon jets is found to be
similar or better than in the barrel region.

2.9 Missing transverse momentum performance

The missing transverse momentum vector is defined as the projection onto the plane perpen-
dicular to the beam axis of the negative vector sum of the momenta of all reconstructed PF
objects in an event. Its magnitude is referred to as missing transverse momentum (p**). The
piss performance is shown in Figs. 34 and 35 [8]. A resolution of about 25GeV is achieved in
the perpendicular component using PUPPI, with the upgraded detector in events containing a
mean PU of 200. For comparison, the corresponding resolution in Run 2 is indicated by a dotted

magenta line. There is a modest degradation of the resolution with increasing PU density.

2.10 MIP timing performance

Here we describe the additional performance of the MTD [5]. Figures 36 and 37 show the num-
ber of PU tracks incorrectly associated with the primary vertex as a function of PU density, with
and without the MTD precision timing. These results suggest a generic reduction in the effec-
tive amount of PU by a factor of approximately four to five for physics quantities constructed
from charged particles.

3 Systematic uncertainties

The large HL-LHC dataset will enable accurate measurements and unprecedented sensitivity
to very rare phenomena. As a result, the current understanding of systematic uncertainties will
become a limiting factor for more and more analyses. We attempt to define a set of common
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Figure 32: A comparison of jet substructure observables for barrel (|| < 0.7) and endcap
(19 < |y| < 2.4) calorimeters in Phase-0 (25 PU) and Phase-2 (200 PU). The number of jet
constituents from quark or gluon jets in QCD multijet simulation is shown (left), along with
the 173/ for top quark jets in high mass resonant tt production and quark or gluon jets in QCD
multijet simulation (right). Taken from Ref. [8].
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Figure 34: The PUPPI pTiss distribution for the Phase-2 detector (with PU 200) in Z — up
events. The PUPPI pIT“iSS distribution in Run 2 is shown in red. Taken from Ref. [8].
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Figure 35: Parallel (left) and perpendicular (right) pss resolution is shown as a function of
PU density in Z — uu events using the PUPPI mitigation. The blue points indicate the Phase-2
performance with a mean 200 PU, the red points indicate the Phase-2 performance with a mean
140 PU, and the pink dashed line indicates the Run 2 performance with a mean 27 PU. A mild
degradation in performance is observed for Phase-2. Taken from Ref. [8].
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Figure 36: The number of PU tracks incorrectly associated with the primary vertex in tt (left)
and Z — upu (right) events as a function of the PU density, shown with (4D vertex) and without
(3D vertex) the MTD precision timing. Taken from Ref. [5].
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Figure 37: The number of PU tracks in Z — uu events incorrectly associated with the primary
vertex as a function of PU density, shown without and with the MTD precision timing for
several different acceptance scenarios, considering tracks within the full Tracker acceptance
(left) and just in the central part (right) of the detector. Taken from Ref. [5].
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systematic uncertainties for all analyses, aiming for a realistic projection while starting from
the experience in Run 2. The aim is to achieve coherence among different analyses. How-
ever, there are practical limits to the goal of coherence, and there are many nonuniversal and
analysis-specific aspects that are hard or impossible to generalize, so these uncertainties should
be considered as guidelines only.

Extrapolating to the HL-LHC era from Run 2 conditions is not straightforward. We rely here
on the same methods. At the HL-LHC, we shall benefit from the increase in integrated lumi-
nosity (> 3000fb~! to be compared to ~40fb~! in Run 2 measurements from 2016). Some of
the components of the systematic uncertainties, which are currently limited by the relatively
small available data sample, will benefit from the increase of the number of collected events
and may be reduced to much smaller levels. Furthermore, the estimates of the systematic un-
certainties will benefit from at least 10 years of further measurements, with some expected
improvements in the tuning of the Monte Carlo generators and in the description of the detec-
tors in the simulation (not speaking of refined analysis techniques). The main sources of the
considered systematic uncertainties and their projected values are described below.

3.1 Electron and photon uncertainties

For the Run 2 analyses (2016-2017 dataset), an uncertainty of 0.2-2% (depending on 7) is as-
signed to electron and photon reconstruction, identification, and isolation efficiency [13, 14].
The sources of uncertainty are signal and background modeling in simulation, the use of dif-
ferent generators, the event selection, and the tag electron selection in the tag-and-probe tech-
nique used for the efficiency measurement. For the HL-LHC, with the increased dataset and
upgraded detectors, the effects due to background modeling, initial-state radiation, and signal
resolution may decrease. However, the effects due to PU, especially for isolation, may lead to
increased systematic uncertainties. As a result, the current studies indicate a projected system-
atic uncertainty of 0.5% for electrons, including isolation. Thus, from current studies, a 0.5%
systematic uncertainty is projected for photon reconstruction and identification efficiency. For
photon isolation efficiencies, due to the challenging PU environment, a 2% systematic uncer-
tainty is assumed; however, this does not take into account the PU mitigation due to the timing
detectors and hence could be reduced considerably. Thus, the overall projected uncertainty is
kept at the level of Run 2.

The electron energy scale systematic uncertainty ranges between 0.1% to 0.3%, depending on
the pseudorapidity difference between the nominal and measured value of the Z boson mass
peak in the data, as shown in Fig. 38 left. It is difficult to reduce this uncertainty much further.
We keep the same systematic uncertainty for the HL-LHC because the larger dataset will help
in monitoring detector stability, and we expect to be able to mitigate the effects from PU.

The energy resolution for photons has been studied in the upgraded CMS upgraded detector.
The performance of the barrel calorimeter is studied as a function of PU and aging effects with
different integrated luminosities, as shown in Fig 39. The variation in performance will lead to
systematic uncertainties in analyses where the diphoton mass resolutions plays a major role,
e.g., Higgs boson decays to diphotons.

3.2 Muon uncertainties

The uncertainty in muon reconstruction and identification efficiency in Run 2 analyses is esti-
mated to be 0.1-0.5% [13], depending on the pseudorapidity of the muon. The uncertainty in
the muon isolation variable is around ~0.5%. For the HL-LHC, we have examined the muon
reconstruction and identification efficiency as a function of PU collisions and find that it is fairly
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Figure 38: The difference between the Z — /¢ mass peak positions in data and simulation,
normalized by the nominal Z boson mass, obtained as a function of the pt and || of one of the
leptons, regardless of the second, for electrons (left) and muons (right). Taken from Ref [15].
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Figure 39: The single photon energy resolution as a function of pt and aging scenario, for
simulated photon gun samples with 200 PU. The photon energy is estimated using the sum of
the energy of the 15 most energetic crystals in the photon supercluster. Taken from Ref [7].
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Figure 40: The dimuon mass resolution as a function of || for B — up in Run 2 (blue) and
Phase-2 (red). Taken from Ref [6].

stable and robust against PU. With a larger data sample and the upgraded detector, the uncer-
tainty due to the background modeling may decrease, while the dependence of isolation on PU
may lead to increased systematic uncertainties. However, as for the other objects, the expected
improvements from the timing detectors are not included. Thus, the projected systematic un-
certainties in the muon reconstruction, identification, and isolation will remain the same as the
Run 2 uncertainties.

Figure 40 shows how the dimuon mass resolution improves with the upgraded tracker detector.
The uncertainty in the resolution is expected to be around 5% for muons with pr below 200 GeV,
and around 10-20% for TeV muons.

While the energy scale will continue to be determined with high precision, we currently assume
a value of 0.05%, similar to that in Run 2 (see Fig. 38 right).

3.3 Hadronic tau uncertainties

The uncertainty in hadronic tau 7, reconstruction, identification and isolation efficiency for
Run 2 analyses is determined to be 4-7% [13]. The main sources for this uncertainty are 7, sim-
ulation modeling, multiplicity of charged hadrons in hadronization of quark/gluon jets, and
tracking efficiencies, especially for low pr tracks. For the HL-LHC, the dominant uncertainty
due to low pr tracks is expected to improve significantly with the upgraded tracker. The effect
of PU on the isolation of the 7, will be challenging, and may possibly dominate the uncertainty.
Thus, we keep the same uncertainty as in Run 2 of ~5% per 7;,. As improvements may be
expected from further developments such as advanced machine learning for identification and
PU mitigation, for the analyses which have a high impact from this uncertainty, the result with
half the uncertainty, i.e., 2.5%, was also quoted.

The T, energy scale systematic uncertainty for Run 2 is around 1.5-3%, depending on #. This
uncertainty is dominated by theory modeling and detector effects. It is expected that advances
in methods may further reduce the uncertainty from in situ calibration of the T; energy scale.
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3.4 Flavor tagging uncertainties

The expected flavor tagging uncertainties have been derived by extrapolating the Run 2 per-
formance [16], taking into account new methods that may be used in the future, especially at
high pr and large 1. The projected uncertainty is shown in Fig. 41 and the details are discussed
below.

b jet tagging efficiency:

Measurements from the data in Run 2 rely on tt events and on multijet events with a muon from
semileptonic b hadron decay (muon-jet). Several methods are used for each event sample, and
their combination provides a reduction in the overall uncertainty. The tt methods are used for
measurements with a typical jet pr range from 30 to 300 GeV. The muon-jet methods provide
coverage of a broad pr range from 20 to about 1000 GeV in Run 2.

e Some systematic uncertainties are common, or partially common, in both sets of
methods: b quark fragmentation, branching fractions of b and c hadrons, jet energy
scale and resolution, and PU modeling.

e Some systematic uncertainties are specific to the tt methods: factorization and renor-
malization scales, modeling of the tt generator and simulation, physics background
yield, tagging of non-b jets, pTi*s modeling, and identification and isolation of lepton
from W boson decay.

e Some other systematic uncertainties are more specific to the muon-jet methods: frac-
tion of gluon splitting into b quark pairs, muon selection, calibration and contribu-
tion from non-b jets, b jet template, and request of another tagged b jet in the events
for some methods.

In the jet pr range of tt events, tt and muon-jet methods provide compatible b jet tagging effi-
ciencies, within a precision of 1%. The systematic uncertainty in Run 2 is 4-6% for a jet pr of
1000GeV. At the HL-LHC, although challenging, we assume that all systematic uncertainties
in the b jet tagging efficiency will be reduced by a factor of two, with the increased data sam-
ple. A parametrization of the overall uncertainty is derived as a function of the b jet p, with a
minimum set at 1% around 100 GeV.

c jet tagging efficiency: Measurements from the data in Run 2 [16] rely on single lepton tt
events and on W + c events.

e As for b jet tagging, some systematic uncertainties are common or partially common
in both methods: parton distribution function, factorization and renormalization
scales, b quark fragmentation, identification and isolation of leptons from W boson
decay;, jet energy scale and resolution, and PU modeling.

e Some systematic uncertainties are specific to the tt method: cross section of the sim-
ulated processes, integrated luminosity, and tagging of light flavor and b jets.

e Some other systematic uncertainties are specific to the W 4- c method: D — y branch-
ing fraction, soft muon requirement, number of tracks in the jet, background esti-

mate, and p'® modeling.

The overall systematic uncertainty in the c tagging efficiency is typically a factor two to three
larger for c jets than for b jets. As for b jets, we assume that the systematic uncertainties in the
b jet tagging efficiency will be reduced by a factor of two at the HL-LHC.

Misidentification probability of light flavor jets (mistag rate): The main systematic uncertain-
ties in the negative tag method are: the sign flip probability, which is significant for the loose
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Figure 41: The projected systematic uncertainty in flavor tagging efficiencies for the HL-LHC.
The uncertainty in b (c) tagging is shown on the left (right). The expected reduction in the
uncertainties compared to Run 2 is shown in the bottom row.

operation point and with jet pr < 100 GeV for the medium and tight operating points, and the
fraction of b and c jets in multijet events, which is significant for the medium and tight operat-
ing points with pr > 100 GeV. Other systematic uncertainties are due to the fraction of gluon
jets in the multijet sample, the contribution from K% and A decays, the secondary interactions
in the detector material, the fraction of mismeasured tracks, the event sample dependence, and
the PU modeling. The most significant systematic uncertainties can be directly estimated from
data measurements. We therefore assume that they will be reduced by a factor two at the HL-
LHC, leading to 5, 10, and 15% uncertainty for the operating points with 10, 1, and 0.1% mistag
rates, respectively.

3.5 Jet and missing transverse energy uncertainties

To extrapolate the uncertainties for the jet energy corrections (JEC), we examine the current
uncertainties from each of the individual sources of JEC for Run 2 [17], as shown in Fig. 42.
The absolute jet energy scale uncertainty scales with the statistical precision of the Z — upu+jet
samples and will benefit from updated methods to mitigate inefficiencies at low pr and at high
PU. Thus, we expect the absolute scale uncertainty to be reduced from its current value of
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Figure 42: The systematic uncertainty in the jet energy scale, as measured for Run 2. The indi-
vidual sources of the systematic uncertainty are shown together with the total uncertainty. The
total uncertainty is obtained by adding all uncertainties in quadrature. Taken from Ref. [17].

0.5% to 0.1-0.2%. The relative jet energy scale uncertainty and its pt dependence is expected
to improve due to better modeling of the ECAL response. In addition, the larger samples of
Z+jet and y+jet will also help to constrain the low pr jet response, leading to a reduction of the
uncertainties from 3 to 0.5% at high 7. The jet flavor dependence of the uncertainty is expected
to be reduced by a factor of two by modifying the current method to use a mixture of PYTHIA
and HERWIG [18] as the reference Monte Carlo generator. Further improvements are possible by
developing methods based on using data control samples. The component of the uncertainty
from PU is kept the same, as with updated techniques, we expect the effect of additional PU
could be mitigated. The two other components, “method and sample” and “time stability,” are
likely to be addressed through time-dependent simulation, and are not currently considered
for the HL-LHC projections. Furthermore, the total JEC uncertainty expected for the HL-LHC
is half of its value in Run 2 and approximately 1% or less for jets with pr > 30 GeV. For boosted
jets with a distance parameter of 0.8, the JEC systematic uncertainties scale similarly.

The systematic uncertainties in the W, Z, and Higgs boson jet tagging variables stay the same
as in Run 2.

The uncertainties in the jet energy scale resolution (JER) are currently dominated by the meth-
ods used to derive them and have the potential for large improvements. We expect to achieve
Run 1 performance at the HL-LHC, despite the harsher conditions, and hence we expect the
uncertainty to be half of the Run 2 values for HL-LHC analyses.

The piss systematic uncertainties are driven by the object scale and resolution uncertainties.
These systematic uncertainties are correlated with the high pr objects in the event and are
expected to scale accordingly. A large fraction of this uncertainty comes from the jets. The JEC
and JER uncertainties for each jet is propagated to the pM® uncertainty. The component of
the uncertainty from unclustered energy in the event is expected to be subdominant, and we

propose it to be 10% of the unclustered energy, using the same method as in Run 1.

3.6 Optimally achievable “floor” experimental uncertainties

Table 1 shows the achievable “floor” experimental systematic uncertainties. For some objects,
different values are given for different working points (WPs). The object identification (ID)
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Table 1: The “floor” systematic uncertainties for the HL-LHC.

Uncertainty Working point/ component Value
Electron ID All WPs, pr > 20 GeV 0.5%
ANl WPs, 10 < pr < 20GeV 2.5%
Photon ID 2%
Muon ID All WPs 0.5%
Tau ID All WPs 2.5%
Jet energy scale Total 1-2.5%
Absolute scale 0.1-0.2%
Relative scale 0.1-0.5%
PU 0-2%
Jet flavor 0.75%
Jet energy resolution 3-5% as a function of 7
b-tagging b jets (all WPs) 1%
cjets (all WPs) 2%
Light jets, loose WP 5%
Light jets, medium WP 10%
Light jets, tight WP 15%
Subjet b tagging 1%
Double ¢ tagging
prse Propagate jet energy
corrections uncertainties (must)
Propagate jet energy

resolution uncertainties (recommended)
Vary unclustered
energy by 10% (recommended)
Integrated luminosity 1%

includes isolation. The details of the choices in this table are explained below.

3.7 Extrapolation scenarios

In analyses using the full CMS Phase-2 detector simulation or the fast-simulation package
DELPHES [19] and an integrated luminosity at the HL-LHC of 3000fb !, the experimental
systematic uncertainties are the “floor” values as described above and summarized in Table 1.
No uncertainty is included for possible statistical limitations of Monte Carlo simulations.

For extrapolations from Run 2, the strategy of applying experimental uncertainties to HL-LHC
analyses closely follows the strategy used and documented in Ref. [20]. Three scenarios are
considered: “Run 2 uncertainty”, “YR18 uncertainty” and “Stat-Only”.

The “Run 2 uncertainty” scenario, which is referred to as “S1” in Ref. [20], is useful for direct
comparison with Run 2 analyses. As such, it is a sanity check. In this scenario, we assume that
detector performance stays approximately constant because the detector simulation advances
and operational experience may compensate for limitations such as increased PU and detector
aging. The experimental, theoretical, and integrated luminosity systematic uncertainties are
kept constant with integrated luminosity, while the statistical uncertainty of the data is scaled
with 1/+/L, where L is the integrated luminosity.

Another scenario is the “YR18 uncertainty” scenario, referred to as “S2” in Ref. [20]. This sce-
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nario reflects uncertainties that we consider achievable at the HL-LHC, from the current per-
spective. In this scenario, the statistical uncertainty and intrinsic detector limitations are treated
as in the Run 2 uncertainty scenario. Theory uncertainties, from both cross section normaliza-
tion and modeling, are scaled by a factor of 1/2. In extrapolations from Run 2, experimental
systematic uncertainties are scaled down from the Run 2 values by the square root of the inte-
grated luminosity until the “floor” values as described above and summarized in Table 1 are
reached.

The final scenario considered is the “Stat-Only” scenario. This statistical uncertainty-only sce-
nario indicates the ultimate precision limit, assuming no systematic uncertainties.

In all of the above scenarios, no uncertainty is included for possible statistical limitations of
Monte Carlo simulations.

4 Summary

The performance of the physics objects with Phase-2 upgrade of the CMS detector at the High-
Luminosity LHC with an average of 200 PU interactions has been collated in this note. Further-
more, the expected systematic uncertainties for the physics objects to be used by the physics
sensitivity studies and projections at the High-Luminosity LHC have been described.
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CMS Physics Analysis Summary

Contact: cms-phys-conveners-ftr@cern.ch 2018/12/14

High-pr jet measurements at the HL-LHC

The CMS Collaboration

Abstract

Processes containing jets with high transverse momenta are studied for the upgraded
CMS Phase-2 detector design at the High-Luminosity LHC assuming a center-of-mass
energy of 14 TeV and an integrated luminosity of 3 ab~!. The high luminosity allows
to fully exploit high transverse momentum jets (boosted jets) and to differentiate be-
tween various jet types. Inclusive jet production, the production of jets originating
from b or t quarks, as well as from W bosons are studied, with emphasis on the trans-
verse momentum spectrum of the jets and angular correlations between the two jets
with highest transverse momenta.
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1. Introduction 1

1 Introduction

The theory of quantum chromodynamics (QCD) is the underlying theory to describe interac-
tions among quarks and gluons, i.e., partons. Inclusive jet production is a QCD process that
allows to probe perturbative QCD calculations and the proton structure at the highest acces-
sible scales. With the expected integrated luminosity of 3 ab™! at the High Luminosity LHC
(HL-LHC) [1] the accessible range in transverse momentum pt can reach a few TeV, the highest
pt ever reached in a collider. A wide collection of inclusive jet measurements was carried out
at the LHC by the ATLAS and CMS collaborations at center-of-mass energies /s = 2.76 [2, 3],
7 TeV [4-8], 8 TeV [9,10] and 13 TeV [11, 12], and at lower /s by experiments at other hadron
colliders [13-17]. Measurements of inclusive jet cross sections are generally in agreement
with theoretical calculations at next-to-leading order (NLO), or at next-to-next-to-leading or-
der (NNLO) or NLO including resummation of next-to-leading logarithmic soft gluon terms.
The jet cross sections play a crucial role in the determination of parton density functions and
the strong coupling «s, especially at the highest scales.

The improved tracking and b tagging performance at the HL-LHC [18, 19] and jet substruc-
ture analysis techniques will allow to discriminate jets of different origin. In this document,
we study kinematic distributions of jets in inclusive jet production, as well as in final states
containing bottom quark (b), top quark (t) jets, and W boson jets. In addition to the cross sec-
tion as a function of the transverse momentum pr, angular correlations between the jets with
highest pr are investigated. Higher order QCD radiation affects the distribution of the angular
correlation, and especially the region where the jets are back-to-back in the transverse plane is
sensitive to multiple “soft” gluon contributions, treated by all-order resummation and parton
showers. This region is of particular interest since soft-gluon interference effects between the
initial and final state can be significant [20, 21]. The azimuthal correlations in tt production is
of particular interest because of color interference effects [22, 23].

In inclusive jet production at 13 TeV [11] jet transverse momenta of up to about 2 TeV were
reached. The main uncertainties in the high-pr (pr > 800 GeV) region come from the jet energy
calibration and statistical accuracy. Measurements of jets originating from b quarks are impor-
tant to investigate the heavy-flavor contribution to the total jet cross section and to study the
agreement of the measurement with available theoretical predictions. In particular, inclusive
b production is very sensitive to higher-order corrections and to parton showers. By exploit-
ing the long lifetime of the B hadrons produced by b quarks, one can identify b jets. Since
the b tagging algorithm strongly relies on the tracking information, only jets within the tracker
acceptance can be considered. Measurements of inclusive b jet cross sections were already per-
formed at the Tevatron [24, 25] and at HERA [26, 27]. They exhibited a large disagreement
between data and theory and helped to improve our understanding of the b quark production
and fragmentation. Measurements performed at /s = 7 TeV by the ATLAS [28, 29] and CMS
[30, 31] collaborations show a reasonable agreement with theoretical calculations.

In top quark production processes, t jets can be defined when the top quark decays hadronically
and all decay products can be clustered into a single jet. The production of W bosons is studied
in the high-pr region, where the W boson decays hadronically and are reconstructed as jets. We
apply jet substructure techniques [32] to discriminate the jets originating from top quarks and
W bosons from the QCD background. Measurements of t-jet cross sections were performed at
Vs = 8 TeV in Ref. [33] and at /s = 13 TeV in Refs. [34, 35] where jets with pt up to 1 TeV
were observed.

Angular correlations between the two leading pr jets and their dependency on the produc-
tion process are also investigated. The analysis technique is inspired by previous analyses on
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azimuthal correlations in high-pr dijet production [36, 37] .

With the luminosity expected at HL-LHC, measurements of cross sections of jet production can
reach transverse momenta of a few TeV with reasonable precision. The program of jet physics
will substantially profit from the HL-LHC data since higher scales can be reached and the
region of very low partonic momentum fractions x can be accessed, where the parton density
becomes large.

2 Analysis strategy

All results discussed in this note are based on PYTHIA 8 [38] with tune CUETP8M1 [39] sup-
plemented with the Delphes simulation [40] of the CMS Phase-2 detector, except the study of
boosted W bosons, where particle level distributions are presented. In inclusive jet and b jet
production, the size of the higher order corrections are estimated using the POWHEG generator
[41] and were found to be of the order of 20%. For tt jet production the size of the higher order
corrections can be even larger. For example, a 20% difference in the cross section will lead to a
difference of up to 10% in the predicted statistical uncertainty.

The higher luminosity at the HL-LHC will allow to extract jet energy corrections and b tagging
scale factors at high pt with much higher precision, leading to smaller systematic uncertainties.
The extended tracker coverage up to a pseudorapidity of |17| = 4, better tracking performance
and expected progress in machine learning (ML) techniques will especially improve the jet
flavor tagging based on jet substructure. With the extended tracker coverage, b jets can be
measured in the forward region, which is currently inaccessible.

However, even the jet energy calibration can benefit from these methods, for example in the
extraction of the flavor-dependent jet energy corrections. The analysis of inclusive jet produc-
tion can also benefit from the extended tracker coverage since jets reconstructed from particle-
flow [42—-44] objects incorporating tracks are typically much more precise than jets reconstructed
from only calorimeter objects. In Run 2 this was visible in both the size of jet energy resolu-
tion in the central and forward direction and in the uncertainties of the jet energy scale and
jet energy resolution corrections. Since the jet energy corrections are extracted from in-situ
measurements, such as dijet or y-jet final states, their precision is expected to improve with
increasing luminosity.

3 Systematic uncertainties

3.1 The b tagging at Phase-2 and related systematic uncertainties

Most of the presented studies rely on b tagging. The cross section of b jet production is about
3—4% of inclusive jet production cross section. In order to achieve sufficiently high purity of
the measured b-tagged jets, the light-flavor (udsg) tagging efficiency (referred to as mistagging
efficiency) must be as low as possible. For analyses presented in this note, the DeepCSV b
tagging algorithm [45] trained for the HL-LHC is used.

The b tagging efficiencies predicted by the simulation are slightly different compared to that
measured in data. To correct for this difference, so-called scale factors (SF) are introduced,
which are defined as the ratio between the b tagging efficiency in data and simulation. These
scale factors are obtained from measurements of b jet enhanced processes [45]. The efficiencies
of b tagging, c tagging and light-flavor tagging are corrected by the corresponding scale factors.
In this note, we assume that the b tagging scale factors are equal to one, but with uncertainties
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according to the ones obtained in Ref. [46].

In our studies we use a tight working point, defined by a light-flavor (udsg) mistag rate of 0.1%
(for a medium working point, the mistag rate is 1 %, leading to a much higher background con-
tribution). The expected uncertainty of the b tagging scale factor is 15% [46] as shown in Fig. 1.
The b tagging uncertainty grows towards higher pr, since it is more difficult to reconstruct a
secondary vertex as the tracks become nearly collinear. An overview of the systematic uncer-
tainties in b tagging is given in Table 1, more details are given in Ref. [46].
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Figure 1: Expected b- tagging scale factor uncertainties as a function of jet pr for the tight
working point [46].

Table 1: The b tagging scale factor (SF) uncertainties for several pt values [46]. The scale factor
uncertainties for jets with R = 0.4 and R = 0.8 are assumed to be identical.

pr [GeV] | 100 | 500 | 2000 |
b tagging SF unc. 1% | 2% | 6%
c tagging SF unc. 3% | 7% | 20%

light-flavor tagging SF unc. | 15% | 15% | 15%

The tagging efficiencies, as obtained from the Delphes simulation, and the related flavor com-
position of the b-tagged sample of inclusive jets are shown in Fig. 2.

Figure 2 (left) shows the tagging efficiencies as a function of the jet pr. The b tagging efficiency
decreases from ~ 70% at pt = 100 GeV to about 20% at pr = 1 TeV, which leads to a larger
light-flavor contamination of the b-tagged sample as shown in Fig. 2 (right). Jets containing
charm hadrons have similar properties as jets with a B hadron, e.g., the presence of a displaced
vertex, and there is a non-negligible probability to misidentify a c jet as a b jet. This probability
is rather constant as a function of pr, as shown in Fig. 2 (right).

To evaluate the expected systematic uncertainties from b tagging, we assume, for simplicity,
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Figure 2: Predicted b-tagging efficiencies with the tight working point for jets with R = 0.4
(left). Predicted flavor composition of the b-tagged sample (right).

that only the b-tagged events are used to obtain the cross section:

U.gata

data __ tag MC

0y = 4 0y (1)
btag

where Ugata’MC is the b jet cross section in the data and Monte Carlo simulation (MC), respec-

tively. The cross section of b-tagged jet production in the MC simulation ‘TﬁAtan

as:

can be calculated

MC _ _MC MC MC
Ubtag =0, € +0; €+07 €, (2)

where €, are the probabilities that b jet, c jet or light-flavor jet is b tagged and o} are the b
jets, c jets and light-flavor jet cross sections in the Monte Carlo simulation.

In Eq. (1), the background from wrongly tagged b jets is implicitly subtracted. This background
fraction increases the resulting statistical uncertainty of the true level cross section:

g_ w/Nb‘f‘Nbg 3)

o Nh

where N is the number of events with tagged b jets, i.e., the signal, and N, is the number of
events in which other flavors were mistagged, i.e., the background.

In the calculation of the resulting systematic uncertainty of the predicted cross section, the
b tagging and c tagging SF uncertainties are assumed to be correlated (as treated in Run 2),
whereas light flavor tagging is taken as uncorrelated with the other two.

The expected uncertainty of the inclusive b jet cross section as a function of pr shown in Fig. 3.
The uncertainty coming from the uncertainty of the light-flavor and heavy-flavor SF varies
between 2% at low pr and 10% at large pt. The b tagging systematic uncertainty is dominated
by the b+c SF uncertainty in the high-pr region.

The b tagging performance is also crucial for top quark tagging, since a b-tagged subjet is
required (Section 4.4). The b tagging performance of jets with larger cone size is comparable
to one of the jets with R = 0.4. It is important to mention that (in case of dijet production)
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Figure 3: Expected b-tagging systematic uncertainty of the inclusive b-jet cross section.

requiring one jet to be b tagged increases the probability that the other jet is also tagged and
the background contamination is lower compared to inclusive jet production.

The model uncertainty of the b tagging is related to differences in jet flavor composition in MC
and data. This can affect the predicted amount of background from c and light flavors and,
consequently, the measured particle-level cross section. To evaluate this model dependence,
the flavor composition in PYTHIA 8 and in HERWIG ++ was compared in Ref. [45]. The flavor
fractions b/c were found to differ maximally by 20% and this value is considered as a model
uncertainty (as indicated in Fig. 3). The amount of light-flavor jets is well constrained by the
inclusive jet cross section and, therefore, no model dependence is considered.

3.2 Other sources of systematic uncertainties

In addition to the uncertainties from b tagging, the uncertainties related to the jet energy cali-
bration can significantly contribute. Based on previous experience [47], they can be about 1-2%
within the tracker acceptance, where the 2% value is expected at lower pr mainly due to the
uncertainty introduced by the subtraction of effects from additional proton-proton collisions
(pileup). In the high-pr region the dominant component in the jet energy scale uncertainty
(JES) is due to the jet flavor dependence of the detector response, which is slightly different for
quark- and gluon-induced jets. A 1% shift in the energy calibration leads to about 5% change
of the cross section do/dpr if the cross section falls as « p3°.

The uncertainty in the measured integrated luminosity is assumed to be 1%.
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4 Results

4.1 Inclusive jet production

The inclusive jet cross section at particle level, without any flavor requirement, is shown as a
function of pr for a rapidity range of |y| < 0.5 in Fig. 4 (left). The statistical uncertainty, visible
in the ratio, corresponds to an integrated luminosity of 3 ab™!. The systematic uncertainty
(shown as the grey band) is dominated by the jet energy scale uncertainty (JEC). Also shown is
the expected inclusive jet cross section at /s = 13 TeV with uncertainties corresponding to an
integrated luminosity of 150 fb™'.
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Figure 4: Comparison of the 13 TeV and 14 TeV cross sections for inclusive jet (left) and inclusive
b jet (right) production at particle level as a function of py in |y| < 0.5. The lower panel shows
the ratio to the jet cross section at 14 TeV. The uncertainties in the ratio represent the expected
statistical uncertainty assuming 150 fb~'and 3 ab}, respectively. The systematic uncertainty
is shown for 14 TeV and is dominated by the jet energy scale uncertainty for inclusive jet pro-
duction, and by the jet energy scale uncertainty and by the uncertainties from b tagging for the
inclusive b jets.

Compared to Run 2 measurements at /s = 13 TeV the increase of the center-of-mass energy
leads to about twice larger cross section at highest pr. Taking into account the much higher
luminosity and the higher cross section, the statistical uncertainty is expected to be around six
times smaller, compared to the analysis of the Run 2 data. A measurement of the inclusive jet
cross section up to pr ~ 4 TeV can be performed with about 10 events above this threshold.

4.2 Inclusive b jet production

In Fig. 4 (right), the inclusive b jet cross section at particle level as a function of pr for |y| < 0.5
is shown. The statistical uncertainty corresponds to an integrated luminosity of 3 ab~!, where
the b tagging efficiency, as described in Section 3.1, is included. The systematic uncertainty of
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around 5% in the low-pt region rising to around 10% at high-pr includes uncertainties from
jet energy scale calibration as well as uncertainties from b tagging. For comparison, also the
expected cross section at 13 TeV with uncertainties corresponding to an integrated luminosity
of 150 fb~! is shown. Compared to Run 2 measurements at /s = 13TeV, the increase of the
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Figure 5: Fraction of b jets containing both a B and a B hadron as a function of the jet pr.

center-of-mass energy leads to about twice larger cross section at largest pr. A measurement
of the inclusive b jet cross section can reach transverse momenta of pt ~ 3TeV with about
30 events above this threshold, where the details depend crucially on the b tagging perfor-
mance at highest pt (the b tagging SF uncertainties were derived only up to 2 TeV [46] and the
uncertainty is expected to increase with pr).

In the high-pr region, the mass of the b quark becomes negligible with respect to the jet mo-
mentum. This leads to a high probability that the b quark is not only produced in the hard
subprocess, but also during further QCD radiation, simulated with a parton shower. In such
cases, a pair of B hadrons inside the b jet can be observed, where one consists of a b quark, and
the second of a b quark. The fraction of such jets as a function of pr, as predicted by PYTHIA 8,
is shown in Fig. 5.

4.3 High-pt bb jets

The angular correlations A¢ = |¢p2 — ¢1| and |Ay| = |y2 — y1| between the two leading pr jets
are studied. The flavor dependence of the angular correlations are investigated by selecting
dijet events with at least one or two b-jets. The leading jet pr must satisfy 400 < pt < 800 GeV
or pr > 1600 GeV while the subleading jet is required to be above 200 GeV. The event selection
follows closely the Run 1 and Run 2 measurements [36, 48, 49].

The angular resolution is found to be 0.07 rad for |A¢|, obtained from the Delphes simulation
(and consistent with the resolution found in Run 2 [36]). The resolution in |y| has a similar size.
The systematic uncertainties are treated as in the previous section and are dominated by the jet
energy scale and b tagging scale factors uncertainties.

In Fig. 6, the particle-level cross section as a function of A¢ is shown. The statistical uncer-
tainty corresponds to an integrated luminosity of 3 ab~! including b tagging as described in
Section 3.1. The systematic uncertainty includes uncertainties from jet energy scale calibration
as well as uncertainties from b tagging. It is around 5% in the low-pt region and rises to 10%
at high pr.
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Figure 6: Distribution of the azimuthal correlation A¢ between two leading jets at the particle
level for leading jet pr between 400 GeV and 800 GeV (left) and above 1600 GeV (right). The
uncertainties represent the expected statistical uncertainty assuming 3 ab~!. The systematic
uncertainty includes the jet energy scale uncertainty (JEC) and uncertainties from b tagging.

The shape of the A¢ distribution of inclusive dijet production differs from the one of bb jet
production. When both leading jets are required to be b jets, the dominant production channel
is g¢ — bb. Since the gluons in the initial state radiate more than quarks, the pr of the bb
system is expected to be higher and, consequently, the jets are more decorrelated in A¢. At
larger pt (pr > 1600 GeV) this effect becomes less visible, also because of the restricted range
in A¢ due to statistics. There is no apparent difference between single b jet production and the
inclusive cross section. The figures in this section include the ratio with respect to the jet+jet
differential cross section (the relative uncertainties shown in the lower panel correspond the
statistical and systematic uncertainties of the production cross sections) to visualize the size of
the uncertainties and the difference in shape.

In Fig. 7 the particle-level cross section as a function of |Ay| is shown, with statistical uncertain-
ties corresponding to an integrated luminosity of 3 ab™! including b tagging as described in
Section 3.1. Larger differences between the cross sections of different flavors can be seen, where
the b jets are preferably produced in the central region. The main reason for this observation is
the suppression of the b quark density in the proton with respect to the light flavors at high x.
In Run 2 similar distributions were studied for inclusive dijet production [37].

In conclusion, different regions in rapidity and A¢ are sensitive to the different parton-level
processes and thus can provide constraints on the parton densities, especially when the jet
flavor is measured.
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Figure 7: Distribution of the rapidity difference |Ay| between two leading jets at the particle
level for leading jet pr between 400 GeV and 800 GeV (left) and above 1600 GeV (right). The
uncertainties represent the expected statistical uncertainty assuming 3 ab~!. The systematic
uncertainty includes the jet energy scale uncertainty (JEC) and uncertainties from b tagging.

4.4 High-p tt-jets

Jets originating from t quarks provide further information on the flavor dependence of QCD
cross sections. The tjets are defined in the fully hadronic decay mode, where the t quark decays
into a W boson and a b quark with the W boson decaying hadronically. The measurement can
be efficiently performed in the boosted region, with jet pt > 400 GeV. In contrast to the
inclusive and b jet measurements, a jet radius of R = 0.8 is used to ensure all decay products
are clustered into one jet. We use a particle level definition for the t jet, i.e., the jet must contain
a B hadron as well as two subjets, where the subjet with largest pr must have a mass of 50 <
Msubjet < 150 GeV and can be identified as a W boson candidate. The subjets are found by
applying the soft-drop algorithm [50] which also suppresses the contribution from soft partons,
as well as from underlying event and (at detector level) pileup.

Of particular interest are the azimuthal correlations between tt jets in the back-to-back region in
the transverse plane, as they might be subject to significant corrections due to color correlations
between initial- and final-state soft gluons [22, 23].

Top quark jets can be distinguished from the dominant background of QCD multijets through
substructure techniques at the detector level: the soft-drop algorithm (with z.yt = 0.1 and g =
0) is applied to remove the contribution from soft partons [50]. The soft-drop mass is required to
be around the top quark mass and the N-subjettiness variables Ty are used to suppress the QCD
background [51]. Since the b quark should be present in the jet, the b tagging technique can be
used to further suppress QCD background. Only leading and subleading jets with pt > 400
GeV and |y7| < 2.5, mgp > 105 GeV, and 13/ < 0.68 together with a b tag (with tight working
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10

point) are kept as ttjets candidates at the detector level. These selection criteria are based on the
experience from Run 2 analyses [33], giving confidence on good signal selection and significant
background rejection.

In Fig. 8 (left), the particle level cross section for tt jets is shown as a function of the leading jet
transverse momentum. The statistical uncertainties correspond to an integrated luminosity of
3 ab ™! including efficiencies for selecting t jets at the detector level. The efficiency for selecting
tt jets ranges from 25 % at pt ~ 500 GeV to about 5 % at py > 1.5 TeV, as obtained from the
Delphes simulation. Systematic uncertainties originate from b tagging, jet energy scale, and the
uncertainty related to the jet substructure, i.e., to the jet mass scale and the jet mass resolution.
Both of them affect the shape of the mgp distribution. Based on the analyses from Run 2, the jet
mass scale uncertainty in the barrel region is around 1% and the jet mass resolution uncertainty
is around 10%.
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Figure 8: The cross section at particle level as a function of the leading-jet pr in tt events (left),
and as a function of A¢ between the two leading tt jets (right). The statistical uncertainties
correspond to an integrated luminosity of 3 ab™ !, including efficiencies from the selection of t
jets at detector level. The systematic uncertainties are described in the main text.

In Fig. 8 (right), the azimuthal correlation for tt jets is shown for various ranges of the leading
jet pr. The uncertainties are obtained in the same way as for Fig. 8 (left). The efficiency for
selecting tt jets ranges from 10% at small A¢ to about 20% at A¢ ~ 7, as obtained from the
Delphes simulation.

4.5 W boson production at large pt

Jets originating from hadronic decays of W and Z bosons form also a contribution to inclu-
sive jet cross sections. For simplicity, we consider here only W boson production which has a
hadronic branching fraction of ~70%. As in the case of the t jet, jets with a radius of R = 0.8
have to be considered to ensure that all decay products of the W boson are included in the jet.
Of particular interest are again the azimuthal correlations between a highly boosted, high-pr
W boson decaying hadronically and the recoiling jet. The kinematic situation is very similar as
in the case of tt jets, with the difference that the jet from the hadronically decaying vector boson
has no color connection to the initial-state partons, and thus the azimuthal correlation does not
suffer from color correlations between initial and final-state partons.
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The W boson jets are identified by anti-kt jets with R = 0.8, where the hadronic decay products
of the W boson are fully contained inside the jet. The major background is coming from the
QCD multijets. To suppress this background, the soft-drop mass of the jet is required to be close
to the W mass, namely 65 < mgp < 105 GeV. The particle-level cross section as a function of
the pr of the W boson candidates of W+jet events where the W boson jet is required to have a
pr > 400 GeV and || < 2.5 is shown in Fig. 9 (left). In Fig. 9 (right) the azimuthal correlation
between the jet originating from the W boson and the recoil jet is shown for several intervals of
the W boson transverse momentum. The statistical uncertainties do not include any correction
from efficiencies, since the background from QCD processes is large and would need further
studies.

One of the interesting features of this process is the absence of color connection between the W
boson jet and the initial and/or final state, in contrast to dijets or tt jets.
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Figure 9: The cross section as a function of pr for hadronically decaying W bosons (left), and
as a function of A¢ between the jet originating from the W boson and the recoil jet (right). The
statistical uncertainties do not include selection efficiencies.

4.6 Overview of the jet measurements

In Fig. 10 we show a comparison of the jet cross sections as a function of pr and as a function
of A¢ for the different processes discussed above. For comparison, here all use R = 0.8. In
Fig. 10 (left) the inclusive b jet cross section is shown (for comparison with the inclusive jet cross
section), while in Fig. 10 (right) the two-b-jet cross section is shown. Except for the cross section
for W production, the statistical uncertainties shown correspond to an integrated luminosity of
3 ab ™! including efficiencies due to b tagging and selection at the detector level, estimated from
the Delphes simulation.

It can be seen that the shapes of the pr spectra are comparable but in the normalization the
tt cross section is about ten thousand times smaller than the inclusive jet cross section. The
ratio to the inclusive dijet cross section as a function of A¢ illustrates the differences in shape of
the A¢ distribution of the different processes (all processes are normalized at A¢ = ), which
depend on the partonic configuration of the initial state.
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Figure 10: The overview of the particle-level differential jet cross sections (with R = 0.8) as a
function of pr (left) and A¢ (right) for various processes. In the left plot the inclusive b jet cross
section is shown (for comparison with the inclusive jet cross section), while for A¢ the two-b-jet
cross section is shown. For the ratio the normalization is fixed arbitrarily at A¢ = 7. The cross
section of W production does not include statistical uncertainties corrected for efficiencies and
background subtraction.

5 Conclusion

We have determined the expected reach in pt for inclusive jets and b jets at the HL-LHC. The
HL-LHC data will allow to probe the proton structure and perturbative QCD in general at the
highest ever achieved scales. The inclusive b jet production is a process, which can be identified
with high accuracy. We show that at high pr, the b jets are more and more affected by gluon
splitting.

The angular correlation between the two leading pr jets is evaluated as a function of the A¢
and |Ay| variables. It is demonstrated that these variables together with the possible b-jet re-
quirement enhance the sensitivity to the different partonic content of the proton. The studies
are complemented with a particle-level study of boosted W+jet events. The angular correlation
variables are sensitive to perturbative soft-gluon radiation and are important for calculations
involving soft gluon resummation.

The boosted tt cross section in the high pr region is studied, where even the top quark mass
becomes negligible. Consequently, the top quark pair is produced at a rate comparable to that
of light quarks. However, the prominent process at high pr is the quark-quark scattering which
makes the top quark pair production still suppressed, as the probability to produce top quarks
within the QCD evolution (in the shower) is low. This is in contrast to the case of b quarks,
which at high pr typically are produced within the QCD evolution, i.e., in the initial-state
shower.

With an integrated luminosity of 3 ab™!, inclusive jet cross section measurements can reach
a pr ~ 4 TeV, inclusive b jet measurements can reach a pt ~ 3 TeV, jets originating from
hadronic top quarks can reach a pr ~ 2TeV, and boosted hadronically decaying W bosons can
access the region of pt ~ 2.5 TeV.
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In this note prospects for the measurement of the inclusive jet, dijet, inclusive prompt photon
and photon-+jet production cross sections in proton-proton collisions at 14 and 27 TeV are
presented. Double differential predictions for the inclusive jet cross sections as a function of
the absolute jet rapidity and jet transverse momentum and the dijet spectrum as a function
of half the absolute rapidity separation between the two highest transverse momentum jets
and the invariant mass of these two jets are evaluated. Relevant uncertainties, including
the individual contributions to the jet energy scale uncertainty, are calculated for jets with
pr > 100 GeV within jet rapidity |y| < 3. Expectations for inclusive isolated photons are
presented in terms of cross sections differentially in photon transverse energy in different
ranges of photon pseudorapidity. Estimations for photon+jet events are described in terms
of distributions in photon transverse energy, jet transverse momentum, invariant mass of the
photon+jet system and | cos 6*|. The study covers the region of photon transverse energies
above 400 GeV and jet transverse momenta in excess of 300 GeV. A good understanding of
these processes is of relevance for searches for new phenomena beyond the Standard Model.
The sensitivity of these processes to the parton distribution functions in the proton is also
shown.
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1 Introduction

Precise measurements of jet and photon production cross sections are crucial in understanding physics at
hadron colliders. Inclusive jet production (p + p — jet + X) cross sections, dijet production (p + p —
jet+jet+ X) cross sections as well as inclusive photon production (p+ p — y + X) cross sections and cross
sections for associated photon and jet production (p+p — vy +jet+ X) provide valuable information about
the strong coupling constant (@) and the parton density functions (PDFs) of the proton. Furthermore,
events with jets and photons in the final-state represent a background to many other processes at the Large
Hadron Collider (LHC) [1]. A good understanding of the photon and jet production processes is therefore
relevant in many searches for new physics.

The LHC provided pp collisions at centre-of-mass energies /s = 7,8 and 13 TeV and delivered more than
385 fb~! to the ALICE, ATLAS, CMS and LHCb experiments during the Run-1 and Run-2 data-taking
periods. The high-luminosity phase of the Large Hadron Collider (HL-LHC) is expected to start in 2026
with pp collisions at 4/s = 14 TeV and will deliver a total integrated luminosity of about 6000 fb~! to all
experiments. The High-Energy LHC (HE-LHC) is expected to use the existing LHC tunnel and provide
pp collisions at 4/s = 27 TeV to collect more than 15000 fb~! of data over 20 years of operation.

Production of jets and photons in pp collisions are among the processes directly testing the smallest exper-
imentally accessible space-time distances. Next-to-leading-order (NLO) perturbative QCD calculations
[2, 3] give quantitative predictions of the jet production cross sections. Progress in next-to-next-to-
leading-order (NNLO) QCD calculations has been made recently [4-6]. As fixed-order QCD calculations
only make predictions for the quarks and gluons associated with the short-distance scattering process,
corrections for the fragmentation of these partons to particles need to be evaluated.

The production of prompt photons inclusively and in association with at least one jet in pp collisions
provides a testing ground for perturbative QCD with a hard colourless probe. All photons produced in
pp collisions that are not from hadron decays are considered as “prompt”. Two processes contribute
to prompt-photon production: the direct process, in which the photon originates directly from the hard
interaction, and the fragmentation process, in which the photon is emitted in the fragmentation of a high
transverse momentum parton [7, 8].

Measurements of the cross sections for inclusive isolated-photon production and associated photon and
jet production at the highest photon transverse energies (E%) and jet transverse momenta (pJTet) as well as
jet production at highest jet transverse momentum and dijet invariant mass allow for tests of the Standard
Model predictions in a regime beyond what has been explored so far. They represent a wealth of data to test
the fixed order calculations as well as investigate novel approaches to the description of parton radiation
and evaluate the importance of electroweak corrections in pure QCD production processes calculations.
In addition, since the dominant photon production mechanism in pp collisions at the LHC proceeds via
the gg — g7y channel and the jet production goes via gg and gg scatterings (with gg channel providing
a large contribution in the high-pt range), those measurements are sensitive to the gluon density in the
proton [9-12]. Furthermore, those measurements validate the modelling used for background studies in
searches for physics beyond the Standard Model that involve photons and jets, such as the search for new
phenomena in final states with a photon and a jet [13, 14].

The dynamics of the underlying photon+jet production processes in 2 — 2 hard collinear scattering can
be investigated using the variable 6%, where cos * = tanh(Ay/2) and Ay is the difference between the
rapidities of the two final-state particles. The variable 6* coincides with the scattering polar angle in the
centre-of-mass frame for collinear scattering of massless particles, and its distribution is sensitive to the
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spin of the exchanged particle. The distribution of the invariant mass of the leading photon and the leading
jet (m?7°) is also used to study the event dynamics since it is predicted in QCD to be monotonically
decreasing for increasing values of m” 71 in the absence of resonances that decay into a photon and a
jet.

Prospects are presented for prompt photon and jet production in pp collisions at v/s = 14 TeV and
Vs = 27 TeV in terms of cross sections for inclusive isolated photons and for photon-jet events as well as
inclusive jet and dijet production cross sections. For inclusive isolated photons, expectations for the cross
section differentially in E% in different ranges in photon pseudorapidity ()" are presented. For photon-+jet

events, estimations for the cross section differentially in EY, pjTet, cos 6" and m” et are presented. The
jet production study is presented in terms of double differential cross sections for inclusive jet transverse
momentum and the dijet system mass binned in jet rapidity and half absolute rapidity difference between
the two leading jets, respectively. The upper-end reach of the energetic observables, such as EZ, Tet,
m? 71 and m;j, is determined and the extension with respect to the latest measurements by the ATLAS
Collaboration is emphasized [15-17].

In addition, this note presents a study of the uncertainties in the inclusive jet cross sections related to the
uncertainties in the measurement of the jet energies in proton-proton collisions at v/s = 14 TeV for jets
with pr > 100 GeV and within |y| < 3.

2 The ATLAS detector and the High-Luminosity and High-Energy LHC

The ATLAS experiment [18] at the LHC is a multi-purpose particle detector with a forward-backward
symmetric cylindrical geometry and a near 4z coverage in solid angle. It consists of an inner tracking de-
tector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range || < 2.5. It consists of silicon pixel, silicon micro-strip, and transition radiation tracking detectors.
Lead/liquid-argon (L Ar) sampling calorimeters provide electromagnetic (EM) energy measurements with
high granularity. A hadron (steel/scintillator-tile) calorimeter covers the central pseudorapidity range
(In| < 1.7). The end-cap and forward regions are instrumented with LAr calorimeters for both EM and
hadronic energy measurements up to || = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large air-core toroidal superconducting magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes
a system of precision tracking chambers and fast detectors for triggering. A two-level trigger system,
custom hardware followed by a software-based level, is used for online event selection and to reduce the
event rate to about 1 kHz for offline reconstruction and storage.

The HL-LHC will operate at an instantaneous luminosity up to 7.5 x 103 cm™2s~! that corresponds to
an average number of inelastic proton-proton collisions per bunch-crossing (u) of 200. The HL-LHC
conditions will demand a performance from the ATLAS detector that is well beyond the original design.
An upgrade of all major ATLAS sub-detectors is needed before the start of this new phase to cope with

the high-radiation environment and the large increase in pileup. The new Inner Tracker (ITk) [19, 20] will

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis.
The pseudorapidity is defined in terms of the polar angle 6 as n = —Intan(6/2). Angular distance is measured in units of

AR = +(An)? + (A¢)2.
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extend the ATLAS tracking capabilities to pseudorapidity || < 4.0. The upgraded Muon Spectrometer
[21] with a forward muon tagger included will also provide lepton identification capabilities to || < 4.0.
The new high granularity timing detector (HGTD) [22] designed to mitigate the pileup effects is foreseen
in the forward region of 2.4 < |5| < 4.0. The electronics of both LAr [23] and Tile [24] calorimeters will
be upgraded to cope with longer latencies needed by the trigger system at such harsh pileup conditions.
An upgraded TDAQ system [25] based on a hardware trigger with a maximum rate of 1 MHz and 10 ms
latency and software-based reconstruction will send event data into storage at up to 10 kHz rate. A study
of the expected performance of the upgraded ATLAS detector at the HL-LHC is reported in Ref. [26].

The HE-LHC target luminosity is 2.5x 103 cm~'s~!. The HE-LHC will employ the dipole magnets with a
field of 16 T developed in the framework of the Future Circular Collider project [27]. The HE-LHC could
accommodate two high-luminosity interaction-points at the locations of the ATLAS and CMS experiments
[28]. It will allow to study new physics scenarios beyond the reach of the 14 TeV collider.

3 Analysis

3.1 Photon Analysis

The study of photon production is done via the analysis of inclusive isolated photons and that of photon
production in association with at least one jet. In both analyses the photon is required to have a transverse
energy in excess of 400 GeV and the pseudorapidity to lie in the range |”| < 2.37 excluding the region
1.37 < |n”| < 1.56. The photon is required to be isolated by imposing an upper limit on the amount of
transverse energy inside a cone of size AR = 0.4 in the n—¢ plane around the photon, excluding the photon

: . iso iso
itself: EF° < ET’maX.

In the inclusive photon analysis, the goal is the measurement of the differential cross section as a function
of E% in four regions of the photon pseudorapidity: |7| < 0.6,0.6 < |57| < 1.37,1.56 < |”| < 1.81 and
1.81 < |n”| < 2.37. Photon isolation is enforced by requiring EiTS" <42-1073- E% + 4.8 GeV.

In the photon+jet analysis, jets are reconstructed using the anti-k; algorithm [29] with a radius parameter
R = 0.4. Jets overlapping with the photon are not considered if the jet axis lies within a cone of size
AR = 0.8 from the photon. The leading jet is required to have transverse momentum above 300 GeV
and rapidity in the range | y¢| < 2.37. No additional condition is used for the differential cross sections
as functions of E}/ and pjft For the differential cross sections as functions of the invariant mass of the
photon+ijet system and | cos #*|, additional constraints are imposed: m» 7 > 1.45 TeV, | cos 6*| < 0.83
and |77 + y/®| < 2.37. These additional constraints are imposed to remove the bias due to the rapidity
and transverse-momentum requirements on the photon and the leading jet [30, 31]. Photon isolation is
enforced by requiring EiTSO <42-1073- E% + 10 GeV.

The yields of inclusive isolated photons and of photon+jet events are estimated using the program
JerpHOX 1.3.1_2[32, 33]. This program includes a full next-to-leading-order QCD calculation of both the
direct-photon and fragmentation contributions to the cross sections for the pp — y+Xand pp — y+jet+X
reactions. The number of massless quark flavours is set to five. The renormalisation (ur), factorisation
(ur) and fragmentation (uy) scales are chosen to be ur = ur = pr = E}/ . The calculations are performed
using the MMHT2014 [34] parameterisations of the proton parton distribution functions (PDFs) and the
BFG set II of parton-to-photon fragmentation functions at NLO [35]. Predictions are also obtained with
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other PDF sets, namely CT14 [36], HERAPDF2.0 [37], NNPDF3.0 [38] and PDFALHC HL-LHC [39].
The strong coupling constant a(myz) is set to the value assumed in the fit to determine the PDFs.

The reliability of the estimated yields using the program JETPHOX is supported by the high purity of the
signal photons and the fact that the NLO QCD predictions describe adequately the measurements of these
processes using pp collisions at /s = 13 TeV [15, 16].

3.2 Jet Analysis
3.2.1 Experimental analysis

Jets are reconstructed using the anti-k; algorithm with distance parameter R = 0.4 as implemented in
the FastJet software package [40]. Jets are calibrated following the procedure described in [41]. The
four momenta of the jets are recalculated to originate from the hard-scatter vertex rather than from the
centre of the detector. The jet energy is corrected for the effect of pile-up using jet area-based correction
together with residual number of primary vertices (Npy)- and (u)-dependent correction as described in
[42]. In addition, a jet energy- and n-dependent correction is applied. It is derived from Monte Carlo
(MC) simulation and is designed to lead to agreement in energy and direction between reconstructed jets
and particle jets on average. Further jet calibration steps applied in Run-2 measurements, namely the
Global Sequential Calibration (GSC) [43] and the in situ calibration [41] are not derived and used in the
current study. The GSC reduces effects from fluctuations in the composition of particles forming a jet
and fluctuations in the hadronic shower caused by interactions of the hadrons with dead material in the
calorimeter. An in situ correction is applied on data to remove residual differences in energy response
between data and MC simulation evaluated using techniques where the pt of the jet is balanced against
well-measured objects, for example in photon+jet and Z-boson+jet events.

The total jet energy scale (JES) uncertainty in Run-2 measurements is compiled from 88 sources that all
need to be propagated through the analysis in order to correctly account for uncertainty correlations in the
jet calibration.

A reduced set of uncertainty components (nuisance parameters) is derived from eigenvectors and eigen-
values of the diagonalised total JES covariance matrix on the jet-level. The globally reduced configuration
with 19 nuisance parameters (NPs) is used in this study. Eight NPs coming from the in situ techniques are
related to the detector description, physics modelling and measurements of the Z/y energies in ATLAS
calorimeters. Three describe the physics modelling and the statistics of the dijet MC sample and the
non-closure of the method, used to derive the n-intercalibration [41]. The single-hadron response studies
[44] are used to describe the JES uncertainty in the high-pr jet regions, where the in situ studies have
limited statistics. Four NPs are due to the pile-up corrections of the jet kinematics, that take into account
mis-modelling of Npy and {u) distributions, dependence of the average energy density, p, on the pileup
activity in a given event, p-topology, and the residual pr dependence. Finally, two uncertainty components
take into account the difference in the calorimeter response to the quark- and gluon-initiated jets (flavour
response) and the jet flavour composition, and one uncertainty in the correction for the energy leakage
beyond the calorimeter, the “punch-through* effect.

In order to estimate the precision in the jet cross section measurements at the HL-LHC three scenarios of
possible uncertainties in the jet energy scale calibration are defined.
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In all three scenarios, the high-pt uncertainty, the punch-through uncertainty and the flavour composition
uncertainty are considered to be negligible. The JES uncertainty in the high-pt range will be accessed
using the multi-jet balance (MJB) method, rather than single hadron response measurements, since
the high statistics at the HL-LHC will allow precision JES measurements in the high-pt region. Flavour
composition and flavour response uncertainties are driven by the MC generator differences. With advances
in the MC models and tuning of their parameters these uncertainties could be significantly reduced.
The flavour composition uncertainty is therefore ignored to study the maximal impact of the expected
improvements on the modelling of parton showers and hadronisation on precision jet energy measurements.
The flavour response uncertainties are kept at the same value as in Run-2 or reduced by a factor of two in
conservative and optimistic scenarios, respectively.

The pile-up uncertainties, except the p-topology uncertainty, are considered to be negligible. Current
small uncertainties in the JES due to mis-modelling of Npy and (u) distributions and the residual pr
dependence lead to very small uncertainties at the HL-LHC conditions. With the advances of new pile-up
rejection techniques the p-topology uncertainty could be maintained at a level comparable to the one in
Run-2 or reduced by a factor of two. This is addressed in conservative and optimistic scenarios.

Since the Run-2 jet energy resolution (JER) uncertainty estimation is conservative, the final Run-2 JER
uncertainty is expected (based on Run-1 experience) to be about twice as small as the current one.
Therefore, the JER uncertainty is estimated to be half of that in Run-2.

The rest of uncertainty sources are fixed in different scenarios as follows:

¢ Conservative scenario:

— All in situ components are kept at the same value as in Run-2, except the uncertainties related
to the photon energy measurement in the high-Et range and the MJB method uncertainties.
These uncertainties are reduced by a factor of two, since they are expected to be improved at
the HL-LHC.

— MC modelling uncertainty in the n-intercalibration is reduced by a factor of two while the
other two are neglected. Currently, MC modelling uncertainty is derived by comparison of
leading-order (LO) pQCD generators. In future, with advances in MC generators development,
this uncertainty is expected to be reduced.

— Flavour response uncertainty is set to the Run-2 value;
— p-topology uncertainty is unchanged compared to Run-2 results;
* Optimistic scenario:
— All in situ components are treated identically to the conservative scenario;
— All three uncertainty sources in the n-intercalibration method are ignored;
— Flavour response uncertainty is reduced by a factor of two compared to Run-2 results;
— p-topology uncertainty is two times smaller as in Run-2;
 Pessimistic scenario:

— same as optimistic scenario, but all uncertainty sources of in situ methods are retained from
Run-2.
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Figure 1: Relative systematic uncertainty for (a,c) conservative and (b,d) optimistic scenarios in the inclusive jet
cross sections as a function of jet pr in the |y| < 3 rapidity region. The individual uncertainty components are
shown in different colours. The total systematic uncertainty, calculated by adding the individual uncertainties in
quadrature, is shown as a black line.

All components of the JES uncertainty are propagated from the jet-level to the cross section level as
follows. The jet pr is scaled up and down by one standard deviation of each source of uncertainty.
The difference between the nominal reco-level spectrum and the systematically shifted one is taken as a
systematic uncertainty. All JES uncertainties are treated as bin-to-bin correlated and independent from
each other in this procedure. The unfolding of the detector-level distributions to the particle-level spectrum
is not performed is this study. A possible modification of the shapes of uncertainty components during
the unfolding procedure is expected to be small and neglected in this study.

The inclusive jet cross sections in this section are studied as a function of the jet transverse momentum
for jets with pr > 100 GeV and within |y| < 3.

The estimation of the JES uncertainty in the measurements of inclusive jet cross section at the HL-LHC
for three JES uncertainty scenarios are presented in Figure 1.
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3.2.2 Fixed-order predictions and PDF sensitivity

Theoretical predictions at NLO QCD are calculated using MCFM [45] interfaced to APPLgrid [46] for
fast convolution with PDFs. The renormalisation and factorisation scales are set to ugr = ug = p’{ft for the
inclusive jet cross section and ur = ug = mj; for the dijet mass distribution. The predictions are calculated
using CT14nnlo [36] PDF set provided by the LHAPDF®6 [47].

The main uncertainties in the NLO predictions come from uncertainties associated with the PDFs, the
choice of renormalisation and factorisation scales, and the uncertainty in the value of the strong coupling.
PDF uncertainties are defined at the 68% CL and propagated through the calculations following the
prescription given by the PDF set authors. The nominal scales are independently varied up or down by
a factor of two in both directions excluding opposite variations of ug and pr. The envelope of resulting
variations of the predicted cross section is taken as the total scale uncertainty. The uncertainty from
a is evaluated by calculating the cross sections using two PDF sets that differ only on the value of
the strong coupling at Mz and then scaling the cross section difference corresponding to an uncertainty
Aag = 0.0015 [48].

The inclusive jet cross sections are studied double-differentially as a function of the jet transverse mo-
mentum and absolute jet rapidity while the dijet production cross sections are presented as a function of
the invariant mass of the dijet system and as a function of half the absolute rapidity separation between
the two highest-pr jets satisfying |y| < 3, denoted y*. In both analyses the leading jet is required to be
within |y| < 3 and to have pr > 100 GeV. The other jets are required to be in the same rapidity range
with pt > 75 GeV.

Figures 2 and 3 shows the theoretical uncertainties, calculated using CT14 [36] PDF set, in the inclusive
jet and dijet cross sections for representative phase-space regions at v/s = 14 and 27 TeV, respectively.
The total uncertainty is about 5 % in the low- and intermediate pr and mj; regions, growing to 20-40% in
the high-pr and dijet mass ranges.

Measurements of weak boson [49], top quark [50], photon, jet productions [51] (and many others) at the
LHC have been already used as inputs to global PDF fits [34, 36, 52, 53] in determination of the proton
structure. High precision LHC data have allowed to further constrain the knowledge of the proton content
by extending the coverage of PDF-related phase space in measurements and to significantly reduce PDF
uncertainties.

A study to estimate the impact of future PDF-sensitive measurements at the HL-LHC on the precision of
PDFs determination was performed in Ref. [39]. Three possible scenarios for the experimental systematic
uncertainties were considered. This study concluded that HL-LHC measurements will further reduce
the PDF uncertainties and published the dedicated PDF sets, PDF4ALHC HL-LHC, where the HL-LHC
pseudo-data were included in the fits.

Figure 4 and 5 present the comparison of inclusive jet and dijet production cross sections calculated using
different PDF sets at v/s = 14 and 27 TeV, respectively. It shows 5-10% difference between central values
in the low- and intermediate-pt and m;; regions, however these predictions are still compatible with the
quoted PDF uncertainty. The differences between various PDF sets predictions in the high-pt and m;;
range highlights the expected constraining power of future measurements at the HL-LHC and HE-LHC.

Figure 6 and 7 depict the comparison of PDF uncertainties in the inclusive jet and dijet production cross
sections for CT14 and PDF4LHC HL-LHC (optimistic scenario) in the pp collisions at vs = 14 and
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Figure 2: Relative NLO QCD uncertainties in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using the
CT14 PDF setat /s = 14 TeV. Panels (a,c) and (b,d) correspond to the first and last |y| and y* bins in measurements,
respectively. The uncertainties due to the renormalisation and factorisation scale, as, PDF and the total uncertainty
are shown. The total uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a

black line.

27 TeV. A significant improvement in PDF extraction is expected with the inclusion of PDF-sensitive
measurements at the HL-LHC in PDF fits.
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Figure 3: Relative NLO QCD uncertainties in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using the
CT14 PDF setat /s = 27 TeV. Panels (a,c) and (b,d) correspond to the first and last |y| and y* bins in measurements,
respectively. The uncertainties due to the renormalisation and factorisation scale, as, PDF and the total uncertainty
are shown. The total uncertainty, calculated by adding the individual uncertainties in quadrature, is shown as a
black line.
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Figure 4: Ratio of cross sections calculated using NNPDF 3.1 [52], MMHT 2014 [34], ABMP 16 [53],
PDFALHC HL-LHC [39], to one using CT14 [36] PDFs in the (a,b) inclusive jet and (c,d) dijet cross sections
at y/s = 14 TeV. Panels (a,c) and (b,d) correspond to the first and last |y| and y* bins in measurements, respectively.
The gray band depicts the total NLO pQCD uncertainty in cross section calculated using CT14 [36] PDF set.

11

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC Page 87


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2018-051/

2.2. Prospects for jet and photon physics (ATL-PHYS-PUB-2018-051)

c 1.4 T T T ! c 1.4 T T — -
o = CT14 total uncertainty 3 o E CT14 total uncertainty E
§ 13 NNPDF 3.1 Vs=27 TeV = § 1.3 NNPDF 3.1 Vs=27 TeV =
8 e PDFALHC HL-LHC optimistic scenario ] E e PDF4LHC HL-LHC optimistic scenario ]
a E HERAPDF 2.0 & a E HERAPDF 2.0 =
< 12 E ABMP16 ] < 12 E ABMP16 ]
— = - — c
— 116 MMHT 2014 A s 110 MMHT 2014
© “E _antik, R=04 |y|<0.5 E o “E  antik R=0.4 2.55]y|<3.0 o
= I E = =
o = - o = o
- 0.9 — g 0.9 —]
¢ f e :
0.8 - 0.8 =
0.7F = 0.7E =
0.6& L N [ 0.6 ‘ ‘ P! 3
10*  2x10° 10°  2x10° 10* 10 2x10° 10° 2x10°
p, [GeV] p, [GeV]
@) |y| < 0.5 )25 < |y| <3.0
_5 14 F G orid el uncerainy T T T T4 _5 1.8 T cruowcetany | ‘ -
o 1.3 E NNPDF 3.1 V5=27 TeV B k3] F NNPDF 3.1 {s=27 TeV E
8 : E PDFALHC HL-LHC optimistic scenario E 8 1.6 PDFALHC HL-LHC optimistic scenario 1
s 1.2 HERAPDF 20 i a £ HERAPDF 2.0 b
< E ABMP16 3 < r ABMP16 ]
— E 3 = 14
[ 115 MMHT 2014 B - r MMHT 2014 ]
o “E _antik R=04 y*<05 E o 1 of anlik R=04 255y'<30 B
s 17 E 2 1: ]
kel E B 2o n -
§ 0.9 E = E o J
0.8 - 0.8 ; ,:
0.7 = 0.6/~ =
06:‘ | L \3 | S | | 3 0.4C | S | 5 | ]
3x10° 10°  2x10 10"  2x10* 2x10° 3x10 10* 2x10*
m; [GeV] m; [GeV]
©) y* < 0.5 () 2.5 < y* <3.0

Figure 5: Ratio of cross sections calculated using NNPDF 3.1 [52], MMHT 2014 [34], ABMP 16 [53],
PDFALHC HL-LHC [39], to one using CT14 [36] PDFs in the (a,b) inclusive jet and (c,d) dijet cross sections
at 4/s = 27 TeV. Panels (a,c) and (b,d) correspond to the first and last |y| and y* bins in measurements, respectively.
The gray band depicts the total NLO pQCD uncertainty in cross section calculated using CT14 PDF set.
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Figure 6: Comparison of the PDF uncertainty in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using
the CT14 PDF and PDF4LHC HL-LHC [39] sets at /s = 14 TeV. Panels (a,c) and (b,d) correspond to the first and
last |y| and y* bins in measurements, respectively.
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Figure 7: Comparison of the PDF uncertainty in the (a,b) inclusive jet and (c,d) dijet cross sections calculated using
the CT14 PDF and PDF4LHC HL-LHC [39] sets at /s = 27 TeV. Panels (a,c) and (b,d) correspond to the first and
last |y| and y* bins in measurements, respectively.
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3.2.3 Non-perturbative effects

The fixed-order predictions are obtained at the parton-level. The non-perturbative corrections (NPCs)
are applied to bring the theoretical predictions from parton-level to particle-level in order to allow a
comparison with the measured cross sections in data. The NPC are evaluated using Pythia v8.210 MC
[54] generator with A14 [55] underlying event tune and the tune variations are used to evaluate the
uncertainty in the NPC due to the differences in hadronisation and underlying event modelling.

Figures 8 to 11 show separate corrections for the hadronisation, underlying event as well as the total non-
perturbative correction to the inclusive jet and dijet production cross section in pp collisions at /s = 14

and 27 TeV.
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Figure 8: Non-perturbative corrections for the inclusive jet production cross section at y/s = 14 TeV in the |y| < 0.5
rapidity range. Separate (a) corrections for the hadronisation, (b) underlying event and (c) the total non-perturbative

correction are shown.
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Figure 9: Non-perturbative corrections for the inclusive jet production cross section at y/s = 27 TeV in the |y| < 0.5
rapidity range. Separate (a) corrections for the hadronisation, (b) underlying event and (c) the total non-perturbative

correction are shown.
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Figure 10: Non-perturbative corrections for the dijet production cross section at 4/s = 14 TeV in the y* < 0.5
rapidity range. Separate (a) corrections for the hadronisation, (b) underlying event and (c) the total non-perturbative

correction are shown.
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Figure 11: Non-perturbative corrections for the dijet production cross section at 4/s = 27 TeV in the y* < 0.5
rapidity range. Separate (a) correction for the hadronisation, (b) underlying event and (c) the total non-perturbative
correction are shown.
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The weak radiative corrections in the dijet production at 4/s =14 TeV are calculated in Ref. [56]. This
corrections can be of the order of several per-cents in the tails of kinematic distributions due to the Sudakov-
type logarithms. The impact of these effects on the inclusive jet and dijet cross section predictions is not
considered in this note.

4 Results

4.1 Photon Results

The predicted number of inclusive isolated photon events as a function of E% in the different ranges of |7 |
assuming an integrated luminosity of 3 ab™! of pp collision data at v/s = 14 TeV is shown in Fig. 12. The
predicted number of events above an E% threshold is shown in Fig. 13. The reach in E% is (a) 3-3.5 TeV
for |7 < 0.6, (b) 2.5-3 TeV for 0.6 < |7| < 1.37, (¢c) 1.5-2 TeV for 1.56 < |n”| < 1.81 and (d)
1-1.5 TeV for 1.81 < |g”| < 2.37. This represents a significant extension of the region measured so
far with pp collisions at v/s = 13 TeV [15]; as an example, the E%’ reach is extended from 1.5 TeV to
3-3.5 TeV for |”| < 0.6. The projected cross sections as a function of E% together with Run-2 results at
/s = 13 TeV [15] are shown in Fig. 14.

The sensitivity to the proton PDFs is studied in the ratio between the predicted cross sections with
CT14, NNPDF3.0 and HERAPDF2.0 and those using MMHT2014. The ratios are shown in Fig. 15 and
differences of up to 30% are seen. The predicted relative statistical uncertainty on the number of inclusive
isolated photon events as a function of E% assuming an integrated luminosity of 3 ab~! of collision data
at v/s = 14 TeV in different ranges of photon pseudorapidity is shown in Fig. 16. A relative statistical
uncertainty below 10% is achieved for photon transverse energies up to 2.5 TeV (1.5 TeV) for 7| < 0.6
and 0.6 < |n¥| < 1.37 (1.56 < |p”| < 1.81 and 1.81 < |n?| < 2.37).

The photon energy scale and resolution represent the dominant source of systematic uncertainty for the
measurement of the inclusive isolated-photon cross section do/ dE% in pp collisions at /s = 13 TeV [15].
The size of this systematic uncertainty as estimated in Run-2 using 3.2 fb~! of pp collision data is shown
in Table 1 for selected regions. The aforementioned estimations of the systematic uncertainties due
to the photon energy scale and resolution will possibly be improved by using Run-2 and Run-3 data.
Furthermore, improvements in the systematic uncertainties are also expected from the HL-LHC data
thanks to the increased statistics for the photon energy calibration and in situ determination of the photon
identification and isolation efficiencies.

Table 1: Systematic uncertainty due to the photon energy scale (y-ES) and resolution (y-ER) for the measurement of
the inclusive isolated-photon cross section do/ E% in pp collisions at 4/s = 13 TeV in different regions of || [15].

E% [GeV] v-ES and y-ER systematic uncertainty (in %)
7] <0.6 | 0.6 < || <1.37 | 1.56 < |p¥| < 1.81 | 1.81 < |p”| <2.37
400470 | +2.2,-2.2 | 43.0,-2.9 +11,-9.3 +4.5,-4.4
750-900 | +3.0,-2.8 | +3.8, 3.8 +16, 15 +6.9, -6.5
900-1100 | +3.3,-2.9 | +4.1, 4.1 +18, -18
1100-1500 | +4.0, =3.1 | +4.6, 4.6
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The predicted number of photon+ijet events as a function of EX, pjet, m?7® and | cos #*|, assuming an
integrated luminosity of 3 ab~! of pp collision data at /s = 14 TeV, is shown in Fig. 17. The predictions
show that the reach in E%’ and pjft is 3.5 TeV and that the reach in m? ¢ is 7 TeV. The predicted relative
statistical uncertainty on the number of photon+jet events as a function of the different observables,
assuming an integrated luminosity of 3 ab~! of pp collision data at /s = 14 TeV, is shown in Fig. 18. The
relative statistical uncertainty is below 10% for (a) E% up to 2.5 TeV, (b) pJTet up to 3 TeV and (c) mY it
up to 6 TeV; for | cos 8%| the relative statistical uncertainty is below 1% for the entire range considered. In
comparison to the latest ATLAS measurements at /s = 13 TeV with 3.2 fb~! of integrated luminosity [16],
the projections presented here extend significantly the reach in several observables: for E% and p]Tet from
1.5 TeV to 3.5 TeV and for m” 3 from 3.3 TeV to 7 TeV.
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Figure 12: Predicted number of inclusive isolated photon events as a function of E% assuming an integrated luminosity
of 3 ab™! of pp collision data at v/s = 14 TeV in different ranges of photon pseudorapidity: |7”| < 0.6 (solid
histogram), 0.6 < |”| < 1.37 (dashed histogram), 1.56 < |7| < 1.81 (dotted histogram) and 1.81 < |7| < 2.37
(dot-dashed histogram).
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Figure 13: Predicted number of inclusive isolated photon events above an E%’ threshold assuming an integrated

luminosity of 3 ab™! of pp collision data at y/s = 14 TeV in different ranges of photon pseudorapidity: || < 0.6
(solid histogram), 0.6 < |57| < 1.37 (dashed histogram), 1.56 < |”| < 1.81 (dotted histogram) and 1.81 < |”| <
2.37 (dot-dashed histogram).
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Figure 14: (a) Measured cross sections in pp collisions at /s = 13 TeV for isolated-photon production as functions
of E% in |n¥] < 0.6 (black dots), 0.6 < |57| < 1.37 (open circles), 1.56 < |n¥| < 1.81 (black squares) and
1.81 < |5”| < 2.37 (open squares). The NLO QCD predictions from JETpHOX based on the MMHT2014 PDFs
(solid lines) are also shown. The measurements and the predictions are normalised by the factors shown in
parentheses to aid visibility. The error bars represent the statistical and systematic uncertainties added in quadrature.
The shaded bands display the theoretical uncertainty. (b) Predicted cross section in pp collisions at 4/s = 14 TeV
in |nY| < 0.6 (solid histogram), 0.6 < |”| < 1.37 (dashed histogram), 1.56 < |”| < 1.81 (dotted histogram) and
1.81 < || < 2.37 (dot-dashed histogram).
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Figure 15: Ratios of the predicted cross sections of inclusive isolated photon events using different PDFs as
functions of E}’ in pp collisions at 4/s = 14 TeV in different ranges of photon pseudorapidity: (a) || < 0.6, (b)
0.6 < |n”| < 1.37, (c) 1.56 < |p”| < 1.81 and (d) 1.81 < |”| < 2.37. The ratios of the predictions using CT14
(dashed lines), NNPDF3.0 (dotted lines) and HERAPDF2.0 (dot-dashed lines) over those using MMHT2014 are
shown. The shaded band represents the relative systematic uncertainty due to the photon energy scale (yES) and
resolution (yER) estimated with 3.2 fb~! of pp collisions at vs = 13 TeV [15].
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Figure 16: Predicted relative statistical uncertainty on the number of inclusive isolated photon events as a function
of E}y assuming an integrated luminosity of 3 ab=! of pp collision data at /s = 14 TeV in different ranges of photon
pseudorapidity: (a) |77 < 0.6, (b) 0.6 < |p”| < 1.37, (¢c) 1.56 < |p¥| < 1.81 and (d) 1.81 < |5”| < 2.37. The
shaded band represents the relative systematic uncertainty due to the photon energy scale (yES) and resolution
(YER) estimated with 3.2 fb~! of pp collisions at /s = 13 TeV [15].
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Figure 17: Predicted number of photon-+jet events assuming an integrated luminosity of 3 ab~! of collision data at
/s = 14 TeV as a function of different observables: (a) EZ, (b) p'<', (¢) m? ¢ and (d) | cos 6*|.
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Figure 18: Predicted relative statistical uncertainty on the number of photon+jet events assuming an integrated
luminosity of 3 ab~! of pp collision data at /s = 14 TeV as a function of different observables: (a) EX, (b) p]a, (c)
m?~3® and (d) | cos 6.
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4.1.1 Impact of inclusive photon measurements at HL-LHC on the proton PDFs

The impact of the proposed measurements of inclusive isolated photon production in pp collisions at
Vs = 14 TeV in different ranges of |1”| on the proton PDFs is illustrated as follows. The uncertainty in the
theoretical predictions due to the uncertainties in the proton PDFs has been evaluated using the studies
listed below:

e The MMHT2014 analysis. The uncertainty in the predictions due to the current knowledge of the
proton PDFs is estimated by repeating the calculations using the 50 sets from the MMHT2014 error
analysis and applying the Hessian method for the evaluation of the PDF uncertainties.

¢ The Ultimate PDF analysis [39]. This analysis includes the expectations of several measurements at
the HL-LHC to quantify their impact on the proton PDFs. It considers measurements of inclusive
isolated photon measurements as well as measurements of the production of jets, electroweak gauge
bosons and top quark pair production at the HL-LHC. Three scenarios are analysed depending on
the assumptions on possible improvements on the experimental systematic uncertainties at HL-
LHC. Scenario 1 is conservative, scenario 3 is optimistic and scenario 2 represents an intermediate
stage. The resulting profiled PDF sets can be used for phenomenology studies by employing the
uncertainty prescription of symmetric Hessian sets, as it is done here.

The relative uncertainty in the predictions due to the uncertainties in the PDFs is shown in Fig. 19 for
the MMHT?2014 analysis as well as for the three scenarios of the Ultimate PDF analysis. In comparison
to the current estimate of the uncertainty using MMHT2014, the measurements at the HL-LHC lead to
a significant reduction, which in certain regions such as E% ~ 1-2 TeV and |57| < 0.6 is as large as a
factor 4.
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Figure 19: Relative uncertainty in the predicted number of inclusive isolated photon events due to the uncertainties
in the PDFs as a function of E% in pp collisions at v/s = 14 TeV in different ranges of photon pseudorapidity: (a)
77| < 0.6, (b) 0.6 < |7 < 1.37, (c) 1.56 < || < 1.81 and (d) 1.81 < || < 2.37. The relative uncertainty due
to the PDFs is shown for different PDF sets: the MMHT2014 PDF set (dashed lines) as well as the Ultimate PDF
set in scenario 1 (dotted lines), 2 (dot-dashed lines) and 3 (solid lines).
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4.1.2 Photon Results at HE-LHC

Prospects are also obtained for inclusive isolated photon and photon+jet production in pp collisions at
/s = 27 TeV assuming an integrated luminosity of 15 ab~!. The predicted number of inclusive isolated
photon events as a function of E% in the different ranges of |r”| is shown in Fig. 20. The reach in E%’ is
(a) 5 TeV for |n”| < 0.6 and 0.6 < |g7| < 1.37, (b) 3-3.5 TeV for 1.56 < |7| < 1.81 and (¢) 2.5-3 TeV
for 1.81 < |7| < 2.37. The predicted cross sections are shown in Fig. 21. The ratios of the predictions
based on CT14, NNPDF3.0 and HERAPDF2.0 over those using MMHT2014 are shown in Fig. 22 and
differences of up to 40% are seen. The predicted relative statistical uncertainty on the number of inclusive
isolated photon events as a function of E%’ in different ranges of photon pseudorapidity is shown in Fig. 23.
A relative statistical uncertainty below 10% is achieved for photon transverse energies up to (a) 4.5 TeV
for |n”| < 0.6, (b) 4 TeV for 0.6 < |57| < 1.37, (c) 3 TeV for 1.56 < |5”| < 1.81 and (d) 2.5 TeV for
1.81 < |g7] < 2.37.

The predicted number of photon+jet events as a function of EZ, ;t, m?7 and | cos §*| is shown in

Fig. 24. The predictions show that the reach in E%’ and p];t is 5 TeV and the reach in m* 7 is 12 TeV. The
predicted relative statistical uncertainty on the number of photon+jet events as a function of the different
observables is shown in Fig. 25. The relative statistical uncertainty is below 10% for (a) E% up to 4.5 TeV,

(b) p]Tet up to 5 TeV and (c) m* 7 up to 10 TeV; for | cos 6*| the relative statistical uncertainty is below
0.1% for the entire range considered.

4.2 Jet Results

The predicted inclusive jet and dijet cross sections are shown in Figures 26 and 27 in the proton-proton
collisions at v/s = 14 and 27 TeV, respectively. The cross section values are calculated at NLO pQCD
accuracy. The inclusive jet cross sections are calculated as a function of the jet pr in six equal-size bins
of absolute jet rapidity for jets in the |y| < 3 range with pr > 100 GeV. The dijet cross sections are
calculated as a function of the invariant mass of the dijet system (m;;) in six equal-size bins of half absolute
rapidity separation between two leading in pr jets.

The predicted number of inclusive jet events as a function of jet pr in the different ranges of the jet rapidity
and dijet events as a function of mj; in the pp collisions at /s = 14 and 27 TeV are shown in Fig. 28 and
29. The reach in pr for the inclusive jet cross section measurements is 5.5 TeV in the |y| < 0.5 region
and 1 TeV in the 2.5 < [y| < 3.0 region at HL-LHC. For the dijet production the m;j; reach is 9 TeV in
the y* < 0.5 region and 11.5 TeV in the 2.5 < y* < 3.0 region at HL-LHC. In the case of HE-LHC the
inclusive jet cross sections can be measured up to 10 (2.2) TeV in the |y| < 0.5 (2.5 < |y| < 3.0) region
and the dijet production can reach dijet invariant masses of 17 (22) TeV in the y < 0.5 (2.5 < y* < 3.0)
region.

The predicted relative statistical uncertainty in the number of inclusive jet and dijet events as a function of
the jet pr inthe |y| < 0.5 range and m;; in the y* < 0.5 bin assuming an integrated luminosity of 3 (15) ab™!
of pp collision data at v/s = 14 (27) TeV for HL(HE)-LHC is shown in Fig. 30. The relative statistical
uncertainty is well below 1% everywhere, except for the highest pt and mj; bins of the measurements.
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Figure 20: Predicted number of inclusive isolated photon events as a function of E% assuming an integrated luminosity
of 15 ab™! of pp collision data at /s = 27 TeV in different ranges of photon pseudorapidity: |77 < 0.6 (solid
histogram), 0.6 < |n”| < 1.37 (dashed histogram), 1.56 < |7| < 1.81 (dotted histogram) and 1.81 < |7| < 2.37
(dot-dashed histogram).
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Figure 21: Predicted cross sections in pp collisions at /s = 27 TeV in |”| < 0.6 (solid histogram), 0.6 < |7| < 1.37

(dashed histogram), 1.56 < || < 1.81 (dotted histogram) and 1.81 < || < 2.37 (dot-dashed histogram).
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Figure 22: Ratios of the predicted number of inclusive isolated photon events using different PDFs as functions of E}y
in pp collisions at /s = 27 TeV in different ranges of photon pseudorapidity: (a) |7”| < 0.6, (b) 0.6 < |77| < 1.37,
(¢) 1.56 < |p”| < 1.81 and (d) 1.81 < |”| < 2.37. The ratios of the predictions using CT14 (dashed lines),
NNPDF3.0 (dotted lines) and HERAPDF2.0 (dot-dashed lines) over those using MMHT2014 are shown. The
shaded band represents the relative systematic uncertainty due to the photon energy scale (yES) and resolution
(YER) estimated with 3.2 fb~! of pp collisions at /s = 13 TeV [15].
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Figure 23: Predicted relative statistical uncertainty on the number of inclusive isolated photon events as a function
of E% assuming an integrated luminosity of 15 ab™! of pp collision data at v/s = 27 TeV in different ranges of
photon pseudorapidity: (a) || < 0.6, (b) 0.6 < |n¥| < 1.37, (c) 1.56 < |5”| < 1.81 and (d) 1.81 < |5”| < 2.37.
The shaded band represents the relative systematic uncertainty due to the photon energy scale (yES) and resolution
(YER) estimated with 3.2 fb~! of pp collisions at /s = 13 TeV [15].
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Figure 24: Predicted number of photon+jet events assuming an integrated luminosity of 15 ab~! of pp collision data
at v/s = 27 TeV as a function of different observables: (a) EZ, (b) pjet, (c) m¥ ¥ and (d) | cos 6*|.
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Figure 25: Predicted relative statistical uncertainty on the number of photon+jet events assuming an integrated
luminosity of 15 ab™! of pp collision data at y/s = 27 TeV as a function of different observables: (a) EZ, (b) TEt, (©)
m?73 and (d) | cos 67|.
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Figure 26: NLO pQCD theory predictions for (a) inclusive jet and (b) dijet cross sections at /s = 14 TeV
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Figure 27: NLO pQCD theory predictions for (a) inclusive jet and (b) dijet cross sections at /s = 27 TeV
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Figure 28: Predicted number of inclusive jet and dijet events as a function of jet pr and m;; assuming an integrated
luminosity of 3 ab™! of pp collision data at v/s = 14 TeV in different ranges of |y| and y*.
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Figure 29: Predicted number of inclusive jet and dijet events as a function of jet pr and m;; assuming an integrated
luminosity of 15 ab™! of pp collision data at /s = 27 TeV in different ranges of |y| and y*.
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Figure 30: Predicted relative statistical uncertainty in the number of inclusive jet and dijet events as a function of jet
pr and mj; assuming an integrated luminosity of 3 (15) ab~! of pp collision data at \/s = 14 (27) TeV in |y| < 0.5
and y* < 0.5 ranges.
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The total predicted JES uncertainty in the inclusive jet cross section measurement for the three HL-LHC
scenarios is illustrated in Figure 31 and compared to the total JES uncertainty estimate for the Run-2 jet
cross section measurements. Total JES uncertainty in the low pr range is same as in Run-2 and is about
2 Y% lower in the high-pt region. In conservative and pessimistic scenarios JES uncertainties in the cross
section are very similar in the intermediate and high-pt range, while JES uncertainty is about 1 % lower

in the low-pt range for the optimistic scenario.
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Figure 31: Relative uncertainties in the inclusive jet cross section measurements at the HL-LHC due the JES

uncertainties. Three HL-LHC scenarios are compared to the Run-2 performance.

Black line corresponds to

the Run-2 performance. Green, red and blue lines represent pessimistic, conservative and optimistic scenarios,

respectively.
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5 Conclusion

Prospects for isolated-photon production inclusively and in association with at least one jet as well as for
the inclusive jet and dijet production measurements at the HL-LHC and HE-LHC are presented.

The production of inclusive isolated photons is studied for photon transverse energies above 400 GeV
in four ranges of photon pseudorapidity, namely |5”| < 0.6, 0.6 < |p¥| < 1.37, 1.56 < |p¥| < 1.81
and 1.81 < |”| < 2.37. The reach in E% is extended significantly with respect to recent measurements
by the ATLAS Collaboration: for the most central region, |[¥| < 0.6, the E% reach is extended from
1.5 TeV to 3-3.5 TeV (5 TeV) assuming an integrated luminosity of 3 ab™! (15 ab™!) of collision data at
\/s = 14 TeV (27 TeV). For photon+jet events, expectations are shown for the distributions in EY, ft,
m? 7 and | cos *|. Jets are required to have pJTet > 300 GeV and |y*®'| < 2.37. An integrated luminosity
of 3ab~! (15 ab™!) of collision data at /s = 14 TeV (27 TeV) leads to significant extensions of phase space
in comparison with recent measurements at /s = 13 TeV: for E% and p'Tet from 1.5 TeV to 3.5 TeV (5 TeV)
and for m¥7° from 3.3 TeV to 7 TeV (12 TeV).

The inclusive jet production cross sections at NLO pQCD accuracy for jets with pr > 100 GeV within
|y| < 3 in six bins of the absolute jet rapidity are calculated. The non-perturbative effects are taken into
account as multiplicative factors. The reach in jet transverse momentum in the central rapidity range in
comparison to the recent ATLAS measurements [17] is extended from 3.5 TeV to 5.5 (10) TeV for the
inclusive jet pt and from 9 TeV to 11.5 (22) TeV for the dijet invariant mass at the HL-LHC (HE-LHC).

The expected experimental uncertainties in the inclusive jet measurements are studied using three possible
scenarios for the precision in the jet energy measurements. In all considered scenarios the inclusive
jet cross section measurements will improve compared to Run-2 results precision. In the optimistic
scenario, the expected precision will be almost two times better than one in the corresponding Run-2
measurements.

The impact of non-perturbative effects in the high transverse momentum range is small, around 1-2%,
allowing to directly test the perturbative QCD predictions at the energy frontiers set by HL/HE-LHC.

A study of PDF sensitivity of the photon and jet production cross sections based on current PDF sets such
as MMHT2014, CT14, NNPDF3.0 and HERAPDF2.0 show differences between predictions of up to 30%.
That will allow to further constrain the PDFs by performing the photon and jet production measurements
at the HL-LHC and HE-LHC. The expected impact on the determination of the proton PDFs of these
measurements together with those of other processes such as the production of electroweak gauge bosons
and top quark pairs at HL-LHC is illustrated with the estimations of the PDF induced uncertainties based
on the PDFALHC HL-LHC PDF set.
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Projection of differential tt production cross section

measurements in the e/ pu+jets channels in pp collisions at
the HL-LHC

The CMS Collaboration

Abstract

A study of the resolved reconstruction of top quark pairs in the e/u+jets channels
and a projection of differential tt cross section measurements at the HL-LHC with an
integrated luminosity of 3 ab~! at 14 TeV are presented. The analysis techniques are
based on previous measurements of differential tt cross sections at 13 TeV. It is shown
that such a measurement is feasible at the HL-LHC despite the expected large number
of pileup interactions. The precision of the differential cross section will profit from
the enormous amount of data and the extended #-range of the Phase-2 CMS detector.
The results are used to estimate the improvement of constraints on parton distribution
functions.
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1. Introduction 1

1 Introduction

Precision measurements of top quark properties present an important test of the standard
model (SM). As the heaviest particle in the SM, the top quark plays an important role for the
electroweak symmetry breaking and becomes a sensitive probe for physics beyond the SM.
Therefore, tt or top quark reconstruction is also important for many searches.

Based on analysis techniques used in previous measurements of differential tt cross sections[1,
2] at 13 TeV, we present a study of the feasibility and performance of such a measurement at the
CERN HL-LHC, which is planned to be operated from 2026. It is expected to collect an inte-
grated luminosity of about 3ab~! at a center-of-mass energy of 14 TeV. The high instantaneous
luminosity will result in up to 200 pp interactions per bunch crossing (pileup). Therefore, ef-
fective pileup mitigation techniques like PUPPI [3] are essential for a good performance of the
tt reconstruction.

A detailed description of the CMS detector, including a definition of the coordinate system and
kinematic variables, can be found in Ref.[4]. Most subsystems of the CMS detector will be
improved or replaced in order to cope with the high pileup condition (Phase-2 upgrade) [5-8].

We provide projections of the measurements of differential tt cross sections at parton level.
This includes an estimate of the expected signal yield and its uncertainty based on simulations
of the Phase-2 CMS detector. We study the distributions of the transverse momentum pr and
rapidity y of the hadronically (labeled t) and leptonically (labeled t;) decaying top quarks and
the mass M, pr, and y of the tt system. In addition, the normalized double-differential cross
section as function of M(tt) vs. |y(tt)| is used to study its constraints on the parton distribution
functions (PDF).

2 Simulation

The Monte Carlo generator POWHEG [9-12] (v2,hvq) is used to simulate the production of tt
events with next-to-leading-order (NLO) accuracy in QCD. The renormalization y, and factor-
ization yy scales are set to the transverse mass mr = V m? + p% of the top quark, where pr is
the transverse momentum of the top quark and a top quark mass m; = 172.5GeV is used. The
result is combined with the parton shower simulations of PYTHIAS8 [13, 14] (v8.219) using the
underlying event tune CUETP8M2T4 [15, 16]. The simulation is normalized to an inclusive tt
production cross section of 985 pb [17]. This value is calculated with next-to-NLO accuracy,
including the resummation of next-to-next-to-leading-logarithmic soft-gluon terms.

A sample of 200 million generated events are interfaced to a fast simulation of the Phase-2 CMS
detector based on the DELPHES [18] detector simulation framework. The sample includes a
simulation of an average pileup of 200 pp interactions per bunch crossing.

We do not use simulations of non-tt backgrounds. According to the 13 TeV analysis of 2016
data[2], the total background contribution is about 4.5%. A contribution of 2.7% from single top
quark production is subtracted according to the SM expectation. The remaining background,
1.8%, consists of multijet, Drell-Yan, and W boson events. A common shape of the distribution
of these backgrounds is extracted from a b jet reduced control region. Its normalization is based
on the simulated ratio of events in the signal and in the control regions. Since this method,
involving a control region in data, is not applicable in studies based on simulation only, we use
the related systematic uncertainties obtained in the 2016 analysis.
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2

3 Physics objects and event selection

The signal signature in the e/u+jets channels consists of a single isolated electron or muon, a
neutrino, and a b-jet from the decay of t;,. In addition, 3 jets, one of which is a b-jet, are ex-
pected from the decay of t,. Hence, events with exactly one isolated electron or muon with
pr > 30GeV and || < 2.8 are selected. Events with additional isolated electrons or muons
with pr > 15GeV and |y| < 2.8 are rejected. At least 4 jets with pr > 30GeV and |¢| < 4.0 are
required. Due to the extended 7 coverage of the Phase-2 tracker, the requirement of || < 2.4
for all objects in[1, 2] can be relaxed. At least 2 of the jets have to be identified as b jets, i.e.,
tulfilling a requirement of the DeepCSV b-tagger [19] with a b-jet selection efficiency of about
70% and rejection of about 95% for other jets in tt events. For an effective b tagging || < 3.5
is required for the two b jets. Charged hadron subtracted jets, being the standard in most anal-
yses, cannot be used under HL-LHC conditions, since a large number of jets from pileup is
expected. In contrast to previous analyses the PUPPI algorithm [3] is used for pileup mitiga-
tion. It assigns a weight to each reconstructed particle flow (PF) object[20] according to the
probability that it originates from the leading primary vertex, which, among the reconstructed
primary vertices, is the one with the largest value of summed physics-object p2. When the
jets are clustered and the pIs® is calculated, the momenta of the particles are scaled by these
weights. Jets are clustered from the weighted PF objects using the anti-kt jet algorithm with a
distance parameter of 0.4 implemented in the FASTJET package [21]. Jets within AR = 0.4 of the
isolated electrons or muons are rejected, where AR = Vv (A¢)? + (Ay)? with A¢ and Ay are the
differences in azimuthal angle (in radians) and pseudorapidity between the directions of two
objects. The missing transverse momentum ps is calculated as the negative of the vectorial
sum of transverse momenta of all weighted PF candidates in the event. Jet energy corrections
are propagated to improve the measurement of pIss.

4 Reconstruction of the tt system

A detailed description of the tt reconstruction is presented in Refs. [1, 2]. For the reconstruction
all possible permutations of assigning detector-level jets to the corresponding tt decay products
are tested and a likelihood A that a certain permutation is correct is evaluated. Permutations
are considered only if the two jets with the highest b identification probabilities are the two
b jet candidates. In each event, the permutation with the highest value of A is selected. The
likelihood A is constructed from the two dimensional probability density m—myy of correctly
assigned jets for the hadronically decaying top quark and the probability density of D, min Ob-
tained for a correct b jet from a leptonically decaying top quark. The variable D, mi, is obtained
in the calculation of the neutrino momentum [22]. The probability densities used in the recon-
struction are extracted from the Phase-2 tt simulation.

In Fig. 1 the distributions of A and the reconstructed m; of the hadronically decaying top quarks
are shown for the Phase-2 simulation. The tt simulation is divided into the categories of events
with correctly reconstructed top quarks (right reco), at least one wrong jet assignment (wrong
reco), at least one missing decay product (nonreconstructable), and events that are not signal
events in the /+jets channels (nonsignal). Comparisons of these distributions with those in
the 2016 analysis [2] show that a similar fraction of correct reconstructed top quark pairs is
expected and the resolution of the m; peak is comparable despite the harsh pileup conditions.

In Figs. 2 and 3 the expected signal yields are shown for the distributions of pr(t,) and |y(ty)|-
Corresponding distributions for pr(t;) and |y(t¢)| and of the tt system M(tt), pr(tt), and |y(tt)]
are shown in Appendix A. In addition, properties of the migration matrices, representing the
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Figure 1: Distributions of A and the reconstructed m; of the hadronically decaying top quarks
are shown for the Phase-2 simulation.
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Figure 2: Expected signal yields (left) and properties of the migration matrix (right) for the
measurement of pr(ty). For comparison the properties are also shown for the 2016 analysis [2].
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relations between parton level and detector level are shown. These properties are the purity de-
fined as the fraction of parton-level top quarks in the same bin at the detector level, the stability
defined as the fraction of detector-level top quarks in the same bin at the parton level, and the
bin efficiency defined as the ratio of the number of events found in a certain bin at detector level
and the number of events found at parton-level in the same bin. In an ideal case, for diagonal
migration matrices, purity and stability are equal to one and the bin efficiency corresponds to
the acceptance for each bin. While purity and stability remain almost unchanged with respect
to the 2016 analysis, the bin efficiency is increased especially in the high rapidity regions due to
the extended 7-range of the Phase-2 CMS detector. In Fig. 4 the migration matrix and its prop-
erties for the double-differential measurements as a function of M(tt) vs. |y(tt)| are shown. The
D’Agostini method [23] is used for the unfolding of the detector-level distributions. A detailed
discussion about the selected number of iterations, that control the level of regularization, is
presented in the 2016 analysis [2].
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Figure 3: Expected signal yields (left) and properties of the migration matrix (right) for the
measurement of |y(t,)|. For comparison the properties are also shown for the 2016 analysis [2].
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4. Reconstruction of the tt system 5
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Figure 4: Migration matrix (upper) and its properties (middle, lower) for the double-differential
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analysis [2].
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6

5 Uncertainties

The following experimental uncertainties are estimated based on the expected performance of
the Phase-2 CMS detector. For comparison the typical uncertainties in the 2016 analysis are
given in parentheses:

e luminosity measurement: 1% (2.5% [24])

e muon reconstruction and identification: 0.5% (1-2% [25])

e electron reconstruction and identification: 1% (1-2% [26])

e b-tagging efficiency: pr dependent 1-5% (1-3% [19])

e b-tagging mistagging efficiency: pr dependent about 10% (8%) for u, d, s, and gluon
jets and 2-14% (2-6%) for c jets.

e jet energy calibration: for jets in the typical pr-range of 30 < pr < 300GeV, the
uncertainty of the jet energy decreases from 1.7% (2.7% [27]) to 0.45% (0.5%). The

reduced uncertainties are cause by improvements of the Phase-2 detector and a re-
duction of uncertainties in the calibration methods due to the high amount of data.

e jet energy resolution: # dependent 3% (5%) in the central region and 5% (12%) in the
forward region.

e the pIMisS: the variations in the jet energy scale are propagated to the pIss.

To propagate these uncertainties to the cross section results the Phase-2 simulation is either
reweighted or the momenta of certain objects are rescaled in order to follow the desired vari-
ation. Afterwards, the nominal distributions are unfolded with the migration matrices and
correction factors obtained from the varied simulations. The resulting differences in the un-
folded yields are taken as uncertainties.

Previous analyses showed that theoretical and modeling uncertainties make a significant con-
tribution to the overall uncertainty. The uncertainty sources considered are the initial-/final-
state parton shower scales, parton shower matching scale fqamp, PDF variations, parton shower
tuning, m;, leptonic b-decay branching ratio, b-fragmentation, renormalization/factorization
scales, color reconnection model, and the background subtraction, which is mostly based on
SM predictions. These uncertainty sources have been studied in the 2016 analysis [2] and are
taken from there. For the extended rapidity range, the uncertainties in the highest available
rapidity bins of the 2016 analysis are used. These theoretical uncertainties are reduced by a
factor of two, since several improvements of the theoretical predictions are expected and fur-
ther measurements can reduce modeling uncertainties. In addition, the measurable portion of
the phase space is increased, resulting in a reduction of the theory based uncertainties in the
extrapolation to the full phase space.

6 Cross section results

In Figs. 5-7 the projection of the differential cross sections with the expected uncertainties are
shown. For comparison we also show the uncertainties in the 2016 analysis. The normalized
differential cross sections can be found in Appendix B.

The normalized double-differential cross section as a function of M(tt) vs. |y(tt)| is presented
in Figs 8 and 9. This is further used for PDF constraints in Section 7.

In the bulk of the distributions, where the uncertainties of the 2016 analysis have a negligible
statistical component, a gain of precision can only be reached by a reduction of systematic
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Figure 5: Differential cross sections (left) as a function of pr(ty) (upper) and |y(ty)| (lower).
The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the
uncertainties in the 2016 measurements [2].
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Figure 6: Differential cross sections (left) as a function of pr(t;) (upper) and |y(t;)| (lower).
The corresponding relative uncertainties (right) in the Phase-2 projections are compared to the
uncertainties in the 2016 measurements [2].
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compared to the uncertainties in the 2016 measurements [2].
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Figure 8: Projections of the normalized double-differential cross section as a function of M(tt)
vs. [y(tt)| (left). The corresponding relative uncertainties (right) in the Phase-2 projections are
compared to the uncertainties in the 2016 measurements [2].

uncertainties. On the experimental side, the current uncertainties of about 5-8% are expected to
be further reduced by a few percent mainly because of the improved jet energy calibration and b
jetidentification. In low populated regions of the phase space, e.g., at high rapidity and M(tt), a
significant reduction of the overall uncertainty can be achieved due to the decreasing statistical
uncertainties with the large amount of data. This reduction of the statistical uncertainty also
allows for more precise measurements in an increased number of bins as demonstrated in the
projection of the double-differential cross section. The extended 75-coverage of the phase-2
detector enables measurements at high rapidity that are not possible with the current detector.
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compared to the uncertainties in the 2016 measurements [2].
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7 PDF constraints from double-differential cross sections

The impact of differential tt cross section measurements at the HL-LHC on the proton PDFs
is quantitatively estimated using a profiling technique [28]. This technique is based on mini-
mizing x* between data and theoretical predictions taking into account both experimental and
theoretical uncertainties arising from PDF variations. Three NLO PDF sets were chosen for this
study: ABMP16 [29], CT14 [30] and NNPDEF3.1 [31] available via the LHAPDF interface (version
6.1.5) [32]. All PDF sets are provided with uncertainties in the form of eigenvectors. No tt
data were used to determine the CT14 PDF set, only total tt production cross section measure-
ments were used to determine the ABMP16 PDFs, and both total and differential (from Run-I
LHC) tt cross sections were used in the NNPDF3.1 extraction. The PDF uncertainties of CT14,
evaluated at 90% CL, are rescaled to 68% CL.

For this study, the normalized double-differential tt production cross sections as a function
of M(tt) vs. |y(tt)| are used, which are expected to impose stringent constraints on the gluon
distribution [33]. The typical x values probed can be estimated using the LO kinematic relation
x = (M(tt)/+/s)exp [Ly(tt)]. Hence the tt measurements are expected to be sensitive to x
values in the region 0.002 < x < 0.5, as estimated using the highest or lowest |y(tt)| or M(tt)
bins and taking the low or high bin edge where the cross section is largest.

The study is performed using the XFITTER program (version 2.0.0) [34], an open-source QCD fit
framework for PDF determination. The theoretical predictions for the tt cross sections are cal-
culated at NLO QCD using the MG5_aMC@NLO (version 2.6.0) [35] framework, interfaced with
the AMCFAST (version 1.3.0) [36] and APPLGRID (version 1.4.70) [37] programs. The number
of active flavors is set to nny = 5, the top quark pole mass m; = 172.5GeV is used and the strong
coupling strength is set to a;(Mz) = 0.118. The renormalization and factorization scales are
chosen to be yy = s = H' /2, H = Y; m1;, where the sum runs over all final-state partons (t, t

and up to one light parton) and mr is transverse mass mr = |/m?2 + p3.

The x? value is calculated using the full covariance matrix representing the statistical and sys-
tematic uncertainties of the data. The PDF uncertainties are treated through nuisance param-
eters. For each nuisance parameter a penalty term is added to the x?, representing the prior
knowledge of the parameter. The values of these nuisance parameters at the minimum are
interpreted as optimized, or profiled, PDFs, while their uncertainties determined using the tol-
erance criterion of Ax?> = 1 correspond to the new PDF uncertainties. The profiling approach
assumes that the new data are compatible with theoretical predictions using the existing PDFs,
such that no modification of the PDF fitting procedure is needed. Under this assumption, the
central values of the measured cross sections are set to the central values of the theoretical
predictions.

The original and profiled ABMP16, CT14, and NNPDF3.1 PDF uncertainties are shown in
Fig. 10-12, respectively. The uncertainties of the gluon, valence quark, and sea quark distribu-
tions are presented at the scale uZ = 30000 GeV? ~ m? relevant for tt production. A consistent
impact of the tt data on the PDFs is observed for all PDF sets. In particular, the uncertainties
of the gluon distribution are drastically reduced once the tt data are included in the fit. The
improvement is about one order of magnitude at x ~ 0.5 which is the edge of kinematic reach
of the tt data. In this region the gluon distribution lacks direct constraints in the present PDF
fits. A small improvement is also observed for the sea and valence quark distributions.
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Figure 10: The relative gluon (upper left), u valence quark (upper right), sea quark (lower left),
and d valence quark (lower right) uncertainties of the original and profiled ABMP16 PDF set.
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Figure 11: The relative gluon (upper left), u valence quark (upper right), sea quark (lower left),
and d valence quark (lower right) uncertainties of the original and profiled CT14 PDF set.
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and d valence quark (lower right) uncertainties of the original and profiled NNPDF3.1 PDF set.
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8 Summary

A projection of differential tt cross section measurements at the HL-LHC has been shown. Us-
ing pileup mitigation techniques like PUPPI these measurements become feasible in an en-
vironment of 200 pileup events. The high amount of data and the extended 7-range of the
Phase-2 detector allow for fine-binned measurements in phase-space regions — especially at
high rapidity — that are not accessible in current measurements. The most significant reduc-
tion of uncertainty is expected because of an improved jet energy calibration and a reduced
uncertainty in the b jet identification. It is demonstrated that the projected differential tt cross
sections have a strong impact on the gluon distribution in the proton. Overall, this measure-
ment will profit from both, the improved Phase-2 CMS detector and the high amount of data
expected at the HL-LHC.
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2.3. Differential ¢ production cross section measurements (CMS-FTR-18-015)

20

A Reconstruction properties of various kinematic quantities

In Figs 13-17 the expected signal yields in the different categories, the migration matrices, and
their properties are shown for various the kinematic quantities of the t; and the tt system.
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Figure 13: Expected event yields (left) and properties of the migration matrix (right) for the
measurement of pr(ty). For comparison the properties are also shown for the 2016 analysis [2].
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Figure 14: Expected event yields (left) and properties of the migration matrix (right) for the
measurement of |y(ty)|. For comparison the properties are also shown for the 2016 analysis [2].
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Figure 15: Expected event yields (left) and properties of the migration matrix (right) for the
measurement of M(tt). For comparison the properties are also shown for the 2016 analysis [2].
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Figure 16: Expected event yields (left) and properties of the migration matrix (right) for the
measurement of pr(tt). For comparison the properties are also shown for the 2016 analysis [2].
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Figure 17: Expected event yields (left) and properties of the migration matrix (right) for the
measurement of |y(tt)|. For comparison the properties are also shown for the 2016 analysis [2].
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B Additional differential cross sections

In Figs. 18-20 the differential cross sections are shown normalized to unity within the measured
range of each distribution. The absolute double differential cross section as a function of M(tt)
vs. |y(tt)| is shown in Figs. 21 and 22.
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Figure 18: Normalized differential cross sections (left) as a function of pr(t,) (upper) and |y(t,)|
(lower). The corresponding relative uncertainties (right) in the Phase-2 projections are com-
pared to the uncertainties in the 2016 measurements [2].
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Figure 19: Normalized differential cross section as a function of pr(t;) (upper) and |y(t;)|
(lower). The corresponding relative uncertainties (right) in the Phase-2 projections are com-
pared to the uncertainties in the 2016 measurements [2].
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Figure 20: Normalized differential cross section as a function of M(tt) (upper), pr(tt) (middle),
and |y(tt)| (lower). The corresponding relative uncertainties (right) in the Phase-2 projections
are compared to the uncertainties in the 2016 measurements [2].
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Figure 21: Projections of the double-differential cross section as a function of M(tt) vs. |y(tt)]
(left). The corresponding relative uncertainties (right) in the Phase-2 projections are compared
to the uncertainties in the 2016 measurements [2].
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Figure 22: Projections of the double-differential cross section as a function of M(tt) vs. |y(tt)]
(left). The corresponding relative uncertainties (right) in the Phase-2 projections are compared
to the uncertainties in the 2016 measurements [2].
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Prospects for the measurement of ¢y with the
upgraded ATLAS detector at the High-Luminosity
LHC

The ATLAS Collaboration

Measurements of ##y production are studied in leptonic final states at the HL-LHC, where
a data set with an integrated luminosity of 3 ab~! at a center-of-mass energy of 14 TeV is
expected to be collected by the upgraded ATLAS detector. The expected precisions for the
measurements of both fiducial and differential cross-sections are presented. The fiducial
cross-section measurement can reach an uncertainty as low as 6% (3%) in the channel with
one (two) lepton(s) and requiring a photon candidate with transverse momentum larger than
20 GeV. This uncertainty increases to 8% (12%) for photons with transverse momentum
above 500 GeV. The uncertainty of differential cross-section measurements, normalised to
unity, for several typical observables is in general below 5%.

© 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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1 Introduction

Measurements of top-quark properties play an important role in testing the Standard Model (SM) and
its possible extensions. Studies of the production and kinematic properties of a top-quark pair (¢f) in
association with a photon (z¢y) probe the ry electroweak coupling. For instance, deviations in the transverse
momentum (pr) spectrum of the photon from the SM prediction could point to new physics through
anomalous dipole moments of the top quark [1-3]. A precision measurement of the ¢fy production
cross-section could effectively constrain some of the Wilson coefficients in top-quark effective field
theories [4]. Furthermore, differential distributions of photon production in ¢f events can provide insight
on the #f production mechanism, in particular about the #f spin correlation and the production charge
asymmetry [5].

Evidence for the production of ¢f in association with an energetic, isolated photon was found in proton-
antiproton (pp) collisions at the Tevatron collider at a centre-of-mass energy of /s = 1.96 TeV by the
CDF Collaboration [6]. Observation of the #fy process was reported by the ATLAS Collaboration in
proton-proton (pp) collisions at v/s = 7 TeV [7]. Both the ATLAS and CMS Collaborations measured the
1ty cross-section at 4/s = 8 TeV [8, 9]. In the ATLAS measurement, the differential cross-sections with
respect to the transverse momentum pr and absolute pseudorapidity |n| of the photon were reported. In
the CMS measurement, the ratio of the ¢7y fiducial cross-section to the ¢ total cross-section was measured.
The ATLAS Collaboration also measured the t7y cross-section at /s = 13 TeV [10].

The study in this note is performed using the same framework and strategy as in the 13 TeV ATLAS
measurement. This note investigates the precision of the t#y measurement that can be achieved at the
High-Luminosity LHC (HL-LHC) [11], using simulated data corresponding to an integrated luminosity of
3 ab~! at a centre-of-mass energy of 14 TeV, which is expected to be collected by the upgraded ATLAS
detector during the full run of the HL-LHC. To cope with the harsh environment at the HL-LHC, the
current ATLAS detector will be upgraded significantly [12, 13]: e.g. the inner tracker is being completely
rebuilt and the TRT is removed in favor of an all-new all-silicon tracker.

The study is performed in final states with one or two leptons (electron or muon). The photon can originate
not only from a top quark, but also from its charged decay products, including a charged fermion (quark or
lepton) from the decay of the W-boson. In addition, it can be radiated from a charged incoming parton.
In the study, no attempt is made to separate these different sources of photons, but an event selection is
applied to suppress those radiated from top-quark decay products. The expected uncertainties are studied
for the measurements of the fiducial cross-section and differential cross-sections, normalised to unity, for
several typical observables.

2 Simulated event samples

Particle-level samples are generated at a centre-of-mass energy of 14 TeV without detector simulation.
Leptons, photons, jets and missing transverse energy in the samples are smeared [14] to simulate the effect
of object reconstruction and identification efficiencies as well as their momentum or energy resolutions in
the upgraded ATLAS detector at the HL-LHC. Comparing with the current ATLAS detector, improvements
are expected for the upgraded ATLAS detector: e.g. stronger fake electron suppression can be achieved
for the same electron identification efficiency and the muon momentum resolution will be significantly
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improved. In the smearing, a pile-up condition corresponding to an average interaction per bunch-crossing
of 200 is used.

The tty signal sample is simulated as a 2 — 7 process for the semileptonic and dileptonic decay channels
of the ¢ system at leading order (LO) by MApDGrAPHS5_aMC@NLO v2.33 [15] (denoted as MG5_aMC in
the following) interfaced with PyTHia v8.212 [16], using the A14 tune [17] and the NNPDF2.3LO PDF
set [18]. The photon can be radiated from an initial charged parton, an intermediate top quark, or any of the
charged final state particles. The top-quark mass, top-quark decay width, W-boson decay width, and fine
structure constant are set to 172.5 GeV, 1.320 GeV, 2.085 GeV, and 1/137, respectively. The five-flavour
scheme is used where all the quark masses are set to zero, except for the top quark. Renormalisation
and factorisation scales are set dynamically, corresponding to half the sum of transverse energies over all
the particles generated from the matrix element, where the transverse energy of a particle of mass m is

defined as Ep = \/m? + p%. The photon is requested to have pt > 15 GeV and || < 5. At least one lepton
with pt > 15 GeV is required, with all the leptons satisfying || < 5. The AR! between the photon and
any of the charged particles among the seven final-state particles must be greater than 0.2. The resulting
total cross-section of the process defined in this way is calculated to be 5.43 pb. Next-to-leading order
(NLO) k-factors used in the 13 TeV ¢y measurement are applied to correct the fiducial cross-sections and
acceptances to NLO.

The #f sample [19], where at least one of the top quarks decays leptonically, is generated with PowHEG-
Box v2 [20] using the NNPDF3.0NLO PDF set [21], and interfaced with PyTHia v8.210 using the A14
tune and the NNPDF2.3LO PDF set. The hgamp parameter, which controls the pr of the first additional
emission beyond Born level in PowHEG-Box, is set to 1.5 times the top-quark mass. The ¢ sample
is normalised to the next-to-next-to-leading-order cross-section plus next-to-next-to-leading-logarithm
corrections (NNLO+NNLL) [22], where the NNLL corrections correspond to resummation of soft gluon
contributions. The tW sample [19] is produced with Pownec-Box v1 using the CT10NLO PDF set [23],
interfaced with Pyta1A v6.428 using the Perugia 2012 tune [24] and the CTEQ6L1 PDF set [18]. The
t-channel single top sample is produced with PowHeG-Box using the NNPDF2.3NLO PDF set, interfaced
with Pyta1A v8.210 using the A14 tune and the NNPDF2.3L.O PDF set. The production of W+jets is
simulated with MG5_aMC v2.3.2 using the NNPDF3.0NLO PDF set, interfaced with PyTHia v8.210 using
the A14 tune and the NNPDF2.3LO PDF set. The production of Z+jets is simulated with Powneg-Box,
interfaced with PytHia v8.210 using the AZNLO tune [25] and the CTEQ6L1 PDF set. The diboson
(WW, WZ and ZZ) samples [26, 27] are generated using SHERPA V2.2, using the NNPDF3.0NNLO PDF
set. Different parton multiplicities are used for different production mechanisms of the diboson samples
and with different precisions. For all these samples, the photon radiation is handled by the corresponding
parton shower. The EvtGen program [28] is used to simulate the decay of bottom and charm hadrons,
except for the SHERPA samples. A summary of all the simulation samples generated for this study is given
in Table 1. In the table, the cross-sections of each simulation sample are given, for some of which higher
order k-factors are applied on top of the cross-sections predicted by the generators.

The 7 sample also contains ¢y events as the parton shower will add photon radiation to the ¢z events. To
avoid the overlap between the ¢7 and the 77y samples, events in the 7 sample are removed if they have a
photon passing the prompt photon selection as defined in Section 3.

I ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward.
Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The pseudorapidity

is defined in terms of the polar angle # as 7 = — Intan(#/2). The AR between two objects is defined as AR = \|A¢? + An2.
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Table 1: Summary of the simulation samples generated for this study. The 7y sample has different k-factors applied
to the single-lepton (1.30) and dilepton (1.44) fiducial regions.

Sample Cross-section Generator | Parton shower k-factor
tty 5.43 pb (LO) | MG5_aMC Pythia8 NLO, 1.30 (1.44)
tt 470 pb (NLO) | POWHEG Pythia8 NNLO+NNLL, 1.14
tW 80.5 pb (NLO) | POWHEG Pythia6 -
t-channel single top | 67.5 pb (NLO) | POWHEG Pythia8 -
W+jets 65200 pb (LO) | MC5_aMC Pythia8 -
Z+jets 4120 pb (NLO) | POWHEG Pythia8 -
WWIWZ|ZZ 363 pb Sherpa -

The fake lepton background contribution is estimated from the data-driven background estimate in the
13 TeV analysis, scaled up by a factor of 83, the ratio of integrated luminosities between the 13 TeV (36
fb~!) and the HL-LHC data samples. The extrapolation does not take into account the increase of the
cross-section of the underlying physical processes which contribute to the fake-lepton background, due
to the increase in centre-of-mass energy from 13 TeV to 14 TeV. However, the conservative systematics
assigned to this background in Section 8 cover the possible difference. Moreover, this background is only a
small background to the single-lepton channel.

The size of the simulated Zy sample (which is taken from the Z+jets sample by requiring the presence of
a prompt photon) is insufficient to determine the background in the dilepton channel after the full event
selection. As this background is expected to be dominant in the ee and pu channels, the estimate from
the 13 TeV analysis is extrapolated to HL-LHC by scaling it up by a factor of 83, multiplied by a further
factor of 1.08 to account for the increase in Zvy cross section from 13 to 14 TeV. The 13 TeV estimate is
based on a Zy MC sample, which is simulated with SHErPA v2.2.2. The possible change in shape of the
distributions of the observables to be unfolded, when increasing the centre-of-mass energy from 13 TeV to
14 TeV, is checked using the ¢ty samples and found to be negligible.

Due to the increased pile-up activity at the HL-LHC, more stringent isolation criteria are necessary to
suppress jets being misidentified as photons and consequently the combined photon reconstruction and
identification efficiency is expected to be smaller than in the 13 TeV analysis by around 30% for low-pt
photons, while they are similar for high-pt photons [14]. This difference is taken into account in the
extrapolation.

3 Object selection

Object and event selection closely follow Ref. [10].

Electron candidates are required to have a smeared pt > 25 GeV and an absolute pseudorapidity || < 2.47,
excluding the transition region between the barrel and endcap (|n| ¢ [1.37,1.52]). The parametrised
“Medium” identification criteria is applied. Muon candidates are required to have a smeared pt > 25 GeV
and || < 2.5. The parametrised “Tight” identification criteria is applied. In order to apply the
parameterisations, the leptons are required not to come from hadron decay. The potential increase in event
yield by taking advantage of the improved |r| acceptance of the upgraded ATLAS detector was studied, by
accepting identified electrons and muons out to |n| < 4. This leads to a percent level gain in the signal
yield, which is however accompanied by a similar increase in background.
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Photon candidates must have a smeared pt > 20 GeV and |7¢puster] < 2.37, excluding the transition region
between the barrel and endcap. The “Tight” identification criteria is applied. The photon is required not to
be from hadron decay. Both electrons and jets can be misidentified as photons, leading to electron-fake
photons and hadronic-fake photons, respectively. The functions used to parametrise the fake rates are
summarised in Table 2. Moreover, a set of pr-dependent weights is applied to hadronic-fake photons to
scale their contribution down to a similar level as in the 13 TeV analysis.

Jets are reconstructed using the anti-k; algorithm [29] with a distance parameter of R = 0.4 from stable final
state particles after the parton shower. They are required to have a smeared pr > 25 GeV and || < 2.5.
Jets from pile-up are added randomly to the event with a certain probability. Jets containing b-hadrons
(b-jets) are identified with a ghost-matching procedure [30] and are assigned pr- and n7-dependent weights
to reproduce a 70% b-tagging efficiency. A simple overlap removal procedure is applied: jets which are
within a AR < 0.4 cone of a lepton or photon are removed.

The missing transverse momentum E%‘iss is computed from all neutrinos.

Table 2 summarises the above object selection.

Table 2: Summary of the object selection.

Object Selection

not from hadron decay

P h
rompt photon pr > 20 GeV, |n| < 2.37, excluding transition region

hadronic fake (j — ) rate parametrised with Crystal-Ball or sigmoid (pile-up jet)
Fake photon electron fake (e — 7y) rate 2% (5%) in barrel (endcap)
same pt/n as prompt photon

not from hadron decay

Prompt Electron pr > 25 GeV, |n| < 2.47, excluding transition region

not from hadron decay

Prompt Muon pr > 25 GeV, ] < 2.5
o pr> 25 GeV, ] < 2.5
removed, if AR < 0.4 wrt. lepton/photon
b-jet 70% efficiency
ESS non-interacting particles

4 Event selection

Events are categorised into the e+jets or u+jets channel if their final state contains exactly one electron or
one muon selected as above, and the two channels are referred to together as the single-lepton channel.
Events containing exactly two electrons or two muons, or one electron and one muon, all of which must
pass the above selection and be of opposite charge, are categorised into the ee or pu or ey channel, and the
three channels are referred to as the dilepton channel. The lepton pr thresholds of 25 GeV are high enough
that the events can be efficiently triggered using single-lepton triggers.

The selected events must have at least four (two) jets in the single-lepton (dilepton) channel, at least one of
which is b-tagged, and exactly one photon. A Z-boson veto is applied in the single electron channel by
excluding events with invariant mass of the system of the electron and the photon around the Z-boson mass,
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i.e. by requiring |m(e,y) — m(Z)| > 5 GeV, where m(Z) = 91.188 GeV. In the ee and uu same-flavour
dilepton channels, events are excluded if the dilepton invariant mass or the invariant mass of the system of
the two leptons and the photon is between 85 and 95 GeV, and EmeSS is required to be larger than 30 GeV.
The dilepton invariant mass is required to be higher than 15 GeV to suppress low-mass Drell-Yan events. It
is experimentally difficult to separate ¢7y events where the photon is radiated from a top quark (i.e. those
sensitive to the top-photon coupling) from other sources of photons in a tfy event. But it is possible to
suppress photons radiated from particles other than top quarks. To suppress photons radiated from the
lepton(s) of top quark leptonic decay(s), the AR between the selected photon and lepton(s) must be greater
than 1.0. This cut could be tightened in the HL-LHC analysis to increase its suppression power while still
retaining a reasonable number of signal events. The event selection is summarised in Table 3.

Table 3: Summary of event selection. “OS” means the charges of the two leptons must have opposite signs.

Channel e+jets u+jets ee U eu
2 e, 0S 2 u, OS le+1pu, OS
06 Le Lu m(fflé’) > 15 GeV :
n(y) ly
n(jet) > 4 jets \ > 2 jets
n(b-jet) > 1 b-jet
m(e,y) veto | [m(e,y) - m(Z)|>5 GeV \ -
m(¢, £) veto - m(¢€,€) ¢ [85,95] GeV -
m(¢, ¢, y) veto - m(¢, ¢, y) ¢ [85,95] GeV -
E;“iss - E;“iss > 30 GeV -
AR(y, ) AR(y,£) > 1.0

After the event selection, there are four types of backgrounds to the selected ¢#y candidates, three of which
are events with a misidentified object. Events with the selected photon being a misidentified jet or a
non-prompt photon from hadron decays are referred to as hadronic-fake background and events with the
selected photon being a misidentified electron are referred to as electron-fake background. Events with the
selected lepton being a misidentified jet or non-prompt lepton from heavy-flavour decays are referred to as
fake-lepton background. Finally, events with a prompt photon (excluding the ##y signal) are referred to as
prompt-photon background. Contributions from electron-fake and fake-lepton backgrounds to the dilepton
channel were found to be very small in the 13 TeV analysis and are neglected here.

S Event yields and distributions

The expected event yields of signal and backgrounds after event selection in each channel are summarised
in Table 4. Statistical uncertainties due to the size of the simulation samples are shown. The differences
between the e+jets and p+jets channels and between the ee and pu channels are due to the different
reconstruction and identification efficiencies for electrons and muons.

The photon pr distributions after event selection are shown in Figure 1 for all the channels. The error band
represents the total statistical uncertainty due to the limited size of the samples.

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC Page 155


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2018-049/

2.4. Measurement of ¢ty (ATL-PHYS-PUB-2018-049)

3 107 FTTTTTT T T T T T T 3 T T T
©  1g¢E- ATLAS Simulation Preliminary Ity ° 106 ATLAS Simulation Preliminary Il tty
P 5= 14 TeV. 3 ab™ I Hadronic fake P 5= 14 TeV. 3 ab™ I Hadronic fake
S 10° - ' Il Electron fake S 10° - ' Il Electron fake
bl L etets [ Fake lepton il utjets [ Fake lepton
10 Prompt photon 10* Prompt photon
10°
10
10
1]
107"
T e S A P P T T B T e S A A P TN R B
100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1000
() [GeV] p,(v) [GeV]
(a) (b)
3 A B A A A At AR AR AR 3 AL s
o 10" ATLAS Simulation Preliminary [l tty © ATLAS Simulation Preliminary [l tfy
%] _ Hadronic fak - Hadronic fak
£ 10°F Vs=14TeV,3ab" I Hadronic fake 2 [s=14TeV, 3ab* I Hadronic fake
Il Prompt photon o} Prompt photon
i ee @ MU

2Ll i
100 200 300 400 500 600 700 800 900 1000

100 200 300 400 500 600 700 800 900 1000

p.(v) [GeV] p.(v) [GeV]

(©) d

> e e

[ _

O 1°L ATLAS Simulation Preliminary ~ Illtiy

%) . Hadronic fak

2 b (s=14Tev,3ab* Il Hadronic fake

o 10 Prompt photol

i ey

100 200 300 400 500 600 700 800 900 1000
p.(v) [GeV]

(e)

Figure 1: Distributions of the photon pr in the five channels. The error band represents the total statistical uncertainty
due to the limited size of the samples.
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Table 4: Event yields of signal and background processes after the event selection. Statistical uncertainties due to the
size of the samples are shown.

Process Signal Hadronic fake | Electron fake | Prompt photon Fake lepton
e+jets | 281100 + 690 | 66500 + 2000 | 50500 + 2000 | 66300 + 4200 | 17200 + 2400
pjets | 376530 + 800 | 91300 + 4200 | 65000 + 2300 | 104000 + 11000 | 3300 + 1400

ee 13950 + 160 1070 + 160 - 2090 + 430 -
eu 39960 + 270 3010 + 240 - 530 + 340 -
jo 21240 + 200 1550 + 160 - 4700 + 1100 -

6 Fiducial region

The fiducial region of the analysis is defined at particle level in a way that mimics the event selection
in Section 4. Leptons (electron or muon, including those from 7 decay) must have pr > 25 GeV and
[n] < 2.5, and must not originate from hadron decays. Photons not from hadron decays and in a cone of
radius R=0.1 around a lepton are added to the lepton before the lepton selection. Photons are required to
have pr > 20 GeV and |n| < 2.37, and must not originate from hadron decays or be within AR=0.1 of
a lepton. The photon isolation computed from the ratio of the scalar sum of all charged stable particles’
pt around the photon over its transverse momentum must be smaller than 0.1. Jets are clustered using
the anti-k, algorithm with R = 0.4, using all final state particles excluding non-interacting particles and
muons that are not from hadron decay. Jets must have pr > 25 GeV and || < 2.5. A ghost matching
method is used to determine the flavour of the jets, with those matched to b-hadrons tagged as b-jets. A
simple overlap removal is performed: jets within AR < 0.4 of a selected lepton or photon are removed. For
events in the single-lepton (dilepton) channel, exactly one photon and exactly one lepton (two leptons) are
required. At least four (two) jets are required with at least one of them being b-tagged. Events are rejected
if there is any lepton and photon pair satisfying AR(y, £) < 1.0.

7 Normalised differential cross-section

In addition to the measurement of the absolute cross-section in the fiducial region defined above, normalised
differential cross-section measurements are studied in this note. These measurements focus on the shape of
the observables, while the overall rate is given by the absolute fiducial cross-section measurement.

The differential cross-section is given by

do 1 1 -
X T LA o M =N (= fou). M
J

The indices j and k indicate the bin of the observable at detector and particle levels, respectively. The Xj
and AXy are the observable and bin width of bin k. The Ly is the integrated luminosity. The N]‘?bS and N}’
are the number of observed events and the number of estimated background events in bin j at detector
level, respectively. The efficiency €y is the fraction of signal events generated at particle level in bin k of
the fiducial region that are reconstructed and selected at detector level and have the objects, that are used to
define the observable to be unfolded, matched between reconstruction and particle-levels with AR < 0.1.
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The migration matrix M ; expresses the probability for an event in bin & at particle level to end up in bin j
at detector level, calculated from events passing both the fiducial region selection and the event selection,
as well as the above matching procedure. The outside-migration fraction foy; is the fraction of signal
events generated outside the fiducial region, but reconstructed and selected in bin j at detector level or
events failing the above matching. The normalised differential cross-section is calculated as

do™™m 1 do
dXe Y do/dXy dXy’

@)

where the sum is over all the bins of the observable.

The chosen observables to unfold are the photon prt and |5|, and the AR between the photon and the closest
lepton for both single-lepton and dilepton channels, and the A¢ and |An| between the two leptons for
the dilepton channel. The kinematic properties of the photon are sensitive to the ¢ty coupling, while the
dilepton A¢ is sensitive to the ## spin correlation.

The signal sample is used to determine €, fou,; and My ;, which are shown in Figure 2 for the photon pr
in the single-lepton channel. These efficiencies and migration matrices are quite similar to those in the
13 TeV analysis [31].

The inversion of the migration matrix My; is performed using the iterative Bayesian method [32]
implemented in the RooUnroLp package [33]. The method relies on the Bayesian probability formula to
invert the migration matrix, starting from a given prior of the particle-level distribution, and iteratively
updating it with the posterior distribution. The binning choices for the unfolded distributions and the
choice of three iterations for the unfolding are the same as in the 13 TeV analysis, except for the photon pr,
which has two additional bins of [300,500] GeV and [500,1000] GeV.
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Figure 2: The (a) efficiency and outside fraction and (b) migration matrix for the photon pr in the single-lepton
channel.
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8 Systematic uncertainties

The systematic uncertainties are extrapolated from the 13 TeV analysis [10]. For simplicity, only the most
important sources of systematic uncertainty are considered, that contribute 90% of the total systematic
uncertainty in the 13 TeV analysis. Uncertainties related to theoretical predictions, including event
generators, are reduced by a factor of two compared to those used in the 13 TeV analysis to account for
anticipated advancements in theoretical predictions and tools. The relative experimental uncertainties are
in general kept at the same level as in the 13 TeV analysis.

For the systematic uncertainty of the modelling of the signal efficiency, the uncertainty of parton shower
derived from a comparison between PyTHia 8 and Herwig 7 [34] is considered and reduced by a factor
of two, giving 1% for both the single-lepton and dilepton channels. For the 7 modelling systematics,
which affects the estimation of hadronic-fake background and the shape of electron-fake background, the
uncertainties of initial-/final-state radiation (ISR/FSR) and the choice of event generator are considered. The
former is derived from a comparison between the nominal ¢7 sample and alternative ones with enhanced or
suppressed ISR/FSR. The latter is derived from a comparison between PowHEG-Box + PyTHIA and SHERPA.
Both uncertainties are reduced by factors of two, giving 13% (14%) and 4% (5%) for the single-lepton
(dilepton) channel, respectively.

The uncertainty of the hadronic-fake background estimation in the 13 TeV analysis is composed of the t#
modelling uncertainty and the statistical uncertainties of the relevant control regions which will become
negligible at the HL-LHC. For the electron-fake background systematics, the statistical uncertainty of the
data-driven method used to estimate the background is ignored and the remaining uncertainty is 9%, which
is from the choice of the templates used to do side-band fit in the method. For the fake-lepton background
systematics, the uncertainty is taken to be the same as the 13 TeV analysis, giving 50%. In the 13 TeV
analysis, the normalisation of the Wy background was constrained with a relative precision of 13% using a
template fit method, and this uncertainty is applied to the Wy normalisation for the HL-LHC analysis. For
the uncertainty of Zy background in the dilepton channel, 30% was assigned for QCD scale variation by
varying the renormalisation and factorisation scale factors up and down by a factor or two independently
and simultaneously in the 13 TeV analysis, which is reduced by half to 15% at the HL-LHC. For each
of the prompt-photon backgrounds, except for the Wy in the single-lepton channel, an additional 50%
normalisation uncertainty was assigned in the 13 TeV analysis, which is reduced by half to 25% at the
HL-LHC.

Experimental sources of uncertainty include the largest and second largest components of the jet energy
scale (JES) uncertainty, which are called “JES NP 1” (NP means nuisance parameter) and “JES Rho
Topology”, and amount to 2% and 1% (1% and 1%), respectively in the single-lepton (dilepton) channel.
The “JES Rho Topology” represents the uncertainty of a parameter “Rho”, which is to quantify the
transverse pile-up energy density of the event and used to subtract pile-up energy from the pt of the jet.
The uncertainties of the event selection efficiency or normalisation for all the simulated processes due to the
uncertainties of the integrated luminosity, photon efficiency and pile-up are 1%, 1% and 2%, respectively.
Among these uncertainties, the JES Rho Topology uncertainty is reduced by half based on the latest studies
with respect to the 13 TeV analysis, while the others stay the same. The pile-up uncertainty has been
increased by a factor of two with respect to the 13 TeV analysis to account for the significantly increased
pile-up effect at the HL-LHC.

Simulation statistical uncertainties on the generated signal and background samples are expected to be
negligible, assuming sufficiently large samples can be generated.

10
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Table 5 summarises these uncertainties. For simplicity, the single-lepton channel systematics are applied to
both the e+jets and p+jets channels and the dilepton channel systematics to the ee, ey and pu channels.

Table 5: Summary of systematic uncertainties. The last column indicates whether the shape effect of the corresponding
uncertainties is considered in the differential cross-section measurement.

Efficiency or normalisation
Channel Single legton ‘ Dilepton Impact on Shape
Parton shower of tfy 1% Signal Yes
ISR/FSR of tf 13% 14% Hadronic fake and Yes
Generator of 17 4% 5% shape of electron fake
Estimation of electron fake 9% - Electron fake Yes
Estimation of fake lepton 50% - Fake lepton Yes
Normalisation of W in single-lepton 13% - W in single-lepton No
QCD scale of W in single-lepton - - W in single-lepton Yes
Generator of Zv in dilepton - - Zy in dilepton No
QCD scale of Zy in dilepton - 15% Zy in dilepton Yes
Normalisation of prompt photon 25% f(lj;(;;/n)}/)ti E 1:?;2?;162;?;) No
Luminosity 1% No
JES NP1 2% \ 1%
JES rho topology 1% All except fake lepton
p Yes
Pile-up 2%
Photon efficiency 1%

In the differential cross-section measurement, in addition to the normalisation uncertainties considered
above, shape effects are considered for the uncertainties of the ##y and #f modelling and of the QCD scale
choice of the Wy (Zy) modelling in the single-lepton (dilepton) channel. These uncertainties are reduced
by factors of two in the same way as for the fiducial measurement. The shape effect of the experimental
uncertainties are also considered, except for the uncertainty of integrated luminosity which only affects
the normalisation. The background and experimental uncertainties are evaluated by varying the input
distributions, unfolding them with corrections based on the nominal signal sample, and comparing the
resulting unfolded distributions to the nominal one. The systematic uncertainty due to signal modelling is
evaluated by varying the signal corrections, with which the nominal input distributions are unfolded, and
comparing the resulting unfolded distributions to the nominal one.

9 Results

The expected precision of the fiducial cross-section measurement is studied by fitting an Asimov dataset
to a likelihood function built in the fiducial region, which is the product of a single Poisson describing
the total number of observed events and a group of Gaussians constraining the nuisance parameters used
to parametrise each systematic uncertainty. The resulting total relative uncertainty of the signal strength,
which is defined as the fitted number of signal over the predicted one, together with its decomposition
into statistical and systematic uncertainties, are shown for each channel in Table 6 and compared with the

11
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corresponding results in the 13 TeV analysis, which are derived from fitting the output of a neural network
using data. These numbers are also illustrated in Figure 3. The statistical uncertainties at the HL-LHC are
in general below 1% and are much smaller than in the 13 TeV analysis, especially for the dilepton channels.
The systematic uncertainties at the HL-LHC are also reduced, as a result of the reduction of the theoretical
uncertainties by a factor of two. The fiducial measurement in the eu channel has the smallest uncertainty
of 3%. The pu channel is less precise than the ee channel due to the larger background contamination
from Zvy events.

Table 6: The relative uncertainty of the fiducial cross-section measurement expected at the HL-LHC in each channel.
The results from the 13 TeV analysis are shown for comparison.

Channel e+jets | u+jets ee eu uu

Stat HL-LHC 0.2% | 0.2% 09% | 0.5% | 0.8%

" [Run2 (36 fb~1) | 2.8% | 3.0% 8.1% | 4.6% | 10.0%

Svs HL-LHC 6.8% | 6.3% 5.0% | 3.3% | 6.6%

Y MRun2 (3610 ") | 7.9% | 84% | 8.9% | 5.7% | 9.8%

Total HL-LHC 6.8% | 63% | 5.0% | 3.4% | 6.6%

Run-2 36 b 1) | 8.4% | 8.9% | 12.0% | 7.3% | 14.0%
< C T T T T ]
< 25—_ ATLAS Simulation Preliminary ]
2 L (s=14Tev,3ab v:s. Vs=13TeV, 36 fb .
g - 13 TeV stat. 13 TeV sys. 13TeViot. 7]
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Figure 3: The relative statistical/systematic/total uncertainties of the measured fiducial cross-section in each channel
for the HL-LHC and the 13 TeV analysis.

The contributions of different systematic uncertainties to the total uncertainty on the signal strength are
summarised in Table 7. In the single-lepton channels, the uncertainties of 7 ISR/FSR modelling, pile-up,
JES and Wy background estimation are the leading sources. If the lepton is an electron, the uncertainty of
fake-lepton background estimation is also important. In the ee and pu channels, the uncertainties of Zy
background estimation and pile-up are the dominant systematics, In the ey channel, the pile-up uncertainty
is the most important uncertainty.
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Table 7: Decomposition of expected systematic uncertainties on the fiducial ¢7y cross-section measurement. The
“Total systematics” is the quadratic sum of all the individual uncertainties, ignoring their correlations.

Source e+jets | u+jets ee eu M
tty PY8 vs H7 1.0% 1.0% | 1.0% | 1.0% | 1.0%
tf ISR/FSR 3.1% | 34% | 1.1% | 1.1% | 1.0%
tt MGS5 vs Sherpa | 1.0% 1.0% | 0.4% | 0.4% | 0.4%
W7y norm. 1.6% | 2.7%

Z)/ norm. 1.7% 0.7% 2.8% <0.1% | 4.7%
Zy QCD scale 1.7% | <0.1% | 2.8%
Single top norm. 1.1% 1.3% | 0.9% | 0.3% | 0.6%
Diboson norm. <0.1% | <0.1% | 0.1% 0.1%
Fake-lep norm. 3.0% | 0.5%

e-fake norm. 1 1.5% 1.5%

e-fake norm. 2 0.7% | 0.8%

JESNP 1 22% | 2.2% | 1.2% | 1.0% | 1.2%
JES Rho topo. 1.1% 1.1% | 1.2% | 1.0% | 1.2%
Photon eff. 1.1% 1.1% | 1.2% | 1.0% | 1.2%
Pile-up 22% | 2.2% | 2.3% | 2.0% | 2.4%
Luminosity 1.1% 1.1% | 1.2% | 1.0% | 1.2%
Total systematics 6.6% | 6.2% | 49% | 3.3% | 6.7%

In the region of photon pr > 500 GeV, the statistical/systematic uncertainties are 3.7%/7.4% and 11.5%/3.4%
for the single-lepton and ey channels, respectively. The statistical uncertainty of the ey channel is large
and one might consider combining it with the ee and eu channels. But it is found that combining these
dilepton channels doesn’t help to reduce the total uncertainty, due to the large Zy background and its large
associated uncertainty in the ee and pu channels. Table 8 gives more details about these uncertainties.

Table 8: The relative statistical/systematic/total uncertainties for a fiducial cross-section measurement using photons
with pt larger than 500 GeV at the HL-LHC, in the single-lepton, ey and combined dilepton channels.

Uncertainty Stat. Sys. Total.
single-lepton | 3.7% | 7.4% | 8.2%
eu 11.5% | 3.4% | 12.0%
dilepton 10.0% | 17.9% | 20.5%

The differential cross-sections are unfolded using an Asimov dataset. The e+jets and p+jets channels are
combined into the single-lepton channel. The ey channel is unfolded by itself without combining with
the ee or pu channel, since the latter two channels bring significantly more background contamination,
making the results of the combined dilepton channels worse in most cases. The resulting uncertainties are
shown in Figure 4 and 5 for the single-lepton and eu channels, respectively. Statistical uncertainties are in
general below 1% (2%) for the single-lepton (eu) channel, except for the high-pt bins: e.g. for photons
above 500 GeV, the statistical uncertainty reaches 4% (12%). Systematic uncertainties are in general
below 5% for both channels, with the background modelling uncertainties being the leading systematic
uncertainty. The measurement in the single-lepton channel is mainly limited by systematic uncertainties,
while that of the ey channel by both statistical and systematical uncertainties. Overall, a 5% precision can
be achieved for the differential measurement, except for the dilepton channel with a photon of pr larger
than 500 GeV.
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Figure 4: The systematic uncertainties for the normalised differential cross-sections as a function of the (a) photon
pt, (b) photon || and (c) AR(y, €) in the single-lepton channel.

The uncertainties of differential measurements for the HL-LHC and the 13 TeV analysis are compared in
Figure 6 for the photon pr in the single-lepton and eu channels, as well as for the A¢(¢, €) in the ey channel.
Both the statistical and systematic uncertainties are reduced significantly at the HL-LHC. The HL-LHC
allows measurement of the photon pr spectrum up to 1000 GeV rather than the 300 GeV limit at Run 2.
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Figure 6: Comparison of statistical/systematic/total uncertainties for the normalised differential cross-sections as
a function of the photon pr in the (a) single-lepton channel and the (b) eu channel, and the (c) A@(£, £) in the ey
channel, between the HL-LHC and the 13 TeV analysis.

10 Conclusion

The expected precision of fiducial and differential cross-section measurements of top-quark pair production
in association with a photon are studied in the leptonic #7 final states, using a simulated dataset corresponding
to 3 ab~! of 14 TeV pp collision data that is expected to be collected by the upgraded ATLAS detector at
the HL-LHC. The differential cross-sections, normalised to unity, are measured as a function of the photon
pr and |n|, and the AR between the photon and the closest lepton for both channels, and the |An| and A¢
between the two leptons for the dilepton channel. The best precision is achieved in the ey channel with a
3% uncertainty for the measurement of fiducial cross-section with a photon pr threshold at 20 GeV. The
single-lepton channel provides the most precise measurement with an 8% uncertainty for photons with
pr above 500 GeV. The expected uncertainties of differential cross-section measurements are in general
below 5%.
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2.5. Anomalous couplings in the ¢t + Z final state (CMS-FTR-18-036)

Available on the CERN CDS information server CMS PAS FTR-18-036

CMS Physics Analysis Summary

Contact: cms-phys-conveners-ftr@cern.ch 2018/12/17

Anomalous couplings in the tt+Z final state at the HL-LHC

The CMS Collaboration

Abstract

The electroweak couplings of the top quark provide a crucial window to physics be-
yond the standard model and can be put to stringent tests with the CERN High-
Luminosity LHC (HL-LHC). The expected sensitivity of the CMS detector for anoma-
lous electroweak top quark interactions based on differential cross section measure-
ments of the ttZ process in the three lepton final state is provided for a HL-LHC
scenario with 3000 fb~! of proton-proton collision data at a centre-of-mass energy of
14 TeV.
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1. Introduction 1

Figure 1: Representative Feynman diagram for the ttZ process.

1 Introduction

Owing to the special role of the standard model (SM) top quark, many beyond standard model
(BSM) predictions include anomalous couplings of the top quark to the electroweak gauge
bosons [1-7]. Direct measurements of processes sensitive to the neutral-current interaction of
the top quark have so far been limited by the amount of collision data available at the LHC [8].
With the data sample expected for the HL-LHC, it will be possible to measure the electroweak
dipole moments of the top quark, as well as the (axial-)vector couplings of the top quark to the
Z boson [9]. In this study we simulate differential cross section measurements of the pp — ttZ
process in the CMS Phase-2 detector using 3000 fb~! of data, in events with three leptons (elec-
trons or muons), where two are consistent with the Z boson mass hypothesis. A representative
Feynman diagram is shown in Fig. 1. We use a DELPHES [10] detector simulation and consider
an HL-LHC scenario with a centre-of-mass energy of 14 TeV.

We interpret the result in terms of the SM effective field theory (SM-EFT) [11]. In SM-EFT at
mass dimension-6, there are 59 independent Wilson Coefficients [12] that form the so called
Warsaw basis. Among them, 15 are relevant for top quark interactions [13]. In the Warsaw
basis, several operators contribute both to the anomalous charged current interaction (the Wtb
vertex) and the neutral current interactions (the ttZ and tty vertex), albeit in different linear
combinations. The parametrization used here allows a modification of the neutral top quark
interactions while leaving the Wtb vertex unchanged [11].

2 CMS Phase-2 detector

The CMS detector [14] will be substantially upgraded in order to fully exploit the physics po-
tential offered by the increase in luminosity at the HL-LHC [15], and to cope with the demand-
ing operational conditions at the HL-LHC [16-20]. The upgrade of the first level hardware
trigger (L1) will allow for an increase of L1 rate and latency to about 750 kHz and 12.5 s, re-
spectively, and the high-level software trigger (HLT) is expected to reduce the rate by about a
factor of 100 to 7.5 kHz. The entire pixel and strip tracker detectors will be replaced to increase
the granularity, reduce the material budget in the tracking volume, improve the radiation hard-
ness, and extend the geometrical coverage and provide efficient tracking up to pseudorapidi-
ties of about |17| = 4. The performance of the muon system will be improved by upgrading
the electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC)
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and drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier
(GEM) technologies will be installed to add redundancy, increase the geometrical coverage up
to about |57| = 2.8, and improve the trigger and reconstruction performance in the forward
region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end
electronics that will be able to exploit the information from single crystals at the L1 trigger
level, to accommodate trigger latency and bandwidth requirements, and to provide 160 MHz
sampling that allows high precision timing capability for photons. The hadronic calorimeter
(HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers,
will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron
calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will
provide highly-segmented spatial information in both transverse and longitudinal directions,
as well as high-precision timing information. Finally, the addition of a new timing detector for
minimum ionizing particles (MTD) in both barrel and endcap region is envisaged to provide
capability for 4-dimensional reconstruction of interaction vertices that will allow to signifi-
cantly offset the CMS performance degradation due to high rate of simultaneous interactions
per bunch crossing (pileup, PU).

The generated signal and background events are processed with the fast-simulation package
DELPHES in order to simulate the expected response of the upgraded CMS detector. The object
reconstruction and identification efficiencies, as well as the detector response and resolution,
are parametrized in DELPHES using the detailed simulation of the upgraded CMS detector
based on GEANT4 package [21, 22].

3 Event simulation

3.1 Generating weighted signal samples

While many BSM scenarios modify the ttZ cross section, most have a large impact on other
processes as well. Anomalous interactions between the top quark and the gluon (chromomag-
netic and chromoelectric dipole moment interactions) are tightly constrained by the tt+jets final
state [23]. Similarly, the modification of the Wtb vertex is best constrained by measurements
of the W helicity fractions in top quark pair production [24] and in t-channel single top quark
production [25]. The operators inducing anomalous interactions of the top quark with the re-
maining neutral gauge bosons, the Z boson and the photon, have Wilson coefficients Cyz, Cyzm],
Cyt and C;Q [11]. The former two induce electroweak dipole moments while the latter two
induce anomalous neutral current interactions. These Wilson coefficients are the main focus of
this work. They amount to the linear combinations

Ciz = Re (— sin BWCS’;) + cos GWC%?’,)) (1)
= 1m (= sinfwC + coswCy) @)
Cpt = Cp="Cpy 3)
Cro = Cpa=Cpg” = Coi” 4)

where 0}y is the weak mixing angle and the Wilson coefficients in the Warsaw basis are denoted
by CS;’), CS?,), Céff’), C;)S’g’), and Cé(%) as defined in Ref. [11]. As we only consider Ciz, Cyzm],

q
Cyr and quQ in this analysis, we set other Wilson coefficients to zero. The constraints ng’?’) =0

and Cl(gf]) = 0 ensure a Witb vertex according to the SM.
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When scanning the BSM parameter space during event simulation, even a moderate number
of four independent Wilson coefficients is prohibitive or severely restricts the achievable gran-
ularity. We eschew this limitation by a strategy taken from Ref. [26]. First, a sample of events
is processed with MadGraph [27] at a reference parameter point. Then, for each event the
compiled matrix element is reevaluated using Madwe ight [28] at base points in the parameter
space spanned by the Wilson coefficients C;. By this procedure, event weights can be calculated
at the parameter base points. Because the generic structure of a matrix element with operator
insertions is polynomial in the Wilson coefficients, we can evaluate the matrix element at a
sufficient number of parameter points and obtain a polynomial parametrization of the event
weight in the full parameter space [29].

3.2 Simulated event samples

The ttZ process is generated at the parton level using MADGRAPH5_aMC@NLO v2.3.3 [27] at
leading order (LO), and decayed using MadSpin [30, 31] in order to preserve the spin correla-
tion in the decays of the top quarks. It contains a small non-resonant tt/¢ contribution. Parton
showering and hadronization are generated using PYTHIA 8.2 [32, 33]. Fast detector simulation
was performed using DELPHES, with the CMS reconstruction efficiency parametrization for the
Phase-2 upgrade. The mean number of PU interactions per bunch crossing is varied from 0 to
200. Jets are reconstructed with the FastJet package [34], using the anti-kr algorithm [35],
with a cone size R = 0.4.

The production of a Z boson in association with a top quark pair provides an ideal testbed for
the ttZ interaction. However, not all contributing Feynman diagrams contain a ttZ vertex. Be-
cause of interference, the events with a boson originating from a top quark can not be perfectly
separated. Therefore we single out the contribution from events where the Z boson originates
at generator level from a W boson, a lepton (including 7 leptons), (b-)jets, or an initial state
quark. These 'non-informative’ contributions do contain the ttZ vertex and are therefore not
affected by the Wilson coefficients considered here..

Important backgrounds to the ttZ process in final states including leptons from the top quark
decays include WZ production and single top quarks produced in association with a Z boson
(tZq). In addition, we simulate background contributions for single top events in association
with two bosons (tWZ) and for the tty process. The WZ, tZq, tWZ, tty and ttZ processes are
normalized to cross sections calculated up to next-to-leading order (NLO) in perturbative QCD
with MADGRAPH5_aMC@NLO. The generated samples are summarized in Table 1.

As Ciz modifies the coupling of the Z to the top quark, the SM gauge symmetry requires a
similar modification of the tty coupling. However in this work, we only consider affected BSM
couplings in the ttZ process. The effect of the considered Wilson coefficients Ciz, Cyzm], C4,t and
C(;Q on the total yield due to modified couplings in the processes tZq, tWZ and tty is found
to be negligible. Because the neglected variations generally affect the predicted yields with the
same sign as the ttZ process, this is a conservative choice.

4 Event selection

From the SM branching ratios of W and Z bosons as well as the 7, 8 and 13 TeV results on the
inclusive ttZ cross section from the ATLAS collaboration [36, 37] and the CMS collaboration [8,
38-40] it follows that the three lepton channel is the most sensitive search channel. Here, the
Z boson decays to an opposite-sign same-flavor pair of electrons or muons, and one of the W
bosons originating from a top quark decays to a lepton and neutrino. The other W boson can
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Table 1: Simulated processes with a Monte-Carlo sample size of one million events, the cross
section for /s = 13 TeV and the scale factor for /s = 14 TeV. Here, { = ¢, i, T and vy =
Ve, Vi, V.

Process | | 131ev (Pb) | Clatev/ 13 Tev
tZ pp — ttel 0.0915 1.16
WZ | pp — lvll +pp — (vl 4.666 1.16
tZq pp — tllq+ pp — tllq 0.0758 1.12
tWZ | pp — tWll +pp — tWL | 0.01123 1.12
tty pp — tty 3.697 1.03

Table 2: Event selection and object level thresholds for the ttZ selection.

Observable \ Selection
Niep 3
Niets >3
Nb-tag 2 1

pr () (GeV) > 10/20/40
1n7(0)] <30

pr (j) (GeV) > 30
n7G)] <40

|m(£0) —mz| (GeV) <10

decay either leptonically or hadronically. We thus require exactly three reconstructed leptons
(e or u) with pr (¢) thresholds of 10, 20, and 40 GeV, and |1(¢)| < 3.0. We furthermore require
that there is among them a pair of opposite-sign same-flavor leptons consistent with the Z
boson by requiring |m(¢¢) — mz| < 10 GeV. Here, and throughout the event selection, we
remove reconstructed leptons within a cone of AR < 0.3 to any reconstructed jet satisfying
pr > 30 GeV. Furthermore, at least 3 jets with pr (j)> 30 GeV and |4(j)| < 4.0, where one
of the jets has been identified as a b-tag jet according to the DELPHES specification (medium
working point), are required. Because ttZ is a process with very high invariant mass, the final
state objects are typically produced centrally in the detector. A further increase of geometric
acceptance of jets or leptons does therefore not increase the analysis sensitivity. The event
selection is summarized in Table 2.

5 Signal regions

Because the dimension-6 operators introduce new momentum dependent tensor structures in
the Lagrangian, the most sensitive observable is the Z boson transverse momentum pr(Z) [41].
We consider its distributions in equally sized bins of 100 GeV. The second important ob-
servable is cos 6, the relative angle of the negatively charged lepton to the Z boson direc-
tion of flight in the rest frame of the Z boson. The differential cross sections for ttZ with re-
spect to pr(Z) and cos 6} in SM and BSM scenarios are shown in Fig. 2. The distribution of
pr(Z) is more sensitive to BSM effects than cos 6, and the latter contributes approximately
10% to the sensitivity. We show the differential distributions for Ciz = 2 (A/ TeV)? and C{IZm]
= 2 (A/ TeV)?, corresponding to a signal hypothesis within the currently most stringent 95%
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Figure 2: Differential cross sections with respect to pr(Z) (left) and cos 6, (right) in the ttZ
(Niep=3) channel as specified in Table 2 and for the Phase-2 scenario. For cost;, an addi-
tional requirement of pr(Z) > 200 GeV is applied. The SM distributions are shown in black
with systematic uncertainties, while colored lines show hypotheses for Ciz = 2 (A/ TeV)? and
Cyzm] = 2 (A/ TeV)?, with yields that are area-normalized to the SM distribution. The non-
informative contribution to ttZ is described in Sec. 4 and shown hatched. Backgrounds are
shown in solid colors.

CL limits [8, 42]. We normalize the BSM distributions to the SM yield in the plots to visualize
the discriminating features of the parameters. The contribution from the ttZ process which does
not contain information on the Wilson coefficients is shown hatched. A small background from
non-prompt leptons is taken from Ref. [8] and scaled to 3 ab~!. The choice of signal regions in
pr(Z) and cos 0} is shown in Fig. 3.

Table 3: Definition of the ttZ signal regions.
pr(Z) (GeV) | —1 < cosby < —0.6 | —0.6 < cosby < 0.6 [ 0.6 < cos b}

0-100 SR1 SR2 SR3
100-200 SR4 SR5 SR6
200400 SR7 SR8 SR9

> 400 SR10 SR11 SR12

6 Systematic uncertainties

Experimental uncertainties are estimated based on the expected performance of the Phase-2
CMS detector. This scenario assumes that there will be further advances in both experimental
methods and theoretical descriptions of relevant physics effects. Theoretical uncertainties are
assumed to be reduced by a factor two with respect to the ones in the reference Run 2 anal-
ysis [43]. For experimental systematic uncertainties, it is assumed that those will be reduced
by the square root of the integrated luminosity until they reach a defined lower limit based on
estimates of the achievable accuracy with the upgraded detector [44].
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Typical values for uncertainties are listed in Table 4. To propagate these uncertainties, events
are either reweighted or the momenta of the respective objects are rescaled in order to follow
the desired variation. The modified yields are subsequently compared to nominal ones and the
resulting differences are taken as systematic uncertainties.

Table 4: The sources of systematic uncertainty grouped in experimental systematic uncertain-
ties (exp.) and theoretical uncertainties (theo.) as well as their impacts on reconstructed objects
and event yields.

\ Source | Affected processes | Unc. on pred. yield | Unc. obj. level
b-Tagging b-jets all MC 01-52% 1.0-4.6 %
b-Tagging mis-tag all MC 01-45% 10 %
Muon ID all MC 04-15% 0.5 %
Q} Electron ID all MC 04-15% 0.5 %
v Jet energy scale all MC 0.1-2.0%
Integrated luminosity all MC 1.0 %
Trigger efficiency all MC 1.0 %
Non-prompt estimate | non-prompt background 15.0 %
Scale uncertainty all MC 02-1.7%
S PDF choice all MC 05-2.6%
& Parton shower ttZ 0.5-2.0%
- WZ cross section Wz 5.0 %
ttX cross section tZq, tWZ, tty 5.5 %
7 Results

The predicted yields are estimated for the 3 ab~! HL-LHC scenario at Vs = 13 TeV, scaled
to 14 TeV, and are shown in Fig. 3. With the uncertainties described in Sec. 6, a binned likeli-
hood function L(#) is constructed where 6 labels the set of nuisance parameters. We perform
a profiled maximum likelihood fit of L(#) and consider q(r) = —2log(L(#)/L(fsnm)), where 8
and sy, are the set of nuisance parameters maximizing the likelihood function at the BSM and
SM point, respectively. The largest contributions among the experimental uncertainties orig-
inate from the imperfect knowledge on the luminosity and trigger efficiencies. Uncertainties
on the PDF and the cross section of the WZ process contribute significantly to the theoretical
uncertainties.

In Fig. 4, the likelihood scan for the ttZ process is shown, where we consider one non-zero
Wilson coefficient at a time, and all others are set to zero. The corresponding 68% and 95% CL
intervals are summarized in Table 5.

In Fig. 5, likelihood ratios for two pairs of Wilson coefficients corresponding to modified neutral
current interactions (Cy; and C(;Q) and dipole moment interactions (Ciz and C,Elzm]) are consid-

ered. The Wilson coefficient not shown on the x axis is included in the profiling of nuisance
parameters. The corresponding 68% and 95% CL intervals are summarized in Table 6.

In Fig. 6 (left), the likelihood scan for the ttZ process is shown under the SM hypothesis in
the Cy,/Cyt parameter plane of the Warsaw basis. The likelihood scan of the dipole moment

parameters Ciz/ Ct[IZm] is shown in Fig. 6 (right). The green (red) lines show the 68% (95%) CL
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Figure 3: Signal region yields from simulation for SM processes (colored histograms). The
yields are estimated for an integrated luminosity of 3/ab, the cross section is scaled to 14 TeV.
The total SM yield is shown with the black line, the dashed red line reflects the total expected
yield assuming modified couplings, with the chosen value Ciz = 2 (A/ TeV)?. The hatched area
represents the non-informative contribution to ttZ as described in Sec. 4.
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contour line and the SM parameter point corresponds to Cypt = C,; =0 and Ciz = CPZm] = 0. For
the neutral current interactions, the two-dimensional scan reveals that the sensitivity to Cy; and
Cp is significantly correlated.

Table 5: Expected 68 % and 95 % CL intervals, where one Wilson coefficient at a time is consid-
ered non-zero.

Wilson coefficient | 68 % CL (A/ TeV)? | 95 % CL (A/ TeV)?

Cyt [-0.47, 0.47] [-0.89, 0.89]
Cy0 [-0.38, 0.38] [-0.75,0.73]
Cez [0.37, 0.36] [-0.52, 0.51]
cle! [-0.38, 0.36] [-0.54, 0.51]

Table 6: Expected 68 % and 95 % CL intervals for the selected Wilson coefficients in a profiled
scan over the 2D parameter planes C,,/Cyt and Ciz/ C,[Izm]. The respective second parameter
of the scan is left free.

Wilson coefficient | 68 % CL (A/TeV)? | 95 % CL (A/ TeV)?

Co [-1.65, 3.37] [-2.89, 6.76]
o [1.35,2.92] [-2.33, 6.69]
Cez [-0.37, 0.36] [0.52, 0.51]
clml [-0.38, 0.36] [-0.54, 0.51]

8 Summary

The CMS sensitivity to anomalous interactions using ttZ measurements in the HL-LHC era cor-
responding to a simulated data set of 3 ab ~! of integrated luminosity has been been estimated
in the context of SM-EFT. The considered scenario assumed advances in both experimental
methods and theoretical descriptions of the relevant physics effects. With the reduced theoret-
ical and experimental uncertainties, tight constraints are expected in two planes spanned by a
total of four Wilson coefficients and in one dimensional log-likelihood scans.
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Figure 4: Individual likelihood ratio for the Wilson coefficients cpt and cpQM (top) and ctZ
and ctZI (bottom) for the ttZ process. Here, only one Wilson coefficient at a time is considered
non-zero. The 68% (95%) CL intervals are given in green (red).
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Figure 5: Individual profiled likelihood ratio for the Wilson coefficients Cy: and Cy, (top) and
Ciz and Cyzm] (bottom) for the ttZ process under the SM hypothesis. The 68% (95%) CL intervals

are given in green (red).
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Figure 6: Scan of the negative likelihood in the Coo /Cyt (left) and Ciz/ Ct[IZm] parameter planes

(right) for the ttZ process under the SM hypothesis. The 68% (95%) CL contour lines are given
in green (red).
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Available on the CERN CDS information server CMS PAS FTR-18-031

CMS Physics Analysis Summary

Contact: cms-future-conveners@cern.ch

Expected sensitivities for tttt production at HL-LHC and
HE-LHC

The CMS Collaboration

Abstract

The CMS searches for the production of four top quarks (tttt) are used to provide
projections for the High-Luminosity LHC and High-Energy LHC. Final states with
same sign leptons or three or more leptons as well as multiple b-tagged jets are used
in these projections. Several different scenarios for the systematic uncertainties are
considered. For proton-proton collisions at /s = 14 TeV, the existing analysis strate-
gies are expected to become dominated by systematic uncertainties. Evidence for tttt
in a single analysis will become possible with around 300 fb~! of High-Luminosity
LHC data at 14 TeV center-of-mass energy. With these datasets the uncertainty on the
measured cross section will be of the order of 33 to 43%, depending on the systematic
uncertainty. With 3 ab~! of High-Luminosity LHC data, the cross section can be con-
strained to 9% statistical uncertainty and 18 to 28% total uncertainty. At High-Energy
LHC it would be possible to constrain the tttt cross section to within 1 to 2% statistical
uncertainty.
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2.6. Four-top production at HL-LHC and HE-LHC (CMS-FTR-18-031)

The production of four top quarks (tttt) is one of the rare processes in top quark physics that
has large sensitivity to variety of New Physics effects that could be studied through direct
searches, effective filed theory approaches or top quark-Higgs boson anomalous couplings,
while at the same time it is interesting in the standard model context as a complex QCD process.
The cross section is about one order of magnitude smaller than ttH production, with several
precision calculations predicting values of oz = 9.23:2 fb (NLO) and oz = 11.973:}{;’ tb
(NLO+EWK)[1-3] for proton collisions at /s = 13 TeV. The former value is used as a starting
point in this study, as this was the value used in the experimental literature up to now.

CMS has published three analyses setting limits on tttt production [4-6] in the context of a
search specifically designed for the standard-model signature, and both ATLAS and CMS have
published multiple papers where limits on tttt production were derived as a side product of
searches, typically coming from searches for vector-like quarks (pp — TT/BB — ttWTW™)
or MSSM (pp — §§ — titt — tttt + p™i**) signatures [7-12]. The tttt process has not yet been
observed, and the most sensitive CMS collaboration result sets 95% confidence level (CL) upper
limits on the production cross section value of 20.8:“%.19'2 tb, which is equivalent to an excess with

an expected significance of 1.0 standard deviations above the background-only hypothesis.

The production of tttt is one of the rare standard Model (SM) processes that is expected to be
discovered and studied by future LHC runs, including the High-Luminosity LHC (HL-LHC)
and the High-Energy LHC (HE-LHC). The increase in collision energy is important for tttt
production because the cross section is still heavily dependent on the gluon parton density
function (PDF) at pp collisions at /s = 13 TeV, leading to a substantial improvement in the
signal-to-background ratio when the collision energy of the LHC is increased. Investigations
of the expected increase in cross section using the MadGraph5_aMC@NLO generator [1], indi-
cated that the tttt cross section increases by a factor of approximately 1.3 when increasing the
collision energy from 13 to 14 TeV, and by a factor of approximately 12.8 when increasing the
collision energy from 13 to 27 TeV.
3 Iep:ons téet

leptons _ 4%
9%

lepton
39%

Figure 1: Summary of the branching fractions of tttt production.

At the LHC, tttt provides a particularly rich set of experimental signatures. In the standard
model the four W bosons from the top quark decays can create striking leptonic signatures
with four b quark jets and in association with many jets. Figure 1 summarises the branching
fractions of the tttt process, where the largest fraction of events creates single charged lepton
or dilepton signatures. The main backgrounds for tttt searches depend on the final state, but
for the majority of the decay modes are originating from tt plus additional radiation that can
include on-shell objects, such as tt+vector bosons, Higgs bosons, and jets. Backgrounds with
misidentified charged leptons are an another important source of backgrounds in decay chan-
nels with signatures containing many charged leptons, these originate from the production of
one or more vector bosons and tt+two vector bosons. Many additional jets are required be-
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yond the tt + bb final state, which is the reason why many of these backgrounds can be further
suppressed. The majority of the backgrounds are well understood processes which can be
estimated from MC simulation with additional corrections from control regions or misidentifi-
cation studies.

In this note, a simple rescaling of the results of Ref. [4] is presented. This paper considers
the dataset collected at /s = 13 TeV using an integrated luminosity equivalent to 36 fb™'.
The final states sensitive to tttt production that are considered are those with two same-charge
leptons or more than two charged leptons. The following sections will shortly summarize the
analysis with a focus on the approach to statistical and systematic uncertainties as well signal
isolation and background determination. The analysis is used unchanged, and quantitative
information (e.g. selection efficiencies) on the objects used in the analysis can be found in [4].

Search for tttt in same-sign dilepton and multilepton final states

The same-sign dilepton and multilepton search for tttt production [4] relies on a consolidated
strategy in low-background searches that has been established by the CMS collaboration. Con-
trol Regions (CR) populated by events from specific background process are defined, and these
CR are included in the maximum likelihood fit to determine the tttt signal strength. The domi-
nant backgrounds determined using CR are ttW= and ttZ/y* production, while backgrounds
from other rare processes, dominated by ttH, are based on SM simulation predictions and are
assigned large (£50%) normalisation uncertainties.

The experimental backgrounds from charge misidentification of leptons and non-prompt charged
leptons are determined using data-driven methods in side bands. The invariant mass region
around the Z boson resonance is rejected. Eight signal regions are defined, based on the num-
ber of charged leptons (e, #), number of jets, and number of b-tagged jets. Charged leptons
are selected to pass well-established purity and efficiency criteria [13, 14] and pr > 20GeV,
while b-tagged jets have a pr > 25 GeV requirements. Untagged jets are subject to a more tight
pt > 40 GeV requirement. Jets are tagged as originating from b-quarks with the CMS DeepCSV
algorithm [15]. A summary of the various signal regions that also gives an impression of the
contribution of various backgrounds, including the expected yields, is listed in Tab. 1.

Using 35.9 fb™! of 13 TeV proton-proton collision data, this analysis is still dominated by sta-
tistical uncertainties. The systematic uncertainties are listed in Tab. 2.

Table 1: Definitions and expected yields with total uncertainties of the eight signal regions
and the two control regions for ttW (CRW) and ttZ (CRZ), for a dataset of 35.9 fb~!at13 TeV
centre-of-mass. Adapted from Ref. [4].

Nieptons | Nbjets | Njets | Region | SM background tttt Total
<5 CRW 83.7 £ 8.8 19+1.2 | 8.6 £8.6
5 6 SR1 77 +£1.2 09+06| 8612
7 SR2 26 £05 06+04| 32406
2 >8 SR3 05+03 04+02| 084+04
3 5,6 SR4 4.0+ 0.7 14+09 | 54+£09
>7 SR5 0.7+0.2 09+06| 1.6 0.6
>4 >5 SR6 0.7+0.2 1.0£06 | 1.7+ 0.6
>3 2 >5 SR7 23+05 0604 | 29+0.6
- >3 >4 SR8 1.2+03 09+06| 21+0.6
Inverted Z veto CRZ 31.7 £ 4.6 04+03| 321446
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Table 2: Summary of the sources of uncertainty in the Run 2 (dataset collected in 2016) anal-
ysis, and their effect on signal and background yields. The first group lists experimental and
theoretical uncertainties in simulated signal and background processes. The second group lists
normalisation uncertainties of the estimated backgrounds. As reported in Tab. 3 from [4].

Source Uncertainty (%)
Integrated luminosity 2.5
Pileup 0-6
Trigger efficiency 2
Lepton selection 4-10
Jet energy scale 1-15
Jet energy resolution 1-5
b tagging 1-15
Size of simulated sample 1-10
Scale and PDF variations 10-15
ISR/FSR (signal) 5-15
ttH (normalization) 50
Rare, X7, ttVV (norm.) 50
ttZ/y*, ttW (normalization) 40
Charge misidentification 20
Nonprompt leptons 30-60
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Treatment of systematic uncertainties and background cross sec-
tions

Scenarios for the evolution of systematic uncertainties are listed in Tab. 3, which are equivalent
to the so-called Run 2, YR18 and YRI18+ scenarios used in other CMS upgrade studies. A
scenario with purely statistical uncertainties is also included for comparison. These scenarios
are defined as follows:

e The Stat. only scenario only considers statistical uncertainties on the data. Uncertain-
ties due to statistical fluctuations of data in control regions are substantially smaller
than the statistical uncertainty on the yield in the signal regions, so are negligible in
large datasets when derived from a data-driven method.

e The Run 2 scenario considers the case where the systematic uncertainties remain
unchanged. This means that all systematic uncertainties for the analysis are assumed
to be unchanged with respect to the published analysis. Statistical uncertainties scale

as expected by the increase in integrated luminosity, meaning as 1/, /L/L,.f, where
Ly, is the integrated luminosity with which the original analysis was performed.

e The YR18 scenario considers the case where the theory and experimental systematic
uncertainties improve over time. In this scenario the experimental systematic uncer-

tainties that are sensitive to the size of the dataset are also reduced as 1//L/ L,y

As these systematic uncertainties will never completely be negligible, a limit to this
reduction is set to 50% of the currently achieved uncertainty. Theoretical uncertain-
ties on the background are of course also expected to improve due to developments
in the calculations, techniques and orders considered. So systematic uncertainties
on the simulation originating from theoretical sources are scaled by 50%.

o The YR18+ scenario is identical to the YR18 scenario except that, for the experimental
systematic uncertainties, no floor values are assumed.

The fractional changes to the yields of the dominant background predictions, tt plus jets, W, Z
or H bosons, were determined at next-to-leading order (NLO) for LHC collisions at 13, 14 and
27 TeV using the using the MadGraph5_aMC@NLO generator [1]. The extremely rare back-
grounds (i.e., ttWW, tttW production and similar) with negligible contributions were assumed
to be sensitive to the same parton luminosity increase as ttH production. Data-driven back-
ground estimates were increased by the ratio of the tt cross section increase as a function of
integrated luminosity, since this is a process of similar 4> and Bjorken-x values as these back-
grounds after preselection of multiple jets and charged leptons.

Table 3: Considered systematic uncertainty scenarios, described in detail in the text. The table
reports the scale factor multiplied to the uncertainties taken from the published CMS analysis
as reported in Tab. 2.

Source uncert.  Stat. only Run 2 YR18 YR18+

Statistical (L/Lref)fo'5 (L/Lref)fo'S (L/Lref>70'5 (L/Lref)fo'S
Experimental None Original ~ max(0.5, (L/Lyef) %) (L/Lyef)™%°

Int. Luminosity None Original 0.4 0.4
Data-driven bckgrnd None Original ~ max(0.5, (L/Lyef) %) (L/Lyef)™%°

Theory (shapes) None Original 0.5 0.5

Bckgrnd cross section None Original 0.5 0.5

Signal cross section None Original 0.5 0.5
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Results

Table 4: The expected significance of tttt signal over a background-only hypothesis in standard
deviations (s.d.), is given for various CMS upgrade scenarios for sqrt(s)=14 TeV.

Int. Luminosity =~ Stat. only Run2 YR18 YRI18+

300 fb ! 4.09 271 285 293
3ab~! 12.9 322 426  4.49

For the high luminosity LHC, the stat-only, S1+, S2+ and S2NF+ scenarios are considered at
a collision energy of 14 TeV. The assumed integrated luminosity is 3 ab~!. For reference, a
300 fb! scenario is also considered. The results are listed in Tab. 4 and Fig. 2, and show that
for the statistics-only case and for the optimistic scenarios (52+ and S2NF+), the evidence for
the titt signal may be reached already with 300 fb~!, while even with 3 ab~! of integrated
luminosity will be a challenge to perform an observation with a single analysis. Alternatively,
combining the analysis with complementary final states should be sufficient for observation.
The reinterpreted analysis relies on small backgrounds which can be estimated with relatively
large uncertainties. This means that the result becomes dominated by systematic uncertainties
in large datasets, suggesting that a modified analysis strategy focusing on reduction of these
uncertainties will greatly improve the sensitivity.

Considering the sensitivity of tttt production to new physics scenarios in the top quark and
scalar sector, it is useful to consider how accurately the cross section can be measured with
the analyses, once sufficient integrated luminosity has been collected. Of course in the future
analysis techniques are also expected to improve, and dedicated analyses will surely improve
this sensitivity, but this is beyond the scope of this study. It is, however, important to keep
in mind that such a sensitivity study is less sensitive to systematic uncertainties on the back-
ground determination, while being more sensitive to the signal modelling uncertainties and
overall branching fraction and acceptance of the selection. The expected sensitivity on the tttt
cross section is listed in Tab. 5, and shows that measurements with 30% accuracy are possible
at the start of HL-LHC which can be reduced to the order 20% at the end of the HL-LHC data
taking, with a statistical uncertainty of 10% or less.

It is also possible to look further into the future, to the High-Energy LHC. At this point it is
a valid question to ask if any of the systematic uncertainty scenarios are reasonable, but the
statistical uncertainty should definitely still be possible to be assessed. At these time scales
changes in analysis strategy might allow analysis improvements that focus on the optimization
of the interplay between the statistical or systematic uncertainty. The process should at this
point already be observed, so Tab. 5 only lists the expected sensitivity to measure the tttt cross
section using 3 — 15 ab~! of pp collision data at /s = 27 TeV.

EFT interpretation

The expected sensitivity on the tttt cross section as listed in Tab. 5 can be interpreted in an
effective field theory approach [16, 17]. The order-6 Effective-Field-Theory (EFT) Lagrangian
reads

1 1 1
Loer = £+ ;c,?)o,ﬁf’) + 4 ;c,@o,ﬁé) +o (A2> : (1)

where L’éﬁ is the renormalizable standard model Lagrangian, (’)lgn) denotes dim-n composite

operators, while C,E”) are corresponding coupling parameters, which are called Wilson coeffi-

cients. Each term in the sum is suppressed by A“~# constant, where d is the scaling dimension
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Table 5: Expected sensitivity for the production cross section of tttt production, in percent, at
68% confidence level. The fractional uncertainty on the cross section signal strength is given for
various LHC upgrade scenarios. Cross sections are corrected for the changes expected by +/s.
For the 15 ab~! 27 TeV scenario, the systematic uncertainty extrapolation is no longer valid, so
only the statistical uncertainty is provided.

Int. Luminosity NG Stat. only (%) Run 2 (%) YRI18 (%) YRI18+ (%)

300 fb ! 14 TeV e e e i
3ab~! 14 TeV +9 e i +18
3ab~! 27 TeV +2 w i e
15ab~! 27 TeV +1

CMS Projection 14 TeV

14
" tttt production at HL-LHC

12 Stat. Uncert. only
—— Run 2 Syst. Uncert.
10 —— YR18 Syst. Uncert.

---------- YR18+ Syst. Uncert.

Expected Significance (s.d.)

O 1 1 I 1 1 1 1 1 1 1 1 I 1 1
107 0°
Integrated Luminosity (fb™)
Figure 2: Expected significance of a search for tttt production with CMS at HL-LHC. The ex-
pected significance of tttt signal over a background-only hypothesis in standard deviations
(s.d.) is given for various HL-LHC systematic uncertainty scenarios.

of relevant operators and A is an effective energy cut-off of the model.

A minimal basis of composite dim-6 operators contributing in Eq. 1 was derived in [17]. Only a
small subset of these operators can contribute to four top production. For the interpretation of
the limits on pp — tttt cross section, a different basis, proposed in [18, 19], is convenient. The
list of contributing terms includes only following four-fermion operators

Or = (FrY"tr) (FRYutR) (2)
OS) = (Qu"Qr) (Qrv4Qr) 3
(
(

~

O;(g,l) = (O Qr) (FrYutr) 4
oY) = (QL'}’VTAQL> (fR’YyTAtR) : 5)

~

Since the data is sensitive only to the ratios ¢y = C,E6) / A?, leading-order predictions for pp —
tttt cross section can be parametrised using new variables as

1 2
Tir = Oppp + cha,E )+ 2 Cjcka'j(/k)/ (6)
k j<k

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC Page 190


http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/FTR-18-031/index.html

2.6. Four-top production at HL-LHC and HE-LHC (CMS-FTR-18-031)

(1)

where linear terms, ;0

(2)

bution, while c]-cko‘ji terms correspond to insertion of two EFT operators. Arranging ci in a
column-vector, ¢, the Eq. 6 can be expressed in the matrix form

, represent interference of the SM production with dim-6 EFT contri-

i (€) = oM +¢T . 7D 4 Tx@g, (7)
In order to find #'") and £, a system of linear equations has to be solved, which is ob-
tained by substituting linearly-independent vectors ¢ into Eq. 7. In the cross section calcula-
tion, the EFT interactions are implemented in the FEYNRULES [20] model and interfaced to
MG5_aMC@NLO [1]. Coefficients of the Eq. 6 for \f(s) = 13,14,27 TeV were determined in-
dependently. The NNPDF3.0LO [21] PDF set with ag(Mz) = 0.130 were used and the high
energy cut-off assumed the value A =1 TeV.

The obtained combined experimental limit on tttt production can be utilized to provide con-
straints on effective field theory operators. The one standard-deviation uncertainties from from
Tab. 5 can be used to constrain deviations from the standard model EFT when the ¢FFT/¢M
is larger than the uncertainty on the measurement of c®™. Independent limits were obtained
for the statistical uncertainties only, under the assumption that only two operator contribute
to tttt cross section, while Wilson coefficients of the other operators were set to 0. The limits
in two-dimensional space are shown in Figs. 3 and 4, where it is important to be aware that
the reason why the HE-LHC ellipses behave differently is due to the drastically different PDF
contribution of gluons vs quarks at increased collision energy. The resulting one-dimensional
intervals are summarized in Table 6.

Conclusion

The production of four top quarks has large sensitivity to new new physics effects and is in-
teresting as a standard model QCD process. This note describes the reinterpretation of an
analysis using 2016 data focusing on four top quark production using the same-sign dilepton
and multilepton final states [4]. Multiple evaluation scenarios for the systematic uncertainties
are considered. Evidence for tttt production will become possible with around 300 fb~! of HL-
LHC data at /s = 14 TeV , at which point the statistical uncertainty on the measured cross
section will be of the order of 30% and the measurement will have a total uncertainty of around
33-43%, depending on the systematic uncertainty scenario considered. For larger datasets at
HL-LHC, all scenarios considered become dominated by systematic uncertainties. With 3 ab1!
the cross section can be constrained to 9% statistical uncertainty, and the total uncertainty of a
measurement ranges between 18% and 28% depending on the considered systematic uncertain-
ties. At HE-LHC the tttt cross section is expected to be constrained to within a 1-2% statistical
uncertainty.
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Table 6: One-dimensional one-standard-deviation intervals for 14 and 27 TeV scenarios, for
different fractional uncertainties on the measurement of o;. Only total uncertainties are con-
sidered, allowing comparison to the uncertainties in Tab. 5.

Wilson Coefficient Vs | fracunc. on o (%) | Operator values

30 0.63 -0.75

Coy 14 TeV 9 0.32 -0.44
1 0.08 -0.2

30 0.50 -0.55

Cog 27 TeV 9 0.27 -0.31
1 0.08 -0.12

30 0.63 -0.75

Coy, 14 TeV 9 0.32 -0.44
1 0.08 -0.2

30 0.50 -0.56

Coy, 27 TeV 9 0.26 -0.32
1 0.07 -0.13

30 1.21 -1.22

Cp1 14 TeV 9 0.66 -0.67
1 0.22 -0.23

30 0.91 -0.92

Cp1 27 TeV 9 0.49 -0.51
1 0.16 -0.17

30 2.04 -2.64

Cps 14 TeV 9 1.00 -1.61
1 0.22 -0.82

30 1.75 -2.10

Cps 27 TeV 9 0.89 -1.24
1 0.22 -0.57
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Figure 3: EFT interpretation plots in two dimensions. The shown ellipses are equivalent to
the tttt cross section changing by one standard deviation of its statistical uncertainty from the
projection. For reference, a curve with 100% expected uncertainty determined at /s = 13 TeV
is shown. Only (expected) statistical uncertainties are considered unless explicitly mentioned..
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Figure 4: EFT interpretation plots in two dimensions. The shown ellipses are equivalent to
the tttt cross section changing by one standard deviation of its statistical uncertainty from the
projection. For reference, a curve with 100% expected uncertainty determined for /s = 13 TeV
is shown. Only (expected) statistical uncertainties are considered unless explicitly mentioned.
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1 Introduction

In the Standard Model (SM) the production of four top quarks (¢7¢7) is a very rare process with an expected
cross-section of o-(pp — titt) = 15.833?32 fb at 14 TeV [1]. This process has not been observed. Many
theories beyond the SM predict an enhancement of the ¢7¢f cross-section; examples include gluino pair
production in supersymmetric models [2], pair production of scalar gluons [3, 4], and production of a
heavy pseudoscalar or scalar boson in association with a #7 pair in Type II two-Higgs-doublet models
(2HDM) [5, 6]. In the context of Effective Field Theories, the tftf cross-section uniquely constrains the

four-top-quark effective operators [7].

Four top quark production has been searched for at 4/s = 13 TeV by the ATLAS and CMS experiments in
the final states where one top quark decays leptonically (meaning to an electron or muon) [8, 9] and where
at least two top quarks decay leptonically [10, 11]. The latter final state has a lower branching fraction but
has lower background contamination when the two leptons have the same charge.

After the end of Run 3, the LHC will be upgraded to the High-Luminosity LHC (HL-LHC), significantly
increasing its instantaneous luminosity. Upgrades of the ATLAS detector will be necessary to maintain
its performance in the higher luminosity environment and to mitigate the impact of radiation damage and
detector aging [12]. A new inner tracking system, extending the tracking region from pseudorapidity!
In| < 2.7 up to |n| < 4, will provide the ability to reconstruct forward charged particle tracks, which can
be matched to calorimeter clusters for forward electron reconstruction, or associated to forward jets. The
inner tracker extension also enables muon identification at high pseudorapidities if additional detectors
are installed in the region 2.7 < || < 4.

This note presents the prospect for measuring the SM ¢#tf cross-section in the context of the HL-LHC
with 3000 fb~! of proton-proton collisions at /s = 14 TeV with the ATLAS experiment. Events with
two same-charge leptons, and at least three leptons with at least five jets among which at least two are
identified as originating from the hadronization of a b-quark (b-jet) are analyzed.

2 Simulated Samples

Samples that can give rise to two leptons with a same charge or at least three leptons are used. Monte
Carlo (MC) samples for ¢t7tt, tf, single-top quarks (both Wt and t-channels), a vector boson (W or Z) or
a Higgs boson in association with 77, and multiboson production are processed. They are generated at
v/s = 14 TeV and normalised to their theoretical cross-sections and to a luminosity of 3000 fb~!. Only
for the 17H process, the sample generated at v/s = 13 TeV is used while it is still normalised to the SM
14 TeV cross-section.

The t7tf sample was generated at leading order in QCD with MG5_aMC@NLO v2.2.3 [13] and PyTH1A 8
(v8.186) [14] using the NNPDF2.3L.O PDF set [15]. A sample of 7 events was generated using POWHEG-
Box [16] and PyTH1A 8 using the NNPDF3.0NLO PDF set. Single-top quarks events were generated using
PowneG-Box and PyTHiA 6 (v6.428). The t#Z /W samples were generated using MG5_aAMC@NLO and
PyTtHiA 8 while multiboson events were generated using Sherpa [17]. The t7 and single-top quarks

I ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points

upward. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The
E+p;

pseudorapidity is defined in terms of the polar angle 6 as 7 = —Intan(6/2), and the rapidity y is defined as y = % In E=p.

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC Page 198


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2018-047/

2.7. Four-top cross section measurements (ATL-PHYS-PUB-2018-047)

MC samples are used to model the background with fake, non-prompt or charge mis-identified leptons.
This background is difficult to simulate, and it is usually evaluated with data-driven methods. For the
purposes of this study, the normalisation of these samples is scaled based on the observed fake/non-prompt
background fraction in the published Run 2 analysis of Ref. [10], as will be described in Section 4.

3 Object reconstruction and event selection

After the event generation step, a fast simulation of the trigger and detector effects is added with the
dedicated ATLAS software framework [18]. The trigger, reconstruction and identification efficiencies,
as well as the momentum/energy resolution of leptons and jets, are computed as function of their n7 and
pr using simulation assuming an upgraded ATLAS detector [12], and are tabulated with functions which
provide parameterised estimates of the ATLAS performance at the HL-LHC. These functions are then
applied to the particle-level quantities. The functions assume the HL-LHC conditions of an instantaneous
luminosity of £ = 10* ¢cm™2 s~! which implies an average number of additional collisions per bunch-
crossing 200. More details on the object smearing and the corresponding performance can be found in
Ref. [19].

Electrons and muons are reconstructed in the fiducial region of transverse momentum pt > 25 GeV
and || < 2.5. Because of the 717 signal topology, no significant gain is obtained by extending the n
range for the leptons. Jets are selected with pr > 25 GeV, in the range || < 4. Leptons are required
to be isolated, using the sum of the transverse energies of the charged and neutral truth particles within

(An)? + (A¢)? < 0.2 around the lepton, denoted by efcone20. This amount of energy divided by
the lepton pr is required to be < 0.23(0.11) for electron (muon) candidates. The collection of selected jets
includes simulated pileup effects. A track-based pileup jet rejection technique is simulated, assuming 2%
efficiency to select a pileup jet as a hard-scatter jet. Jets containing b-hadrons are identified with a ghost-
matching procedure [20] and are assigned pr- and n-dependent weights to reproduce a 70% b-tagging
efficiency. The missing transverse momentum (E%“iss) is simulated with parameterized contributions to
soft terms, which are calculated with tracks matched to the primary vertex that are not associated with any
reconstructed objects.

Events are selected if they contain at least two leptons with the same charge (21) or at least three leptons (31).
At least five jets among which at least two are b-tagged are required. The selected leptons are required to
have AR > 0.2 with respect to any selected jets. In case an event contains a pair of same-flavour opposite-
charge leptons, the invariant mass of these two leptons is required to satisfy: |my; — 91| > 10 GeV. In
addition the scalar sum of the pt of all selected jets and leptons (Hr) is required to be >500 GeV and E%niss
is required to be >40 GeV.

The distributions of E%liss and Hr are shown in Figure 1 after requiring two same-charge leptons or three
leptons, at least 5 jets and at least 2 b-jets as preselection.

4 Analysis strategy

To extract the t#t7 cross-section a fit is performed to the Hy distributions in several signal regions defined
according to the jet and b-jet multiplicities. The analysis is fitting the ¢7¢f cross-section normalised to the
prediction from the SM (u). The definition of the signal regions is provided in Table 1.
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Figure 1: Expected distributions of (a) E%“iss and (b) Hr after the preselection requirements of two same-charge
leptons or three leptons, at least 5 jets and at least 2 b-jets. The last bin contains overflows.

SR21-6j3b | SR2I-6j4b | SR31-6j3b || SR3I1-6j4b
lepton requirement 21 21 3l 31
jet requirement >6 >6 >6 >6
b-jet requirement =3 >4 =3 >4

Table 1: Summary of selection requirements used to define the signal regions considered.

The rate of the instrumental background (electron with mis-identified charge, fake lepton or non-prompt
lepton) is difficult to estimate using MC, but it has been shown in the published Run 2 analysis of Ref. [10]
that it mostly comes from ¢7 events. Therefore the fraction of instrumental background in the relevant
regions with different lepton and b-tagged jet multiplicities observed in the Run 2analysis of Ref. [10] is
used to scale the sum of ¢f and single-top MC events in the current analysis. These fractions are assumed
to be independent of the requirement on the number of jets while varying with the lepton and b-jet
multiplicities. To increase the statistics used to build Hy template distributions for the fake background,
tt and single-top MC events are selected with a relaxed isolation criteria: etcone20/pr < 1.0 for both
electrons and muons. If no ¢7 or single top MC events survive the selection, the Hy distribution from the
next lower b-jet multiplicity region is used. These Hr templates are then scaled so that the fractions of
fakes over the total background yield are: 44% for SR21-6j3b, 32% for SR21-6j4b, and 1.5% for SR31-6j3b
and SR31-6j4b.

The number of events selected in the different signal regions are shown in Table 2 and in Figure 2.

The signal over background ratio in the different regions as well as pie charts representing the background
composition are shown in Figures 3 and 4, respectively.
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SR21-6j3b | SR2I-6j4b SR31-6j3b SR31-6j4b
ttvV 20+ 1 3+1 13+1 1.9+0.8
multiboson <0.1 <0.1 <0.1 <0.1
fake 54+ 16 4+1 04 +0.1 0.06 + 0.02
ttH 48+ 1 T+3 131 2.1+09
titt 78+ 8 32+3 61+6 23+2
Total 200 + 18 46+ 5 87+6 27+3

Table 2: Event yields of signal and background processes in the different signal regions used to extract the ¢7¢f cross
section for an integrated luminosity of 3000 fb~!. The uncertainties include the systematic sources described in
Section 5.

i) I I
E’ 10* | ATLAS  Simulation Preliminary B i 9
F fs=14TeV, 30001 [t ]
i [ Jfake
M -

10k 7 Uncertainty 3

SHE"‘%(, SRE"‘SM(, 833"53'34, 833"‘53%

Figure 2: Number of selected events in the different signal regions. The hashed regions correspond to the systematic
uncertainties described in the text.
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Figure 3: Signal over square root of background ratio in the different signal regions.
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Figure 4: Fractional contributions of the various backgrounds to the total background prediction in each signal
region.
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5 Systematic uncertainties

In the the published Run 2 analysis of Ref. [10], the main sources of systematic uncertainties were found to
be the uncertainties on the fake lepton background and on the SM background cross-section normalisation.
Therefore, in this study experimental uncertainties (e.g. on jet energy scale or b-tagging efficiency) have
been neglected. The theoretical uncertainty on the predicted signal cross section enters the determination
of u but not the uncertainty on the measured 7t cross section. The following systematic uncertainties
are taken into account in this analysis assuming increasing uncertainty with the jet and b-jet multiplicity.
A 15% (7%) overall normalisation uncertainty is assigned on the ¢V (ttH) backgrounds. In addition
increasing uncertainties are assigned in the different signal regions as the relevant backgrounds come
from 7V and t7H events with increasing number of jets: a 30% additional uncertainty is added on the
ttV and rtH backgrounds in SR21-6j3b, 40% in SR21-6j4b and SR31-6j3b and 50% in SR31-6j4b. An
overall shape uncertainty is added coming from scale variations, generator and parton shower variations
corresponding to a 20% (10%) linear variation of the Hy distributions for ¢V (¢fH) events. As the
instrumental background is estimated using scaling, a 30% uncertainty per signal region is assigned to
it based on Run 2 analyses [10, 21]. A shape uncertainty of 20% per signal region is also assigned. No
uncertainties related to the statistics of the MC samples used for the background estimation are applied.
Finally a 10% uncertainty on the signal normalisation is assumed.

The systematic uncertainties are treated as nuisance parameters as described in Section 6. The input Hr
distributions used in the fit to extract the t7¢7 cross-section are shown in Figure 5. The binning of these
distributions is automatically determined to avoid bins with very low statistics while still keeping good
significance.

6 Results

A maximum-likelihood fit of the Hy distributions is performed simultaneously in the six signal regions
to extract the 7717 signal cross-section normalised to the prediction from the SM. The statistical analysis
implemented in the RooFit package [22] uses a binned likelihood function L(y, 6). The Hy distribution
is used as the final discriminant in the six signal regions. The impact of systematic uncertainties on the
background expectations is described by nuisance parameters 6.

As a result of the fit, the uncertainy on the best-fit value of u is found to be +0.16 corresponding to a 11%
uncertainty on the measured ¢7¢f cross-section. The corresponding significance is well above 5 standard
deviations. A significance of around 5 standard deviations should be achievable with a luminosity of
300 fb~! assuming a center of mass energy of v/s = 14 TeV.

The ranking obtained for the nuisance parameters ordered according to the largest contribution to the
uncertainty in the signal strength is shown in Figure 6. The largest impacts come from the normalisation
of the ¢ftf signal as well as on the 7V background in the SR31-6j3b and on the instrumental background
in the SR21-6j3b region. The shape uncertainties do not significantly affect the result. Measuring the t1V
and r7H backgrounds differentially as a function of jet multiplicity would decrease the impact of these
systematic uncertainties. Overall the impact of the systematic uncertainties is however modest as a fit
without systematic uncertainties leads to a precision of 9% on the extracted ¢t cross-section.
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Figure 5: Expected Hr distribution in the signal regions: (a) SR21-6j3b, (b) SR21-6j4b, (c) SR31-6j3b and (d) SR3I-
6j4b. The expected SM t7t7 signal (red histogram) is added on top of the background prediction.
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7 Conclusion

Projections for the measurement of the SM four-top-quark production cross-section in final states con-
taining two same-charge leptons or at least three leptons, at least five jets and at least two b-jets at
/s = 14 TeV were performed in the context of the High-Luminosity LHC with 3000 fb~! of proton-proton
collisions with the ATLAS experiment. An uncertainty on the ¢7t¢ cross-section of 11% is expected with
the precision being dominated by the statistical uncertainty. This corresponds to a significance to observe
this yet-unmeasured signal well above 5 standard deviations. The current theoretical uncertainty on the
computation of the four-top-quark production cross-section is roughly twice larger than the experimental
projected uncertainty.
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2.8. Gluon-mediated FCNC in top quark production (CMS-FTR-18-004)

Available on the CERN CDS information server CMS PAS FTR-18-004

CMS Physics Analysis Summary

Contact: cms-future-conveners@cern.ch 2018/09/17

Prospects for a search for gluon-mediated FCNC in top
quark production using the CMS Phase-2 detector at the
HL-LHC

The CMS Collaboration

Abstract

Prospects are presented for a search for gluon-mediated flavour-changing neutral cur-
rents in the top quark production via tug and tcg vertices using the CMS Phase-2
detector at the HL-LHC. The analysis uses Monte Carlo samples of proton-proton
collisions at v/s = 14 TeV with a full simulation of the Phase-2 upgraded CMS
detector assuming an average of 200 proton-proton interactions per bunch cross-
ing. The final state signature of the signal is similar to that for the t-channel sin-
gle top quark production in the p/e + jets final state. Bayesian and deep learn-
ing neural networks are used to discriminate the signal events against backgrounds.
The 95% C.L. expected exclusion limits on the coupling strengths are [kwg|/A <
1.8 x 1073 (29 x 107%) TeV ™! and kg /A < 52 x 1073 (9.1 x 1073) TeV ™! for in-
tegrated luminosity of 3000 fb~! (300 fb'). The corresponding limits on branching
fractions are B(t — ug) < 3.8-107%(9.8-107°) and B(t — cg) < 32-107°(99-1079)
for integrated luminosity of 3000 fb~! (300 fb'). Therefore, the exploitation of the
full HL-LHC data set with the upgraded CMS detector will allow to improve the cur-
rent limits by an order of magnitude.
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2.8. Gluon-mediated FCNC in top quark production (CMS-FTR-18-004)

1. Introduction 1

1 Introduction

Single top quark (t) production provides the opportunity to investigate aspects of top quark
physics that cannot be studied with tt events [1]. Flavour-changing neutral currents (FCNC)
are absent at lowest order in the SM, and are significantly suppressed through the Glashow-
[liopoulos-Maiani mechanism [2] at higher orders. Precise measurements of various rare de-

cays of K, D, and B mesons, as well as of the oscillations in KOKO, Doﬁ), and BOEO systems,
strongly constrain FCNC interactions involving the first two generations and the b quark [3].
The V-A structure of the charged current with light quarks is well established [3]. However,
FCNC involving the top quark are significantly less constrained. In the SM, the FCNC cou-
plings of the top quark are predicted to be very small (~ 1070 [4]) and are not detectable at
current experimental sensitivity. However, they can be significantly enhanced in various SM
extensions, such as supersymmetry [4-6], and models with multiple Higgs boson doublets [7-
9], extra quarks [10-12], or a composite top quark [13]. New vertices with top quarks are
predicted, in particular, in models with light composite Higgs bosons [14, 15], extra-dimension
models with warped geometry [16], or holographic structures [17]. Such possibilities can be
encoded in an effective field theory through higher-dimensional gauge-invariant operators
[18, 19]. Direct limits on top quark FCNC parameters have been established by the CDF [20],
DO [21], ATLAS [22], and CMS [23] Collaborations. Processes with FCNC vertices in the de-
cay of the top quark are negligible since the current limits to the branching fractions are about
1075, also the final states of such decays are difficult to distinguish from the backgrounds. This
paper presents a search for FCNC interactions in the production of single top quarks. Models
that have contributions from FCNC in the production of single top quarks can have sizable
deviations relative to SM predictions, in particular those involving up quarks in the initial state
as they profit from a large enhancement due to their parton distribution function (PDF). Also
processes with charm quarks in the initial state benefit from a relative enhancement due to
PDF with respect to processes initiated by bottom quarks, such as the background SM process
of single top production in t channel. This is in contrast with searches for processes with FCNC
vertices in the decay of the top quark where no such enhancement is present, and whose final
states are difficult to distinguish from the backgrounds. The current limits on the branching
ratios of the latter processes are about 107>, and therefore this paper assumes negligible con-
tribution of the FCNC decay modes to the total width of the top quark. The prospects for
the search are estimated with a full simulation of the Phase-2 upgraded CMS detector with an
average of 200 proton-proton interactions per bunch crossing. The Phase-2 upgrade of CMS
detector is described in Technical Design Reports [24-29] and increases the angular coverage
of the detector. The High Luminosity LHC regime with 3000 fb~! of integrated luminosity and
V/s = 14 TeV is assumed in this study.

2 Analysis strategy and simulation

There are two complementary strategies to search for FCNC in single top quark production.
A search can be performed in the s channel for resonance production through the fusion of a
gluon (g) with an up (u) or charm (c) quark, as was the case in analyses by the CDF [20] and
ATLAS [22] Collaborations. However, as pointed out by the DO Collaboration, the s-channel
production rate is proportional to the square of the FCNC coupling parameter and is therefore
expected to be small [21]. On the other hand, the t-channel cross section and its corresponding
kinematic properties have been measured accurately at the LHC [30-32], an important fea-
ture being that the f-channel signature contains a light-quark jet produced in association with
the single top quark. This light-quark jet can be used to search for deviations from the SM
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prediction caused by FCNC in the top quark sector. This strategy was applied by the DO Col-
laboration [21], as well as in the CMS Collaboration [23]. The FCNC tcg and tug interactions
can be written in a model-independent form with the following effective Lagrangian [1]:

a
L= %gs@’”%tﬁ?iw 1)
where A is the scale of new physics (21TeV), q refers to either the u or ¢ quarks, xiqg defines
the strength of the FCNC interactions in the tug or tcg vertices, A? /2 are the generators of the
SU(3) colour gauge group, gs is the coupling constant of the strong interaction, and Gj, is a
gluon field strength tensor. The Lagrangian is assumed to be symmetric with respect to the left
and right projectors. Single top quark production through FCNC interactions contains 48 sub-
processes for both the tug and tcg channels, and the cross section is proportional to (kiqg/A)?.
Representative Feynman diagrams for the FCNC processes are shown in Fig. 1. All these fea-

OO0, s
A
o q q q

Figure 1: Representative Feynman diagrams for the FCNC processes with tqg interactions

(gq=u,0).

tures are explicitly taken into account in the Single-Top Monte Carlo (MC) generator [33] based
on the COMPHEP package [34], which was used to generate the signal events.

These signal samples as well as backgrounds from tt, single top, W-+jets and Drell-Yan pro-
cesses are estimated from full simulation of the CMS detector with realistic Phase-2 conditions,
while the multijet QCD background is estimated with Run II data-driven template owing to
the lack of statistics in the corresponding MC sample. The LO MADGRAPH 5.1 [35] generator
is used to simulate W boson production with up to 4 additional jets in the matrix element, sub-
dominant backgrounds from Drell-Yan in association with jets, and WW, WZ, and ZZ produc-
tion. The POWHEG 1.0 NLO MC generator [36] provides a model for top quark pair and single
production. Given the difficulty to reliably model QCD multijet events, this study makes use
of a data-driven sample of 13 TeV data collected in 2016, with an anti-isolated selection. The
resulting estimation of the QCD multijet background is rescaled to the appropriate luminosity
and by the theoretical cross section ratio between 13 and 14 TeV, but other factors owing to dif-
ferences in pileup, detector conditions, and some of the selection criteria are taken into account
by a conservative normalization uncertainty.

3 Event selection and multivariate analysis

The particle-flow event algorithm [37] reconstructs and identifies each individual particle with
an optimized combination of information from the various elements of the CMS detector. The
energy of electrons is determined from a combination of the electron momentum at the primary
interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster,
and the energy sum of all bremsstrahlung photons spatially compatible with originating from
the electron track. The energy of muons is obtained from the curvature of the corresponding
track. The energy of charged hadrons is determined from a combination of their momentum
measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for
zero-suppression effects and for the response function of the calorimeters to hadronic showers.
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Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and
HCAL energy. Jets are reconstructed offline from particle-flow candidates clustered by the
anti-kt algorithm [38, 39]. More details are given in Section 9.4.1 of Ref. [29].

The final signature of the signal is selected by requiring to have only one isolated (Ir”el < 0.15)
muon or electron [40] with pr > 25GeV and |57| < 2.8. The relative isolation I’ is defined as the

sum of the energy deposited by long-lived charged hadrons, neutral hadrons, and photons in

a cone with radius AR = V/(An? + A¢?) = 0.4, divided by the lepton pr, where Ay and A¢ are
the differences in pseudorapidity and azimuthal angle (in radians), respectively, between the
lepton and the other particle’s directions. A similar definition is used for the electron isolation.
Electrons in the overlap region 1.4 < || < 1.6 are excluded from the analyses. Events with
additional muons or electrons are rejected using a looser quality requirement of pr > 10GeV,
|n] < 2.8, and I < 0.25. The event is required to have two or three PUPPI jets [41] recon-
structed using the anti-kt algorithm with a distance parameter of R = 0.4, with pr > 30GeV
and |y7| < 4.7. We require at least one b tagged jet and at least one jet that fails the b tagging
criteria. A high purity b tagging working point is used based on the cMVA [42] algorithm for
jets with || < 1.5 and the DeepCSV [42] algorithm for jets with 1.5 < || < 3.5. This high-
purity working point corresponds to about 68% probability to identify jets from b-quarks and
a misidentification probability of about 0.1% for the light-flavor jets.

The multijet QCD background is derived from the full single muon dataset collected in Run IIin
2016 by CMS detector with 13 TeV center-of-mass energy. Owing to Run II detector conditions
and the purpose to produce multijet-QCD-enriched sample, the event selection is modified to
require one anti-isolated (0.35 < I’ < 1) muon with pr > 26 GeV and || < 2.4, without veto
for additional low-p leptons. The other requirements to select events with two or three jets
are the same as in signal region described in previous paragraph. The b-tagging criteria are
slightly different due to the limitation of || < 2.4 with the DeepCSV algorithm in Run II. Since
the lepton is not isolated, we consider only jets outside a cone AR(lepton,jet) > 0.5 to avoid a
mismodelling in isolation-sensitive variables. The purity of the resulting QCD multijet sample
is expected to be about 97% according to MC simulation in the Run II detector conditions. The
normalization of the data-driven sample is obtained from the fit of multijet QCD template in
13 TeV CMS data and then rescaled to the expected luminosity of 3000 fb~! and by the theo-
retical cross section ratio of 1.09 between 13 and 14 TeV collision energy. Other factors related
to little differences in event selection, pileup, detector conditions, and some of the selection
criteria are taken into account by a conservative normalization uncertainty.

Several variables in the analysis require full kinematic reconstruction of the top quark and
W boson candidates. For the kinematic reconstruction of the top quark, the W boson mass
constraint is applied to extract the component of the neutrino momentum along the beam
direction (p;). This leads to a quadratic equation in p,. When there are two real solutions
of the equation, the smaller value of p, is used as the solution. For events with complex
solutions, the imaginary components are eliminated by modifying E™*® such that m1(W) =

V2pr(p) ERisS(1 — cos[Ad(p, P5°)]) = My, where My = 80.4 [3].

The Bayesian Neural Network technique (BNN) and the slightly adapted FBM package [43, 44]
are used to distinguish signal events from the standard model background. The input variables
for each BNN are summarized in Table 1. Their choice is based on the difference in the structure
of the Feynman diagrams contributing to the signal and background processes [45].

In the first step of the analysis one Bayesian Neural Network is trained to filter out multijet
background events. A minimal set of the simplest and well-modeled variables to distinguish
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Table 1: Input variables for the BNN/DNNSs used in the analysis. The symbol X represents the
variables used for each particular BNN/DNN. The notations “leading” and “next-to-leading”
refer to the highest-pt and second-highest-pr jet, respectively. The notation “best” jet is used
for the jet that gives a reconstructed mass of the top quark closest to the value of 172.5 GeV,
which is used in the MC simulation.

Variable Description Multijet | tug FCNC | tcg FCNC
BNN BNN/DNN | BNN/DNN

pr(1) pr of the leading jet X X

pr(j2) pr of the next-to-leading jet X X

pr(1,j2) vector sum of the py of the leading and the next-to- X X
leading jet

pr(L) pr of the light-flavour jet (untagged jet with the high- X X
est value of |7])

PT (notbest) pr of all jets without the one that best reconstructs the X X
top quark

pr(lep) pr of the lepton X X X

pr(top)p, pt of the top quark reconstructed with leading c jet X X
(the b-tagged jet with the highest pr)

Hr(j) scalar sum of the pr of the all jets X X

ETVs® missing transverse energy X

1 (lep) 1 of the lepton X X

7(L) 1 of the light-flavour jet X X

mt(W) transverse mass of the W boson X

m(j) invariant mass of the all jets X X

m(j, W) invariant mass of the W boson and all jets X X

m(top)p, invariant mass of the top quark reconstructed with X X
leading b jet

N(j) number of selected jets X X

A¢(lep, ET"*) | azimuthal angle between the lepton and p"'** X

cos(ep,j; )|top | cosine of the angle between the lepton and the light- X X
flavour jet in the top quark rest frame, for top quark
reconstructed with the leading c jet [46]

cos(Oiep,w)|w | cosine of the angle between the lepton momentum in X X
the W boson rest frame and the direction of the W bo-
son boost vector [47]

Q(lep) charge of the lepton X
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events with real W boson production from multijet QCD events are used and listed in Table 1.
The input variables and the Multijet BNN discriminant distributions are shown in Fig. 2. The
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Figure 2: The Multijet BNN input variable distributions: mt(W) (top left), E* (top right),
A¢(lep, ETis) (middle left) and pr(lep) (middle right). Comparison of distributions of the
training and testing events of the Multijet BNN (bottom left) and resulting distribution of the
Multijet BNN discriminant (bottom right). The solid and dashed lines give the expected distri-
butions for FCNC tgu and tgc processes, respectively, assuming a coupling of |xwg|/A = 0.09

and [«g|/A =0.06 TeV~!. Both muon and electron channels are presented on the plots.

requirement on multijet BNN output discriminant to be greater than 0.7 rejects about 95% of
multijet events and about 30% of signal events, as can be seen from Table 2. This requirement
makes the multijet QCD background negligible and the uncertainty, in spite of being assigned
a conservative value, has a much smaller impact than other uncertainties in the analysis. The
events passing the multijet BNN requirement are passed to the next level of the analysis. At
the next step two networks are trained, one for each type of signal processes, since the kine-
matics for the tug and tcg processes are slightly different due to the different initial states. The
distributions of some of the BNN input variables are shown in Figs. 3. In addition to Bayesian
Neural Networks, we prepare two fully connected Deep Learning Neural Networks (DNN)
to compare DNN and BNN techniques. The input set of variables for DNN and BNN are the
same. Five layers with about 100 nodes each are used for DNN architecture. The DNNs are
built and trained using the Tensorflow [48] and Keras [49, 50] packages. The comparison of the
BNN and DNN outputs are shown in Fig. 4 for the signal and background events. The back-
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ground is the properly weighted mixture of all SM processes. The comparison plots do not
show a significant difference between BNN and DNN with respect to signal and background
separation. However, in this analysis the BNN is used to obtain the limits for tug channel and
DNN for tcg channel because of a slightly better performance in the corresponding channels.

The discriminant distributions of all SM and FCNC processes are shown in Fig. 5 for the BNN
and in Fig. 6 for the DNN. All processes are normalized to their cross sections and selection
efficiencies, and an integrated luminosity of 3000 fb~'.

The shape of the neural networks discriminants are used in the statistical analysis to estimate
the expected sensitivity to the contributions from FCNC.

4 Statistical analysis and expected limits

The statistical analysis is performed with the Theta package [51]. Bayesian inference is used to
obtain the posterior probabilities based on an Asimov data set of the background-only model.
We assume the same systematic scenario as in [24] and incorporate the following systematic
uncertainties in the statistical model as nuisance parameters: luminosity measurement (1%),
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Figure 3: Comparison of FCNC tgc and tgu signal with the SM processes for the BNN input
variables. The solid and dashed lines give the expected distributions for FCNC tgu and tgc pro-
cesses, respectively, assuming the couplings |«g|/A = 0.06 TeV™! and [kieg|/A = 0.09 TeV ™.
The requirement of Multijet BNN > 0.7 is applied. The variables are described in Table 1.
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Figure 4: Comparison of the BNN and DNN FCNC discriminant distributions to distinguish
FCNC tgu (left) and tgc (right) processes (signal) from the SM processes (background). The
requirement of Multijet BNN > 0.7 is applied.

Table 2: The predicted event yields before and after the multijet BNN suppression for inte-

grated luminosity of 3000fb'. The estimations for tug and tcg processes assume coupling
values of |«g|/A =0.03 and |kis|/A =0.03 TeV!, respectively.

Process Basic selections | Multijet BNN > 0.7
FCNC tcg 646,000 434,000
FCNC tug 2,190,000 1,510,000
t channel 7,420,000 5,270,000
tW channel 1,190,000 846,000
tt 11,000,000 7,970,000
Wjets 9,690,000 6,380,000
Dibosons 97,500 58,000
Drell-Yan 1,600,000 870,000
Multijets 3,680,000 226,000
x10° 3000 fb™ (14 TeV) x10° 3000 fb™ (14 TeV)
3 CMS Phase-2 Simulation FCNC tcg 8 20k CMS Phase-2 Simulation FCNC tcg
S 20- =+FCNCwg | S -+« FCNC tug
|5 L Il t-channel s Il t-channel
> 2 15+
@ 15- Ctw o | CItw
I Ot 10k ot
10 B W+jets B W+ijets
I Il Diboson 5; Il Diboson
5 [ Drell-Yan | i [ Drell-Yan
L 1| Multijet z., )| Multijet
8.0 0.2 0.4 0.6 0.8 1.0 8.0 0.2 0.4 0.6 0.8 1.0
tug BNN output tcg BNN output

Figure 5: The FCNC BNN discriminant distributions to distinguish FCNC tgu (left) or tgc
(right) processes from the SM contribution. The solid and dashed lines give the expected dis-
tributions for FCNC tgu and tgc processes, respectively, assuming the couplings to be |«ig|/ A
=0.06 and |kicg|/A = 0.09 TeV . The requirement of Multijet BNN > 0.7 is applied.

lepton identification and isolation (1% for electron and 0.5% for muon channel), jet energy
scale (1%), b tagging (1% for b jets, 2% for c jets and 15% for light jets). The normalization
of the tt contribution is varied by 6% [52], a prior normalization uncertainty for the multijet
background is estimated conservatively to be 50% while the cross section of the remaining
background sources is varied through their scale uncertainties as described in [53].
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The SM value for the top quark width is used in this analysis, since the influence of the FCNC
parameters on the total top quark width is negligible for the allowed region of FCNC param-
eters. The COMPHEP package is used to simulate tug and tcg FCNC processes. The FCNC
signal samples are normalized to the NLO cross sections using a K factors of 1.52 and 1.4 for
t — ug and t — cg processes, respectively, for higher-order QCD corrections [54]. FCNC pro-
cesses are kinematically different from any SM process. The posterior probability distributions
of |Ktwg|/ A and |ig|/ A are obtained by fitting the histograms of BNN output in Fig. 5.

To obtain the individual exclusion limits on |«wg|/A and [kig|/A we assume the presence
of only one corresponding FCNC parameter in the FCNC signal Monte Carlo model. These
individual limits can be used to calculate the upper limits on the branching fractions B(t — ug)
and B(t — cg) [55]. The expected exclusion limits at 95% C.L. on the FCNC couplings and the
corresponding branching fractions are given in Table 3.

Table 3: The expected exclusion 1D limits at 95% C.L. on the FCNC couplings and the corre-
sponding branching fractions for an integrated luminosity of 300 fb™' and 3000 fb ™. In addi-
tion, a comparison with statistic-only uncertainties is shown.

Integrated luminosity | B(t — ug) |Ktug |/ A B(t — cg) |Kecg| /A
300fb~! 9.8-107° 0.0029 TeV~! 99.10-° 0.0091 TeV~!
3000 fb~* 3.8-107° 0.0018 TeV~! 32-107° 0.0052 TeV~!
3000fb ' Stat. only | 1.0-106 | 0.0009 eV~ | 4.9-107° | 0.0020 TeV~'

The dependence of the exclusion upper limits on integrated luminosity is shown in Fig. 7 with
1 and 2 ¢ bands corresponding to 68% and 95% C.L. intervals of distributions of the limits. In
addition the two-dimensional contours that reflect the possible simultaneous presence of both
FCNC parameters are shown in Fig. 8. In this case both FCNC couplings are implemented in
the FCNC signal Monte Carlo model. The expected limits can be compared with the recent
CMS results [23] for the upper limits on the branching fractions of 2.0 x 107> and 4.1 x 10~* for
the decays t — ug and t — cg, respectively.

The effect of each individual systematic uncertainty on parameter of interest is calculated by
fixing the corresponding nuisance parameter at - ¢ quantiles of the posterior distributions,
and performing the Bayesian inference again. The impacts for the nuisance parameters are
shown in Fig. 9. The biggest contribution for both signal channels come from the uncertainties
of background cross sections and in particular from multijet QCD contribution and ff cross
section uncertainties.

5 Conclusions

A direct search for model-independent FCNC |ktg|/A and [kg| /A couplings of the tug and
tcg interactions has been projected for HL-LHC pp collisions at /s = 14 TeV based on full Monte
Carlo simulation of the CMS experiment after the Phase II upgrades. The 95% C.L. expected
exclusion limits on the coupling strengths are [kwg|/A < 1.8 X 1072 (29 x 1073) TeV~! and
|Kieg| /A <52 %1072 (9.1 x 1073) TeV~! for the integrated luminosity of 3000 b1 (300fb1).
The corresponding limits on branching fractions for the integrated luminosity of 3000 b~ ! are
B(t — ug) < 3.8-107%and B(t — cg) < 32-10°. These results demonstrate that about one
order of magnitude improvement can be achieved with respect to existing limits [23] on the
branching fractions of rare FCNC top quark decays.
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Figure 6: The FCNC DNN discriminant distributions when the DNN is trained to distinguish
FCNC tgu (left) and tgc (right) processes from the SM processes. The solid and dashed lines
give the expected distributions for FCNC tgu and tgc processes, respectively, assuming a cou-
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Figure 8: Two-dimensional expected limits on the FCNC couplings and the corresponding
branching fractions at 68% and 95% C.L. for an integrated luminosity of 3000 fb™".
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The sensitivity of the ATLAS experiment in the search for flavour-changing neutral-current
top quark decays is presented. The study is performed in the context of the high luminosity
phase of the Large Hadron Collider with a centre-of-mass energy of 14 TeV and an integrated
luminosity of 3000 fb~!. The three charged lepton final state of top-quark pair events is
considered, in which one of the top quarks decays through the t — ¢Z (¢ = u, c) flavour-
changing neutral-current channel and the other one decays to bW (1t —» bWqZ — blvgtf).
An improvement by a factor of four is expected over the current Run-2 analysis results of
Bt »uZ) < 1.7x10% and B(t — cZ) < 2.4 x 107* with 36.1 fb~! integrated luminosity.
Obtained branching ratio limits are at the level of 4 to 5 x 107> depending on the considered
scenarios for the systematic uncertainties.
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2.9. Flavour-changing neutral current decay ¢ — q¢Z (ATL-PHYS-PUB-2019-001)

1 Introduction

The top quark is the heaviest elementary particle known, with a mass of m; = 172.5 £ 0.5 GeV [1], and has
such a small lifetime that it decays before hadronisation occurs. Flavour-changing neutral current (FCNC)
decays such as t — ¢Z are forbidden at tree level. FCNC decays occur at one-loop level but are strongly
suppressed by the GIM mechanism [2] with a suppression factor of 14 orders of magnitude relative to the
dominant decay mode [3]. However, several SM extensions predict higher branching ratios for top-quark
FCNC decays. Examples of such extensions are the quark-singlet model (QS) [4], the two-Higgs-doublet
model with (FC 2HDM) or without (2HDM) flavour conservation [5], the Minimal Supersymmetric
Standard Model (MSSM) [6], the MSSM with R-parity violation (RPV SUSY) [7], models with warped
extra dimensions (RS) [8], or extended mirror fermion models (EMF) [9]. Reference [10] gives a
comprehensive review of the various extensions of the SM that have been proposed. Table 1 provides the
maximum values for the branching ratios B(t — gZ) predicted by these models and compares them to the
value predicted by the SM.

Table 1: Maximum allowed FCNC t — gZ (g = u, ¢) branching ratios predicted by several models [3—10].

Model: SM QS 2HDM FC2HDM MSSM RPVSUSY RS EMF
Bt —qZ): 100* 10* 107 10710 1077 1076 10> 10°°

Experimental limits on the FCNC branching ratio 8(t — ¢Z) were established by experiments at the
Large Electron—Positron collider [11-15], HERA [16], the Tevatron [17, 18], and the Large Hadron
Collider (LHC) [19-24]. The latest experimental limits are set by the CMS and ATLAS Collaborations.
Limits of B(r = uZ) < 2.4x10™* and B(t — cZ) < 4.5x10™* at 95% confidence level (CL), are obtained
by the CMS Collaboration using data collected at v/s = 13 TeV [21]. For the same centre-of-mass energy, the
ATLAS Collaboration derived the limits of B(t — uZ) < 1.7x 107* and B(t — ¢Z) < 2.4 x 107 [24].

The High Luminosity upgrade of the Large Hadron Collider (LHC) (HL-LHC) is currently expected to
begin operations in the second half of 2026 [25, 26], to achieve an ultimate luminosity of 7.5x 10°* cm™2s~!.
The total integrated luminosity that is foreseen to be reached is 3000 fb~!. This note presents a study of the
sensitivity of the ATLAS experiment to top-quark decays via FCNC t — ¢Z (¢ = u, ¢ with Z — £*(7).
The top-quark—top-antiquark (¢7) events are studied, where one top quark decays through the FCNC mode
and the other through the dominant SM mode (+ — bW). Only Z boson decays into charged leptons and
leptonic W boson decays are considered. The final-state topology is thus characterized by the presence of
three isolated charged leptons, at least two jets with exactly one being tagged as a jet containing a b-hadron,
and missing transverse momentum from the undetected neutrino. The study is performed in the context of

the LHC upgrade.

Based on the Run-1 search [23], the ATLAS detector sensitivity to FCNC ¢ — ¢gZ decays for the HL-LHC
was studied and reported in Ref. [27], predicting a sensitivity of (2.4 — 5.8) x 10>, when considering
statistical uncertainties only, depending on the exact FCNC ¢t — ¢Z modeling and (8.3 — 41) x 107>,
depending on the detailed assumptions for the systematic uncertainties. In the present analysis the
description of the expected detector performance at the HL-LHC phase is improved and the analysis
strategy closely follows the one of the Run-2 analysis [24] rather than the Run-1 search.
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Since it is difficult to accurately estimate the relevant systematic uncertainties that will impact the analysis
in the high luminosity environment, several scenarios are studied and compared.

2 Signal and background simulation samples

Particle-level samples are generated at a center-of-mass energy of 14 TeV without detailed detector
simulation. To emulate the HL-LHC run conditions and detector response, physics objects defined in
Section 3 are smeared using performance functions derived from MC events passed through a full GEANT4
simulation of the upgraded ATLAS detector [28-30]. The effect of objects reconstruction and identification
efficiencies as well as their momentum or energy resolutions are parameterized assuming an average
number of additional pp collisions in the same or nearby bunch crossings (pile-up) of 200. In addition,
pile-up jets are overlaid from a dedicated library.

In pp collisions at a centre-of-mass energy of 4/s = 14 TeV at the LHC, top quarks are produced according
to the SM mainly in #7 pairs with a predicted cross section of o;; = 0.98 + 0.06 nb [31-36]. The
uncertainty includes contributions from uncertainties in the factorisation and renormalization scales, the
parton distribution functions (PDF), the strong coupling as and the top-quark mass. The cross section
is calculated at next-to-next-to-leading order (NNLO) in QCD including resummation of next-to-next-
to-leading logarithmic soft gluon terms with Top++ 2.0. The effects of PDF and as uncertainties are
calculated using the PDF4LHC prescription [37] with the MSTW 2008 68% CL NNLO [38, 39], CT10
NNLO [40, 41] and NNPDF 2.3 5f FEN [42] PDF sets and are added in quadrature to those from the
renormalization and factorisation scale uncertainties. These calculations are done for the top-quark mass
value of 172.5 GeV used to simulate events as described in the following paragraphs.

The next-to-leading-order (NLO) simulation of signal events was performed with the event generator
MG5_aMC@NLO [43] interfaced to Pythia8 [44] with the A14 [45] set of tuned parameters and the
NNPDF30ME PDF set [42]. Top quark FCNC decay is done using the TopFCNC model [46, 47]. The effects
of new physics at an energy scale A were included by adding dimension-six effective terms to the SM
Lagrangian. The Universal FeynRules Output (UFO) model [46, 47] is used for computation at NLO
in QCD. No differences between the kinematical distributions from the bWuZ and bW cZ processes are
observed. Due to the different b-tagging mistag rates for u- and c-quarks, the signal efficiencies differ after
applying requirements on the b-tagged jet multiplicity. Hence limits on 8(t — ¢Z) are set separately for
g = u, c. Only decays of the W and Z bosons with charged leptons were generated (Z — e*e™, u*u~, or
ttr"and W — ev, uv, or tv).

Several SM processes have final-state topologies similar to the signal, with at least three prompt! charged
leptons, especially dibosons (WZ and ZZ), but also 11 Z, ttW, ttWW, tZ or titt production. Events with
non-prompt leptons, including the ones in which at least one jet is misidentified as a charged lepton, can
also fulfil the event selection requirements. These events mainly consist of the ¢z, Z+jets and tW processes.
Such background processes cannot be realistically estimated by the transfer function approach used for the
HL-LHC studies. Therefore, these backgrounds are scaled to the same fraction of the total event yield
as observed in the 13 TeV analysis [24]. All other background samples are normalized to their theory
predictions.

1 Prompt leptons are electrons or muons from the decay of W or Z bosons, either directly or through an intermediate T — £vv
decay.
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Table 2: Generators, parton shower simulation, parton distribution functions, and tune parameters used to produce
particle-level samples without detailed detector simulation for this analysis. The acronyms ME and PS stand for
matrix element and parton shower, respectively.

Sample Generator Parton shower ME PDF PS PDF Tune parameters
tt > bWqgZ MG5_aMC@NLO [43] Pythia8 [44] NNPDF3.0NLO [48] NNPDF2.3LO [42] Al4 [45]

tiZ MGS5_aMC@NLO Pythia8 NNPDF3.0NLO NNPDF2.3LO Al4

ZZ,WZ Sherpa v2 [49] Sherpa v2 NNPDF3.0NNLO NNPDF3.0NNLO Sherpa default
tZ MG5_aMC@NLO Pythia8 NNPDF3.0NLO NNPDF2.3LO Al4

ttWW MGS5_aMC@NLO Pythia8 NNPDF3.0NLO NNPDF2.3LO Al4

Z+jets Powheg-Box v1 [50] Pythia8 CT10 [40] CTEQG6LI1 [51] AZNLO [52]

tt Powheg-Box v2 Pythia8 NNPDF3.0NLO NNPDF2.3LO Al4

tW Powheg-Box v1 Pythia6 [53] CT10f4 CTEQ6L1 Perugia2012 [54]
titt MGS5_aMC@NLO Pythia8 NNPDF3.0NLO NNPDF2.3LO Al4

Table 2 summarizes information about the generators, parton shower, and PDFs used to simulate the
different event samples considered in this analysis.

3 Object reconstruction

Electrons and muons are required to have pr > 25 GeV. This threshold is increased in relation to the Run 2
analysis [24] due to the expected higher yields of non-prompt lepton backgrounds. The single lepton trigger
thresholds during the HL-LHC phase are expected to be 22 GeV for electrons and 20 GeV for muons [55],
safely below the offline pr requirement of 25 GeV considered in this analysis. Therefore no significant
efficiency loss is expected from trigger threshold effects.

Electrons are required to be outside the transition region between the barrel and endcap calorimeters with
1.37 < |Rcluster] < 1.52. Electrons and muons with || > 2.5 are rejected. Reconstructed leptons within
a cone of AR < 0.2 of jets are removed. A truth-based isolation requirement is applied to the leptons,
meaning that the sum of the transverse energies of stable? charged and neutral generator-level particles,
with the exception of neutrinos, within a AR = 0.2 cone around the lepton must be less than 23% (11%) of
the electron (muon) candidate pr. This requirement yields an efficiency of 95% for the prompt leptons and
37% (21%) efficiency for non-prompt electrons (muons) with 25 < pt < 50 GeV in the 7 events.

The missing transverse momentum (E%‘iss) is defined at particle level as the transverse component of the
vector sum of the final-state neutrino momenta. The E" resolution is parameterized as a function of the
overall event activity.

Jets are reconstructed using the anti-k; algorithm [58, 59] with a radius parameter R = 0.4. They are
required to have pr > 30 GeV and || < 4.5. Jets containing b-hadrons are randomly b-tagged to follow
the 70% b-jet tagging efficiency working point of the MV2c10 algorithm [60]. The rejection rates for
light-flavour jet and c-jet depend on the jet pr and can be found in Ref. [60].

2 Particles in the MC event record with status code 1: a final-state particle, i.e. a particle that is not decayed further by the
generator [56, 57].
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4 Event selection and reconstruction

The selection requirements follow the ones from the Run 2 analysis. Events are required to have exactly
three leptons (any combination of electrons and muons), at least two jets, with exactly one of them b-tagged,
one pair of opposite charge and same flavour leptons with |m+,- —91.2 GeV| < 15 GeV and E%‘iss > 20 GeV.
If more than one compatible lepton pair is found in the selection, the one with the reconstructed mass
closest to 91.2 GeV is chosen as the Z boson candidate. The selection is finalized with the kinematical
requirements explained next. For each possible jet combination, the following y? function is minimized to
derive the longitudinal momentum of the neutrino and, consequently, to reconstruct the top-quarks and
the W boson. The solution (among all possible jet combinations) that yields the minimum y? value is
chosen.

2 2 2
reco _ reco  _ reco __
) (mjafaa, szCNc) N (mjbfcv m,SM) N (’"ecv ’"W)

X = 2 2 2 ’
O-IFCNC O-tSM O-W
where m;.“‘? 0 m;.ict‘,’ ,»and m}ec‘f’ are the reconstructed masses of the gZ, bW, and €v systems, respectively,
ata C C

corresponding to the top-quarks and the W boson, respectively. For each jet combination, j; corresponds to
the b-tagged jet, while any non-b-tagged jet can be assigned to j,. The central values of the masses and the
widths of the top quarks and the W boson are taken from simulated signal events. This is done by matching
the particles in the simulated events to the reconstructed ones, setting the longitudinal momentum of the
neutrino to the p, of the simulated neutrino, and then performing fitting to a Bukin function? [61] to the
masses of the matched reconstructed top quarks and W boson. The obtained values are m.. . = 171.4 GeV,
Oteene = 13.1 GeV, my,, = 177.1 GeV, o4, = 38.1 GeV, mw = 85.7 GeV and ow = 30.2 GeV. Values
for the o4, and ow are high due to the negative influence of the high pileup on the E‘TIliSS resolution
used to reconstruct the neutrino from the t — bW — jfv decay. The events are then required to have
Impz> . — 172.5 GeV| < 40 GeV, |m;? — 172.5 GeV| < 60 GeV and [my;7° — 80.4 GeV| < 50 GeV to
remove outliers where the expected signal contribution is small. Note that the two last values were
increased with respected to the 13 TeV analysis due to the worse resolutions shown here. The fractions
of correct assignments between the reconstructed top quarks and the true simulated top quarks at parton
level (evaluated as a match within a cone of size AR = 0.4) are €, = 76% and €,,, = 40%, where the
difference comes from the fact that for the SM top-quark decay the match of the ETIniSS with the simulated
neutrino is less efficient.

Following the strategy of the Run-2 analysis, dedicated control regions (CR) are defined for the main
background contributions to help constrain systematic uncertainties. Here only CR for #7Z and non-prompt
leptons were defined. The t#Z CR requires exactly three leptons, two of them with the same flavour,
opposite charge and reconstructed mass within 15 GeV of the Z boson mass. Furthermore, the events are
required to have at least four jets, two of which must be b-tagged, and E‘TniSS > 20 GeV. The non-prompt
lepton background CR requires three leptons with two of them having the same flavour, opposite charge
and reconstructed mass outside 15 GeV of the Z boson mass, at least two jets with one being b-tagged and
EIS > 20 GeV.

3 These fits use a piecewise function with a Gaussian function in the centre and two asymmetric tails. Six parameters determine
the overall normalization, the peak position, the width of the core, the asymmetry, the size of the lower tail, and the size of the
higher tail. Of these, only the peak position and the width enter the Xz'
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Selection Signal Region  t7Z CR  Non-prompt lepton CR
No. leptons 3 3 3

OSSF Yes Yes Yes

lmy;° —91.2 GeV| < 15 GeV < 15 GeV > 15 GeV

No. jets >2 >4 >2

No. b-tagged jets 1 2 1

EIT][liSS > 20 GeV > 20 GeV > 20 GeV

|my — 80.4 GeV]| < 50 GeV - -

Imﬁff’ —172.5 GeV| < 60 GeV - -

Imﬁ%" —172.5 GeV| <40 GeV - -

Table 3: The selection requirements applied for the signal and background control regions. OSSF refers to the
presence of a pair of opposite-sign, same-flavour leptons.

Selection requirements applied in the signal and background control regions are summarized in Table 3.
The expected distributions of relevant observables in the signal region are shown in Figure 1.

5 Systematic uncertainties

The background fit to the CRs, described in Section 6, reduces the systematic uncertainty from some
sources, due to the constraints introduced by the Asimov simulated data. The main uncertainties, in both the
background and signal estimations, are expected to come from theoretical normalization uncertainties and
uncertainties in the modelling of background processes in the simulation. The effect of those uncertainties
is estimated in the 13 TeV analysis, and then reduced by a factor of two, as recommended in Ref. [62], to
account for expected improvements in theoretical predictions. The reduced uncertainty is then applied in
this analysis. The uncertainties obtained before the combined fit are discussed below and are summarized
in Table 4.

The cross section uncertainties of the t#Z and ¢Z background processes are taken to be 6% and 15%,
respectively. For diboson production, a 6% theoretical normalization uncertainty is considered as well
as 24% uncertainty on the W Z production in the SR due to the modelling in the simulation. In addition,
a 12% uncertainty added in quadrature per jet is applied on the WZ yield in each jet multiplicity bin to
account for the imperfect knowledge of the jet multiplicity distribution in WZ events. The ¢ production
cross-section uncertainties from the independent variation of the factorisation and renormalization scales,
the PDF choice, and ag variations (see Refs. [36, 37] and references therein and Refs. [39, 41, 42]) give a
5% uncertainty in the signal normalization and 4% uncertainty on the total non-prompt leptons background
in the SR. The 12% and 5% uncertainties due to the choice of NLO generator and amount of QCD radiation
for the ¢ modelling are considered on the total non-prompt leptons background in the SR, while the
uncertainty due to the choice of the parton shower algorithm is 1% in the SR and 19% in the non-prompt
leptons CR. A 17% uncertainty is considered on the Z+jets normalization, which yields a 2.5% uncertainty
on the total non-prompt leptons background in the SR. For the remaining small backgrounds, a 50%
uncertainty is assumed.

For both the estimated signal and background event yields, experimental uncertainties resulting from
detector effects are assumed to be same as in the 13 TeV analysis. The uncertainties on the lepton
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Figure 1: Expected distributions in the signal region for pr of the reconstructed a) b-quark jet from the t — bW decay
and b) g-quark jet from the t — ¢Z decay, c) jet multiplicity and d) kinematic fit y>. The signal is not shown stacked
on top of the backgrounds, but is normalized separately to an arbitrary branching ratio of B8(t — gZ) = 0.1%. The
dashed area represents the systematic uncertainty on the background prediction.
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reconstruction, identification and trigger efficiencies, as well as lepton momentum scales and resolutions,
are added in quadrature resulting in a 2.6% (1.9%) uncertainty on the total background (signal) event yield
in the SR. The uncertainty due to the jet-energy scale and resolution is 9% (4%) on the total background
(signal) event yield in the SR, while total b-tagging uncertainty, which includes the uncertainty of the b-,
c-, mistagged- and 7-jet scale factors, is 5% (3.4%). Uncertainties of the E‘Tniss scale and pile-up effects are
4% and 2.3% on the total background and signal yields in the SR, respectively.

The total uncertainties of the leptons, jets, b-tagging, E%‘iss and pile-up uncertainties on the total
background/signal event yields are considered on each background/signal process as an input normalization
uncertainty for the combined fit.

The shape uncertainties are not considered, assuming that their effect on the final results is not significant,
as it is found in the 13 TeV analysis.

The MC statistical uncertainties are set to zero in the analysis, unless it is mentioned that they are considered,
assuming that sufficiently large simulation samples will be available for the HL-LHC analysis.

Source Signal Region  #Z CR  Non-prompt CR
S[%] BI[%] B/[%] B [%]
Event modelling 5 6 6 12
Leptons 1.9 2.6 2.1 2.9
Jets 4 9 6 4
b-tagging 34 5 7 3.0
Errrniss 14 5 0.4 0.8
Pile-up 2.3 4 5 1.8

Table 4: Summary of the relative impact of each type of uncertainty on the signal (S) and total background (B) yields
in the signal region and on the total background yield in the background control regions before the combined fit.

6 Results

A simultaneous fit to the SR and the two CRs is used to search for a signal from FCNC decays of the
top quark. A maximum-likelihood fit is performed to kinematic distributions in the signal and control
regions to test for the presence of signal events. Contamination of the CRs by the signal is negligible.
The kinematic distributions used in the fit are the y? of the kinematical reconstruction for the SR and
the leading lepton pr for the ##Z and non-prompt leptons CRs. The expected number of events in each
region are shown in Table 5 with the total systematic uncertainties before (after) the combined fit under the
background-only hypothesis, while the expected distributions are presented in Figures 2-4.

The statistical analysis to extract the signal is based on a binned likelihood function L(, 8) as for the Run-2
search [24]. The L(u, 6) is constructed as a product of Poisson probability terms over all bins in each
considered distribution, and Gaussian constraint terms for 6, a set of nuisance parameters that parameterize
effects of systematic uncertainties on the signal and background expectations. The parameter u is a
multiplicative factor for the number of signal events normalized to a branching ratio Bys(t — gZ) = 0.1%.
In the absence of FCNC signal, upper limits on (¢t — gZ) can be computed with the CL method [63, 64].
The expected 95% confidence level (CL) limit on 8(t — uZ) and on B(t — cZ) are shown in Tables 6
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Sample Signal Region ttZ CR Non-prompt CR
ttZ 2840 + 400 (+ 120) | 3330 +£410 (+ 90) 1500 + 160 (+ 90)
wZz 920 + 270 (+ 150) 210 + 90 (+ 60) 660 + 140 (+ 90)
ZZ 156 + 22 (£ 12) 20.6 +£2.6 (= 1.6) 154 £ 13 (£ 11)
tZ 860 + 170 (+ 110) 360 + 70 (= 50) 131 £21 (£ 18)
Non-prompt leptons | 1000 + 190 (+ 90) 257 £ 93 (£ 25) 4030 + 900 (£ 110)
Other 90 £ 13 (£ 8) 70 £ 15 (= 13) 1290 + 130 (+ 90)
Total bkg. 5860 + 810 (+ 70) 4240 + 520 (+ 60) 7760 + 1020 (+ 90)
tt - bWuZ 299 + 19 (+ 8) 6.77 £042 (£ 0.19) | 17.7+1.1(+0.5)
tt - bWcZ 331 +20(x9) 11.64 £0.72 (£ 0.32) | 235+ 1.5(x£0.7)

Table 5: The expected event yields in the signal and background control regions. The number of signal events is
normalized to the expected branching ratio limits of B(t — uZ) = 4.6 x 107 and B(t — cZ) = 5.5 x 107>. Total
systematic uncertainties are shown before (after) the combined fit under the background-only hypothesis. After the
combined fit, the uncertainty on the total background is smaller than the uncertainty on some of the background
contributions due to the negative correlations between some of the background sources.
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Figure 2: The distributions for the pr of the leading lepton in the non-prompt leptons control region a) before and
b) after the combined fit under the background-only hypothesis. The data points are from the "Asimov dataset",
defined as a total expected pre-fit background. The number of signal events is normalized to the expected branching
ratio limit of B(t — uZ) = 4.6 x 1073. The dashed area represents the systematic uncertainty on the background

prediction.
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Figure 3: The distributions for the pr of the leading lepton in the t7Z control region a) before and b) after the
combined fit under the background-only hypothesis. The data points are from the "Asimov dataset", defined as a total
expected pre-fit background. The number of signal events is normalized to the expected branching ratio limit of
B(t — uZ) = 4.6 x 107, The dashed area represents the systematic uncertainty on the background prediction.
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Figure 4: The distributions for the y? after the event reconstruction in the signal region a) before and b) after the
combined fit under the background-only hypothesis. The data points are from the "Asimov dataset", defined as a total
expected pre-fit background. The number of signal events is normalized to the expected branching ratio limit of
B(t — uZ) = 4.6 x 107, The dashed area represents the systematic uncertainty on the background prediction.
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and 7, which include the contribution from the statistical and systematic uncertainties. The latter one does
not include contribution from the MC statistical uncertainty, which given the small size of some of the
simulated event samples (Z+jets, for instance) is more realistic than the former one.

Inclusion of the CRs in the combined fit with the SR constrains backgrounds, reduces systematic
uncertainties and thus improves the B(t — ¢Z) limits. The limits obtained without inclusion of the CRs in
the likelihood are about 13% worse compared to the results extracted from the CRs and SR combination.
After the combined fit, the dominant contributions to systematic uncertainties come from E%‘iss and jet
reconstruction uncertainties. The effect of these uncertainties is estimated in the 13 TeV analysis and the
same uncertainties are applied in the HL-LHC studies. If the expected improvements for these sources of
systematic uncertainties are taken into account by reducing their effect by a factor of two [62], a further
improvement of about 15% on the B(t — ¢gZ) limits is to be expected.

For comparison, an extrapolation of the 13 TeV analysis [24] is performed yielding the branching ratio
limits of B(r — uZ) < 1.0 x 107* and B(t — ¢Z) < 1.4 x 107*. These results are about factor two worse
than the ones derived from the HL-LHC samples since the extrapolation approach does not incorporate
other changes besides the cross-sections and integrated luminosity, such as the changes in the detector
geometry or resolutions, or expected improvements in the estimation of uncertainties.

The limits on the branching ratios can be interpreted in the framework of an Effective Field Theory
(EFT) approach, see for example Refs. [46, 47]. In this context limits can be set on the EFT coefficients.
According to Ref. [47], the EFT operators to which the analysis is more sensitive are CL(fBl), CS,:,), Cﬁf) and
Cfuz,). Assuming a cut-off scale A = 1 TeV and that only one FCNC mode contributes, the branching ratio
limits presented in Table 7 are converted to 95% CL upper limits on the moduli of the EFT coeflicients.
These are shown in Table 8. The results of this analysis should not depend of the handedness of the EFT

couplings [65].

-lo Expected +lo
B(t »uZ) | 49x10° 69x10° 9.7x 107
Bt —cZ) | 58x107° 81x107° 12x107

Table 6: The expected 95% confidence level upper limits on the top-quark FCNC decay branching ratios are shown
together with the +10 bands, which include the contribution from the statistical and systematic uncertainties.
Presented limits are extracted from "Asimov data" in the signal and background control regions, defined as the total
expected pre-fit background. Systematic uncertainty from the MC statistical uncertainty is considered as well.

-lo Expected +lo
Bt - uZ) | 33x107° 46x107° 65x107
Bt —cZ) |39%x107° 55%x107° 7.7x107

Table 7: The expected 95% confidence level upper limits on the top-quark FCNC decay branching ratios are shown
together with the +10 bands, which include the contribution from the statistical and systematic uncertainties.
Presented limits are extracted from "Asimov data" in the signal and background control regions, defined as the total
expected pre-fit backgrounds. Systematic uncertainty from the MC statistical uncertainty is not considered.
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Operator | Expected limit
1cBY) 0.13
Ic5)] 0.13
(o5 0.14
o5 0.14

Table 8: Expected 95% CL upper limits on the moduli of the operators contributing to the FCNC decays t — uZ and
t — ¢Z within the TopFCNC model for a new-physics energy scale A = 1 TeV.

7 Conclusion

The sensitivity of the ATLAS experiment in the search for flavour-changing neutral-current top quark
decays is presented. The study is performed in the context of the high luminosity phase of the Large
Hadron Collider with a centre-of-mass energy of 14 TeV and an integrated luminosity of 3000 fb~'.
The three charged lepton final state of ¢f events is considered, in which one of the top quarks decays
through the t — ¢Z (g = u, ¢) flavour-changing neutral-current channel and the other one decays to bW
(tf > bWqZ — blvgtf). An improvement by a factor of four is expected over the current Run-2 analysis
results of B(t — uZ) < 1.7x 107 and B(t — c¢Z) < 2.4 x 10~* with 36.1 fb~! integrated luminosity.
The branching ratio limits that are obtained are at the level of 4 to 5 x 10~ depending on the considered
scenarios for the systematic uncertainties.
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1 Introduction

A variety of alternative methods are exploited to supplement the top quark mass (m,,) measurements
from direct mass reconstruction based on jet observables. In this note, one example is investigated,
namely the measurement of m,, from final states where one of the b-quarks hadronises into a B hadron
which decays into a J/¢ meson, which then decays into a muon-antimuon pair. This approach relies
on a template method exploiting the top quark mass sensitivity of the invariant mass m(¢ u* u~) of the
system made of the J/y — u*u~ meson candidate and the isolated lepton coming from the associated W
boson decay. As this observable involves only three reconstructed leptons, the sensitivity to the light-jet
and b-jet energy scale is expected to be reduced compared to the final states where the observables are
based on jet reconstruction. One of the limiting factors of this approach is the small branching fraction,
B(tt — (Wrb)(W™b) — (Cved [y(— pt i )X)(qq’'b)) ~ 4.1 x 1074, where £ = e, u. With this technique,
the b-production and the b-fragmentation are expected to be among the dominating sources of systematic
uncertainties. The use of different approaches and observables to measure my, should help to reduce the
uncertainties in a combination of all measurements.

The use of ¢f events containing J/y¥» — u*u~ decays to measure the top quark mass has already been
considered by both ATLAS and CMS [1-3]. These analyses are statistically limited, due to the low
branching fraction, and thus will benefit from the High-Luminosity (HL) upgrade of the Large Hadron
Collider (LHC) and the ATLAS detector [4].

Upgrades of the ATLAS detector [5] will be necessary to maintain its performance in the higher luminosity
environment!. A new inner tracking system, extending the tracking region from |n| < 2.7 up to |5| < 4,
will provide the ability to reconstruct charged particles in the forward region, which can be matched to
calorimeter clusters for forward electron reconstruction, or associated to forward jets. The inner tracker
extension also enables muon identification at high 7 if additional detectors are installed in the region
2.7 < |n| < 4.

This note presents projections for the accuracy of the top quark mass measurement at the HL-LHC,
using the J/y decay mode with the full expected luminosity of 3000 fb~! of proton-proton collisions at
Vs = 14 TeV. In a HL-LHC scenario, both the ATLAS detector and the analysis strategy are expected to
change significantly from the Run-2 analysis and it is difficult to make reliable predictions for the systematic
uncertainties relevant to the HL-LHC analysis. Following the existing recommendations for the HL-LHC
studies [6, 7], a reduction of the #f modelling uncertainties by a factor of two and a reduction of some of
the experimental uncertainties by up to a factor two are assumed. As such, the main result of this study is
a statistical projection of the measurement. Where possible, the impact of typical sources of systematic
uncertainty on the measurement are estimated.

The top quark mass determined in this method corresponds to the mass definition used in the MC simulation.
Because of various steps in the event simulation, the mass measured in this way does not necessarily
directly coincide with mass definitions within a given renormalization scheme, e.g. the top quark pole
mass. Evaluating these differences is a topic of theoretical investigations [8—11].

I ATLAS uses a right-handed coordinate system with its origin at the nominal IP in the centre of the detector and the z-axis
along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical
coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The pseudorapidity is defined
in terms of the polar angle 6 as n = —Intan(6/2). The transverse momentum and energy are defined as pp = psin6 and
Er = E sin 6, respectively. The angular distance AR is defined as AR = +/(An)? + (A¢)2.
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2 Simulation samples

Samples of simulated events for signal and background processes are produced at 14 TeV centre-of-mass
energy. They include the production of 7 pairs, single-top quarks and W/Z bosons in association with
jets. Using their theoretically-predicted cross-sections, the MC samples are normalised to an integrated
luminosity of 3000 fb~!. The EvrGen (v1.2.0) [12] program is used to handle the decays of b- and
c-flavoured hadrons in all samples.

The baseline ¢7 simulation sample is produced using the next-to-leading order (NLO) Powneg-Box (13026
v2) matrix-element (ME) event generator [13—16] and the NNPDF3.0 parton distribution function (PDF)
set [17]. The parton shower, hadronisation and underlying event are simulated using Pytnia 8 (v8.210) [18]
with the A14 tune [19] using the NNPDF2.3 PDF set [20] in the parton shower. The number of generated
17 events is 2 X 107 for the nominal sample corresponding to a an equivalent luminosity of 37.1 fb~!.

Samples of single-top quarks corresponding to the #-channel and s-channel are generated with PowHEG-Box
(13026 v2) and the NNPDF3.0 parton distribution function (PDF). The parton shower, hadronisation and
underlying event are simulated using Pytaia 8 (v8.210) with the A14 tune using the NNPDF2.3 PDF set in
the parton shower. Samples for the Wt production are generated with PowHeGg-Box v1 using the CT10
PDF set, interfaced to PyTHia 6 with Perugia P2012C tunable parameters. The higher-order overlap with ¢7
production is addressed using the “diagram removal” (DR) generation scheme [21].

In the aboved mentioned ¢7 and single-top quarks simulation samples, the top quark mass is set to 172.5 GeV.
Additional tf samples are generated for different assumed values of myp, from 169 to 176 GeV, with
otherwise unchanged parameters. Single-top quark production samples with different values of my,, are
not available for this analysis.

Detailed descriptions of other samples can be found in Ref. [22].

3 Event reconstruction and selection

After the event generation step, a fast simulation of the trigger and detector effects is added with the
dedicated ATLAS software framework [23]. The trigger, reconstruction and identification efficiencies, the
energy and transverse momentum resolution of leptons and jets are computed as functions of their 7 and
pr using full simulation studies assuming an upgraded ATLAS detector. They provide a parameterised
estimate of the ATLAS performance at the HL-LHC. These smearing functions are applied to the
particle-level quantities. The smearing functions assume the HL-LHC conditions of an instantaneous
luminosity of £ = 7.5 x 103 cm™ s™! and an average number of additional collisions per bunch-crossing
of < u >=200.

Details of the object selection and the corresponding assumed reconstruction efficiencies and resolutions
can be found in Ref. [6].

Electrons and muons are reconstructed in the fiducial region of transverse momentum pt > 25 GeV and
pseudorapidity || < 4. Identification efficiencies [4] are applied to the lepton candidates to select which
particles are identified as leptons. Similarly, isolation efficiencies are applied. The energy, the pt and the
n of the lepton candidates are smeared according to the detector resolution. This analysis makes use of
additional muon candidates, selected with a pr threshold of 4 GeV, to reconstruct J /iy — u* = candidates
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within jets. These ‘soft muons’ are required to lie within || < 4 and do not have to satisfy isolation
requirements.

Jets are reconstructed using the anti-k, algorithm [24, 25] implemented in the FastJet package [26], with
a radius parameter of 0.4. Jets are accepted if they have pr > 25 GeV and |5| < 4.5. Double counting
of electrons as jets may arise from electron energy deposition in the calorimeter being clustered by the
jet algorithm. To mitigate such effects, jets are removed if within AR = 0.2 of a selected electron. After
this step, electrons within AR = 0.4 from a jet are rejected, since they are considered as decay products
of the hadrons in the jet. For the same reason, isolated muons that are within AR = 0.04 + (10 GeV/pr)
from a jet are also removed. A fraction of the particle-level jets are removed, according to the expected jet
reconstruction efficiency [6]. The energy, pr and 7 of remaining jets are smeared according to the detector
resolution. Pile-up jets are rejected using tracking information.

Fake leptons are obtained from functions parametrising the expected level of light-jet to electron fake rate
and the level of muon fake rate. Fake electrons are introduced according to the probability that a jet is
misidentified as an electron as measured in full simulation, where the jet can come from the hard scattering
vertex or from the pile-up. When a jet is reconstructed as an electron its energy is changed accordingly.

The event selection follows the analysis done at 8 TeV [1], except for the increased 7 acceptance of leptons
and jets. Events are required to have at least one charged isolated lepton with pt > 25 GeV and || < 4 and
at least 4 jets with pr > 25 GeV and || < 4.5. No requirement is applied on the number of b-tagged jets.
Figure 1 shows the distributions of the pr of the leading jet, the pt of the isolated lepton and the pt and
of the soft muons.

J /¥ candidates are reconstructed using all pairs of opposite charge sign soft muons. The two muon tracks
are not refitted to a common vertex to form a J/y. Figure 2(a) shows the invariant mass distributions of the
dimuon pairs with an invariant mass value below 20 GeV. A peak around the J/i mass is clearly visible.
More than 6 x 10% dimuon pairs remain at this level.

Only events with J/y candidates in the mass range [3.0;3.2] GeV are retained. To reduce combinatoric
background, only events with exactly one J /iy candidate in this mass range are kept. Finally, further
selection criteria are applied. At least one of the two muons is required to be within a distance AR < 0.5
from a jet. The angular distance between the two soft muons must be AR < 0.8. The transverse momentum
of the J/y candidate must be pt > 8 GeV. The transverse decay length of the J/y candidate must be

Lyy > 0 mm, with Ly, = % where L is the vector of the distance between the primary vertex and
the extrapolated common vertex of the two soft muon candidates in the transverse plane, and pr is the
reconstructed transverse momentum vector of the dimuon candidate.

Figure 2(b) shows the distribution of the invariant mass of the 2 x 10° candidates, after the final selection,
corresponding to an event rate of about 70 events per fb~! at 14 TeV. Due to the higher cross-section and
despite possible losses due to trigger conditions and the increase of the pile-up, the amount of expected
events is about 18% higher at 14 TeV than at 13 TeV. Furthermore, because of the increase of the n
coverage with the ATLAS HL-LHC detector to || < 4 for leptons an extra increase of about 10% of events
is expected compared to the Run-2 analysis.
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Figure 1: Distributions of (a) pr of the leading jet and (b) pr of the isolated lepton in events with one isolated lepton
and at least four jets, (c) pr and (d) i of the soft muons in these events. Expectations are obtained from simulation,
broken down into contributions from ¢7, single-top, W+ jets, Z + jets and events with non-prompt and fake leptons
(referred to as ‘NP & Fake Lep.’). The shaded area represents the combination of MC statistical uncertainties and
systematic uncertainties on cross-sections. The rightmost bin contains all entries with values above the lower edge of

this bin.
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Figure 2: Distributions of the invariant mass of the dimuon candidates (a) in the mass range [0;20] GeV after the
selection of soft muons and (b) in the mass range [3.0;3.2] GeV after the full selection. Expectations are obtained
from simulation, broken down into contributions from 7, single-top, W+ jets, Z + jets and events with non-prompt
and fake leptons (referred to as ‘NP & Fake Lep.’). The shaded area represents the combination of MC statistical
uncertainties and systematic uncertainties on cross-sections.

4 Measurement of the top quark mass

4.1 The template method

Figure 3 shows the distribution of the invariant mass m(f u*u~) of the system made of the J /o — pu*u~
meson candidate and the isolated lepton. The top quark mass can be measured in the selected events
by using the sensitivity of m(f u* u~) to myp. In the template method, probability density functions are
constructed from all signal and background MC simulated samples. They are obtained for different myqp
values using 7 samples generated at different top quark mass values: 169, 170, 171, 172, 172.25, 172.5,
172.75, 173, 174, 175 and 176 GeV. Appropriate functions are fitted to these templates, interpolating
between different input m,,. The parameters of the functions are fixed by a simultaneous fit to all templates,
imposing linear dependences of the parameters on my,p. The resulting template fit function has my,, as the
only free parameter and an unbinned likelihood maximisation gives the value of my,, that best describes
the data. The choosen analytical function is the sum of a Gaussian and a Gamma function. Figure 4 shows
the templates obtained for different my, input values, overlaid with the corresponding probability density
function from the fit. It shows the sensitivity of the templates to the input my,, value, the knowledge of
which is currently limited by the low number of MC simulated events.
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Figure 3: Distribution of the invariant mass m(¢ u*u~) of the system made of the isolated lepton and the two soft
muons, after the full selection, using dimuon candidates in the mass range [3.0;3.2] GeV. Expectations are obtained
from simulation, broken down into contributions from 7, single-top, W+ jets, Z + jets and events with non-prompt
and fake leptons (referred to as ‘NP & Fake Lep.”). The shaded area represents the combination of MC statistical
uncertainties and systematic uncertainties on cross-sections. The rightmost bin contains all entries with values above

the lower edge of this bin.
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Figure 4: Template parametrization showing the sensitivity of m(¢ u*u™) to the input my.p. Each template (shown as
points with uncertainties corresponding to statistical uncertainties) is overlaid with the corresponding probability
density function (shown as lines) from the fit to templates. In addition, the lower panel shows ratios of the three fitted
functions and the fitted function for nyo, = 172.5 GeV.
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4.2 Uncertainties affecting the m,, determination

Due to the changes of the detector performance for the HL-LHC, it is difficult to estimate precisely the
effects of systematic uncertainties. The sources of uncertainty are assumed to be the same as the current
ones. Systematic uncertainties are estimated by varying each source of uncertainty and determining the
impact on the mass measurement.

The residual difference between fitted and generated my,, when analysing a template from a MC sample
reflects the potential bias of the method. A constant is fitted to the observed m,, residuals. This constant
and its statistical uncertainty is assigned as the method uncertainty. This also covers effects from limited
numbers of simulated events in the templates and potential deficiencies in the template parameterizations.

The signal modelling uncertainties of the 77 physics processes concern the choices of the 17 NLO generator,
the parton shower and hadronisation model, the modelling of heavy-flavour production (hereafter b-
production) in ¢f events, the b-fragmentation parameters, the modelling of initial- and final-state radiation,
the underlying event and the colour reconnection effects. The b-production uncertainty originates from
the effect of the uncertainties on the production fractions for different species of b-hadrons as well as the
uncertainties on the branching fractions of the decays of b-hadrons to J/i, which likely will affect the
kinematics of the J/y. The b-fragmentation uncertainty is assesed through a re-tune of the PyTHia 8
parameters to describe the b-quark fragmentation function measured at LEP. All these uncertainties are
evaluated from simulated events using different generators or tuning.

The background modelling uncertainties are related to the uncertainties on the shape and normalisation of
the fake soft muons, the fake isolated leptons and other background processes.

The t1 signal and background modelling uncertainties are measured in the preliminary Soft Muon Tagger
analysis at 13 TeV, and are taken as suitable estimates for the J /i analysis.

Experimental uncertainties arise from the modelling and calibration of the ATLAS detector response,
affecting the performance of the event selection and the final state reconstruction. This measurement
essentially relies on lepton reconstruction, especially on the reconstruction of muons, and is therefore
susceptible to uncertainties on the lepton energy scales, resolution and reconstruction efficiencies. As
m(€ u* ™) involves only three reconstructed leptons, the sensitivity to the light-jet and b-jet energy scale
(JES/b-JES) as well as to the jet energy resolution (JER) is expected to be reduced compared to observables
based on reconstructed jets.

4.3 Extrapolation scenario

The estimated Run-2 uncertainties are scaled to align with HL-LHC extrapolations developed by the
ATLAS and CMS Collaborations and documented in Ref. [6, 7].

The theory modelling uncertainties are expected to be reduced by a factor two compared to existing values.
The larger HL-LHC dataset will allow for generator tuning, as already started with Run-2 data [27], and
smaller uncertainties based on the measurements of different kinematic distributions. The b-fragmentation
parameters are expected to be measured directly in the LHC data, leading to a tuning of current generators
to get a better match to data and smaller associated uncertainty.

The impact of the experimental systematic uncertainties will likely be reduced relative to their effect on the
Run-2 analysis given the large datasets available, allowing precise performance studies to be conducted.

Addendum to the Report on the Physics at the HL-LHC, and Perspectives for the HE-LHC Page 247


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2018-042/

2.10. Top quark mass using ¢t events with J/¢ — put = (ATL-PHYS-PUB-2018-042)

The jet reconstruction uncertainties on myp are expected to be reduced by a factor up to two, while
uncertainties related to the reconstruction of electrons and muons remain the same as in Run-2.

4.4 Results

The projections for the accuracy of the top quark mass measurement using the J /iy decay mode with the
full expected luminosity of 3000 fb~! of proton-proton collisions at /s = 14 TeV are detailed in Table 1.

A statistical uncertainty of 0.14 GeV is expected, with a method uncertainty of 0.11 GeV.

Source of uncertainty ‘ o (myep) [GeV]
Statistical uncertainty 0.14
Method uncertainty 0.11
Signal modelling uncertainties

tt NLO modelling 0.06
tt PS and hadronisation 0.05
tt b-production 0.24
tt b-fragmentation 0.11
Initial- and final-state radiation 0.04
Underlying event 0.02
Colour reconnection 0.02
Background modelling uncertainties 0.10
Experimental uncertainties

Jet energy scale (JES) 0.31
b-jet energy scale (b-JES) 0.06
Jet energy resolution (JER) 0.13
Jet vertex fraction 0.02
Electrons 0.03
Muons 0.09
Pile-up 0.04
Total Systematic uncertainty 0.48
Total 0.50

Table 1: The contributions of the various sources to the uncertainty on mp using m(f u* u~) templates, extrapolated
to an integrated luminosity of 3000 fb~! with a center-of-mass energy of 14 TeV. The last line refers to the sum in
quadrature of the statistical and systematic uncertainties.

From preliminary studies using the Run-2 dataset, the dominant signal modelling uncertainties are related
to the #¢ b-production and ¢7 b-fragmentation. These uncertainties are expected to be respectively 0.24 and
0.11 GeV. Other ¢ modelling uncertainties are expected to be below 0.1 GeV each.

With the level of background being small, the background modelling uncertainties are expected to be
0.10 GeV.
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The experimental uncertainties are expected to be 0.36 GeV. They are dominated by the uncertainties
related to the JES (0.31 GeV) and the JER (0.13 GeV). Presently, the evaluation of both uncertainties
still suffers from large statistical uncertainties. The uncertainties related to the muon reconstruction are
expected to be 0.09 GeV.

Finally, the total systematic uncertainty is expected to be 0.48 GeV.

A total of 3000 fb~! of 14 TeV data would clearly decrease the statistical uncertainty in this analysis so that
the precision would be limited by systematic effects. Therefore, the statistical precision could be traded
in various ways for a reduced total systematic uncertainty by cutting into phase space regions where the
systematic uncertainties are high.

5 Conclusion

The top quark mass measurement using /7 — lepton+jets events with J/¢ — u*u~ in the final state
is presented. Based on studies with a 13 TeV dataset, projections for the measurement accuracy at the
High-Luminosity LHC using the full expected luminosity of 3000 fb~! of proton-proton collisions at
Vs = 14 TeV are derived. A statistical uncertainty of 0.14 GeV is expected, with a systematic uncertainty
of 0.48 GeV.
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This note evaluates the potential of a dedicated dataset collected at low instantaneous
luminosity and moderate pile-up for the measurement of the W-boson mass at the HL-LHC.
The value of such data lies in the optimal reconstruction of missing transverse momentum
allowed by the low detector occupancy, and in the extended pseudorapidity coverage of the
upgraded ATLAS detector. Both effects allow a reduction of PDF uncertainties below what
can be achieved using data from Run 1 and Run 2. The impact of a possible further increase
in centre-of-mass energy, and of future deep-inelastic scattering data is also evaluated.
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1 Introduction

Proton-proton collision data at low pile-up are of large interest for W boson physics, as the low detector
occupancy allows an optimal reconstruction of missing transverse momentum, and the W production
cross section is large enough to achieve small statistical uncertainties in a moderate running time. At
/s = 14 TeV and for an instantaneous luminosity of £ ~ 5x10*? cm~2s~!, corresponding to two collisions
per bunch crossing on average at the LHC, about 2x10% W boson events can be collected in one week.
Such a sample provides a statistical sensitivity at the permille level for cross section measurements, at the
percent level for measurements of the W boson transverse momentum distribution, and of about 10 MeV

for a measurement of myy .

Additional potential is provided by the new tracking detector, the ITk [1], which extends the coverage in
pseudorapidity beyond || < 2.5 to || < 4. The increased acceptance allows W-boson measurements
to probe a new region in Bjorken x at Q> ~ m%v This will in turn allow further constraints on the
parton density functions (PDFs) from cross section measurements, and reduce PDF uncertainties in the
measurement of my, . A possible increase of the LHC centre-of-mass energy, such as the HE-LHC program

with 4/s = 27 TeV [2], could play a similar role.

This note presents a first quantitative study of this potential, focusing on the measurement of my, and
restricting the discussion to statistical and PDF uncertainties. Experimental systematic uncertainties are
not discussed in this note; their effect is largely of statistical nature for the moderate size, low pile-up
samples considered here, and with adequate efforts and exploiting the full available data sample, their
impact can be maintained at a level similar to the statistical uncertainty. Theoretical uncertainties in the
modelling of W-boson production, like the description of the boson transverse momentum distribution,
will also be constrained by measurements using these data. However, PDF uncertainties do not scale
simply and become dominant once sufficient data are collected, which motivates the present study.

PDF uncertainties and their correlations are studied as a function of the W boson charge, the decay lepton
|n¢], and +/s; similar studies were presented in Refs. [3, 4]. Present-day PDF sets are considered as well
as projected future sets representing the expected constraints from present and future pp data, and from
the LHeC deep inelastic scattering project [S]. Section 2 summarizes the analysis steps, including event
generation, a procedure to incorporate detector effects, and the expected sample after event selection;
Section 3 summarizes the methodology and results. Conclusions are presented in Section 4.

2 Simulation and event selection

Leptonic W boson decays are characterized by an energetic, isolated electron or muon, and significant
missing transverse momentum reflecting the decay neutrino. The hadronic recoil, ut, is defined from the
vector sum of the transverse momenta of all reconstructed particles in the event excluding the charged
lepton, and provides a measure of the W boson transverse momentum. Lepton transverse momentum, pf},
missing transverse momentum, E%“iss, and the hadronic recoil are related through E;“i“ =- *4 +ur). The
p% and E}ni“ distributions have sharp peaks at pé ~ E}niss ~ myy /2. The transverse mass mr, defined as

mr = \/2p§E¥IiSS coS(¢¢ — Pmiss)» peaks at mr ~ myy.

Events are generated at v/s = 14 and 27 TeV using the W_Ew_BMNNP process [6] of the PowHEG event
generator [7], with electroweak corrections switched off. The CT10 PDF set [8] is used, and parton shower
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effects are included using the PyTHia event generator [9] with parameters set according to the AZNLO
tune [10]. Final-state QED corrections are applied using Puotos [11].

For a basic emulation of detector effects, the resolutions on the electron, muon and recoil reconstruction
are parameterised as follows:

oe(Er) = a(neDVEe ® b(|nel) @ c(|nel) - Ex, (1)
au(P5) = ro(lnel) & riinel) - P 2)
Ca¥o$) = g0 (/500" + npl: 3)

where p? and p?’ are the generator-level transverse momenta of the decay lepton and W boson, E, the
generator-level electron energy, and s the centre-of-mass energy squared. The calorimeter resolution
parameters a, b and c, as well as the muon resolution parameters rg | are functions of the lepton pseu-
dorapidity and taken from Refs. [12, 13], which describe the expected performance of the upgraded
ATLAS detector.

During four weeks in 2017 and 2018, ATLAS recorded pp collision data at low pile-up and two centre-
of-mass energies, /s = 5 and 13 TeV. The recoil resolution parameters are determined for this study
using Monte Carlo samples of W boson events produced for the analysis of these data. The events were
generated as described above, and passed through the full ATLAS simulation [14]. Pile-up is simulated
using PyTHia, and the average number of collisions per bunch crossing is set to (u) ~ 2, matching the
data taking conditions. The resolution parameters go and ¢; are extracted from the behaviour of the
recoil resolution as a function of p¥V at both energies. The first term reflects the contribution from the
underlying event activity; for a reference centre-of-mass energy of /sop = 5 TeV, its parameters are found
to be go = 4.1 GeV and @ = 0.40, yielding a resolution in ut of about 6.0 GeV at v/s = 13 TeV, when
pTW = 0. The second term is the contribution of the recoil jet, and its coefficient is determined to be
g1 = 0.23, independently of energy. The simulated and parameterised recoil resolutions agree well for 5
and 13 TeV, as shown in Figure 1. The curves for the HL- and HE-LHC are obtained extrapolating this
parameterisation to \/s = 14 and 27 TeV, respectively.

Events are selected applying the following cuts to the object kinematics, after resolution corrections:
. p{% > 25 GeV, E%“iss > 25 GeV, mt > 50 GeV and ut < 15 GeV;
* |nel <24 0r2.4 < |ne < 4.

The first set of cuts select the range of the kinematic peaks of the W boson decay products, restricting to
the region of small p‘TV to maximize the sensitivity of the distributions to my,. Two pseudorapidity ranges
are considered, corresponding to the central region accessible with the current ATLAS detector, and to
the forward region accessible in the electron channel with the ITk.

Signal cross sections, acceptance and the expected number of selected events are summarized in Table 1,
accounting for typical electron and muon selection efficiencies. The cross sections are calculated at O(as)
using POWHEG; O(ag) corrections would increase these numbers by 2 to 5% depending on the W boson
charge and v/s. Small acceptance losses in the transition regions between the barrel, endcap and forward
calorimeter systems are neglected.

The separation of W* and W~ events for 2.4 < |n/| < 4 relies on a sufficiently accurate measurement
of the electron charge. Given the small polar angle and limited magnetic field integral in this region, a
rate of charge mis-identification of about 5% is estimated near the detector boundary. While significantly
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Figure 1: Recoil resolution as a function of p¥v, for 4/s = 5, 13, 14 and 27 TeV. The histograms correspond to the
full detector simulation, and the curves to the parameterised resolution corrections described in the text.

Process Vs [TeV] o [pb] Acceptance Nger (200 pb‘l)
Inel <24 24<|nd <4 |nel <24 24<|n] <4
Wt > ¢ty 14 12160 0.24 0.14 1.2 x10° 3.5 x10°
W~ > (v 14 8979 0.25 0.12 0.9 x10° 2.2 x10°
Wt >ty 27 22926 0.17 0.11 1.6 x10° 5.0 x10°
W™ > (v 27 17863 0.18 0.09 1.3 x10° 3.2 x10°

Table 1: Inclusive W boson production cross sections, signal acceptance and expected number of selected events at
/s = 14 and 27 TeV. The cross sections correspond to a single decay lepton flavour. For |17¢| < 2.4, Ny corresponds
to the sum of the electron and muon decay channels; for 2.4 < |r¢| < 4, only the electron channel is considered.

higher than in central region of the detector, this rate can be accurately controlled using the high-statistics
Z — ee samples available from standard runs at the HL-LHC and does not significantly affect the PDF
uncertainty estimates discussed in Section 3.

Distributions of the lepton transverse momentum and W boson transverse mass are shown in Figure 2
for selected events. In both cases, the detector effects are dominated by the recoil resolution. The
difference between the predictions of the full simulation and the parameterised resolution is a few percent
of that between the detector-level and generator-level distributions, indicating that the present approach is
adequate for this analysis.

3 PDF uncertainties in my

The Monte Carlo samples are produced using the CT10 PDF set, m{f,f = 80.399 GeV, and the corresponding
Standard Model prediction for I'y. Kinematic distributions for the different values of my are obtained by
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Figure 2: Generator- and detector-level p‘} (a) and mt (b) distributions for selected signal events. The detector-level
distributions are shown as predicted by the full simulation and by the parameterised resolution corrections described
in the text.

applying the following event weight to the reference samples:

2 ref2\2 4yref? ref2
(m* —my, ")+ m " [my; @
b

(m? — m%v)2 + m4F€V/m‘2,V

W(m, mwy, mrv‘e/f) =

which represents the ratio of the Breit—Wigner densities corresponding to my, and m§§f for a given value
of the final state invariant mass m.

A similar event weight, calculated internally by PownEc and corresponding to the ratio of the event
cross sections predicted by CT10 and several alternate PDFs, is used to obtain final state distributions
corresponding to the CT14 [15], MMHT2014 [16], HL-LHC [17] and LHeC [18] PDF sets and their
associated uncertainties. Compared to current sets such as CT14 and MMHT2014, the HL-LHC set
incorporates the expected constraints from present and future LHC data; it starts from the PDFALHC
convention [19] and comes in three scenarios corresponding to more or less optimistic projections of
the experimental uncertainties. The LHeC PDF set represents the impact of a proposed future high-
energy, high-luminosity ep scattering experiment [5] on the uncertainties in the proton structure, using
the theoretically best understood process for this purpose.

The shift in the measured value of my resulting from a change in the assumed PDF set is estimated as
follows. Considering a set of template distributions obtained for different values of my and a given refer-
ence PDF set, and “pseudo-data” distributions obtained for my, = m{;f and an alternate set i (representing,
for example, uncertainty variations with respect to the reference set), the preferred value of my for this
set is determined by minimizing the y? between the pseudo-data and the templates. The preferred value
is denoted mév, and the corresponding bias is defined as 6m{,v = m;[, - m@f,f. The statistical uncertainty on
the measurement is estimated from the half width of the y? function one unit above the minimum.

The present study considers measurements of my, in separate categories, corresponding to W* and W~
events; five pseudorapidity bins, |n/| < 0.6, 0.6 < |n¢| < 1.2, 1.2 < |ng| < 1.8, 1.8 < |n¢| < 2.4, and

2.4 < |ne| < 4 pf} and mr distribution fits; and two ce