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Abstract

This document provides a detailed account of several studies regarding the design of
the FCC-hh hadron collider that have been performed in the time period between 2019
and 2021. They extend and complement the studies reported in the conceptual design
report submitted to the 2019 Update of the European Strategy for Particle Physics.
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Foreword

The FCC-hh is the hadron collider component of the Future Circular Collider (FCC) facility proposed to be built
at CERN, aimed at replacing the LHC as the worldwide flagship high-energy particle collider. A first set of
comprehensive studies was performed assuming that the accelerator would provide proton-proton collisions at a
centre-of-mass energy around 100 TeV and deliver a data sample corresponding to an integrated luminosity of
30 ab−1. Those studies were documented in a concise conceptual design report that focused on the presentation of
the potential performance and technical feasibility [1]. That early document provided the baseline inputs for the
physics opportunities and performance evaluations submitted to the European Strategy for Particle Physics Update
(ESPPU) of 2019 [2, 3].

The present report provides a detailed description of improved studies regarding the FCC-hh optics and key
beam dynamics, at the level needed for further developments of the project, moving from conceptual discussions
towards a technical design report. It includes, in particular, more extended presentations of key choices, funda-
mental calculations, and design optimisation, besides exposing the R&D progress achieved between 2019 and
2021. While the bulk of this volume was completed by early 2022, unfortunate events well beyond the realm of
science brought its publication process to a halt. In the meantime, work continued at a steady pace. For example,
the FCC-hh layout was adapted to fit together with the FCC-ee design. The most recent FCC-hh design has been
described in a new document, recently submitted to the 2025 ESPPU [4]. Nevertheless, and encouraged by several
stakeholders, we concluded that the publication of this report remained important, despite the significant delay, as
it provides very useful information on the evolution of the project.

Daniel Schulte (Report editor), Jens Vigen (CERN SIS), Carlos Lourenço (CREB chair)
CERN, June 4, 2025
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Chapter 1

Parameters and performance

1.1 Overview

The FCC-hh is designed to provide proton-proton collisions with a centre-of-mass energy of 100 TeV and an in-
tegrated luminosity of ≈ 20 ab−1 in each of the two main experiments for 25 years of operation. The combined
data sets will thus significantly exceed the total of 30 ab−1 required by the expected physics studies. In addition,
the FCC-hh offers the potential of colliding ions with protons and ions with ions. The design also allows one inter-
action point to be upgraded to electron-proton and electron-ion collisions. In this case, an additional recirculating,
energy-recovery linac will provide the electron beam that collides with one circulating proton or ion beams. The
other experiments can operate concurrently with hadron collisions.

1.2 Layout and parameters

The collider layout is shown in Fig. 1.1 and the key parameters are given in Table 1.1. The collider performance
will increase from the initial to the nominal parameters.

Two high luminosity experiments are located in opposite insertions (PA and PG). This ensures the highest
luminosity, reduces unwanted beam-beam effects and is independent of the beam-filling pattern. Two additional,
lower luminosity experiments are located together with the injection systems in insertions PB and PL. The trans-
verse beam cleaning is located in insertion PJ and the beam extraction in insertion PD. The longitudinal beam
cleaning is placed in insertion PF and finally, the RF systems and the fast feedback are placed in insertion PH. The
long arcs also contain technical points (PC, PE, PI and PK).

The collider has been placed adjacent to the CERN LHC and SPS accelerators and the two injection inser-
tions (at PB and PL) are positioned such that one can inject beam from either the LHC or the SPS.

The circumference of the collider is 97.75 km and the insertions are 1.4 km long with the exception of the
transverse collimation and beam extraction areas which are 2.8 km long. This additional length facilitates the
mitigation of the challenges posed in these systems by the high stored energy.

The total length of the arcs is 83.75 km. The lattice in the arc consists of a sequence of 90° FODO cells.
Each 213 m-long cell contains twelve 14 m long dipoles. The dipole filling factor is about 0.8, hence a dipole field
just below 16 T is required to keep the nominal beams on the circular orbit.

1.2.1 Energy reach

Using Nb3Sn-based conductors at a temperature of 2 K to reach this field, the dipoles are a key cost item. A
focused R&D programme to increase the maximum current density in the conductors to at least 1500 A/mm2 at
4.2 K temperature started in 2014 (currently 1200 A/mm2 has been achieved). Based on this performance, several
optimised dipole designs have been developed in the EuroCirCol H2020 EC funded project—each implementing
a different design concept. This allowed the amount of conductor material to be minimised and led to the choice
of the cosine-theta design as the optimum. Collaboration agreements are in place with the French CEA, the Italian
INFN, the Spanish CIEMAT, the Swiss PSI and the Russian BINP organisations, to build short model magnets
based on the designs. In addition, a US DOE Magnet Development Programme is working to demonstrate a 15 T
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PBPLPLPL

PJ PD

PH PG PF

Figure 1.1: The FCC-hh layout. The two main experiments are located in PA and PG and the additional experi-
ments in PB and PL, the latter combined with the injection. The momentum and betatron collimation systems are
in insertions PF and PJ, respectively. The beam extraction is in PD and the RF and the main feedback system are
integrated in PH.

superconducting accelerator magnet.

If the FCC-hh is implemented following a lepton collider (FCC-ee) in the same underground infrastructure,
the time scale for design and R&D for FCC-hh is lengthened by 15 to 20 years. This additional time will be used
to develop alternative technologies, e.g. magnets based on high temperature superconductors, with potentially, a
significant impact on the collider parameters (e.g. increase of beam energy), relaxed infrastructure requirements
(cryogenics system) and increased energy efficiency (temperature of magnets and beamscreen).
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Table 1.1: FCC-hh baseline parameters compared to LHC, HE-LHC and HL-LHC parameters.

LHC HL-LHC FCC-hh

Initial Nominal

Main parameters and geometrical aspects

c.m. Energy [TeV] 14 100
Circumference C [km] 26.7 97.75
Dipole field [T] 8.33 < 16
Arc filling factor 0.79 0.8
Straight sections 8× 528 m 6 × 1400 m + 2 × 2800 m
Number of IPs 2 + 2 2 + 2
Injection energy [TeV] 0.45 3.3
Physics performance and beam parameters

Peak luminosity1 [1034 cm−2s−1] 1.0 5.0 5.0 < 30.0
Optimum average integrated lumi / day [fb−1] 0.47 2.8 2.2 8
Assumed turnaround time [h] 5 4
Target turnaround time [h] 2 2
Peak no. of inelastic events / crossing 27 135 (lev) 171 1026
Total / inelastic cross section σ proton [mbarn] 111 / 85 153 / 108
Luminous region RMS length [cm] 5.7 5.7
Distance IP to first quadrupole, L∗ [m] 23 40 40
Beam parameters

Number of bunches n 2808 10400
Bunch spacing [ns] 25 25 25
Bunch population N[1011] 1.15 2.2 1.0
Nominal transverse normalised emittance [µm] 3.75 2.5 2.2 2.2
Number of IPs contributing to ∆Q 3 2 2 + 2 2
Maximum total b-b tune shift ∆Q 0.01 0.015 0.011 0.03
Beam current [A] 0.584 1.12 0.5
RMS bunch length2 [cm] 7.55 8
IP beta function [m] 0.55 0.15 (min) 1.1 0.3
RMS IP spot size [µm] 16.7 7.1 (min) 6.8 3.5
Full crossing angle [µrad] 285 590 104 2003

Other beam and machine parameters

Stored energy per beam [GJ] 0.392 0.694 8.3
SR power per ring [MW] 0.0036 0.0073 2.4
Arc SR heat load [W/m/aperture] 0.17 0.33 29
Energy loss per turn [MeV] 0.0067 4.67
Critical photon energy [keV] 0.044 4.3
Longitudinal emittance damping time [h] 12.9 0.5
Transverse emittance damping time [h] 25.8 1.0
Dipole coil aperture [mm] 56 50
Minimum arc beam half aperture [mm] ∼18 13
Installed RF voltage (400.79 MHz) [MV] 16 48
Harmonic number 35640 130680

1 For the nominal parameters, the peak luminosity is reached during the run.
2 The HL-LHC assumes a different longitudinal distribution; the equivalent Gaussian is 9 cm.
3 The crossing angle will be compensated using the crab crossing scheme.

1.3 Luminosity

It is planned to reach the initial parameters with a maximum luminosity of 5 × 1034 cm−2s−1 in the first years.
In the following years the luminosity will be increased to reach the nominal parameters with a luminosity of up to
3×1035 cm−2s−1. The estimated integrated luminosity is 2 fb−1 per day of operation for the initial and 8 fb−1 for
the nominal parameters. A generic design for the additional experiments, which has a distance of 50 m between
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the magnets of the machine, shows that a luminosity of 2× 1034 cm−2s−1 can be reached, but further studies are
required once the experiments are better defined.

1.3.1 Peak luminosity

The high luminosity is achieved with high brightness beams, a high beam current comparable to LHC parameters,
and a small β? at the collision points. The luminosity is a function of the beam current I , the beam-beam tune shift
ξ, the beam gamma factor γ and the beta-functions at the collision point β?. For a round beam it is given by:

L = ξ
I

q

γ

β?

1

rp
F. (1.1)

Here, rp is the classical proton radius and q the elementary charge. The form factor F includes geometric lumi-
nosity reduction effects like the hour glass effect; it is neglected in the following discussion. Hence, to reach high
luminosity, one has to use a high brightness beam (i.e. large ξ), achieve small beta functions and have a high beam
current.

Larger beam-beam tuneshifts can result in more luminosity but also have undesired effects. In particular,
large beam-beam tuneshifts can turn small amplitude beam-beam jitter into emittance growth which results in an
increase of beam size and hence a decrease of the luminosity. They can also lead to an increase of particle losses
due to non-linear effects and consequently a decrease in the beam lifetime. In FCC-hh a maximum beam-beam
tuneshift of ξ ≤ 0.03 is expected. In the initial phase each of the four experiments contributes about 0.0055 to
the total remains well below the maximum. In the nominal phase each of the two main experiments reaches up
to 0.013 and the tuneshift of the additional experiments has to be reduced, e.g. by separating the beams. LHC
experience with the current working point confirms that this value is acceptable. The fraction of beam lost in the
transverse tails remains below 10−3 per hour and also the emittance growth induced by beam-beam jitter remains
limited. In contrast, a slightly larger tuneshift would rapidly increase the loss rate and the beam emittance would
increase significantly faster for the same jitter amplitudes. Studies [5] indicate that other working points might
allow even larger tuneshifts but the impact on other parts of the machine remains to be evaluated. The crossing
angle of about θc ≈ 200 µrad limits the impact of parasitic beam-beam crossings and the associated luminosity
reduction is mitigated by the use of crab cavities. Other means that could be added to mitigate the long-range and
head-on beam-beam effects include electron lenses and current carrying wire compensators.

A small beta function, β?, at the collision point makes the optics design for the experiment insertion de-
manding and requires a large aperture in the focus triplets. This poses challenges for the design of the magnet and
protection systems and for the collimation which has to scrape off tails that could hit the triplets.

There are three main potential limitations for the beam current: synchrotron radiation, single beam collec-
tive effects and machine protection considerations. At the high energy of the FCC-hh, even proton beams emit
significant synchrotron radiation power: together both beams emit about 5 MW. Beamscreens protect the super-
conducting magnets from this power, in the same way as in the LHC. The cryogenic system cools these screens to
a temperature of 50 K. About 100 MW of electrical power is required to remove the synchrotron radiation power
due to the Carnot inefficiency and the limited technical efficiency of the cryogenic system. A lower operating
temperature would increase the power required to cool the beamscreen even further whilst a higher temperature
would increase the heat transferred from the beamscreen into the magnet and hence increase the power required to
cool the magnet.

The second limitation, single beam collective effects, requires advanced methods for its mitigation. These
techniques include a novel beamscreen design that ensures very good vacuum. This screen also reduces the po-
tential for single bunch instabilities by making the pumping holes invisible to the beam, a marked improvement
compared to LHC [6]. A carbon layer on the surface and the specific geometry suppress the build-up of electron
clouds, one of the important issues in the LHC. The same goal could be achieved by using a laser treatment to
roughen the surface. Additional means to mitigate the collective effects include feedback, octupoles, and poten-
tially RF quadrupoles and electron lenses. They are instrumental in permitting the use of a small free aperture.
Combined with a compact beamscreen design a magnet aperture of only 50 mm becomes possible, which helps to
limit cost.

Robust collimation and beam extraction systems protect the machine from the energy stored in the beam.
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Figure 1.2: Evolution of the beam parameters and luminosity during luminosity production, for the nominal 25 ns
parameter set (see Table 1.1). A vertical black line marks the optimum fill length for a turn around time of 4h. The
corresponding average luminosity production rate (without down time) is 8.2 fb−1 per day.

1.3.2 Integrated luminosity

In the nominal phase, the beams can only be used for about 3.5 h in collision before they have to be replaced
because of the fast beam burn-off. Consequently, the turn-around time from one luminosity run to the next is
critical for the integrated luminosity. First detailed estimates found that theoretically a time of about 2 h can
be achieved. However to include sufficient margin, turn-around times of 5 h and 4 h are assumed for initial and
nominal parameters, respectively. In addition to the above, an availability of 70% is assumed for the estimate of
the overall integrated luminosity.
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The strong variation of the beam parameters during luminosity production have been modeled in detail [7].
Figure 1.2 illustrates the evolution of the main beam parameters taking into account the effect of intra-beam
scattering, synchrotron radiation damping and quantum excitations, luminosity burn-off and an absolute emittance
growth rate of 0.15 µm/h. The mathematical description of the model can be found in [8]. It is assumed that the
longitudinal emittance is kept constant to maintain the size of the luminous region inside the detector. The budget
for an additional source of emittance growth due to external sources of noise is conservatively based on LHC
experience, where about 0.05 µm/h is routinely observed [9]. The short period of the collide-and-squeeze scheme,
which brings the beams into collision before the squeeze, is not included here as it has almost no impact on the
integrated luminosity.

During the run, the emittance reduction dominates first and hence the luminosity increases up to 2.5 ×

1035 cm−2s−1. Then the beam burn-off starts to dominate and the luminosity decreases. A maximum beam-beam
tune shift of 0.013 per IP is reached after 2 h of luminosity production. During the run the intensity decreases by a
factor of 4 and the transverse emittances by a factor of 8.

Experience in LHC shows that the turnaround time from the end of luminosity production to the start of the
next could be reduced to 2 h with some modifications of the injector complex [10]. The turnaround times assumed
for the initial and nominal parameters are 5 h and 4 h, respectively. These times include a margin for availability
limitations. An optimum average production rate of 8.2 fb−1 per day is obtained in these conditions – meeting the
target of 8 fb−1. The beams should be renewed after 3.7 h in collision.

1.4 Injection considerations

The injection energy is 3.3 TeV and beams at this energy can be provided by the LHC. The choice of this energy en-
sures that the beam size is small enough to provide a sufficient number of sigmas of beam stay clear for collimation
and machine protection. The dynamic aperture and beam stability are also guaranteed. Some modifications of the
powering scheme will allow the LHC to be ramped quickly thus providing the necessary short turnaround times.
Lower injection energies have also been studied, in particular a choice of 1.3 TeV. This would allow injection from
a new accelerator, either a superconducting 6 T machine in the SPS tunnel or a superferric 1.5 T one in the LHC
tunnel. However, the lower energy will reduce the dynamic aperture at injection, not only due to the larger beam
but also because of the increased degradation of the magnetic field quality. In addition, the collimation system and
the impedance effects will become more challenging. Further design effort would therefore be required to judge
whether one can adopt this injection energy.

1.5 Lattice design

The lattice design of the collider ring integrates the requirements of the different systems. It is based on the
considerations below.

The lattice layout facilitates the separation of the various functions, which ensures that sensitive equipment
is not affected by systems that generate significant quantities of radiation. During physics periods with stable
beams in collision, the main experiments are the principle source of radiation, since most of the beam is consumed
in collisions. The short arcs between the main experiment in PA and the additional experiments in PB and PL
ensure that this collision debris does not cause significant background in the smaller experiments.

The collimation systems can also generate significant quantities of radiation under certain operating condi-
tions. Therefore they are separated from all other systems. The momentum collimation system takes advantage of
the dispersion from the arcs to remove energy tails. In the betatron collimation system the dispersion from the arcs
is suppressed, making the removal of the transverse tails easier.

The relatively sensitive RF systems, electron lenses and the feedback systems are located in a dedicated
insertion (PH) where the radiation levels are low.

Similarly, the position of the beam extraction systems in a separate insertion (PD) ensures that the extraction
kicker systems are only exposed to low levels of radiation, limiting the likelihood of false kicker firing.

The injection systems are placed close to the additional experiments but the experiments will only produce
significant amounts of radiation at collision energy, when injection is switched off.

With the exception of PD and PJ, the length of each insertion is 1400 m which corresponds to a scaling of the
LHC insertion lengths with the square root of the beam energy. This choice allows the LHC and HL-LHC optics
solutions to be implemented in the FCC-hh with the same magnet technology. Improved technologies are used
to push the performance beyond that which can be achieved by scaling. In particular the final triplet magnets in
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the experiment insertions use the same technology as the HL-LHC but with higher fields. This allows a relatively
smaller β-function at the collision point – which naturally scales with the square root of the energy – and also
increases the protection of the magnets against the higher levels of collision debris. Optics design studies have
confirmed that the full 1400 m is required to achieve the performance goals.

The betatron collimation and the extraction systems are the most sensitive to beam losses under these higher
performance scenarios since the increased total particle energy, the higher beam brightness and the larger number of
stored protons increase the risk. Consequently, longer insertions of 2800 m have been allocated for these systems.
Further studies will optimise the insertion lengths taking into account the civil engineering and implementation
aspects.

1.6 Arc vacuum

The arc vacuum system defines the aperture of the magnet, which is a key cost driver and has a strong impact on
the beam performance. The proposed design allows the magnet aperture to be reduced to 50 mm and still provides
good conditions for the beam, i.e. good vacuum, low impedance and suppression of electron cloud effects.

The beamscreen protects the cold bore of the magnets from the 30 W/m of synchrotron radiation emitted by
each beam at collision energy. The cryogenic system cools this screen to 50 K; at this temperature the heat can be
removed more efficiently than with the 2 K magnet system.

A vacuum pressure of 1015 m−3 hydrogen equivalent, similar to the LHC, ensures a beam lifetime of about
100 hours, which is compatible with the integrated luminosity target. The power deposited by beam scattering
on the rest gas is low enough to avoid quenches of the superconducting magnets from induced heating. However,
with this lifetime up to about 40 kW (0.45 W/m) are still being deposited in the arc dipoles. To remove it requires
about 30 MW of cooling power. Therefore the vacuum design aims for a significantly lower vacuum pressure of
0.2× 1015 m−3 hydrogen, which is feasible.

The copper coating of the inner surface of the beamscreen in combination with the chosen aperture ensures
that the impedance is low enough for beam stability, although a high-temperature superconductor (HTS) coating
is being considered as an option to provide a higher stability margin. Pumping holes in the screen facilitate a good
vacuum and in contrast to the LHC, they do not generate significant impedance because they are located in two
small antechambers. The antechambers also help to reduce the amount of synchrotron radiation that is reflected
back into the beam aperture. This arrangement reduces the production of seed electrons that could form an electron
cloud. A thin coating of amorphous carbon on the inner part of the chamber hinders any existing electrons from
producing electron showers thereby suppressing any electron cloud build-up.

1.7 Experimental areas

A detailed design of the insertion for a high luminosity experiment has been developed. The requirements for the
additional experiments have not yet been established. Therefore a generic first order design of the corresponding
insertion has been made to highlight the performance that can be expected.

1.7.1 Main experiments

The design of the interaction region follows the structure of the LHC interaction region: the final focus system
consists of a quadrupole triplet on each side of the interaction point (IP) with a single aperture shared by the
counter-rotating beams. Dipoles in the following section separate the two beams into the individual apertures used
in the rest of the ring. Four quadrupoles in the straight section, the dispersion suppressor quadrupoles and trim
quadrupoles in the first arc cell are used to match the optical functions between the final focus system and the
regular arcs. The design of the final focus system is driven by energy deposition from collision debris from the
IP. It requires a short drift space between the IP and the final focus system, as well as long, large aperture final
focus quadrupoles. The opening of the detector design requires a 33 m space on either side of the IP, resulting in a
total cavern length of 66 m (Fig. 1.3). The cavern is closed by a 2 m thick shielding wall followed by an absorber
to protect the front of the final focus system from collision debris. This leads to a minimum drift space between
the IP and the final focus system of 40 m. Systems with longer drift spaces were also considered but they featured
larger chromaticity and matching of the optical functions to the arcs proved difficult within the designated insertion
length. The total 107.2 m magnetic length of the triplet quadrupoles allows the use of relatively low gradient, large
aperture quadrupoles. This also allows the inside of the magnets to be protected with up to 35 mm of tungsten
shielding, whilst still leaving enough free aperture to accommodate a beam with a beta function at the IP of almost
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β? = 0.2 m without violating the collimation hierarchy. This beta function offers a comfortable margin to the
nominal goal of β? = 0.3 m.
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Figure 1.3: Detector region layout.

The high luminosity leads to collision debris reaching a total power of about 500 kW in each of the high
luminosity detectors and a significant amount is lost in the machine section next to the detectors. A sophisticated
shielding system protects the final triplet magnets from these losses. It consists of a copper shield in front of the
triplet and a tungsten tube inside the magnet bore. This tube protects the magnets from charged particles (mainly
pions) that enter the magnet aperture and are defocused by the field.

1.7.2 Additional experiments

The injection insertions allow the installation of two additional experiments in the collider. The first half of the
insertion in the direction of the injected beam is used for injection and the detector is placed in the middle of the
second half. This configuration avoids the need to bypass the detector with the transfer line and affords ample
space to protect the detector from potential beam losses at injection. Currently, no specific performance require-
ments have been established for these experiments. A generic insertion design gives an indication of the expected
performance [11]. It provides a free distance from the collision point to the focusing triplets of 25 m and can reach
luminosities in the 2 × 1034 cm−2s−1 range. The shielding to protect the triplet can be less massive than for the
main experiments thanks to the lower luminosity.

1.7.3 RF system

The baseline RF system design is similar to that of the LHC and has a frequency of 400.8 MHz. The installed
voltage will be 48 MV, three times more than in the LHC. In the longitudinal plane, an inductive longitudinal
impedance budget of Im(Z)/n = 0.2 Ω is expected, similar to the one of LHC (0.1 Ω). At injection, 12 MV
ensures beam stability and at collision energy 42 MV is used. During ramping a maximum of 43.5 MV is used.
At injection the longitudinal beam emittance is 2.3 eVs, i.e. a four-sigma bunch length of 1.42 ns and a two-sigma
energy spread of ∆E/E = 3.25× 10−4 and the synchrotron tune is 2.77× 10−3. At collision the corresponding
values are 10.2 eVs, 1.07 ns, ∆E/E = 1.24 × 10−4 and 1.33 × 10−3, respectively. Controlled longitudinal
emittance blow-up (by band-limited RF phase noise) to balance synchrotron radiation damping will be required
not only during the ramp but also in coast at 50 TeV.
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1.8 Beam loss mitigation

After injection at 3.3 TeV, each beam has a total energy of 560 MJ. At collision energy of 50 TeV this increases
to 8.3 GJ. These values exceed those of LHC by more than a factor 20. Avoiding beam loss and mitigating its
consequences is thus of prime importance. This addressed by the injection and extraction systems as well as the
collimation and machine protection systems.

1.8.1 Machine protection

An adequately designed machine protection system must be conceived to mitigate the risk of beam loss. Dedicated
systems will predict and detect equipment failures rapidly enough to engage protection systems that can extract
the beam cleanly before it can generate harmful losses. Passive protection mitigates the impact from failure of
active components, such as injection and extraction kickers. The collimation system removes the beam halo and
tails and protects the machine from losses which might otherwise cause magnet quenches. The collimation system
also allows continued operation of the machine with large losses in order to be able to diagnose the origin of the
problem.

1.8.2 Injection

An injection system is located upstream of each of the two low-luminosity experiments within a straight section
of 1.4 km. This layout allows three of the four experiments to be close to the CERN site. The injection [12, 13]
utilises a fast bunch-to-bucket transfer with a normal conducting Lambertson septum to deflect the beam vertically
onto the collider orbit. The horizontal angle is reduced by off-centre passage through a defocussing quadrupole and
is then fully compensated by a fast kicker system. A specific injection protection system is required to protect the
machine and the experiments from badly injected beams. The main constraints for the injection system at 3.3 TeV
come from the total beam energy of 560 MJ of the high energy booster (HEB) to FCC transfer, coupled with the
beam rigidity of 11 T km.

Investigations of LHC injection protection absorber blocks with the HL-LHC beam parameters [14] show
that the threshold for absorbers to survive beam impact is around 5 MJ with the expected beam sizes. A burst-
mode transfer of 130 batches, each consisting of 80 bunches, is therefore envisaged. The target filling factor of
the collider is 80% (10400 bunches) and hence the gaps between batches needed for the injection kicker rise time
have to be shorter than 425 ns. A fast recharging kicker system allows the full LHC beam to be transferred within
several seconds and thus, the time for the injection process is negligible in comparison to the overall filling time.
Many kickers will be used to achieve a fast rise time and this requires high reliability in order to achieve a low
probability of any kicker misfiring. Novel solid-state kicker generator concepts are being developed to reach these
short rise times. These very low failure rates will be achieved by having a very modular and easily maintainable
system.

1.8.3 Extraction and dump

The dump systems [15,16] have to abort the beam in a safe and reliable way at any energy level between injection
and collision. There is one system per beam which extracts the full beam in one turn onto an external absorber
block. Both active and passive beam dilution is required in the dump line to avoid damaging this block. The
extraction systems for both beams are located in a dedicated 2.8 km long straight section. At collision energy,
the extreme beam rigidity and stored beam energy pose serious challenges for the performance of the extraction
kickers, septa and dilution kickers. In order for the dump block to survive the impact of a nominal beam dump,
a dual plane dilution kicker system is required. The kicker is excited with a damped voltage pulse oscillating
at 50 kHz which distributes the full beam of 10400 bunches onto a multi-branch spiral on the front face of the
absorber block which is 20 m long and 55 cm in radius. Novel superconducting septa capable of deflecting these
rigid beams with a reasonable power consumption are being developed.

Failures within the system which could lead to an asynchronous beam dump are of special concern due
to their potential for damage and the difficulty of designing passive absorbers. These failure cases dominate the
system design and dictate many of the detailed layout and parameter choices. The extraction kicker system is
highly segmented. Hence, the erratic firing of a single kicker only leads to a limited level of orbit oscillation of the
beam which can be accepted in the machine for a substantial fraction of a turn. This allows waiting for the next
abort gap to fully extract the beam without losses. It is therefore planned to have several abort gaps in the filling
pattern. This scheme prevents an asynchronous dump caused by a single kicker misfiring which could create beam
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losses around the ring during the extraction. The system is designed to survive other failure modes that still might
lead to a full asynchronous firing of the extraction kickers, by using passive protection elements. Since a single
bunch at 50 TeV is already close to the damage limit of state-of-the-art composites, the extraction kicker rise time
has to be as low as 1 µs to avoid absorber damage caused by particles being swept across the surface during a rising
kicker pulse. This constraint could be significantly relaxed if sacrificial absorbers could be used for asynchronous
dump protection.

1.8.4 Collimation

As in any high-energy hadron collider, a collimation system is needed to intercept and safely dispose of unavoidable
beam losses. It should clean the beam halo, to keep losses in the superconducting magnets below the quench limit
and also provide passive protection during fast beam failures. The design of the collimation system also has
implications for controlling the background in the experiments and/or the machine impedance. The collimation is
particularly challenging due to the unprecedented stored beam energy of 8.3 GJ, which is more than a factor 20
higher than the LHC [17].

The backbone of the collimation system is housed in two dedicated insertions: PJ for betatron collimation
which is 2.8 km long and PF for momentum cleaning which is 1.4 km long. The design and optics of these
insertions [18, 19] are scaled-up versions of the LHC collimation system [20–23], which has been optimised and
has demonstrated very good performance during operation [24, 25]. The length of the betatron system, as well as
its β-functions, have been scaled up by a factor 5 from LHC to achieve collimator gaps that are similar to the LHC
both in units of beam σ and in mm. This avoids excessive impedance and guarantees mechanical stability while
keeping the σ-setting small enough to protect the aperture. The optics and parameters are detailed in Chapter 9.

As in the LHC, the multi-stage system consists of robust primary collimators (TCP) closest to the beam,
followed by secondary collimators (TCSG), also robust, which intercept the secondary halo from the TCPs. In the
LHC, the TCPs and TCSGs are made of carbon-fibre-composite (CFC), however, this would induce too high an
impedance for FCC-hh. Therefore, the majority of the TCSGs are made of molybdenum-graphite instead, but with
a 5 µm molybdenum coating as in HL-LHC [26]. Active tungsten absorbers (TCLA) intercept the tertiary halo and
showers from the TCSGs and are a third stage of collimation. In the same way as in the HL-LHC [27, 28] , fur-
ther collimators (TCLD) are introduced in the dispersion suppressor (DIS), to intercept single-diffractive protons
leaking from the TCP. Furthermore, tertiary collimators (TCTs) upstream of the experiments provide local protec-
tion for the aperture bottlenecks, in particular the final focus triplets. The proposed collimation layout provides
sufficient protection of the full machine at injection and also in the most demanding situation at the smallest β? at
collision.

The betatron collimation system is conservatively designed to withstand a temporary beam lifetime drop
to 12 minutes over a period of 10 s, this corresponds to a beam loss power of 11.8 MW. Its performance has been
successfully assessed and verified through tracking simulations [29] and energy deposition studies [30, 31].

The design of the momentum cleaning is also being studied; it mainly protects the collider from losses
during the energy ramp after injection. To stay below the quench limit is less challenging at injection than with
colliding beams due to the smaller beam energy. Currently, the normalised aperture is slightly smaller than in LHC
due to the significantly smaller beamscreen. However, it is believed [32] that the aperture can be brought within
tolerance through a careful study of error tolerances and local optics.

First studies of an asynchronous beam dump indicate that the collimation system can protect the machine
and avoid any damage if a single kicker module fails. Other failure scenarios, radiation damage, shielding design
and advanced collimation concepts remain to be studied.

1.9 Alternatives

Alternatives to the conceptual design can be explored. In particular the possibility has been considered of using
different bunch spacings in the circulating beam with the aim of reducing the background in the detectors due
to pileup. Tentative parameters characterising the performance that one might expect are given below. However
detailed studies are required to establish the feasibility of these parameters. Also the use of different magnet
technology to reach higher dipole fields can be considered and is dicussed below.
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1.9.1 Alternative bunch spacings

With the nominal parameters, a maximum of about 1000 events per bunch crossing can be reached. Novel detector
design and data analysis methods need to be developed to allow the interesting physics to be extracted from this
high background. Other operation modes based on reducing the bunch spacing from 25 ns to 12.5 ns or 5 ns
together with proportionate changes to the charge and emittance can facilitate this task by reducing the number
of events per bunch crossing. Table 1.2 shows three tentative scenarios. These options have not been considered
in detail and more work is required to judge their feasibility and performance. They are more demanding for the
hardware design and lead to a reduction of the integrated luminosity. The first option requires an adaptation of
the injector chain to produce 12.5 ns beams. The second uses a 5 ns beam that could potentially be provided by
the current injector complex, whilst the third option needs major modifications in the injector to produce the very
small emittances.

If the experiments require these smaller bunch spacings an appropriate R&D programme can be launched.

Table 1.2: Key beam parameters. The initial and ultimate baseline parameters are shown together with the phase
two parameters for some alternative bunch spacing scenarios.

Initial Nominal Opt 1 Opt 2 Opt 3

Bunch spacing [ns] 25 25 12.5 5 5

Protons per bunch [1011] 1 1 0.5 0.2 0.2
Init. hor. transv. emittance [µm] 2.2 2.2 1.1 1.1 0.44
Init. vert. transv. emittance [µm] 2.2 2.2 1.1 1.1 0.44
Final hor. transv. emittance [µm] 1.28 0.29 0.25 0.22 0.22
Final vert. transv. emittance [µm] 1.28 0.24 0.2 0.17 0.17
Max. total beam-beam tuneshift 0.01 0.03 0.03 0.03 0.03
IP β-function [m] 1.1 0.3 0.3 0.3 0.3

Peak luminosity [1034 cm−2s−1] 5.01 25.2 23.2 14.5 20.1
Max. number events per crossing 170 857 394 99 137

Optimum integrated luminosity / day [fb−1] 2.27 8.2 7.5 5.5 6.2

The alternative bunch spacings will increase the electron cloud effect, with the 12.5 ns option being the most
critical. This requires additional mitigation and improvements of the existing mitigation measures. Furthermore,
the instrumentation and feedback systems must have higher bandwidth.

1.9.2 Higher field magnets

Magnets based on high-temperature superconductor (HTS) technology can potentially reach higher fields than
those based on Nb3Sn technology. This would allow the construction of an even higher energy collider in the FCC-
hh tunnel. Such a scenario relies however, on the development of high-field HTS dipole and quadrupole magnets
at an affordable cost, which is estimated today to take around one to two decades longer than the development of
16 T Nb3Sn magnets. This section gives some ideas about the technical feasibility of such a higher-energy collider
in the FCC tunnel, with 24 T strong magnets that would aim for a 150 TeV centre of mass energy.

At 75 TeV beam energy, the synchrotron radiation emitted by each particle increases by about a factor 5
compared to 50 TeV beam energy. To compensate this energy loss, an RF voltage of 25 MV is required, compared
to 5 MV at 50 TeV beam energy. This goes together with a limited increase of the installed voltage. In the
50 TeV design the cryogenics system requires about 100 MW of power to absorb the effects of the synchrotron
radiation. If the same beam current, vacuum system and magnet operating temperature were used at the higher
energy, the power consumption would increase by a factor 5. The resulting impact could be mitigated by increasing
the operating temperature of the magnets and the beamscreen and by limiting the beam current. An optimisation
will have to be done based on a re-design of the vacuum system, a review of the magnet performance for different
temperatures and on re-evaluation of the planned integrated luminosity.

The minimum affordable magnet aperture in the arcs is governed by two main factors: first, the aperture of
the beamscreen has to be large enough to limit its impedance effects on the beam, to avoid instabilities. Second,
sufficient space is needed between the beamscreen aperture and the magnet aperture for vacuum and cooling.
A higher beam energy and in particular a lower beam current will allow the beamscreen aperture to be reduced
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slightly. If the total heat load increases, more space will be needed for the cooling system. Therefore, the aperture
size change is expected to remain within reasonable limits. Since the quadrupole gradient is expected to scale
in proportion to the dipole field, the arc optics will not diverge significantly from the current design. With the
exception of the transverse collimation and beam extraction, the lengths of the insertions should first scale with the
square root of the beam energy, assuming the same aperture size.

HTS technology will also allow the quadrupole strength to be increased. Because the quadrupole gradient
and the dipole strength scale together in proportion to the beam energy, the length of the final triplet could remain
unchanged with the same magnet aperture and the same beta function could be achieved at the collision point. The
collision debris produced in the interaction point is approximately proportional to the product of centre-of-mass
energy and luminosity. Assuming the same luminosity as for 50 TeV beams, the debris would only increase by
a small amount. The design of a workable experiment insertion therefore seems feasible. Studies are of course
required to determine if a larger fraction of the debris deposits energy in the triplets. Since the beam needs slightly
less space in the triplets, it might be possible to increase the thickness of the shielding and to close the hole in
the TAS that protects the triplets from the direct losses from the collision point. Similarly, the RF insertion could
maintain its optics using the stronger magnets.

The higher beam energy at the same beam current will render machine protection more critical. However,
the two most challenging insertions are the transverse collimation system and the beam extraction system. These
systems have the longest insertions, therefore providing some flexibility for the development of a means to address
the higher risks. In particular, losses in the collimation systems can be high at certain times during machine
operation. LHC experience shows that this is mostly the case for the transverse collimation system, therefore to
avoid magnet quenches, normal conducting magnets are used in this insertion. However, this technology does not
allow the fields to be increased. With an increase of beam energy, it could therefore be difficult to maintain the
current optics design. This problem is observed in the design of the HE-LHC scenario. The beam energy doubles
compared to LHC, but the length of the collimation insertion increases. For the FCC-hh baseline design this
problem is avoided, because the collimation insertion is twice as long as the scaling from LHC suggests. Hence it
has sufficient margin in the magnet strength to accommodate the higher beam energy. Some R&D will also have
to be done on the momentum cleaning insertion to ensure that an efficient beam optics is developed.
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Chapter 2

Experiment insertion region concept

2.1 Overview

FCC-hh will provide proton-proton collisions at a centre-of-mass energy of 100 TeV, a factor 7 higher than the
LHC. The goal for the integrated luminosity in each high luminosity experiment is set to 20 ab−1. This ambitious
goal can be reached in an operational scenario with 10 years of operation using the less ambitious parameters
(baseline option) followed by 15 years of operation at the ultimate parameters. Table 2.1 shows the two parameter
sets for the high luminosity IRs and compares them with the corresponding parameters of LHC and HL-LHC. The
most notable difference between baseline and ultimate are the goals for the β functions at the interaction point,
β?, leading to a significant increase in instantaneous luminosity at ultimate optics. Due to the high centre-of-mass
energy and the high luminosity the total power released towards each side at the IP increases from 1 kW in the LHC
or 4.75 kW in HL-LHC up to 260 kW in FCC-hh with ultimate parameters. Most of this power will be absorbed in
the detector but debris particles emitted at small angles will travel down the beam pipe and strike the interaction
region magnets, possibly causing quenches and degrading the material. Consequently, radiation load from collision
debris was identified as a key issue early in the design phase of the final focus system in the interaction regions [33].
Unifying adequate protection of the triplet magnets with high luminosity performance has been the driving factor
of the interaction region layout.

In terms of the chromaticity correction, it has been estimated that the sextupoles in the arcs are able to
correct around 557 units of chromaticity. The natural chromaticity for the case with β?=30 cm is below this value,
and therefore the chromaticity can be corrected. However this is not the case beyond the ultimate optics. While
the aperture of the final focus system can accommodate a β? of almost 20 cm for the nominal crossing angle
given in Table 2.1, the strength of the sextupoles necessary to correct the chromaticity is above the maximum
achievable. If operation beyond ultimate β? is desirable, an achromatic telescopic squeezing scheme like that of
the HL-LHC [34] could be used to increase the chromatic correction efficiency of the arc sextupoles.

Although the high mass of protons usually keeps the synchrotron radiation produced in hadron colliders
low, the high beam energy of FCC-hh raises the concern that the photon background in the experiment regions
might grow to significant levels. Hence, a closer investigation of the synchrotron radiation was necessary in order
to quantify the impact, but it was concluded that the synchrotron radiation is not expected to be an issue for the
experiments.

Debris from proton collisions at the interaction points may create background in the other detectors. Protons
with an energy close to the nominal beam energy which travel far in the beam pipe before being intercepted, as
well as muons passing through the rock between two experiments, are of particular concern. Tracking studies of
the protons and an analysis of the muon range in rock were performed, concluding that the cross talk between
experiments is negligible.

The high luminosity experiment interaction region (EIR) design relies on crab cavities to compensate the
luminosity loss due to the crossing angle which is needed to keep long range beam-beam effects under control [35].
As this technology is currently being tested in proton accelerators for the first time it is desirable to have an alter-
native. Flat beam optics are a good candidate for this as the crossing angle in the less squeezed plane can be kept
rather small, reducing the luminosity loss due to the geometric overlap of the colliding bunches. Corresponding
optics have been developed, using an alternative triplet layout.
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Table 2.1: Key parameters of FCC-hh compared to LHC and HL-LHC.

LHC HL-LHC FCC-hh

Baseline Ultimate

Centre-of-mass energy [TeV] 14 14 100
Injection energy [TeV] 0.45 0.45 3.3
Ring circumference [km] 26.7 26.7 97.75
Arc dipole field [T] 8.33 8.33 16
Number of IPs 2 + 2 2 + 2 2 + 2
Number of bunches per beam nb 2808 2748 10600 (53000)
Beam current [A] 0.58 1.11 0.5

Peak luminosity/IP [1034 cm−2s−1] 1 5 5 30

Events/crossing 27 135 170 1020 (204)
Stored beam energy [GJ] 0.4 0.7 8.4
Synchrotron power per beam [MW] 0.0036 0.0073 2.4
Arc synchrotron radiation [W/m/beam] 0.18 0.35 28.4
IP beta function β? [m] 0.4 0.15 1.1 0.3
Bunch spacing [ns] 25 25 25 (5)
Initial norm. rms emittance εn [µm] 3.75 2.5 2.2 (0.45)

Initial bunch population Nb[1011] 1.15 2.2 1.0 (0.2)

Transv. emittance damping time [h] 25.8 25.8 1.1
RMS bunch length [cm] 7.55 8
RMS IP beam size [µm] 16.7 7.1 6.8 3.5
Full crossing angle θ [µrad] 285 590 104 200

In addition to the two high luminosity interaction regions (IRs) situated in the Points PA and PG, FCC-hh
features two low luminosity interaction regions in the points PB and PL, much like the LHC. In the absence of a
physics case for these two experiment regions and consequently the lack of luminosity goals or space constraints, an
initial design that can reach an integrated luminosity of 500 fb−1 is proposed. An alternative for the low luminosity
IRs is FCC-eh [1, Section 2.8], a lepton-hadron collider with an interaction region scaled up from the LHeC [36].

A filling scheme with 5 ns bunch spacing could mitigate the event pile-up in the detectors. The correspond-
ing parameters are shown in Table 2.1 in parenthesis. This option has not been addressed in the IR design because,
although it reduces aperture needs thanks to the lower emittance, it could pose operational difficulties for keeping
beams in collision as the beam size reduces below 1 µm during the run due to synchrotron radiation damping.

Simulations of collective effects have led to a change of the operational mode that will now assume a collide
& squeeze approach (Section 8.7.4). This is an easy way to mitigate these effects without a significant penalty in
integrated luminosity. Beams will collide at a larger β?, around 1.2 m, and the β? squeeze will continue to the
minimum beta whilst colliding. This will avoid the reduction of the stability area due to long-range beam-beam
effects (see Section 8.7.4) and will provide the factor two margin in stability as was shown to be needed in LHC
Run 2. Figure 2.1 shows an illustration of what an FCC-hh physics fill would look like with and without resorting
to collide & squeeze.
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Figure 2.1: Beam parameters during FCC-hh physics fills with and without collide & squeeze.

2.2 Machine-detector interface considerations

Early studies of the final focus system layout concluded that the main contributor to the minimum β? is the overall
length of the triplet, whilst the L? only plays a minor role [33, Sec. III D]. This led to a clear strategy to minimise
β? and having significant amounts of shielding which reduces the free aperture of the final focus magnets. The
idea is to choose the smallest L? that does not restrict the detector design and to increase triplet length until
dynamic aperture or chromaticity become obstacles. In this strategy the machine-detector interface (MDI) plays
a key role as it defines L?. A sketch of the detector region layout is shown in Fig. 2.3. While the detector has a
total length of about 50 m, extending to 25 m on either side of the IP, being able to open up the detector requires
a total cavern length of 66 m. During operation the gap between detector and cavern wall will be occupied by the
forward shielding that protects the detector from secondaries back-scattered from the TAS. The aperture in the 2 m
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thick wall between cavern and tunnel is equipped with a cast iron absorber to complete the forward shielding. The
TAS, a 3 m long copper absorber that protects the final focus magnets from collision debris is located 35 m from
the IP. With an additional space of 2 m reserved for vacuum equipment and for the end of the magnet cryostat, first
quadrupole of the final focus triplet starts at L? = 40m.

The beam pipe at the IP is made of 0.8 mm thick beryllium and has an inner radius of 20 mm. This pipe
extends to 8 m at either side of the IP and is followed by a beryllium cone with an opening angle of 2.5 mrad,
corresponding to η = 6. From 16 m on from the IP, the inner radius of the aluminium beam pipe is constant at
40 mm, because this is necessary for the opening of the detector.
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Figure 2.2: Detector and interaction region layout leading to the L? = 40m lattice. The IP is located at (0, 0).

2.3 System layout and optics

The interaction region layout of FCC-hh follows the same principles as the LHC and HL-LHC interaction regions.
The layout is shown in Fig. 2.3. Starting at the interaction point (IP), the strongly focused and highly divergent
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Figure 2.3: Layout of the high luminosity interaction region. The layout is antisymmetric around the IP at (0, 0).

beams pass through a drift space L? long, chosen to accommodate the detector. Following this drift space, a final
focus system comprising three large aperture quadrupoles (hence called the triplet) focuses the beams in both the
horizontal and vertical planes. The triplet consists of single aperture magnets that host both beams. The triplets
at either side of the IP are powered antisymmetrically. This has the advantage that the triplet region is optically
identical for both beams. Behind the triplet, a shared aperture dipole, D1, separates the two beams. After a drift,
the double bore dipole, D2, bends the separated beams onto parallel orbits again. The resulting reference orbits are
shown in Fig. 2.4. Also depicted are orbit excursions that let the two beams collide with the crossing angle which
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is needed to avoid parasitic collisions outside the detector region. Four more quadrupoles, Q4-Q7, make up the
following matching section that occupies the rest of the straight section. The straight section is connected to the arcs
by a two cell dispersion suppressor. To provide enough degrees of freedom to match all required beam parameters
from the IP to the arcs, the four matching section quadrupoles, the three individually powered quadrupoles of the
dispersion suppressor, Q8-Q10, as well as three tuning quadrupoles in the first arc cell, QT11-QT13, are used for
the matching procedure.
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Figure 2.4: Reference orbits (solid lines) and closed orbits with crossing angles (dashed lines) in the interaction
region.

2.3.1 Final focus triplet

The final focus design strategy calls for a long triplet in order to achieve small β? values. The chromaticity and
dynamic aperture were not the only limiting factors for the triplet length, but also the total length of the straight
section, which determines the arc side focal length of the final focus system, as well as the strength of the Q7
quadrupole. Furthermore the lengths of individual magnets must be equal to or below 14.3 m in order to be
compatible with a cryostat length of 15 m. The relative lengths of Q1, Q2 and Q3 were adopted from HL-LHC. As
suggested in Ref. [37], Q1 was chosen to have a smaller aperture and higher gradient than Q2 and Q3 in order to
minimise β?. The specifications for the triplet quadrupoles are listed in Table 2.10 and the layout of the final focus
triplet shown in Fig. 2.5. Q1 and Q3 are made up of two submagnets each 14.3 m long. A drift space of 2 m is
reserved between the submagnets for the interconnects. The drifts between Q1–Q2 and Q2–Q3 of 7 m are longer
and must house orbit correctors, BPMs and vacuum equipment. Q2 consists of four 12.5 m long submagnets. This
not only allows a similar length ratio as in the HL-LHC but also placing orbit correctors in the cryostat of the
outermost Q2 magnets. 18.8 m is reserved behind Q3 for higher order multipole correctors to compensate triplet
field errors.

Figure 2.5: Layout of the final focus triplet.
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A 35 mm thick inner shielding made from the tungsten alloy INERMET180 protects the triplet magnets
from collision debris. The cold bore is scaled by 2.72 % of the coil aperture diameter. Furthermore the free aperture
is reduced by a gap for the liquid helium for cooling (1.5 mm), the Kapton insulator (0.5 mm), a beamscreen
(2.05 mm), a gap for the of the beamscreen insulation (2.0 mm). All of the above have been modelled as simple
layers. Despite this significant reduction of the free aperture, the triplet can accommodate a beam with lower than

−1000 −500 0 500 1000

Distance from IP [m]

0

10

20

30

40

50

60

70

β
[k
m
]

βx

βy

Dx

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

D
is
p
er
si
o
n
[m

]

Figure 2.6: Optics of the main interaction region with β? = 0.3m.

ultimate β?. Figure 2.6 shows the β functions and horizontal dispersion in the EIR and Fig. 2.7 the corresponding
aperture usage. Although aperture and alignment tolerances are not included in Fig. 2.7, the beam stay clear region
depicted in Fig. 2.8 clearly shows that the ultimate optics have a significant margin in terms of aperture. In fact,
optics with almost β? = 0.2m can be achieved, although the chromaticity correction is insufficient with the current
arc layout.

2.3.2 Beam-beam effects and crossing angle

The beam-beam interaction can limit the performance of a particle collider. In fact, the beam-beam interaction
can induce particle losses, resulting in a reduction of the beam lifetimes and can create a high background in
the experiments. In addition, the beam-beam interaction can be responsible for an elevated heat and radiation
load on the collimation system, can induce emittance blow-up and can cause coherent beam instabilities with
a consequent reduction of the luminosity reach. The design of FCC-hh is based on the theoretical beam-beam
studies and experience in LHC [38–41]. The beams collide head-on in two high luminosity interaction points (IPA
and IPG). Depending on the filling scheme used, the bunches experience different numbers of head-on and long
range collisions generating two different families of bunches [42]. The so-called nominal bunches are located in the
middle of a train while the PACMAN bunches are located in the head or tails of the trains. Due to empty slots at the
interaction points the PACMAN bunches experience fewer long range interactions than nominal bunches, leading
to different beam-beam effects. Like in the LHC and the HL-LHC, an alternating crossing scheme is chosen for
the two high luminosity experiments in IPA and IPG, in order to passively compensate for tune and chromaticity
shifts for PACMAN bunches [43]. In these studies it is assumed that the beam crosses with a finite horizontal angle
for IPA and a vertical one in IPG as shown in Fig. 2.10. Different schemes have also been explored and they seem
feasible with reduced beam-beam long-range effects [44] but will require further studies. Two additional, lower
luminosity experiments are located in IPB and IPL. Assuming that the four experiments operate in proton-proton
collisions with 25 ns bunch spacing, 352 long range encounters are expected compared to 120 in the LHC.
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Figure 2.8: Beam stay clear values in the high luminosity EIR for horizontal crossing and ultimate as well as
beyond ultimate optics. For β? = 0.2m the beam stay clear limit is just below the minimum of 15.5σ to the left
Q1, suggesting that a slightly larger β? can be accommodated.

Detailed beam-beam studies have been carried out based on weak-strong and strong-strong models using
the SixTrack [45,46] and COMBI [47–49] codes. The SixTrack code has been used for the computation of the area
of stable motion in real space, the dynamic aperture (DA). A detailed lattice description and the LHC experiment
data have been employed to benchmark the SixTrack code with and without beam-beam effects [50, 51]. The
COMBI code uses a self-consistent treatment, including a simplified lattice description, and provides the evolution
of macroscopic beam parameters, such as the beam intensity and the emittance together with the Landau damping
of coherent beam instabilities [41, 52]. The approach used for the DA studies presented here is similar to the LHC
and HL-LHC design studies [53, 54]. The LHC observations have shown that a reduction of beam lifetime starts
to appear [38] below a simulated DA of 4σ. As described in Refs. [50, 55], a strong correlation exists between
the beam intensity lifetime and the simulated DA for different beam configurations with and without beam-beam
interactions. As shown in Fig. 2.9, a DA of 7.2σ is ensured with a crossing angle θ = 200 µrad in IPA and IPG
for the nominal normalised emittance of εn = 2.2 µm and at the ultimate β? of 0.3m. The corresponding orbit
bumps at the two interaction points are shown in Fig. 2.10 and the beam-beam long range separations in units of
the transverse beam size are shown in Fig. 2.11. For the ultimate scenario with β? = 0.3m and the chosen crossing
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Figure 2.9: Minimum dynamic aperture in the presence of beam-beam interactions as a function of the crossing
angle at the interaction points IPA and IPG for the ultimate collisions optics with β? = 0.3m and L? = 40m [35].

angle of 200 µrad (the blue dots), the long range separation at the first encounter is 17σ. At this separation, the value
of DA (7.2σ) is well above 4σ providing sufficient margin to avoid additional particle losses on the collimation
system due to beam-beam diffusive mechanisms (including a relative momentum deviation of 10−4). In addition,

−500 −250 0 250 500

Distance from IPA [m]

-10

0

10

O
rb

it
o
ff
se
t
[m

m
] Horizontal

crossing

−500 −250 0 250 500

Distance from IPG [m]

-10

0

10

O
rb

it
o
ff
se
t
[m

m
] Vertical

crossing

Figure 2.10: Orbit bump for a 200 µrad crossing angle required at β? = 0.3m in the horizontal plane for IPA and
in the vertical plane for IPG.

margins are also left for high chromaticity operation (up to 20 units) if required for mitigation of coherent beam
instabilities, for operating in the presence of multipolar lattice errors [56] or also for colliding in IPB and IPL. For
the baseline scenario with collisions at β? = 1.1m, the long range beam-beam separation is well above 30σ (the
red dots).

The DA as a function of the crossing angle in IPA and IPG for PACMAN bunches is shown in Fig. 2.12 (the
blue and the green lines) for the H-V alternating crossing scheme. The red line corresponds to nominal bunches.
As visible, the DA for PACMAN bunches is always above the DA for nominal bunches. The PACMAN effects of
tune and chromaticity shifts are negligible assuming passive compensation with alternating crossing planes in IPA
and IPG [44].

The expected two-dimensional tune footprints for particles up to 6σ amplitude are shown in Fig. 2.13 for
the two values of β? (β? = 1.1m and β? = 0.3m) with and without the long-range beam-beam effects. Without
long-range beam-beam effects the tune spread is generated by the Landau octupoles (the blue colour) at maximum
strength and powered with negative polarity as described in Ref. [57]. The tune spread is then reduced by the
long-range beam-beam effects depending on the interaction strength. Fig. 2.13 shows the ultimate scenario with
β? = 0.3m, corresponding to a minimum beam separation at the long-range encounters of 17σ (the green colour)
and the the baseline scenario with β? = 1.1m (the red colour) at relaxed beam separations of 32σ. Despite the
tune spread reduction due to the long-range beam-beam, such a configuration is preferred because it maximises
the DA [58]. The strategy proposed for the FCC is to collide head-on at the two main IPs before the long-range
interactions significantly reduce the tune spread provided by the Landau octupole system. Such a reduction occurs
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Figure 2.11: Beam-beam long range separations in units of the transverse beam size in the IR for the ultimate
scenario with β? = 0.3m with a crossing angle θ = 200 µrad and the nominal normalised emittance εn = 2.2 µm
(blue dots) and for a reduced normalised emittance of εn = 1.5 µm (light blue dots). The beam-beam long range
for the Baseline scenario for β? = 1.1m are also plotted with a crossing angle θ = 200 µrad (red dots) and
with a reduced crossing angle θ = 100 µrad (green dots). For this last cases the nominal normalised emittance of
εn = 2.2 µm has been assumed.
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during the betatron squeeze and beams should be collided at around 1.1m β?, the value at which no reduction on
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the tune footprint is visible (the red colour in Fig. 2.13) compared to the pure Landau octupoles tune spread (the
blue colour in Fig. 2.13). If no coherent instabilities are observed, a reduction of the crossing angle at β? = 1.1m
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Figure 2.13: Two-dimensional tune footprints for particles up to 6σ amplitude at the end of the beta squeeze
including long-range beam-beam interactions and Landau octupoles powered with negative polarity, for the ulti-
mate scenario (the green colour) and for the baseline scenario (the red colour). For comparison the case with only
Landau octupoles powered with negative polarity (maximum strength) is also shown (the blue colour).

is possible down to a minimum value of 100 µrad. In fact, for this value of the crossing angle a DA of ≈ 7σ is still
preserved since the long range beam-beam separations (the green dots in Fig. 2.11) are the same as the ultimate
case with a crossing angle of 200 µrad (the blue dots in Fig. 2.11).

The beam parameters of the “collide & squeeze” scheme and the corresponding luminosity evolution, are
shown in Fig. 2.1 as function of time. When the ultimate β? = 0.3m is reached the normalised emittance is
reduced to εn = 1.5 µm due to synchrotron radiation, as shown in Fig. 2.1. The corresponding long range beam-
beam separations are also shown in Fig. 2.11. As expected, the long range beam-beam separation at the first
encounter is larger w.r.t. the ultimate case and it is about 20σ (the light blue dots).

In order to keep the impact of the two low luminosity experiments, IPB and IPL, in the shadow of the high
luminosity ones (at IPA and IPG), a crossing angle of 180 µrad is required for the β? = 3m optics at these two
experiments. As visible in Fig. 2.14 the DA no longer depends on the crossing angle because it is defined by the
dynamics of IPA and IPG. In this configuration the long-range effects of IPB and IPL are negligible and the impact
of the long-range beam-beam effects coming from these two experiments can be neglected, leaving more margin
to push the performance of IPA and IPG.

The total beam-beam tune shift for two head-on collisions in IPA and IPG will be ∆Qbbho = 0.011.
Figure 2.15 shows the two dimensional tune footprints for two head-on collisions in IPA and IPG for the baseline
scenario with β? = 1.1m (the green colour) and for the ultimate scenario with a reduced normalised emittance
εn = 1.5 µm (the blue colour). The latter takes into account the emittance reduction effect of the synchrotron
radiation at the end of the “collide & squeeze”, as shown in Fig. 2.1. For the case with the reduced normalised
emittance (εn = 1.5 µm) the total head-on beam-beam tune shift increases up to approximately 0.016 (the blue
colour in Fig. 2.15). Since the total beam-beam tune shift ∆Qbbho is limited to less than 0.02 [43, 59–61] the two
low luminosity experiments are required to operate with a transverse offset resulting in a maximum tune shift of
1–2 × 10−3. However, if the total beam-beam tune shift approaches 0.03 and it can not be tolerated, it can be
mitigated for example, by blowing up the transverse emittances with controlled noise.

2.3.3 Dynamic aperture with triplet errors

Dynamic aperture (DA) studies were performed to evaluate the impact of errors on the magnets and analyse possi-
ble correction schemes to achieve the minimum DA necessary to ensure the stability of the beam.
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Figure 2.15: Two-dimensional tune footprints with head-on collisions in IPA and IPG for the baseline scenario
with β? = 1.1m (green colour) and for the ultimate scenario β? = 0.3m with a reduced normalised emittance of
εn = 1.5 µm rad (blue colour).

Given the large β functions and integrated length of the final focus triplet quadrupoles, the effects of sys-
tematic and random non-linear errors in the magnets had a severe impact on the stability of the beam. Therefore,
DA studies at collision energy with errors on the triplet and crossing angle proved to be challenging. Several
corrections were implemented to compensate for the DA reduction, but it was found that at collision energy two
corrections were particularly important to achieve a DA above the target: to optimise the phase between the main
IRs (IRA and IRG) and the implementation of non-linear correctors in the IR, to minimise the resonance driving
terms arising from the errors in the triplet.

The minimum DA vs β? at collision energy with errors on both the arcs and the triplets, and with and
without non-linear correctors is shown on Fig. 2.16. A significant increase is observed in all cases when adding
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the non-linear correctors, except for the case with β?=1.1 m where the DA is already large without non-linear
correctors. By optimising the phase advance and other corrections, the ultimate case with β?=0.3 m shows a
DA above the target of 10σ even without non-linear correctors. However, the use of non-linear correctors is still
recommended in case other errors affect the DA. In the presence of beam-beam effects different optimised phases
are required and detailed optimisation is necessary. The figure also shows dynamic apertures for optics with β?

below the ultimate 0.3 m. The use of non-linear correctors becomes essential for these cases. More details of the
DA studies can be found in Section 7.5.
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Figure 2.16: Minimum DA over 60 seeds versus β∗ with and without non-linear correctors.

2.3.4 Crab cavities

In the long shared aperture section around the IP, the two counter rotating beams must be separated by an orbit
bump in order to avoid the parasitic beam-beam encounters that occur every 3.75 m left and right of each IP. The
two beams only cross each other at the IP with a crossing angle θ. The crossing angle determines the separation
of the beam in the shared aperture and thus the long range beam-beam separations. The minimum crossing angle
was determined by beam-beam studies to be 200 µrad for the ultimate β? of 0.3 m and then scaled for other optics
to provide the same normalised separation of ≈ 17σ for the maximum bunch intensity. Table 2.2 lists the crossing
angle for a set of collision optics together with the luminosity reduction factor caused by the reduced geometric
overlap of the bunches at the IP due to the crossing angle. For the ultimate optics and beyond, FCC-hh is not
able to provide even half of the luminosity that head-on collisions would provide. It is clear that the luminosity
reduction in the high luminosity EIRs must be compensated by crab cavities.

Table 2.2: Crossing angle and luminosity reduction due to crossing angle for different collision optics for an
emittance of εn = 2.2 µm.

Optics version β
?

[m] Full crossing angle [µrad] Luminosity reduction factor

Baseline 1.1 104 0.85
Ultimate 0.3 200 0.40
Beyond ultimate 0.2 245 0.28

Initial studies with crab cavities show that a crab voltage of 13.4 MV per beam on either side of each high
luminosity IP is needed to provide full crabbing in the ultimate optics, corresponding to 107.2 MV in total. Half
of this voltage must be horizontally deflecting in one EIR, the other half vertically deflecting in the other EIR. For

24



optics beyond ultimate parameters, the crab voltage increases up to 8 × 18.1MV. Orbit leakage of the crab orbit
into the arcs varied strongly during the evolution of the lattice. In the latest lattice version it appears to be small,
causing only small orbit aberrations in the other IPs. More detailed studies should be performed to get a better
control of the orbit leakage. The crab orbits and orbit leakage into the other high luminosity EIR are shown in
Fig. 2.17 for ultimate optics.
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Figure 2.17: Crab orbits for β? = 0.3m and orbit leakage into the other high luminosity EIR.

2.4 Energy deposition from collision debris

Proton-proton inelastic collisions taking place in the FCC-hh, particularly in the two high luminosity detectors,
generate a large number of secondary particles. Moving away from the interaction point (IP), this multiform
population evolves even before interacting with the surrounding materials due to the decay of unstable particles
such as neutral pions which decay into photon pairs. Most of these particles are intercepted by the detector and
release their energy within the cavern. However, the most energetic particles, emitted at small angles with respect
to the beam direction, travel farther inside the vacuum chamber and reach the accelerator elements, causing a
significant impact on the magnets along the experiment insertion region (EIR), particularly in the final focusing
quadrupoles and the separation dipoles. Figure 2.18 shows the particle population close to the interaction point and
at the exit of the TAS: the average multiplicity of a single 100 TeV c.m. proton-proton inelastic interaction is ∼255.
At ultimate instantaneous luminosity conditions (30× 1034cm−2s−1), the 260 kW released toward each side of
the IP impacts on the surrounding elements and is consequently dissipated in the machine, the nearby equipment
(e.g. electronics racks) and the tunnel walls. How these particles are lost is studied in order to define the necessary
protection to shield sensitive parts of the machine and in particular, the magnets.

In this context, Monte Carlo simulation of particle interaction with matter plays a crucial role and it relies
on a detailed physics model and an accurate 3D description of the region of interest. The FLUKA code [62,63] has
been extensively used in this conceptual design study which is based on the experience in the LHC and HL-LHC
design [26] as well as the benchmarks available for these machines [64]. Figure 2.19 shows part of the FLUKA
model of the EIR, for the latest layout available at the time of the simulation (L? = 40m) including 700m of
accelerator line with the inner triplet, the separation and recombination dipoles (D1 and D2), the target absorber
secondaries (TAS), the target absorber neutrals (TAN) and the matching section (Q4-Q7). The following diametric
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Figure 2.18: Collision debris from a single 100 TeV c.m. proton-proton inelastic reaction at 5 mm from the
interaction point (black) and at the exit of the TAS (red) at 35 m from the IP.

coil apertures were used in the model: Q1 (MQXC) 164mm, Q2 (MQXD) and Q3 (MQXE) 210mm, orbit
correctors 210mm, Q4 (MQY) 70mm, Q5 (MQYL) and Q6 (MQYL) 60mm, Q7 (MQM) 50mm. The matching
section quadrupoles include a rectellipse beamscreen modelled according to optics constraints. To protect the
inner quadrupoles coils, a 35mm thick tungsten shield was implemented in the mechanical design of the triplet
magnets and the orbit correctors: the shielding thickness in this study is the maximum allowed in order to comply
with optics requirements. The first separation dipole, D1 (MBXW), is a single aperture warm dipole, with a pole
tip aperture of 170 mm. The TAN, made of a 4 m long tungsten absorber, includes twin diverging apertures of
52 mm. D2 (MBRW) is a twin aperture warm dipole: each module has been modelled with two parallel bores
centred at a separation distance varying from the first to the last, in order to reach the value of 250 mm on the side
away from the arc. Proton-proton collisions at 100 TeV c.m. with a vertical half crossing angle of 100 µrad have
been simulated and the particle shower was tracked through all the accelerator elements [65, 66]. The study of
the matching section requires an extreme computational effort to achieve a statistically meaningful outcome and
therefore it is planned to be finalised at a later stage. Results for the triplet-D2 area are presented below.

Figure 2.19: 3D rendering of the FLUKA geometry of the EIR, including ∼700 m of beam line. The picture
shows the first ∼500 m including the TAS, the inner triplet, the TAN, the separation and recombination dipoles D1
and D2.

The total power deposited in the cold magnets (Table 2.3) is shared between the cold mass and the massive
tungsten shielding, in a ∼15:85 ratio. Q1B (MQXC.B1RA) turns out to be the most affected element of the triplet
with a total power of about 2 kW in the cold mass and 13 kW in the shielding.

Figure 2.20 shows the absorbed power profile (in W/m) along the TAS-D2 region, where the triplet cold
mass and shielding contributions are added. A linear power loss of ∼150 W/m is reached in the Q1B cold mass.
On the other hand, a preliminary evaluation based on the cooling capabilities of the beamscreen of the 16 T main
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Table 2.3: Total power distribution in the EIR elements.

Element Total Power [kW]

Cold Shielding Cold Mass Warm Mass

TAS.RA 26.5
MQXC.A1RA 4.6 0.78
MQXC.B1RA 13 1.92
MCBXDHV.A2RA 0.06 0.06
MQXD.A2RA 1.53 0.32
MQXD.B2RA 0.7 0.09
MQXD.C2RA 4.6 0.63
MQXD.D2RA 5.93 0.81
MCBXDHV.B2RA 0.51 0.05
MQXE.A3RA 6.02 0.77
MQXE.B3RA 7.8 0.95
MCBXCHV.3RA 0.94 0.17
MBXW.A4RA 4.99
MBXW.B4RA 3.57
MBXW.C4RA 3.57
MBXW.D4RA 3.96
TAN.4RA 107
MBRW.A4RA 0.07
MBRW.B4RA 0.01
MBRW.C4RA 0.003
MBRW.D4RA 0.002

dipoles, indicates that four helium tubes of 15 mm diameter, placed in a 45° pattern with respect to the mid planes,
would allow the 13 kW (∼0.8 kW/m) deposited in the Q1B shielding [66] to be dissipated. A mechanical design
of shielding embedding such a cooling circuit is currently under investigation.

Figure 2.21 shows the peak power density profile in the triplet quadrupole coils, reaching a maximum of
5 mW/cm3 at the end of the Q1B. This value matches a first conservative estimate of the quench limit with no
margin. Studies to determine the latter more accurately are currently ongoing [67]. Recently, it has been shown
that the 11 T Nb3Sn HL-LHC dipoles are expected to withstand steady state loads ten times higher [68].

The absorbed dose in the magnet coils was calculated in order to estimate the integrated luminosity reach as
a function of the insulator lifetime. Figure 2.22 shows the peak dose profile for the ultimate integrated luminosity
goal (30 ab−1). Assuming an operational limit of 30 MGy for conventional radiation resistant insulator materials,
the most critical element (Q1B) exceeds this by a factor 2.5. As previously mentioned, the model already con-
tains the maximum shielding thickness allowed by beam aperture requirements (35 mm). Nevertheless, a Q1 split
featuring a larger Q1B aperture at the price of a lower gradient, to be compensated in the Q1A, would allow a
corresponding increase of the shielding thickness, thereby reducing the maximum dose. Moreover, alternation of
the crossing angle polarity and plane are known to significantly reduce the maximum dose, by distributing the
radiation load in the coils more equally [65]. Finally, the dose limit might be increased by using insulators which
are more resistant to radiation, e.g. epoxy/cyanate-ester blends [67]. Alternatively, the replacement of the inner
triplet once during the FCC-hh era might be considered.

The peak dose profile in the warm dipole D1 is reported in Fig. 2.23. Both D1 and D2 have been modelled
without embedding any shielding but with the return coils moved far from the beam pipe, to reduce their exposure
to the collision debris. This solution provides a significant gain. However, the picture is rather similar to what
was shown above for the triplet quadrupoles, with the peak dose in the first module (D1A) being three times the
30 MGy limit. In this case, a front mask as well as internal shielding can offer a substantial benefit. With regard to
D2, the highest value expected at the D2A IP end is below 10 MGy, while peak doses ten times lower have been
found in the D2C and D2D. As a result of the protection provided by the TAN, the D2 presents no major concerns
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Figure 2.20: Absorbed power profile in the elements of the TAS-D2 region at the ultimate instantaneous luminosity
of 30× 1034cm−2s−1.
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Figure 2.21: Peak power density profile in the triplet quadrupole coils at the ultimate instantaneous luminosity
of 30× 1034cm−2s−1. Values are averaged over the radial cable thickness, with an azimuthal resolution of 2°.
Vertical bars indicate the statistical error.

for the coil insulator lifetime, even for the ultimate integrated luminosity target.

28



	0

	10

	20

	30

	40

	50

	60

	70

	80

	90

	100

	25 	50 	75 	100 	125 	150 	175

MQXC.A1RA MQXC.B1RA MQXD.A1RA MQXD.B1RA MQXD.C1RA MQXD.D1RA MQXE.A1RA MQXE.B1RA

In
te

g
ra

te
d
	D

o
s
e
	[
M

G
y
]

Distance	from	IP	[m]

Q1-Q3	-	Integrated	dose	|	Ultimate	Integrated	Luminosity	30	ab-1

Figure 2.22: Peak dose profile in the triplet quadrupole coils for the ultimate integrated luminosity target (30 ab−1).
Values refer to a radial and azimuthal resolution of 3 mm and 2°, respectively. Vertical bars indicate the statistical
error.

	0

	10

	20

	30

	40

	50

	60

	70

	80

	90

	100

	110

	120

	130

	190 	200 	210 	220 	230 	240

MBXW.A4RA MBXW.B4RA MBXW.C4RA MBXW.D4RA

In
te
g
ra
te
d
	D
o
s
e
	[
M
G
y
]

Distance	from	IP	[m]

D1	-	Integrated	dose	|	Ultimate	Integrated	Luminosity	30	ab-1

Figure 2.23: Peak dose profile in the D1 warm separation dipole coils for the ultimate integrated luminosity target
(30 ab−1). Values are averaged over a 3 mm×3 mm transverse area. Vertical bars indicate the statistical error.

2.5 Photon background from synchrotron radiation

The amount of power radiated by synchrotron radiation (SR) strongly depends on the relativistic Lorentz factor, γ,
of the moving particle and thus on its energy to mass ratio: P ∝ γ4

→ P ∝ (E/m)4 [69].
SR emitted by protons is usually a very small source of backgrounds in the experiments due to their mass, even in
very high energy proton beams such as LHC. However, in the FCC case, this possible source of background should
be carefully evaluated.

The critical energy of the SR emitted scales with the Lorentz factor γ and bending radius ρ according to
γ3/ρ. While the increase of FCC-hh centre-of-mass energy with respect to the LHC is about a factor 7, the critical
energy of emitted photons increases by a factor 100, shifting the energy spectrum from hard ultraviolet for LHC
(which is easily absorbed) into soft X-rays of several keV for FCC. Since the beryllium of the inner beam pipe
starts to become transparent at these energies, some of these photons could traverse the beam pipe and potentially
generate background in the detectors.

A specific software tool has been developed, validated and used for this study. MDISim [70] is a toolkit that
combines existing standard tools MAD-X [71], ROOT [72] and GEANT4 [73]. It reads the MAD-X optics files,
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and it uses its Twiss (and optionally Survey) output file to export the geometry and the magnetic field information
in a format which can be directly imported in GEANT4 to perform particle tracking, including the generation of
secondaries and detailed modelling of the relevant absorption processes.

Based on the baseline and ultimate optics where β? is 1.1 m and 0.3 m respectively, lattice version LAT-
TICE_V9 has been used for this study. The free length between the IP and the first quadrupole L? is 40 m. MDISim
has been used to reconstruct the region from -700 m to 700 m around the interaction point A (IPA), see Fig. 2.24
for a top view. The study also applies to the second interaction point, IPG, that has the same design and is located
approximately 50 km away from IPA.

Figure 2.24: FCC-hh interaction region top view from MDISim, from −700 m to 700 m. The beam pipe is in
blue for beam 1 and in red for beam 2. The transverse dimensions have been scaled up 500 times for visualisation.

The beam pipe apertures upstream and downstream of IPA are symmetrical. From IPA to ±8 m, the beam
pipe is made of 0.8 mm thick beryllium with an inner radius of 20 mm, making it a critical region due to its
proximity to the vertex detector. The following 8 m are covered by a beryllium cone with an opening angle of
2.5 mrad. From ±16 m to ±35 m, the material is aluminium and the beam pipe radius is 40 mm. The entire
detector layout occupies the region between ±25 m, followed by a forward shielding section from ±25 m to
±35 m. At ±35 m from IPA, outside the detector and shield area, the target absorber secondaries (TAS), with
20 mm radius apertures, protect the insertion quadrupoles from collision debris. The radii of the aperture outside
the region between the two TAS are larger than 56 mm, up to the TAN collimator at ±412 m where it is reduced
to 29 mm.

The dipoles in the experiment region shown in Fig. 2.24 are 2 T magnets 11.3 m long, unlike the nominal
arc dipoles which have a field of 16 T. These low field dipoles are located at about 200 m and 430 m, upstream
and downstream of IPA, providing a bending angle of 135 µrad each. The aim of the study was to evaluate the SR
which comes from these dipoles and enters the TAS, or crosses the beryllium beam pipe from −8 m to 8 m around
IPA and which might strike the detector. Figure 2.25 shows a zoom of this region.

The TAS was chosen as the reference position. The power of the photons passing through the TAS is
input data and where these photons were generated is determined in detail, the energy spectra and hit positions
downstream are calculated and the fraction of photons hitting the inner beryllium pipe is determined.

Figure 2.25: Top view of the beam pipe 3D-model obtained with MDISim. Dipoles are in violet, drifts in light
blue, quadrupoles in orange, collimators in yellow.

Table 2.4 gives the exact longitudinal position of the last eight dipoles 470 m upstream of the IPA. The
critical energy in the dipoles is 0.536 keV, the mean energy 0.165 keV and the power emitted by each dipole
is 6.4 W. In total, their emitted power is about 50 W. However, only a fraction of these photons will reach the
experiment area, due the geometry and to the presence of the TAS, and even fewer of them will hit the ±8 m
beryllium beam pipe.

As described above MDISim was used to produce the description of the geometry and the magnetic field.
GEANT4 has been used to perform the detailed simulation, starting at approximately −700 m from IPA with a
Gaussian beam with the expected size and emittance. These protons were tracked with the Monte Carlo algorithm,
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Table 2.4: Longitudinal position of the last eight dipoles 470 m upstream the IPA. They all have a field of 2 T and
are 11.3 m long, their critical energy is 0.536 keV, the mean energy is 0.165 keV and each emits a power of 6.4 W.
In total, the emitted power is about 50 W.

Dipole name Distance from IPA [m]

MBXW.A4LA.H 190.0
MBXW.B4LA.H 202.8
MBXW.C4LA.H 215.6
MBXW.D4LA.H 228.4
MBRW.A4LA.H1 421.3
MBRW.B4LA.H1 434.1
MBRW.C4LA.H1 446.9
MBRW.D4LA.H1 459.7

taking into account the production of SR photons and their subsequent propagation. The baseline and ultimate
optics were used with and without the horizontal crossing angle for this study. The results of this simulation,
summarised in Table 2.5, suggest that about 10 W are expected to enter the experiment area with no crossing
angle. The power of the photon flux at the inner beryllium pipe located from −8 m to 8 m around IPA remains
below 1 W. A possible 10 Tm spectrometer placed around the detector would increase this value by one Watt. Even
if the power deposited on the beryllium pipe remains small, the simulations show that the number of photons is
significant and merits closer investigation. To evaluate the quantity of particles that can pass through the beryllium,
a more localised GEANT4 simulation was used. The photon energy spectra obtained from the beams was used
for photons striking the 0.8 mm beryllium pipe at a grazing angle of 200 µrad, to compute an upper limit for the
ultimate crossing angle.

Table 2.5: Summary of the SR power emitted per beam in the last 700 m upstream of IPA that reaches the
experiment area PTAS , and the fraction that impacts the inner Be beam pipe PBe, for the baseline and ultimate
configurations with and without crossing angle. The number of photons hitting the Be, NγBe and their mean
energy EmBe are also shown.

Lattice Version Half Crossing PTAS PBe NγBe EmBe

Angle µrad [W] [W] [109] [keV]

Baseline LATTICE_V9 0 8.5 0.74 1.1 0.166
Ultimate LATTICE_V9 0 8.7 0.73 1.1 0.163
Baseline LATTICE_V9 52 26.5 1.17 1.8 0.163
Ultimate LATTICE_V9 100 46.4 12.86 16.0 0.198

Table 2.5 summarises the study of the SR impacting equipment in the experiment area. Without crossing
angle, the SR emitted in the last magnetic elements upstream of IPA by protons in the beam, is small and is only a
minor source of background for the experiments. With crossing angle, there is a small increase in power and a more
significant increase in the number of photons reaching the experiment area. A small part of the increase is due to the
extra SR generated by the field of the corrector magnets that generate the crossing angle (shown in Table 2.6). The

Table 2.6: Correctors upstream of IPA used in the optics lattices with crossing angle.

Corrector name Distance to IPA [m] Length [m] B field [T]

Baseline Ultimate

MCBXDHV.A2LA.H 75.8 1.3 -0.168 -0.562
MCBXCHV.3LA.H 174.2 1.3 1.226 1.957
MCBRDH.4LA.H1 474.0 3.0 -0.821 -1.536

power from the SR of the corrector magnets is 0.6 W for the baseline and 1.8 W for the ultimate lattices, or a rather
small increase compared to the power produced by the 11.3 m long 2 T dipoles. Figure 2.26 shows the z-position
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at the origin of the photons reaching the TAS. It can be seen that without crossing angle (left plot of Fig. 2.26),
almost all photons entering the experiment originate in the 2 T dipoles located −450 and −200 m upstream of IPA,
and that only few of these hit the beryllium beam pipe. The simulation includes the SR from quadrupoles which
significantly increases with crossing angle over the last 100 m as can be seen in Fig. 2.26. With crossing angles
many of these photons and in particular those generated by the quadrupole magnets MQXD.A2LA.H at −77.6 m
and MQXC.B1LA.H at −56.3 m will hit the beryllium pipe. The magnetic field gradient of the quadrupoles in

Figure 2.26: Histogram of SR photon generation upstream of IPA for the ultimate optics, where IPA is at z = 0.
Left: The two peaks at −450 and −200 m are photons produced by 2 T dipoles that reach the two TAS regions (in
red), but few of them hit the Be pipe (in blue). In addition, few photons at are generated by quadrupole magnets
downstream −200 m, and none of them hit the Be beam pipe. Right: With crossing angle, additional radiation
comes from quadrupole magnets in the last 100 m. Radiation coming from MQXD.A2LA.H at −77.6 m and
MQXC.B1LA.H at −56.3 m hits the Be pipe.

the last 100 m does not vary much amongst the various optics configurations. Much of the increase with crossing
angle is from the last quadrupoles.

Figure 2.27: Left: Photon energy distribution entering the TAS with crossing angle (in red), and without crossing
angle (in blue) for the ultimate optics. Right: Photons hitting in the last −8 m to 8 m Be beam pipe around IPA
which is located at z = 0. Without crossing angle (in blue) the photons are uniformly distributed, while with
crossing angle (in red) they accumulate towards the centre.

The contribution of SR photons in the experiment area has been addressed using GEANT4 and MDISim
and similar studies were also carried out for other lattice versions [74] and the results have been benchmarked with
SYNRAD [75], and very good agreement was found. The results of this work show that the synchrotron radiation
backgrounds are not expected to be an issue in the experiment areas.
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2.6 Alternative triplet and flat optics

In parallel with the design of the final focus triplet described in Section 2.3.1, an alternative triplet has been de-
signed [76]. This alternative was produced using an algorithm that systematically scans the parameter space to find
the shortest possible triplet that has a sufficient beam stay clear region and shielding [77]. In a first approximation,
the code scans through the entire parameter space using the thin lens approximation to estimate the beam stay clear
region. It then does a more precise scan using the MAD-X aperture module in a smaller area identified by the
approximation.

The design was worked on iteratively with energy deposition studies to determine the right amount of
shielding required to protect the triplet from the collision debris. In a first iteration, the optimisation code was
used to find the shortest triplet with 1.5 cm of tungsten shielding. This triplet was integrated into the baseline EIR
and energy deposition studies were performed to estimate the amount of shielding needed. Next, the triplet was
optimised again with the new shielding estimate and again integrated and tested. This process was repeated several
times until a triplet was found that is as short as possible whilst still having sufficient beam stay clear region and
shielding.

In the course of this optimisation it was found that peaks in energy deposition could be minimised if all
triplet quadrupoles had similar coil radii [78, 79]. Therefore, the optimisation code was modified to find triplets
made of quadrupoles of equal radii. In order to fulfil the technical requirements, the quadrupoles of the ideal
solution had to be split into sub-magnets that were no longer than 15 m. The resulting triplet consisted of seven
15 m sub-magnets with equal radii and similar gradients. The details of the magnets in this triplet are shown in
Table 2.7. Like the baseline triplet, the main quadrupoles in the alternative triplet are separated by 7 m drifts to
leave space for correctors and instrumentation, whilst the sub-magnets only need a 2 m separation for connectors.

Table 2.7: Properties of quadrupole groups in the alternative triplet.

Parameter Quadrupole

Q1 Q2 Q3
Sub-Magnets 2 3 2
Sub-Magnet Length [m] 15 15 15
Coil Radius [mm] 96.5 96.5 96.5
Gradient [T/m] 106 112 99
Shielding [mm] 44.2 33.2 24.2

The triplet was integrated in the same EIR as in Section 2.3.1, leaving the same 18.8 m drift between Q3
and the first separation dipole for the correction package. The matching quadrupoles in the EIR were used to match
the Twiss functions to the arc. The resulting optics in the triplet are shown in Fig. 2.28, which also shows the beam
orbit for a 200 µrad crossing angle in the horizontal plane.

Once the triplet was integrated, the beam stay clear region in the individual quadrupoles was reassessed and
the shielding was increased wherever possible. This led to an increase in shielding in Q2 and Q1 by 9 mm and
20 mm respectively. These increases are possible because the β functions and orbit are smaller near the front of the
triplet, leaving more space for potential shielding. This distribution in shielding is advantageous since most of the
collision debris will hit the magnets closer to the IP. The exact amounts of shielding are also shown in Table 2.7.

Whilst the ultimate collision optics aims for a β?
x,y of 0.3 m, the shielding was designed to leave 15.5σ for

an optics with a β?
x,y of 0.2 m to provide a luminosity handle. The aperture studies were performed using the same

technical specifications for the cooling, cold bore and beamscreen as outlined in Section 2.3.1 and the results are
shown in Fig. 2.29. As one can see from Fig. 2.29, the alternative triplet can comfortably reach a β? of 0.3 m and
even 0.2 m. Figure 2.29 also shows the beam stay clear region for a case with β? = 0.15 m, whilst this is lower
than required it may still be a viable option should the beam current be low enough to adjust the collimator settings
accordingly. A low beam current may be one of the reasons why the β? would need to be decreased to compensate
for the consequent loss in luminosity.

The alternative triplet can also be used for a flat optics, which can be exploited to compensate for the
luminosity loss in case of any problem with the crab cavities [78, 80]. This can be achieved without changing the
gradients in the triplet but re-matching the β functions using the matching section quadrupoles. In this initial study
a 1.2 m × 0.15 m flat optics was assumed but further detailed studies should be conducted. Table 2.8 shows a
comparison between the main parameters of the round and flat optics.
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Figure 2.28: β functions and orbit for EIR optics with alternative triplet and β?
x,y =0.3 m.
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Figure 2.29: Plot showing BSC region for β? = 0.15 m, 0.2 m and 0.3 m for the alternative triplet.

Beam-beam studies have shown that with the flat optics an increase in beam to beam separations is required
at the long-range encounters in order to keep the dynamic aperture similar to the equivalent round optics case.
This is because the tune of the particles differ from the round case. Therefore the normalised separation for the
flat optics is set at a value 30% higher than for round optics by increasing the crossing angle. The average tune
shift can be corrected. However, the variation of the tune with particle amplitude also differs from the round case
leading to the beam occupying a different tune space compared to the round case. Preliminary results can be found
in Ref. [81]. For a final beta ratio of 8, an 80% larger normalised beam separation is needed. However thanks to

Table 2.8: Parameters of the various optics for the alternative triplet.

Parameter Round Flat

β?

x [m] 0.3 1.2
β?

y [m] 0.3 0.15
Full crossing angle [µrad] 200 130
Beam-beam separation [σ] 17 22
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the collide and squeeze scheme this is only required when the beam emittances have shrunk significantly and the
beam intensities have reduced by 10%. It is therefore assumed that only a 30% larger normalised separation is
required for this study.

Figure 2.30 shows the EIR optics for the flat option. The corresponding BSC regions are shown in Fig. 2.31.
The flat optics still provides sufficient BSC.
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Figure 2.30: β Functions and orbit for 1.2×0.15 m flat EIR collision optics with alternative triplet and β?
x =1.2 m,
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Figure 2.31: Plot showing BSC in triplet for flat and round optics.

2.6.1 Energy deposition in the alternative triplet

Figure 2.32 shows the peak dose in the triplet magnets along the longitudinal axis. The maximum dose is found at
Q3, with a maximum of 30 MGy/10 ab−1 (excluding the peak at the beginning, that can be reduced by reducing
the missing gap for the interconnects). Which means that if the magnet can withstand 65 MGy in its entire life,
an integrated luminosity of 18.5 ab−1 can be achieved. The dose can also be reduced when using the alternate
crossing scheme, in a similar way as for the baseline triplet [33, 65]. The peak dose profile for the alternative flat
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Figure 2.32: Peak dose profile for alternative triplet (round optics).
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Figure 2.33: Peak dose profile for the alternative triplet (flat optics).

beam option is shown in Fig. 2.33. The peak dose is reduced to from 55 to 42 MGy for 18.5 ab−1, due to the lower
crossing angle allowed by the flat beam optics.
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2.7 Low luminosity EIRs

In addition to the high luminosity IRs located in Points PA and PG, the FCC-hh will also host two low luminosity
experiment insertions in Points PB and PL. Like the LHC, beams will be injected upstream of the experiments in
these insertions. Following initial injection hardware considerations, the length of half cells containing injection
equipment has been set to 150 m. Unlike the LHC injection/experiment insertions, two additional half cells were
added after the injection cells. These give the possibility of adding more elements to protect both the supercon-
ducting magnets and experiment from mis-injected beam. As a result of this, the interaction point is not located
in the centre of the straight section but rather 250 m further downstream. Unlike the high luminosity experiment
insertions, currently no performance requirements have been specified for these low luminosity experiments and
consequently no target β? can be specified. Similarly, due to the lack of a detector design and required cavern
length, the L? has been tentatively set to 25 m. The layout of this combined injection/experiment insertion for
Point PB based on these considerations is presented in Fig. 2.34.
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Figure 2.34: Layout of the low luminosity insertion in Point B.

The final focus triplet left and right of the interaction point consists of three quadrupoles. Each of these
quadrupoles is split into two submagnets to keep the magnet length below 15 m. Each of the Q1 and Q3 submagnets
has a length of 10 m whereas each Q2 submagnet is 15 m long. A 2 m long drift space has been reserved for
the interconnects between each submagnet. All triplet quadrupoles have the same coil aperture of 64 mm. The
specifications of the triplet quadrupoles can be found in Table 2.16. This aperture is further reduced, by the
presence inside the coil of a liquid helium layer, a kapton insulator layer and the stainless steel cold bore, as
described in Section 2.3.1. Finally a 10 mm thick tungsten (INERMET180) shield is put inside the cold bore to
protect the superconducting coils. The radial aperture available for the beam is therefore reduced to 18.25 mm.

In order to keep the separation section after the triplet as short as possible, a superconducting solution was
chosen. Using two 12.5 m long shared aperture separation dipoles, D1, with a field strength of 12 T and two 15 m
long double aperture recombination dipoles, D2, with a field strength of 10 T, the length of this section can be
kept under 100 m. Due to the aforementioned injection hardware constraints and the additional cells, the matching
sections in these insertions feature a different length and layout.

On the non-injection side of the insertion, four matching quadrupoles make up the matching section which
is 235 m long. The 735 m long matching section on the injection side of the insertion comprises six matching
quadrupoles. The injection septum (MSI) which deflects the injected beam in the vertical plane is located between
Q8 and Q9. The injection kicker system (MKI) which provides a horizontal kick to put the injected beam on the
closed orbit is installed in the following half cell between Q7 and Q8. The quadrupole, Q8, between the MSI and
the MKI was chosen to be horizontally defocussing to provide an additional horizontal kick which helps to reduce
the kick strength of the injection kickers. A 4 m long absorber (TDI) is installed in the cell between Q6 and Q7
to protect superconducting magnets further downstream from mis-injected beam. Each of these half cells is 150 m
long.

Both the optics for collision energy and injection energy are presented in Fig. 2.35. At collision energy a
minimum β? of 3 m has been matched. The crossing angle for these insertions has been obtained by scaling the
normalised separation of the high luminosity insertion [82] by the reduced number of long range encounters. This
leads to a normalised separation of 5.25σ, corresponding to a half crossing angle of 19.5 µrad. With this crossing
angle, the beam stay clear region in the triplet is well above the minimum allowed value of 15.5σ and could be
further increased, as illustrated in Fig. 2.36. However, a crossing angle of 180 µrad at full intensity as detailed in
Section 2.3.2 would lead to a beam stay clear value below the limit of 15.5σ. To comply with both constraints, the
β? at the beginning of collisions has to be set to 19 m. The minimum β? of 3 m could then be reached after 1.5
hours, assuming a reduction of the separation to 20σ at this time. During collision, the beams always collide with
a transverse offset to keep the head-on beam-beam tune shift from these two experiments below 1–2× 10−3.
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Figure 2.35: Collision optics (top) and injection optics (bottom) for the low luminosity insertion in Point B.
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Figure 2.36: Crossing angle and corresponding aperture in the low luminosity insertion in Point B. The minimum
allowed beam stay clear of 15.5σ is indicated in red.

At injection energy, the crossing angle is limited by the triplet aperture to a beam separation of 7σ. Further
studies are required to assess the viability of this separation. If the separation proves to be insufficient, the shielding
in the triplet could be reduced, in turn potentially also decreasing the achievable integrated luminosity.

For the injection optics various constraints had to be taken into account to provide optimum injection pro-
tection efficiency. The horizontal phase advance between the MKI and the TDI should be 90◦ to ensure that any
kicker failure translates into an orbit offset at the TDI. The beta functions at the TDI were matched to the largest
possible values to increase the beam size which in turn reduces the peak energy density in case of an injection
kicker malfunction. Furthermore, the dispersion function in the straight section is kept below 30 cm.

As the injection of beam 2 will take place in Point PL the low luminosity insertion for this straight section
is mirrored with respect to s. Here the interaction point is located 250 m upstream of the middle of the straight
section for beam 1. Both the collision optics with a β? of 3 m and injection optics with a β? of 27 m are illustrated
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in Fig. 2.37.
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Figure 2.37: Collision optics (top) and injection optics (bottom) for the low luminosity insertion in Point L.

2.7.1 Energy deposition in the low luminosity EIR

The energy deposition in the low luminosity EIR has been assessed using FLUKA simulations, for both vertical
and horizontal crossings. The insertion region has been modelled as shown in Fig. 2.38 for this purpose. The
quadrupole design is very similar to the one for the main EIR described in Section 2.3.1, but the model has been
scaled down to cope with the smaller coil radius of 32 mm. In order to better protect the superconducting magnets,
the 10 mm thick tungsten shielding is prolonged in the interconnect cold bore, with tentative gaps of 700 mm. In
addition to this, a mask has been put in front of Q1A, to shield its entrance. The mask is clearly visible in Fig. 2.38
and it is modelled as a 760 mm long tungsten (INERMET180) cylinder with an external radius of 81 mm and a free
radial aperture of 13.26 mm.

Figure 2.38: Low luminosity triplet geometry as modelled in FLUKA.

The power impacting on each magnet is listed separately in Table 2.9 for the shielding and the cold mass,
assuming an instantaneous luminosity of 5×1033 cm−2 s−1. Even if the mask in front of Q1A intercepts about
280 W, this magnet remains the most exposed and the total power on the cold mass is about 150 W for both crossing
schemes.

Less than 40% of the total power generated in the collision is deposited in the inner triplet. The remaining
63%, which corresponds to about 2.7 kW for an instantaneous luminosity of 5×1033 cm−2 s−1, escapes down-
stream on both sides of the IP and it will be deposited elsewhere in the accelerator.
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Table 2.9: Total power in the magnets of the inner triplet for vertical and horizontal crossing, assuming an instanta-
neous luminosity of 5×1033 cm−2 s−1. The contribution to the shielding and the cold mass are quoted separately.

Magnet Vertical Crossing [W] Horizontal Crossing [W]

Total Shielding Cold Mass Total Shielding Cold Mass

Q1A 249 101 147.9 251 102 149
Q1B 268 183 85 269 184 85
C1 27 19 8 28 19 8
Q2A 118 82 36 119 83 36
Q2B 204 147 57 191 137 54
Q3A 111 77 34 113 80 33
Q3B 113 81 31 132 95 37
C2 15 11 4 18 13 5
Total 1105 701 404 1121 714 407
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Figure 2.39: Spectra of collision debris particles in the vacuum chamber at the exit of Q3B for vertical crossing
(left) and horizontal crossing (right) schemes. The distributions are normalised to one proton-proton collision.

Figure 2.39 shows the spectra of particles at the exit of Q3B for vertical crossing on the left and horizontal
crossing on the right. The peak at 50 TeV is due to protons produced in single diffractive events. These protons
travel much further in the accelerator and are expected to impact in the dispersion suppressor region. The charged
pions and the protons of a few tens of TeV will be lost on D1, on the TAN or in the matching section instead. Many
high energy photons and neutrons escape downstream of Q3 as well and they will be captured by the TAN or even
at longer distances from the IP, depending on their angle. In order to assess the impact of these particles in the
accelerator components precisely, new calculations which will extend the simulation to the matching section are
planned, as has been done for the main interaction region.

The peak power density in the inner cable of the magnet is presented in Fig. 2.40 as a function of the
distance from the interaction point for vertical and horizontal crossings. For both cases, the values are safely below
the quench limit for the superconducting coils. The maximum is 1 mWcm−3 and it is reached at the entrance of
Q1A. Without the presence of the mask, this value would be more than 30 times higher and would significantly
exceed quench limits. The presence of a peak at the entrance of each magnet is due to the shielding gaps in the
interconnects.

The maximum dose is also reached at the entrance of Q1A for both schemes and, for an integrated lumi-
nosity of 500 fb−1, it remains below 30 MGy, which is the limit currently assumed for the damage of insulators
and organic materials.

The cause of the shape difference between the red and the blue curves in Fig. 2.40 is the different collision
crossing schemes. The crossing choice also influences the azimuthal position of the peaks. This can be seen from
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Figure 2.40: Peak power density in the innermost cable of the inner triplet magnets as a function of the distance
from the IP, for an instantaneous luminosity of 5×1033 cm−2 s−1. The resolution along the z-axis is 10 cm and the
resolution on the azimuthal direction is 2 deg. A radial average is considered along the cable thickness (18.6 mm
for quadrupoles and 5 mm for correctors) and the maximum over the azimuthal direction is considered.

Fig. 2.41, which shows the dose distribution in the innermost strands of the magnet coils as a function of the
distance from the IP and of the azimuthal angle Φ, for vertical crossing on the top and horizontal crossing on the
bottom. The asymmetric pattern observed is due to the combined effects of the crossing angle and plane and of
the focusing/defocusing action of the quadrupoles, which sweep low energy secondary particles into the magnets
preferentially along the vertical and horizontal planes.

The triplet polarity is DFD in the horizontal plane for positive particles, which are more abundant in p-
p collisions. In Q1 positive particles are therefore deflected in the horizontal plane and, in the case of vertical
crossing, hit the coil symmetrically at 0 and π. In the vertical plane, negative particles impact at −π

2

1, because
of the crossing angle offset. In the horizontal crossing case, positive particles impact mainly at π, because of the
initial crossing angle. For this reason both peak power density and peak dose values in Q1A and Q1B are higher for
this case. The lower peaks at ±π

2
are due to negative particles deflected symmetrically in the vertical plane. Due

to the polarity change in Q2, positive particles are deflected in the vertical plane and impact at π
2

for the vertical
case, because of the initial crossing angle. In the case of h-crossing two symmetric and lower peaks are present at
±

π
2

. Finally in Q3, where the polarity is inverted again, positive particles are deflected in the horizontal plane and
are collected at 0 for h-crossing, while for v-crossing they hit symmetrically at 0 and at π. Higher power density
and dose values are therefore observed in Q3B for the horizontal crossing.

1The position of the peak is -π
2

, because the crossing angle is negative. In the case of positive crossing, the peak would have
been at π

2
.
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Figure 2.41: Dose distribution averaged over the innermost 3 mm of the magnet coils, as a function of z and of
the azimuthal angle for vertical (top) and horizontal (bottom) crossing, normalised to an integrated luminosity of
500 fb−1.

2.8 Hardware specifications

Table 2.10 lists the specifications for the magnets of the high luminosity EIRs. The cryostats of the triplet
quadrupoles will have to be designed so they can support thick and consequently heavy shielding inside the coil
apertures. The field quality specifications of the triplet magnets used in dynamic aperture studies are shown in
Tables 2.11 and 2.12.

For the separation and recombination dipoles, D1 and D2, in the high luminosity EIRs, normal conducting
dipoles similar to the MBXW and MBW designs of the LHC, were chosen because of the radiation environment
and because they can provide better field quality. The field qualities assumed are listed in Tables 2.13 and 2.14.

The strengths required for the non-linear corrector package behind the triplet were obtained from the dy-
namic aperture studies. The coil apertures are the same as in the triplet quadrupoles Q2 and Q3 in order to avoid
exposure to collision debris. With this, the possible field strengths could be determined and the length requirements
calculated. The sextupole and octupole correctors only require lengths of a few centimetres. Thus it is possible to
further increase the coil apertures of the sextupole and octupole correctors in order to reduce energy deposition, if
necessary.
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Table 2.10: Magnet parameters of the high luminosity EIRs.

Magnet Length [m] Field strength Coil aperture Number per IP

diameter [mm]

Triplet quadrupoles

Q1 14.3 130 T/ m 164 4
Q2 12.5 105 T/ m 210 8
Q3 12.5 105 T/ m 210 4
Separation and recombination dipoles

D1 11.3 2 T 170 8
D2 11.3 2 T 91 8
Matching quadrupoles

Q4 9.1 200 T/ m 70 2
Q5/6 12.8 260 T/ m 60 4
Q7 14.3 400 T/ m 50 4
Non-linear correctors

Sextupole (normal/skew) 0.07 460 T/m2 210 2/2

Octupole (normal/skew) 0.21 4000 T/m3 210 2/2
Orbit correctors

MCBX 1.3 3 T 210 6
MCBRD 3.0 4 T 70 4
MCBYM 1.5 4 T 60 4
MCB 1.2 4 T 50 4

Table 2.10 also lists the hardware specifications of the high luminosity IR orbit correctors. The single
aperture MCBX magnets have nested coils, allowing them to deflect the beam in both planes. Each matching
section quadrupole is equipped with one orbit corrector of the same aperture, hence the need for three classes. The
MCB class is identical to the arc orbit correctors and two units are placed next to Q7 in order to provide enough
strength. No strength requirements for the low luminosity EIR orbit correctors have been established so far, but it
is expected that four single aperture correctors per IP will be required in the triplet region, as well as five double
aperture correctors with 70 mm coil aperture per IP and 5 double aperture correctors with 50 mm coil aperture per
IP.

Orbit correction studies have shown that the alignment tolerances for the high luminosity EIR elements
listed in Table 2.15 result in a residual orbit below 1 mm (90th percentile). It should be noted that the residual orbit
is very sensitive to misalignments of the strong Q7 quadrupoles. Thus those elements need to be aligned more
precisely than the other matching quadrupoles, possibly requiring a remote alignment system as proposed for the
HL-LHC [83].

For collision optics beyond ultimate parameters (with β? down to 0.2 m) a crab voltage of 18.1 MV per beam
on either side of each high luminosity IP was sufficient to provide full crabbing. This corresponds to 145 MV in
total. Following direct scaling from the HL-LHC lattice, 20 m of space were allocated for the crab cavities on each
side of the two main IPs. No detailed studies of the number of cavities or cryostat design have been done yet. It
should be noted that a radiation mitigation strategy to protect the triplet is to change the crossing plane on the two
main IPs at least once during the lifetime of the machine. This will also require an exchange of the crab cavities
(horizontally/vertically deflecting). Since IPA and IPG will always run with different crossing planes, it should be
possible to simply exchange the hardware between the two main IPs during a shutdown. This should be taken into
account when designing the cryostats and RF connections.

The specifications for the triplet quadrupoles in the low luminosity experiment insertions are listed in Ta-
ble 2.16. Unlike the high luminosity EIRs, the separation and recombination dipoles in the low luminosity EIRs
are chosen to be superconducting. This allows a significantly shorter separation, providing more space for both
experiment and injection hardware.
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Table 2.11: Field error components of Q1 and Q3 with Rref = 55mm for Q1 and Rref = 70mm for Q3.

Systematic Uncertainty Random

Normal Injection High Field Injection High Field Injection High Field

b1 0.000 0.000 0.000 0.000 0.000 0.000
b2 0.000 0.000 0.000 0.000 (10) (10)
b3 0.000 0.000 0.82 0.82 0.82 0.82
b4 0.000 0.000 0.57 0.57 0.57 0.57
b5 0.000 0.000 0.42 0.42 0.42 0.42
b6 −19.947 −0.357 1.1 1.1 1.1 1.1
b7 0.000 0.000 0.19 0.19 0.19 0.19
b8 0.000 0.000 0.13 0.13 0.13 0.13
b9 0.000 0.000 0.07 0.07 0.07 0.07
b10 3.664 −0.129 0.2 0.2 0.2 0.2
b11 0.000 0.000 0.26 0.26 0.26 0.26
b12 0.000 0.000 0.18 0.18 0.18 0.18
b13 0.000 0.000 0.009 0.009 0.009 0.009
b14 0.158 −0.866 0.023 0.023 0.023 0.023
b15 0.000 0.000 0.000 0.000 0.000 0.000

Skew

a1 0.000 0.000 0.000 0.000 0.000 0.000
a2 −0.877 −0.877 0.000 0.000 (10) (10)
a3 0.000 0.000 0.65 0.65 0.65 0.65
a4 0.000 0.000 0.65 0.65 0.65 0.65
a5 0.000 0.000 0.43 0.43 0.43 0.43
a6 0.062 0.062 0.31 0.31 0.31 0.31
a7 0.000 0.000 0.19 0.19 0.19 0.19
a8 0.000 0.000 0.11 0.11 0.11 0.11
a9 0.000 0.000 0.08 0.08 0.08 0.08
a10 0.002 0.002 0.04 0.04 0.04 0.04
a11 0.000 0.000 0.026 0.026 0.026 0.026
a12 0.000 0.000 0.014 0.014 0.014 0.014
a13 0.000 0.000 0.01 0.01 0.01 0.01
a14 −0.004 −0.004 0.005 0.005 0.005 0.005
a15 0.000 0.000 0.000 0.000 0.000 0.000
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Table 2.12: Field error components of Q2 with Rref = 70mm.

Systematic Uncertainty Random

Normal Injection High Field Injection High Field Injection High Field

b1 0.000 0.000 0.000 0.000 0.000 0.000
b2 0.000 0.000 0.000 0.000 (10) (10)
b3 0.000 0.000 0.82 0.82 0.82 0.82
b4 0.000 0.000 0.57 0.57 0.57 0.57
b5 0.000 0.000 0.42 0.42 0.42 0.42
b6 −19.752 −0.317 1.1 1.1 1.1 1.1
b7 0.000 0.000 0.19 0.19 0.19 0.19
b8 0.000 0.000 0.13 0.13 0.13 0.13
b9 0.000 0.000 0.07 0.07 0.07 0.07
b10 3.631 −0.132 0.2 0.2 0.2 0.2
b11 0.000 0.000 0.26 0.26 0.26 0.26
b12 0.000 0.000 0.18 0.18 0.18 0.18
b13 0.000 0.000 0.009 0.009 0.009 0.009
b14 0.151 −0.865 0.023 0.023 0.023 0.023
b15 0.000 0.000 0.000 0.000 0.000 0.000

Skew

a1 0.000 0.000 0.000 0.000 0.000 0.000
a2 −1.003 −1.003 0.000 0.000 (10) (10)
a3 0.000 0.000 0.65 0.65 0.65 0.65
a4 0.000 0.000 0.65 0.65 0.65 0.65
a5 0.000 0.000 0.43 0.43 0.43 0.43
a6 0.071 0.071 0.31 0.31 0.31 0.31
a7 0.000 0.000 0.19 0.19 0.19 0.19
a8 0.000 0.000 0.11 0.11 0.11 0.11
a9 0.000 0.000 0.08 0.08 0.08 0.08
a10 0.002 0.002 0.04 0.04 0.04 0.04
a11 0.000 0.000 0.026 0.026 0.026 0.026
a12 0.000 0.000 0.014 0.014 0.014 0.014
a13 0.000 0.000 0.01 0.01 0.01 0.01
a14 −0.007 −0.007 0.005 0.005 0.005 0.005
a15 0.000 0.000 0.000 0.000 0.000 0.000
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Table 2.13: Field error components of D1 with Rref = 46mm. The values are based on the MBXW magnet
design for LHC.

Systematic Uncertainty Random

Normal Injection High Field Injection High Field Injection High Field

b1 0.000 0.000 0.000 0.000 0.000 0.000
b2 -0.200 -0.300 0.000 0.000 0.100 0.200
b3 0.100 -0.900 0.000 0.000 0.300 0.000
b4 0.000 0.000 0.000 0.000 0.000 0.000
b5 -0.100 -0.100 0.000 0.000 0.200 0.000

Skew

a1 0.000 0.000 0.000 0.000 0.000 0.000
a2 -0.200 -0.100 0.000 0.000 0.200 0.100
a3 0.000 0.000 0.000 0.000 0.000 0.100
a4 0.000 0.000 0.000 0.000 0.000 0.000
a5 0.000 0.000 0.000 0.000 0.000 0.100

Table 2.14: Field error components of D2 with Rref = 28mm. The values are based on the MBW magnet design
for LHC.

Systematic Uncertainty Random

Normal Injection High Field Injection High Field Injection High Field

b1 0.000 0.000 0.000 0.000 0.000 0.000
b2 0.300 -1.400 0.000 0.000 1.800 1.100
b3 1.500 -0.400 0.000 0.000 0.400 0.800
b4 0.000 0.300 0.000 0.000 0.400 0.800
b5 -0.400 -0.500 0.000 0.000 0.300 0.200
b6 0.000 0.000 0.000 0.000 0.400 0.300
b7 -0.300 -0.200 0.000 0.000 0.200 0.200
b8 0.000 0.100 0.000 0.000 0.200 0.200
b9 -0.100 0.000 0.000 0.000 0.000 0.200
b10 0.000 0.100 0.000 0.000 0.000 0.200
b11 0.000 0.100 0.000 0.000 0.000 0.100

Skew
a1 0.000 0.000 0.000 0.000 0.000 0.000
a2 0.100 0.200 0.000 0.000 0.100 0.200
a3 0.000 -0.100 0.000 0.000 0.100 0.300
a4 0.000 0.100 0.000 0.000 0.000 0.200
a5 0.000 -0.100 0.000 0.000 0.000 0.100
a6 0.000 0.000 0.000 0.000 0.100 0.200
a7 0.000 -0.100 0.000 0.000 0.000 0.100
a8 0.000 0.000 0.000 0.000 0.000 0.100

46



Table 2.15: Alignment specifications for the high luminosity EIR elements.

Element Error Units Value Comments

Separation dipole D1 roll angle σ(φ) mrad 1.0
Recombination dipole D2 roll angle σ(φ) mrad 1.0

Triplet quadrupoles Q1-Q3 σ(x), σ(y) mm 0.2
Matching quadrupoles Q4-Q6 σ(x), σ(y) mm 0.5

Matching quadrupole Q7 σ(x), σ(y) mm 0.2 remote alignment

BPM
σ(x), σ(y) mm 0.3
σ(read) mm 0.05 accuracy

Table 2.16: Magnet parameters of the low luminosity EIRs.

Magnet Length [m] Field strength Coil aperture diameter [mm] Number per IP

Triplet quadrupoles

Q1 10 270 T/ m 64 4
Q2 15 270 T/ m 64 4
Q3 10 270 T/ m 64 4
Separation and recombination dipoles

D1 12.5 12 T 100 4
D2 15 10 T 60 4
Matching quadrupoles

Short type 9.1 200 T/ m 70 6
Long type 12.8 300 T/ m 50 5
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Chapter 3

RF insertion

3.1 Overview

The RF insertion will house RF cavities for ramping and beam stability. The total cavity voltage required is 48 MV
at the frequency of 400.8 MHz (see Table 1.1 in Chapter 1). The total length of the RF insertion is 1400 m, which
is sufficient to accommodate all of the cavities. Additional dipoles are added at the entrance and the exit of the RF
insertion to enhance the beam separation from 250 mm to 420 mm, as is done in LHC.

3.2 System layout and optics
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Figure 3.1: Optical functions in the RF insertion (βx in blue βy in red, and 100 ×Dx in green). The beam stay
clear region is shown in black at injection energy (3.3 TeV). The cyan horizontal line shows the specified target of
13.4σ.

The RF insertion is composed of 219.292 m long FODO cells. The phase advance per FODO cell is 72° in
both planes. This phase advance is chosen as a compromise to keep a global tune Qx/Qy near the target values
of 109.31/107.32 in collision and to keep the beam stay clear region and maximum quadrupole gradients within
the specifications. Nevertheless, there is still room for optimisation of the phase advances in the RF insertion. The
entrance and exit of the RF insertion host two separation dipoles and two recombination dipoles to enhance the
beam separation from 250 mm to 420 mm. The distance between separation and recombination dipoles is adjusted
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to keep the same distance between matching quadrupoles. The optical functions, the dispersion function, and the
beam stay clear limit are shown in Fig. 3.1. The minimum beam stay clear limit at injection is 15.5σ, well above
the specified target of 13.4σ.

3.3 Hardware specifications

The FODO cells have quadrupoles similar to those of the arcs with same length and aperture. The only difference
is the beam separation which is 420 mm compared to 250 mm in the arcs. Each quadrupole is surrounded by a
dipole corrector and a BPM, similar to the arcs. The RF insertion houses RF cavities operating at the frequency
of 400.8 MHz with a total voltage of 48 MV. If the same technology as in LHC is used, a gain of 2 MV per
cavity can be expected and thus a total of 24 cavities per beam is required [84–86]. The hardware specifications
are summarised in Table 3.1.

Table 3.1: Magnet parameters of the RF insertion.

Magnet Length [m] Field strength
Beam separation

Number
[mm]

Quadrupoles

MQR 6.4 290 T/m 420 8
Q5/6 9.1 230 T/m 420 4
Q7 9.1 360 T/m 250 2
Separation and recombination dipoles

D1 12.5 12 T 250 4
D2 12.5 12 T 420 4
Orbit correctors

MCBR 1.2 4 T 420 12
MCB 1.2 4 T 250 2

3.4 Alternatives

The space required for cavities (a few tens of metres) will be small compared to the total available in the RF
insertion. Therefore, there is still room to insert diagnostics or correction schemes, like trim quadrupoles to correct
the global tune. The RF section can also house other devices like electron lenses or RF quadrupoles to mitigate
collective effects as explained in Section 8.8. An optics scaled from the RF insertion of LHC can be an alternative
lattice.
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Chapter 4

Injection system design for FCC-hh

4.1 Introduction

The relevant parameters for the beam transfer systems are summarised in Table 4.1.

Table 4.1: Beam parameters at FCC injection and extraction.

Beam parameters Unit Injection Extraction

Kinetic energy TeV 3.3 50
βrel ≈1 ≈1
γrel 3518 53290
Revolution period µs 333 333
Magnetic rigidity T.m 11011 166785
# bunches 10400 10400
Transverse emittances µm 2.2 2.2
Total beam energy GJ 0.56 8.5

PA
PBPLPLPL

PJ PD

PH PG PF

Figure 4.1: Layout of the FCC collider.
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4.2 Injection system

4.2.1 Injection system layout

An overall ring layout optimisation resulted in straight sections LSS-B and LSS-L housing injection and a side
experiment (see Fig. 4.1). Even though unfavourable from the machine protection and availability point of view,
the present straight section and experiment cavern dimensions only allow placing the injection system upstream
of the experiment. The injection system requires three half-cells or about 450 m for its equipment. Additional
half cells upstream and downstream of the low beta insertion are required to install auxiliary protection elements
(see Section 4.2.4) and to provide the matching between dispersion suppressors, injection and low beta optics (see
Fig. 4.2).

Figure 4.2: Optics and beam envelopes for the injection straight (LSS-B) with an increased cell length of 145 m.

In violet the septum, in light green the kickers and in black the injection dump. The low beta insertion for the side

experiment is placed at around 1550 m.

The FCC injection is a fast bunch-to-bucket transfer. The injected beam enters the septum with an offset in

angle and position in both planes with respect to the ring orbit (Fig. 4.3). The injection system uses a Lambertson

septum to deflect the beam vertically onto the FCC orbit. The horizontal angle is reduced by off-centre passage

through a quadrupole and finally compensated by a fast kicker system. In order to estimate the required kick angles

the following assumptions have been taken:

Figure 4.3: Layout of the injection system. Focussing (blue) and defocussing (red) quadrupoles build a FODO

lattice. The Lambertson septum (violet) which is horizontally aligned with the incoming trajectory angle deflects

the beam vertically onto the orbit, and the kicker (green) compensates for the remaining angle in the horizontal

plane. The injection dump (black) intercepts miskicked beam.

– The half width of the cryostat for FCC quadrupoles is 500 mm which leads to a required clearance of 540

mm.

– The rms betatron beam size in FCC at the exit location of the injection septum amounts to 0.34 mm. As-

suming ±15.5σ for the beam and ±4 mm for orbit and alignment tolerances, the minimum required beam

stay clear diameter is 19 mm.
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– The septum blade closest to the kicker is assumed to have an apparent thickness of 8 mm, which leads to a

minimum beam opening of 27 mm at the end of the septum closest to the kicker.

– The quadrupole gradient between septum and kicker amounts to 97 T/m.

Figure 4.4 shows the septum field required as a function of the half cell length. For mechanical feasibility, a septum

filling factor of 95% is assumed. The available length and position are defined by the beam separation allowing

for the 6 mm thick blade. Considering these assumptions, the required field for the standard arc half cell length

of 100 m is 3.5 T. Since injection is an inherently high beam loss process, superconducting septa will not be used.

For a half cell length of more than 125 m, normal conducting Lambertson septa can be envisaged. To account for

additional instrumentation, vacuum equipment and steering elements, the half cell length in the injection area was

fixed at 145 m. This corresponds to a septum field well below 1 T.

Figure 4.4: Required field of the injection septum as a function of the half cell length. Dashed lines denote the

required field of 3.5 T for a standard arc half cell length of 100 m and 0.7 T for the increased half cell length in the

injection area of 145 m.

The kicker deflection is defined by the quadrupole strength between septum and kicker and the septum

thickness. The kicker magnet system is kept as short as possible for beam impedance reasons and, if centrally

placed, requires about half the available drift to avoid exceeding the maximum possible current of the pulse gen-

erator. By moving the system as far downstream as possible in the available drift, the deflection required from the

kicker system and therefore also its length can be reduced further. The final kick angle for a 40 m long magnet

system is to 0.18 mrad. The resulting beam offset in the quadrupole is 20 mm which leads to a total horizontal

diameter required inside the vacuum chamber of 58 mm. Figure 4.2 shows the optics for the injection straight

(LSS-B) with an increased cell length of 145 m. The gradient of the quadrupole between septum and kicker is

fixed at 97 T/m and the horizontal phase advance between kicker and injection dump at 90
◦

. These constraints

must be fixed whenever the kicker generators are charged to provide protection of downstream elements in case of

spontaneous kicker firing.

4.2.2 Staggered transfer

A main limitation for the injection system comes from the total beam energy of 560 MJ during High Energy

Booster (HEB) to FCC transfer. Present investigations of the feasibility of absorber blocks for HL-LHC injection

protection show that HL-LHC and even LHC standard beam parameters with small emittances are at the limit for

both mechanical stresses and attenuation of primary particles to provide protection of downstream elements. The

beam energy of the HEB to FCC transfer is about a factor 120 higher than for the SPS to HL-LHC transfer. Thus,

a staggered transfer of batches with a reduced number of bunches is envisaged. Figure 4.5 shows the achievable

bunch filling factor as a function of the injection kicker rise time for different beam transfer energies. Energy

deposition studies for the injection dump result in a maximum allowed number of 80 bunches per transfer [87,88].

The maximum number of bunches in FCC is determined by the acceptable synchrotron radiation heat load and

amounts to 10400 bunches or 78% fill factor.

In order to reach this fill factor with 80 bunches per transfer and assuming 10 µs for distributed abort
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Figure 4.5: FCC bunch fill factor as a function of the injection kicker rise time for different beam transfer energies.

The planned filling factor of 78% is reached for HL-LHC energies (about 4.8 MJ) for a rise time of 0.490 µs. The

filling factor never reaches 100% because 10 µs are allowed for distributed abort gaps.

gaps, the kicker rise time has to be less than 0.490 µs. A total of 130 batches with 80 bunches each need to be

transferred. Some margin on the rise time needs to be taken into account to allow for low and intermediate intensity

beam injections to probe the machine and steer the transfer line trajectories. This leads to a rise time specification

for the injection kicker hardware of 0.43 µs.

4.2.3 Synchronisation HEB-FCC

The time between batch transfers is dominated by the synchronisation between the HEB and FCC and beam quality

checks. Between each transferred batch both machines have to be synchronised on the common frequency:

fc =
frev,HEB

NFCC

=
frev,FCC

NHEB

(4.1)

where NFCC/NHEB is a simple fraction such that NFCC/NHEB = CFCC/CHEB .

This common frequency corresponds
1

to the desired recharge rate for the HEB extraction and FCC injection

kickers. Table 4.2 lists common frequencies for a few interesting FCC examples for the case of LHC or SPS as

HEB.

Table 4.2: Common frequencies of FCC and SPS or LHC for a few interesting circumferences.

CFCC/CLHC CFCC/CSPS CFCC (km) fc,LHC (Hz) fc,SPS (Hz)

98/27 98/7=14/1 96.8 115 3098

99/27=11/3 99/7 97.7 1022 438

100/27 100/7 98.7 112 434

102/27=34/9 102/7 100.7 331 430

105/27=35/9 105/7=15/1 103.7 104 2892

108/27=4/1 108/7 106.7 2811 402

The common frequency defines the maximum frequency that the beam can be transferred in a synchronised

way between two rings, thus, defining the upper value for the kicker recharge frequency. Assuming a kicker

recharge frequency of 100 Hz, transferring the full LHC beam to FCC takes about one second.

1
On the condition that the batch spacing in the FCC and the HEB is the same.
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Synchronisation of the two rings and recharging the kicker system do not significantly contribute to the

time required for the overall beam transfer. More time could be needed to validate the injection quality after each

transfer: currently this takes several seconds for the LHC. For a staggered transfer, the injection quality check has

to rely on observables which can be monitored and interlocked directly in the hardware in the timeframe of tens of

ms. These observables would include power supply voltages, magnet currents, and the collimator positions of the

extraction, transfer line and injection equipment. Beam parameters such as intensity, emittance and satellite bunch

population need to be validated before extraction. Any beam quality deterioration during the transfer process which

is not related to magnet currents can only be detected via beam loss monitors which should stop further injections.

Very fast, order of ns, beam loss monitors based on diamond detectors could be placed at sensitive locations like

collimators. While the kicker recharging frequency is not significant for the overall filling time, it is important for

ensuring a safe and reliable injection process. As a reasonable balance, a recharging frequency of 10 Hz is planned.

4.2.4 Injection protection design

The injection protection design is described in detail in Ref. [89]. Its main results concerning the injection system

design and impact on other FCC-hh systems are presented in the following paragraphs.

4.2.4.1 Failure scenarios

The main sources for fast injection failures requiring passive protection are the injection kicker (MKI) and its

trigger system. Failure scenarios for the inductive adder (IA) as a potential kicker generator are shown in Table 4.3.

Most faults can have an impact on either the circulating or injected beam, in the form of positive and negative

miskicks. The amplitudes |a| of the main potential miskicks measured in beam size σx are:

– |a| < 0.36 σx due to erratic or missing branches or layers.

– |a| ≈ 0− 8.7 σx due to e.g. vacuum flash-overs, single erratics or missing IAs.

– |a| ≈ 130− 148 σx due to e.g. synchronisation errors or missing triggers of the entire system.

A miskick of |a| = 6.5−10.5σx results in grazing or quasi-grazing impact at the TDI. Although the probability of

deflections other than those above is assessed to be low, it cannot be excluded as the failure might occur during the

generator discharge at the end of the fill. Therefore, irrespective of any failure probabilities, the worst case failure

scenario for the current design of the injection protection system is: grazing impact of a miskicked circulating

beam with an extended MKI flat-top length of 3 µs and a resulting deflection of 100 bunches.

4.2.4.2 Injection protection layout

A layout for the system to intercept a beam miskicked by the MKI system has been proposed analogous to the LHC

and HL-LHC injection protection system. It is composed of the injection dump (TDI) and two auxiliary absorbers,

the TCLIA and TCLIB. The TDI is installed with a horizontal phase advance of ∆µx = 90◦ downstream of the

MKI system, 20 m upstream of Q6, and it absorbs the miskicked beam in case of MKI failures. A 6 m graphite

absorber is planned as TDI. It consists of a 2.5 m segment with a density 1.4 g/cm
3

and a 3.5 m long segment of 1.8

g/cm
3
. Additionally, 1 m stainless steel masks are planned to protect the downstream quadrupoles from hadronic

showers.

The auxiliary absorbers, TCLIA and TCLIB, are to be installed with ∆µx = 180 − 20◦ and ∆µx =
360+ 20◦ from the TDI to compensate for any potential phase errors between MKI and TDI. Currently there have

been no further design studies for TCLIA and TCLIB. As a preliminary dummy design for the current simulations,

2 m absorbers made of low density graphite (ρ = 1.4 g/cm
3
) are inserted into the lattice for TCLIA and TCLIB.

However, it has to be noted that no material studies have been conducted and these parameters are expected to

change, depending on the necessity of survival of direct impact of the full injection batch in case of phase errors.

First studies result in a TDI aperture setting of 8.5σ, based on collimation settings scaled from HL-LHC

(secondary collimator at 8.4σ) [19, 29].

FLUKA [62,63] simulations have been conducted to validate the energy deposition in the absorber itself as

well as the protection efficiency. The impact of 80 bunches with an impact parameter of 1σ (quasi-grazing impact)

at 3.3 TeV was simulated as a worst case impact for TDI robustness and shower production.

The simulations are based on the latest optics version, which features βx = 37 m and βy = 932 m at the

entrance of the absorber. A maximum temperature of 1200°C is obtained in the TDI. Refering to latest HiRadMat

results [90], there should be a margin of at least a few tens of percent for the acceptable number of impacting
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Table 4.3: Failure scenarios of the MKI system, based on the IA as pulse generator

Erratic (Missing)

Layer/Branch

Erratic (Missing) System

Cause Spurious (missing) trigger,

short (open) switch, single

event burnout (SEB),...

Spurious (missing) trigger

Probability medium - high low-medium

Kick < 0.26 %/0.36 σ 100 %/139 σ

Impact negligible, no losses full impact at TDI, quench of down-

stream MQ in IPB

Reaction continue operation, with

spare layers if necessary

beam abort, downtime

Limitation <3 µs not necessary obligatory

Severity very low medium

Erratic /Missing IA Magnet Short Circuit

Cause spur./miss. trigger vacuum flash-over

Probability very low circ: very low; inj: medium

Kick 5− 6.2 % /6.8− 8.7 σ circ: 94− 106 %/130− 148 σ,

inj: −6.2 to +6.2 %/−8.7 to 8.7 σ

Impact grazing impact at TDI, losses

in IPB / IPJ (quench)

circ: full impact at TDI,

inj: graz. impact (high losses

in IPB / IPJ; quench)

Reaction beam abort / downtime beam abort / downtime

Limitation <3 µs obligatory obligatory

Severity high very low - high

bunches. The energy deposited by hadronic showers in the Nb3Sn cables of the downstream quadrupoles is in

the order of a few 10 J/cm
3
. This is at least one order of magnitude below the first estimate of the damage limit

determined by material tests in the HiRadMat facility, reported in Ref. [91].

It can be stated that the survival of the TDI and the downstream quadrupoles is guaranteed for a worst case

beam impact. The remaining margin of a few 10s of bunches needs to be maintained due to the potential extended

pulse lengths from selected MKI failures. A maximum of 100 impacting bunches will therefore be used for all

further simulations.

4.2.4.3 Tracking studies for assessing the minimum protected aperture with grazing impact

First assessments of the downstream losses in case of a grazing TDI impact due to an MKI failure are based on

tracking studies using MAD-X [71] and the scattering routine pycollimate [92]. This results in a first estimate

for the TDI aperture settings and the downstream minimum protected aperture, depending on the maximum TDI

and TCLI set-up errors assumed. An range of expected set-up errors is summarised in Table 4.4 and explained in

Ref. [89].

The survival function S(a) estimates the number of protons escaping with a phase space amplitude r > a
and is defined as

S(a) =
1

N0

∫
∞

a

f(r)dr (4.2)
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with N0 = 1013 p+, i.e. 100 bunches. In analogy to studies for HL-LHC [93] the maximum r = max(X,Y ) is

applied to define the amplitude in the transverse plane. The studies are based on a preliminary estimate for the

damage limit at 3.3 TeV of 1010 p+ corresponding to a survival function of S = 10−3
, based on [94].

Table 4.4: Maximum assumed errors at the TDI and TCLIs in order to evaluate the downstream protected aperture

in case of kicker failure. The value listed in brackets is considered as the expected error for a scenario, which is

studied in more detail in Ref. [89]

HL-LHC [92] FCC-hh

Mechanical tolerances ± 0.2mm / 0.35 σ ± 0.3 mm / 1.7-2 (1.7) σ
Injection precision 0.35 σ ~0.3-1 (0.5) σ
Setting up optics 0.71 σ ~0.5 (0.5) σ
Local orbit 1.1 σ ~1-3 (1.8) σ

Total 2.5 σ 3.5-6.5 (4.5) σ

The estimated survival functions S(a) downstream the TDI and at the downstream end of the insertion are

illustrated in Fig. 4.6, for a nominal TDI setting of 8.5σ and different set-up errors. The results show that a part

of the protons are scattered at the TDI with large scattering angles independently of the TDI errors, and hence the

effective aperture. These large scattering angles translate to phase space amplitudes a > 15.5σ. Downstream of

the TDI, this fraction amounts to approximately 0.9% of the impacting beam, corresponding to 9 · 1010 p+ and is

explained by the small horizontal beam size at the TDI, i.e. σx = 0.15 mm. Doubling the beam size would already

decrease S(a = 15.5 σ) from 0.9% to approximately 0.5%.
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Figure 4.6: S(a) for different TDI errors, observed at the downstream end of the TDI (left) and the insertion (right)

Most of the scattered protons are subsequently lost in the injection insertion. A loss map of the injec-

tion insertion is shown in Fig. 4.7. The local losses exceed the previously defined damage limit of 1010 p+ at

neighbouring quadrupoles. However, these losses are scattered transversely resulting in a maximum density of

5 · 108 p+/mm
2
. Further, FLUKA studies considering both hadronic showers and scattered protons [88] show

an acceptable energy deposition in neighbouring quadrupoles in case of grazing impact. Repeating the FLUKA

simulations with suppressed hadronic showers and a comparison of the energy deposition may lead to an increase

of the damage limit for further studies. As the safe beam flag is mainly defined for localised losses it is therefore

not directly translatable to the scattered losses in case of injection failures.

Nevertheless, respecting this first pessimistic damage limit as a threshold, the results obtained for the down-

stream end of the insertion show that for a total TDI error of 4.5σ a protected arc aperture of 13.3σ can be guar-

anteed. The worst case TDI errors of 6.5σ result in a protected aperture of 15.2σ. Evidently, the prediction of the

protected arc aperture strongly depends on the estimation of the TDI set-up errors summarised in Table 4.4. An

estimate of a total error of 4.5σ seems feasible, if the errors defined are taken as design specifications for further

developments. However, detailed studies should be conducted, especially regarding estimation of the local orbit

offset, as this value has a large impact on the predicted set-up error. The large error contributions of mechanical
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Figure 4.7: Losses in the injection insertion in case of grazing impact for TDI settings of 8.5 sigma, including

accumulated alignment and orbit errors of 6.5 σ (bin width: 1 cm).

tolerances and the local orbit errors are due to the small horizontal beam size at the TDI. Hence, an alternative

optics layout featuring an increased beam size would improve the protection efficiency and the protected aperture

by both reducing the TDI set-up errors and by reducing the number of protons scattered with large angles.

The losses in the remainder of the collider, mainly in the collimation insertion, strongly depend on the phase

between MKI and TCP. The beam may either impact directly on the TCP or not be intercepted by the TCP but

directly impact on a secondary collimator. This results in losses affecting different magnets. For both cases the

losses exceed the safe beam flag of 10
10

p+ at certain locations, but are still considered as acceptable based on

reasoning similar to that used for the injection insertion.

4.2.5 Injection system for 1.3 TeV energy

The injection system described in the previous paragraphs is conceived for a transfer energy of 3.3 TeV. For the

option to inject a 1.3 TeV beam from a superconducting machine in the SPS tunnel, certain technology choices

might change.

A lower injection energy will allow the integrated magnetic field required to be reduced but will require

the magnet openings to increase. Whilst these changes might not affect the septa design strongly, it could have an

impact on the field rise time and beam impedance of the kickers [95].

With reduced beam energy, the number of bunches per transfer can be increased from 80 to around 160

depending on the optics parameters at the injection dump [88]. With longer trains, the kicker pulse length required

increases whereas the batch spacing required can be relaxed. For these specifications, the present choice for the

kicker generator (Inductive Adder [96–98]) would have to be revised.

4.2.6 Hardware specifications

The required kicker and septum parameters are summarised in Table 4.5. The parameters for the individual septa

families are summarised in Table 4.6.
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Table 4.5: Parameters of kicker and Lambertson septum at FCC injection.

Hardware parameters Unit Kicker Septum

Deflection mrad 0.18 9.8

Integrated field T.m 2.0 92

System length m 40 104

Effective length m 31.8 84

Rise time µs 0.43 -

Recharge frequency Hz ≈ 10 -

Flattop length µs 2.0 ≥2.0

Flattop stability
2 ±5 · 10−3 ±10

−5

GFR inj. beam h/v (radius) mm - 9/-

Beam stay clear circ. beam h/v (radius) mm 16/16 9/14 (first unit)

Septum width (first unit) mm - 8

Table 4.6: Parameters of the Lambertson injection septa.

Hardware parameters Unit Family A Family B Family C

Apparent blade thickness mm 8 12 18

System length m 10 30 64

Number of modules m 2 6 13

Effective module length m 4 4 4

Flux Field T 0.7 1 1.2

BdL Tm 5.6 24 62.4

Circ. beam stay clear h/v (radius) mm 9/14 9/14 11/13

Inj. beam stay clear h/v (radius) mm 9/14 9/14 11/13
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Chapter 5

Beam dump

5.1 Introduction

The FCC-hh dump systems have to abort the beam in a safe and reliable way at any energy level between injection

and collision. The stored beam energy and high beam rigidity at collision energy, see Table 5.1, pose a serious chal-

lenge for the extraction and dilution systems. Failure cases within the system which could lead to an asynchronous

beam dump are of special concern and dominate the system design.

Table 5.1: Beam parameters for FCC injection and extraction.

Beam parameters Unit Injection Extraction

Kinetic energy TeV 3.3 50

βrel ≈1 ≈1

γrel 3518 53290

Revolution period µs 326 326

Magnetic rigidity T.m 11011 166785

Bunch spacing ns 25 (5)

# bunches 10400 (52000)

Bunch intensity 10
11

1 (0.2)

Transverse emittances µm 2.2 (0.44)

Total beam energy GJ 0.55 8.3

The dump system is triggered by an external signal from an interlock system. There is one dump system

per beam which extracts the full beam in one turn onto an external dump block. In order to avoid an uncontrolled

sweep of particles during the field rise of the extraction kicker, there are one or several abort gaps in the filling

pattern. Active and passive beam dilution are applied according to the damage limits of the dump block.

5.2 Extraction straight layout

The ring layout has two extended straight sections, each of 2.8 km length, to house the extraction and betatron

collimation systems, as shown in Fig. 5.1.

5.2.1 Baseline layout using superconducting shields

The proposed dump system is based on a single plane extraction. The extraction kickers deflect the beam in the

vertical plane, helped by off-centre passage through a focusing quadrupole, to clear the width of a thin supercon-

ducting shield (SuShi) which screens an external magnetic field of about 2-3 T [99]. Around 20 m of SuShi are

required to clear a septum blade of a 4 T truncated cosine-theta magnet which is several tens of mms thick. Around

50 m of this septum type will deflect the 50 TeV beam outside the cryostat of the downstream lattice quadrupole,

see Fig. 5.2. A detailed description of the extraction septa can be found in Ref. [100].
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Figure 5.1: Layout of the FCC collider.

V

H

TCDQ
TCDS

Extraction

 Kicker (MKD)
QF QD

2.5 km

Dilution Kicker (M
KB) + Triplet

Extraction

 Septum (MSD)

Figure 5.2: Schematic layout of the extraction system, illustrating both planes (not to scale). The septum and

quadrupole protection absorbers are labelled TCDS and TCDQ, respectively.

Specific protection absorbers are needed to shield magnets, septa and other equipment in case of kicker

malfunctions or timing errors during extraction. The damage limit of the absorbers and therefore the particle

distribution in the dump, drive the layout of the extraction insertion and are discussed in more detail below. Energy

deposition calculations presented here show that sufficient attenuation to avoid damaging the superconducting coils

of the downstream quadrupoles can be provided with a single stage absorber system combined with fixed aperture

masks. Therefore, additional cells for extra collimation stages between the two extraction systems are not needed

and the two extraction systems can be overlaid as much as possible. The symmetry point of the dump systems is

given by the septum protection absorbers which are placed at equal longitudinal location for both systems. The

septa are separated longitudinally allowing for superconducting septum technology which probably requires larger

transverse dimensions.

The most critical failure case is a beam abort which is not synchronised with the abort gap. In such a

case some bunches will be swept over the aperture due to the rise time/shape of the kicker pulse. To protect the

superconducting quadrupole and machine elements further downstream, one absorber is placed upstream of the first

superconducting quadrupole (see Fig. 5.7). The absorber needs to be ∼10 m long and a few cm wide to attenuate

the longitudinal and radial shower components sufficiently. The longitudinal distance between kicker system and

absorber is chosen so that the energy deposition from the secondary particle shower from a beam impact is below

the damage limit of the quadrupole coils. For the LHC, the damage limit of NbTi coils from fast beam losses is

assumed to be several 100 J/cm
3

[101,102]. As a first estimate, it can be assumed that the limit is of the same order

of magnitude for FCC magnet coils. To mitigate damage to the absorber, it is placed as far downstream from the
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kicker magnets as possible in order to increase the bunch separation during the sweep. Losing the full beam on the

same spot on the protection absorber is unacceptable because it would lead to hydrodynamic tunneling [103].

The transverse distance between the quadrupole protection and the beam is defined by the hierarchy of the

collimation system. Assuming a three stage cleaning system [17], the extraction protection absorber must be placed

in the transverse shadow of the secondary collimators in order to avoid deteriorating the cleaning efficiency and to

minimise activation of the downstream area in standard operational conditions. On the other hand, this protection

element has to shadow tertiary absorbers, which are made of high atomic number materials and therefore have

lower damage thresholds for primary particle impact [104]. Depending on the collimation system design and

the energy, this position might be around 8 to 12 betatron σ from the beam (current settings for the quadrupole

protection: 10.7σ with the secondary collimator at 9.7σ).

The septum protection is designed to protect a septum with a maximum length of 200 m in case of an

asynchronous beam abort. A transverse extension between 21.5 and 49.5 mm with respect to the centre of the

beam pipe is required to avoid a core bunch impacting on either the beam screen or the extraction channel vacuum

pipe. For a reduced system length, the transverse extension of the upper edge of the septum protection absorber

can be reduced by up to 0.5 mm. For a nominal beam abort, a beam stay clear distance to the septum protection

of 5.1σ + 4 mm tolerance and >6.2σ + 4 mm to the septum vacuum pipe is guaranteed. In case a larger beam stay

clear value is required, the strength of the extraction kickers can be increased.

The β?
reach and consequently the luminosity, are limited by having to respect the above-mentioned protec-

tion element hierarchy and taking into account tolerances for optics, orbit, setup errors and mechanical alignment.

Any non-zero dispersion in the extraction region has to be taken into account and this will further limit luminosity

performance. Aiming at a dispersion contribution of less than half a σ limits the maximum dispersion to about

40 cm in the extraction region. Since the extraction deflection is in the vertical plane, this should be a minor

constraint.

The common aperture strategy for the FCC is for all hardware elements to be designed for ±15σ ± 4 mm

beam-stay-clear area. The 4 mm portion accounts for orbit offsets, alignment tolerances and optics uncertainties.

The required kicker and septum parameters are summarised in Table 5.2.

Table 5.2: Kicker and septum parameters at FCC extraction.

Hardware parameters Unit Kicker Septum

Deflection mrad 0.045 1.15

Integrated field T.m 7.5 190

System length m 120 70-90

Effective length m 90 50-70

Effective septum thickness (first unit) 90 mm - 25

Maximum leak field T.m - < 0.6
Rise time µs 1 -

Flattop length µs ≥ 326 ≥ 326

Flattop stability % ± 5 ± 1

GFR h/v (radius) mm 22.5/16.5 26/26

5.2.2 Alternative extraction layouts

The extraction layout described above is based on novel septa designs to minimise the space required and power

the consumption. These designs have to be carefully evaluated in operating and failure scenarios with respect

to their quench and damage limits. If these novel techniques do not meet the required levels of availability and

reliability, a fall back solution using superferric Lambertson septa was devised. The septa parameters for the two

solutions are compared in Table 5.3. The layouts for the baseline and the alternative option are shown in Fig. 5.3.

There are several additional options which are independent of the single or double plane extraction that ease

the requirements for the extraction elements. Adding a bump which moves the beam close the septum blade can

be used to reduce the kicker deflection. This bump would need to be off at injection energy where the beam size

is largest and ramped up to its maximum at collision energy, thereby reducing the kick strength when the beam is

most rigid but also smallest in size.
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Table 5.3: Comparison of novel septa (SuShi and truncated cos-Theta) and superferric Lambertson septa at FCC

extraction.

Hardware parameters Unit Novel septa SC Lambertson

Deflection mrad 1.15 1.15

Integrated field T.m 190 204

System length m 70-90 190

Effective length m 50-70 150

Effective septum thickness (first unit) 90 mm 25 25

Maximum leak field T.m < 0.6 < 0.6
Flattop stability % ± 1 ± 1

Beam stay clear h/v (radius) mm 26/26 23/19

Figure 5.3: Schematic illustration of single (left) and double plane (right) extraction. The single plane deploys

novel septa technologies and is considered the baseline. MKD: Extraction kicker; MSD: Extraction Septa; TCDS:

Septum protection; TCDQ: Quadrupole protection.

The septum strength can be significantly reduced if the beam does not need to pass outside the downstream

quadrupole but can pass through an opening in the cryostat. The downstream drift can be used to place further

dipole magnets to direct the extracted beam into the dump channel.

Both options require additional hardware, either for the bumper system and its powering, or a new hardware

design of presently planned elements like the quadrupole with an extra opening in the cryostat for the passage of

the beam.

5.3 Absorber-driven system design

The FCC dump system and in particular the extraction and the dilution kickers (described below) are designed to

respect machine protection requirements. This was studied and documented in detail in [89]. The main focus lies on

surviving an asynchronous beam abort and hence preparing an appropriate protection absorber design. Secondly,

the probability of such an event has to be reduced. Both aspects are summarised in the following sections.

5.3.1 Protection absorber robustness

The energy deposited by 50 TeV proton bunches in absorber materials poses a severe challenge for the robustness

of protection devices. The maximum energy deposition density and temperature inside an absorber are governed by

the electromagnetic showers which are concentrated along the shower core. Electromagnetic showers are mainly

induced by the decay products (γ-pairs) of π
0
-mesons produced in hadronic cascades. On average, the π

0
s carry

about one third of the energy released in hadron-nucleus collisions. The energy deposition density in absorber

materials increases compared to the LHC due to the higher proton energy and the smaller angular opening of

showers.

Depending on the transverse bunch size (σx × σy), and hence the βx- and βy-functions at the absorber

location, a single 50 TeV FCC bunch can damage some of the most robust absorber materials like graphite or

carbon-fibre reinforced carbon (CfC) currently used for intercepting high-energy particle beams. The stresses

generated by the thermal shock can compromise the integrity of such materials well below their maximum service

temperature, which is typically around 3000°C for graphite or CfC in vacuum. In order to safely absorb FCC
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Figure 5.4: Maximum energy deposition density (left) and temperature (right) versus
√

βxβy , induced by a single

LHC, HL-LHC and FCC proton bunch in a CfC absorber with a density of 1.4 g/cm
3
. The energy densities were

obtained with FLUKA simulations, assuming that beams are round (βx=βy). The physical beam size (σ=σx,y) is

displayed next to the data points. The FCC bunch parameters are specified in Table 5.1. The LHC and HL-LHC

beam parameters are detailed in the text.

bunches swept across the aperture in an extraction accident, the bunch size needs to be sufficiently large and

bunches need to be sufficiently diluted across the absorber front face. In the following, some constraints for the

extraction region optics are derived assuming that the robustness of materials is similar to those used for LHC

absorbers.

Figure 5.4 shows the maximum energy deposition density and temperature induced by a single FCC bunch

in a CfC composite with a density of 1.4 g/cm
3
, as a function of

√

βxβy . The contribution of the dispersive

component to the beam size is neglected, i.e. σx,y=
√

εβx,y/βγ, where ε is the transverse normalised emittance

and βγ is the product of the relativistic factors. The emittance and bunch intensity were taken from Table 5.1.

The results were derived with particle shower simulations using the FLUKA Monte Carlo code [62, 105]. For

comparison, the figure also shows the peak energy deposition density and temperature induced by a nominal

7 TeV LHC (HL-LHC) bunch, with a normalised transverse emittance of 3.5 (2.1) µm·rad and a bunch intensity of

1.15 (2.2)×10
11

protons. For the same β-functions, an FCC bunch gives rise to ∼25-27 times higher peak energy

densities than an LHC bunch, and ∼10-12 times higher energy densities than an HL-LHC bunch. Depending on the

bunch size and beam energy, the maximum energy deposition and hence the hottest spot occurs at depths between

1.5 and 3 m inside the absorber. To illustrate the effect of the beam energy, Fig. 5.5 compares two-dimensional

energy deposition density maps for a 7 TeV and a 50 TeV bunch, assuming that the physical beam size (σ) is

the same. The depth of the maximum energy deposition density differs by less than 1 m between the two beam

energies.

Composites such as the one in Fig. 5.4 are the material for the core of several protection devices in the LHC

extraction region [106]. They combine good mechanical strength with a low density, which reduces the shower-

induced peak load. As demonstrated in Fig. 5.4, the peak temperature induced by a FCC bunch exceeds 1000°C

if
√

βxβy is less than ∼1 km, and reaches 1500°C if
√

βxβy is less than ∼300 m. Thermo-structural studies

carried out for the LHC (see e.g. Ref. [107]) showed that tensile stresses typically exceed the tensile strength of the

CfC composites used in LHC absorbers if beam-induced peak temperatures are as high as 1500°C. These results

indicate that β-functions at absorber locations need to be larger than several hundred metres in order to safely

absorb a single FCC bunch in an LHC-like absorber.

If multiple bunches are swept across an absorber by an asynchronous beam dump, the energy deposition

density and temperature induced are driven by the overlap of transverse shower profiles of individual bunches.

In addition to the β-functions, the peak energy deposition density therefore depends on the number of bunches

intercepted by the absorber and on their transverse separation during impact. For the layouts and system parameters

presented here, the maximum number of bunches intercepted by protection absorbers in the extraction region is
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Figure 5.5: Energy deposition density maps, calculated with FLUKA, for a 7 TeV bunch (top half) and a 50 TeV

bunch (bottom half) in a CfC absorber with a density of 1.4 g/cm
3
. The beam size (σ) is assumed to be 100 µm

in the left figure, and 400 µm in the right figure. The beam direction is from the left to the right. The z-variable

indicates the absorber depth and the r-variable the radial distance from the beam axis. All maps are expressed as a

fraction of the maximum energy deposition density.

less than 20. Figure 5.6 shows the peak temperature generated by multiple bunches impacting on a CfC absorber,

assuming that
√

βxβy is ∼1 km, which is the minimum
√

βxβy at absorbers in the extraction optics presented

in the next section. The curves in the figure show the effect of different transverse bunch separations. In order to

absorb 20 bunches and keep the maximum temperature around 1500°C, neighbouring bunches need to be separated

by about 2 mm. The separation can be somewhat smaller if fewer bunches impact on the absorber or if
√

βxβy is

higher than the 1 km assumed.

 1000

 1500

 2000

 2500

 2  4  6  8  10  12  14  16  18  20

M
ax

im
u
m

 t
em

p
er

at
u
re

 (
°
C

)

Number of FCC bunches

0.8 mm
1.2 mm
2.0 mm

Figure 5.6: Maximum temperature in a CfC absorber (1.4 g/cm
3
) as a function of the number of FCC bunches

swept across the absorber front face. The temperatures were calculated in adiabatic limit, using FLUKA energy

deposition results. The transverse bunch size (σ) was assumed to be 200 µm, which corresponds to
√

βxβy ≈1 km.

The different curves assume a different transverse bunch separation in the sweep direction.

The temperature limit adopted only allows a first approximate assessment of constraints arising from limited

absorber robustness. Thermo-structural studies are necessary to refine these constraints based on the stresses

generated by the beam-induced temperature gradients inside the absorbers. In addition, the limits derived are

based upon the assumption that carbon composites similar to those of the LHC are used. The qualification of

new or improved materials with a better resistance to high-energy particle beams will, to some extent, relax these

requirements. Beam impact tests such as in the CERN HiRadMat [108] facility are essential for probing material

limits and for quantifying the dynamic response to extreme thermal shocks. Examples of promising candidate

materials for future absorbers are 3D carbon composites or carbon foams. Some of these materials are already
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being tested in the framework of the LIU and HL-LHC projects [109, 110]. An alternative approach to cope

with the extreme energy deposition in the FCC could be the use of sacrificial absorbers which are replaced after

accidental beam loss damage. Robustness to beam impact is however, not the only criterium for selecting absorber

materials. They must also exhibit a low outgassing rate to meet vacuum specifications, and they should have a

good electrical conductivity to minimise the resistive wall heating.

5.3.2 Extraction straight optics and extraction kicker parameters

There are two main reasons for adapting the optics: beam dilution on the absorbers and minimum oscillation from

a single kicker pre-fire, Fig. 5.7.

Figure 5.7: Optics and beam envelopes of the extraction straight section.

High betatron functions in both planes (
√

βxβy > 1 km) at the protection absorbers are designed to reach

the required dilution for single bunch impact. In addition, a fast rise time of the kickers (1 µs) is needed to limit the

number of bunches striking the protection absorbers and to increase the transverse bunch separation in the sweep

direction. Figure 5.8 shows the resulting beam deflection and particle distribution on absorbers for an asynchronous

beam dump. About seven bunches, separated by 4-5 mm, impact on the quadrupole protection absorber (TCDQ),

and about 12 bunches, separated by about 2 mm, impact on the septum protection absorber (TCDS). In both cases,

the shower-induced temperatures in the absorber are acceptable (<1500°C) according to the constraints presented

in the previous section.

The failure scenario considered above assumes that all kickers fire simultaneously, but asynchronously with

the abort gap. This could happen in case of a timing error, for example. Another failure scenario is the erratic

pre-fire of one or more kickers. In the case that only a single kicker pre-fires, it is proposed to accept an oscillation

of about 1.5σ for up to one turn followed by a dump synchronised to the next abort gap. In order to keep the

beam displacement from a single kicker unit as small as possible, the kicker system is being designed with a high

segmentation of about 150 units and the betatron function in the bending plane is minimised. For the dump system

in the LHC, a kicker pre-fire is detected internally and all the remaining kickers are re-triggered within 800 ns. To

reduce the time between a pre-fire and synchronisation with the abort gap, it is beneficial to have several abort gaps

in the machine. Another driver of the high segmentation of the kicker system is the possibility to have ‘hot’ spares

installed. If a small number of modules fails, a clean extraction can still be guaranteed and therefore the repair can

be scheduled in a technical stop.

The feasibility of this concept with respect to the load on the collimation system and beam-beam effects

is discussed in Ref. [89] and Chapter 9. This scenario should be compared to other failure scenarios leading to a
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sudden beam orbit excursion in order to define the maximum acceptable oscillation amplitude.

The overall extraction parameters were chosen so that for 150 modules a single kicker switch has to hold

off a moderate voltage of around 5 kV, and switch 4 kA/µs. To reach the challenging rise time of 1 µs, the length

of one module is 0.6 m. The betatron function in the non-bending plane is minimised to lower the aperture in the

corresponding plane and hence the system inductance. Balancing the electrical parameters against the number of

modules is illustrated in Fig. 5.9. The complete preliminary parameter list of the extraction kickers is shown in

Table 5.5.

Alternative switch topologies like crow-bars and series switches lead to different failure probabilities and

would change the optimum number of modules. A detailed hardware study including prototyping is required before

choosing the switch design.

5.3.3 Protection efficiency in case of asynchronous beam dumps

Apart from being robust enough, a protection device needs to sufficiently shield downstream equipment from the

showers generated by the 50 TeV protons. For a CfC absorber, like the one considered above, the shower maximum

occurs at a depth of roughly 3 m. To optimise the absorption of secondary showers, other materials, like higher-

density graphite, can be used further downstream where the shower-induced energy deposition density is lower.

Similar sandwich solutions have been adopted for the LHC [106]. For the FCC, a total absorber length of the

order of 10 m is sufficient to protect equipment components which are in its geometrical shadow. FLUKA shower

simulations indicate that for the worst case where 12 bunches are swept across the septum protection absorber, the

temperature increase in the steel septum blade is a few 10 K if a 10 m long LHC-like absorber sandwich of low-

and high-density CfC is used.

If mis-steered FCC bunches impact close to the absorber edge or if they graze the absorber, the energy

deposition in downstream equipment is dominated by secondary particles leaking through the absorber gap. For

such accident scenarios, one can only achieve a limited gain by increasing the absorber length and in addition one

needs mask-like shower absorbers just upstream of the magnet or septum to protect components which are not

shaded by the primary absorber.

Figure 5.8: Particle distribution and bunch separation for bunches impacting the primary collimators (TCP),

quadrupole (TCDQ) and septum protection (TCDS) in an asynchronous dump with an MKD rise time of 1 µs.
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Figure 5.9: Impact of segmentation choice on hardware parameters and losses in the case of pre-firing MKDs.

From top to bottom: Approximate losses at TCP for different abort strategies for a single erratic MKD; maximum

mis-kick in case of single failing MKD; capacitor voltages required for an MKD rise time of 1 µs and 5 µs; module

length and current required.

5.4 Dump line layout and dilution

The extracted proton beams must be disposed of on a beam dump which absorbs a large fraction of the energy

carried by the beam particles. The dump needs to be surrounded by heavy shielding to reduce the activation of

the surrounding environment. As indicated in the previous sections, the FCC proton beams are highly destructive

for any solid material and must be swept transversely across the front face of the dump by dilution kickers to

avoid excessive temperatures and stresses in the dump core. Graphite has been the preferred material choice for

most high-energy hadron dumps at CERN [111, 112] and other facilities (see e.g. [113–115]) because of its low

atomic number, its high thermal shock resistance and its high melting point. Low-density variants like graphite

foams (<0.5 g/cm
3
) or innovative solutions like carbon powder-based dumps are promising directions of study for

the FCC, but a first estimate of the dilution requirements and the minimum dump dimensions can be derived by

assuming a conventional LHC-like graphite core. These aspects, including the kicker parameters and the sensitivity

to dilution failures and abnormal operating conditions, are presented below. Some considerations of alternative

dump concepts are briefly outlined at the end of the section. These include dilution-free dumping systems based
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on water or gas dumps. Such concepts have been studied within the FCC project and in previous high-energy

collider studies, but these systems imply other challenges such as dump vessels which are hundreds of metres

long.

5.4.1 Baseline dump concept and dilution requirements

The baseline option is to extract the beam onto a LHC-like dump made of low-density graphite sheets or blocks

(∼1 g/cm
3
). In order not to exceed temperatures of about 1500°C in the dump core, the bunch train needs to be

diluted. Assuming a spiral shaped bunch pattern on the dump, consecutive bunches have to be separated by about

2 mm and branches of the spiral need to be separated by about 20 mm. This means that the sweep path length

must be at least 22 times longer than for the LHC (1.2 m). It is planned to provide this pattern with a combination

of horizontal and vertical kickers, which are powered with a damped sinusoidal pulse, i.e. the spiral radius is

maximum at the beginning of the sweep and decreases continuously throughout the sweep.

The footprint of the spiral pattern on the dump depends on the dilution kicker frequency and would be

smallest if the frequency is modulated along the sweep path. This would, however, increase the complexity of

the system and would enhance the sensitivity to dilution failures and non-ideal operating conditions like small fre-

quency offsets between individual kicker modules. It is therefore envisaged to maintain a constant kicker frequency

of 50 kHz. Such a frequency is needed to keep the temperature below 1500°C when dumping a full 25 ns FCC-hh

beam with 10400 bunches and 10
11

protons per bunch. The initial spiral radius is assumed to be 550 mm, which,

for a 2.5 km long dump line, requires a pulse strength of 30 T.m. These parameters are presently considered very

challenging, but in reach given that the time scale of the project allows for sufficient research and development.

Like in the LHC dump, the low-density graphite segment only needs to extend a few metres around the

shower maximum, i.e. in the region where the shower-induced energy densities and temperatures are the highest.

In order to make the dump more compact, the low-density part can be combined with higher-density graphite blocks

at the up- and downstream ends. These blocks enhance the initial shower build-up and increase the attenuation

of particles beyond the shower maximum, therefore reducing the total core length. Since the shower length only

scales logarithmically with beam energy, the core length only increases moderately compared to the LHC, i.e. the

length of a LHC-like FCC-hh dump would be of the order of 10-20 m (compared to about 8 m in case of the LHC).

The radius of the dump needs to be at least 70-80 cm to have sufficient distance to the housing of the core.

One way to reduce the requirements for this safety critical system is to introduce a focusing structure

in the dump line. This allows the optics functions at the dump to be controlled independently of the collider

optics. Diluting the beam by increasing the spot size on the dump does not significantly decrease the peak energy

deposition due to the overlap of the transverse shower of consecutive bunches. However, by over-focusing the

deflected beam trajectory after the first dilution kickers, not only can the deflection strength of these kickers be

reduced, but also the non-bending plane aperture of the downstream kicker system. Figure 5.10 shows the beam

envelope range along the dump line. While in the very beginning of the line the effective beam envelope is given by

the beam size, after the first dilution kickers, the effective area covered by beam is given by the beam size around

the deflected trajectories. The maximum deflection is shown in Fig. 5.10. The top part of Fig. 5.11 shows the

effect of reducing the horizontal kick strength and the bottom part shows the reduction in required vertical kicker

aperture when comparing a dump line with and without focusing structure.

5.4.2 Sensitivity of the dilution pattern to various failure cases and non-nominal operation

The sensitivity of the sweep pattern to different operational scenarios and failure cases has been studied. Here, a

sweep pattern with a branch separation of 20 mm and a minimum bunch separation of 1.8 mm is assumed, resulting

in a maximum radius of 55 cm.

Asynchronous beam dump

The MKB rise time is 5 µs, whereas the MKD rise time is 1 µs. During a nominal dump, the MKD are triggered

4 µs after the MKB generators to provide the preparation time required for the MKB system. In case of an

asynchronous beam dump however, the MKB generators are only re-triggered once the MKD field rises and hence

bunches pass through the MKB system during the rising edge of the field. This results in an increased energy

deposition at the beginning of the the dilution pattern, as illustrated in Fig. 5.12. The sweep pattern based on a

modulated frequency does not provide margin for this increased energy deposition and survival of the dump would

not be guaranteed (peak dose of >8 kJ/g). The updated sweep pattern based on the constant frequency results in
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Figure 5.10: Optics and beam envelopes of the dump lines. Horizontal dilution kickers in green, vertical ones in

purple. The beam envelopes in blue show the absolute value of the horizontal beam stay clear area. The envelopes

in magenta show the vertical absolute beam stay clear area multiplied by -1. The solid and dashed lines compare

the maximum deflection trajectories in both planes for a dump line with and without focusing structure.
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Figure 5.11: Zoom into the dump line area around the dilution kickers. The reduction for the horizontal beam stay

clear area in the vertical dilution kickers for the dump line with focusing structure is shown.

lower energy deposition values for an asynchronous dump, i.e. a peak dose of ~4 kJ/g and a maximum temperature

of 2150°C. Further material tests are needed to judge if such a shock heating leads to local damage inside the
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graphite core but it is nevertheless expected that the dump remains functional in such an event. The impact on

other equipment, such as the vacuum windows upstream and downstream the TDE, has to be evaluated in further

studies.

Figure 5.12: Left: Sweep pattern and peak dose for an asynchronous dump. Right: Peak dose in the TDE for a

regular sweep (blue), an asynchronous dump (red) and 90% horizontal dilution (yellow).

Missing extraction and dilution kicker

The system is designed to run with a reduced number (i.e. 90%) of MKB and MKD to increase the availability.

The resulting peak dose for operation with 10% missing horizontal and vertical MKB corresponds to a maximum

temperature of 1450°C, which is comparable to the maximum temperature of the regular sweep (1400°C), as

illustrated in Fig. 5.12. A reduced MKD kick strength does not result in any distortion of the sweep pattern but it

shifts the entire pattern by ~4 cm.

Dilution kicker frequency mismatch

Due to the long sweep path, the high frequency oscillation is sensitive to frequency mismatches. The following

scenarios have been studied:

– A systematic frequency mismatch ∆ν of the horizontal and vertical system,

– Random errors of all generators with an RMS error of ∆ν.

The results of the FLUKA simulations are illustrated in Figs. 5.13-5.15. It can be preliminarily concluded,

that for a frequency mismatch between MKBV and MKBH a maximum error of ∆ν/ν = 0.2% is tolerated. This

results in a temperature increase of ~100°C compared to the nominal sweep pattern. The impact of randomly

distributed frequency errors of all generators is less critical and errors larger than ∆ν/ν = 0.2% might be accept-

able. A threshold for these random errors is to be evaluated in further studies to complement the MKB generator

specifications.

Figure 5.13: Maximum temperature increase for dilution patterns with a systematic frequency mismatch between

horizontal and vertical MKB system .
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Figure 5.14: Dilution pattern with random frequency errors of all generators with a RMS error of ∆ν/ν.

Figure 5.15: Dilution pattern for a systematic frequency mismatch ∆ν/ν of the horizontal and vertical system.

Combination of non-nominal operation of multiple systems

A combination of the above mentioned cases has been evaluated to complete the studies of the sensitivity of the

dilution pattern to non-operational scenarios. In addition, the impact of the MKD flat top variation has been in-

vestigated by scaling the LHC waveform to FCC timescales. The resulting maximum temperatures are listed in

Table 5.4. It can be seen that the intrinsic dilution due to the MKD flat-top ripple results in a marginally reduced

maximum temperature (1360°C compared to 1400°C). A loss of 10% dilution in both planes leads to a temperature

increase of 200°C. Random frequency deviations do not increase the temperature significantly. However, simula-

tions using different seeds may need to be conducted to evaluate the impact of such random errors in more depth.

A frequency mismatch of 0.2% between MKBV and MKBH results in a temperature increase of another 100°C.

To conclude, a non-nominal operational scenario with 90% dilution in both planes, 90% MKD kick strength and

a frequency mismatch, results in a maximum temperature of 1630°C which is acceptable from the current point of

view. The impact of an asynchronous dump for such a case will be evaluated in further studies. It has to be noted,

that the maximum temperature depends on the value assumed for the heat capacity of the dump core material

and is therefore subject to changes. However, the relative difference between the various operational scenarios is

apparent as all cases are computed with the same heat capacity.

Table 5.4: Peak temperature for different operational scenarios.

Case 0 1 2 3 4 5 6 7 8 9 10 11 12

MKD flattop var. n y y y y y y y y y y y y

Rel. MKD kick 1 1 0.9 1 0.9 1 0.9 1 0.9 1 0.9 1 0.9

Rel. MKBH kick 1 1 1 0.9 0.9 1 1 0.9 0.9 1 1 0.9 0.9

Rel. MKBV kick 1 1 1 0.9 0.9 1 1 0.9 0.9 1 1 0.9 0.9

∆ν/ν random [%] 0 0 0 0 0 0.2 0.2 0.2 0.2 0 0 0 0

∆ν/ν h-v [%] 0 0 0 0 0 0 0 0 0 0.2 0.2 0.2 0.2

Max. T [10
3
°C] 1.4 1.36 1.36 1.56 1.55 1.37 1.36 1.57 1.56 1.44 1.44 1.64 1.63
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5.4.3 Alternative dump absorber systems

The dilution system described above is complex and failure scenarios need to be carefully evaluated. Compared

to the graphite and carbon reinforced carbon composites used in the LHC, some benefits in terms of beam dilution

can be expected from carbon foam- or powder-based dumps, but the dilution requirements will be substantial in

this case. Alternatively, one could envisage dump concepts where no beam dilution is required. Depending on the

material and the transverse bunch size, even a few or a few tens of FCC proton bunches would provoke a phase

transition in a solid or liquid absorber if the beam is not diluted. The resulting shock waves lead to a reduction

of material density along the beam path and, as a consequence, the following bunches can penetrate deeper inside

the target. This effect is called hydrodynamic tunnelling. As proposed in Ref. [116], a dilution system can be

avoided if the beam is dumped on a water absorber which is sufficiently long to contain the tunnelled FCC beam.

The dimension of the water container required is estimated to be a few hundreds of metres [116]. The feasibility

of this dump concept still has to be studied, in particular the vacuum system, the beam windows, the container

confinement and radiation protection aspects.

5.5 Other failures of the extraction system

Further failure scenarios have only been briefly analysed at this stage due to their lower impact or probability.

MSD powering failures are not expected to be critical due to the large time constant of the current decay for

superconducting magnets. The field decay of the SuShi and truncated cosine theta septa following a quench should

be studied further. An internal surveillance system directly linked to the TSU and independent of the BIS might be

necessary to guarantee a fast synchronous beam abort in case of septa failures.

A further failure, which is worth mentioning, is the so-called ‘dead lock situation’: if the MKD are triggered

asynchronously during the injection process the injection process must be stopped as described in [89].

Table 5.5: Approximate MKD and MKB parameters for the lumped inductance magnets and generators studied.

Parameters Unit MKD MKBH MKBV

Deflection mrad 0.045 0.13 0.25

Integrated Field Tm 7.5 22 42

System length m 120 57 110

Magnetic length m 90 43.5 83.5

Modules # 150 29 56

Module length m 0.6 1.5 1.5

Rise time µs 1 5 5

Capacitor voltage kV 5 12 19

Peak current kA 4 12 16

Flattop length µs ≥ 326 - -

Flattop stability % ± 5 ± 5 ± 5

Good Field Region (GFR) h/v (∅) mm 45/33 24/24 34/40

Aper. h/v (∅) mm 61/49 30/30 40/46

Inductance µH 0.75 2.3 2.6

Frequency kHz - 50 50
∆ν

ν
mismatch - - ±0.2% ±0.2%

5.6 Summary and outlook

The dump system design described above is a consistent and self-contained concept covering kicker, septa, ab-

sorber and optics design.

Several alternatives have been envisaged for each subsystem like the kickers (segmentation, switch topol-

ogy, frequency beating), for septa hardware (superconducting shield, cos-theta magnets, mass-less septa, super-

ferric and normal conducting Lambertson, respectively), the absorber material for the dump (water, gas, foam,

powder), and conceptual aspects (asynchronous beam dump in case of erratic, sacrificial absorber design, beam

passage through magnet cryostat, several beam dump systems). Most of these alternatives are described in more

detail in references [89, 100, 117].
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Prototyping of kicker switch topologies will be necessary to define the optimum choice with respect to

machine protection and availability. The novel superconducting shield septum concept promises to have very

performance; it requires further studies to ensure its feasibility regarding material properties, damage limits and

quench characteristics. The choice of Lambertson septa remains a back-up solution.

Certain absorber alternatives like the water dump are not chosen as baseline since their feasibility cannot be

judged without making a detailed engineering design where most of the challenges are expected.

With the present knowledge of limits in hardware elements, the dump system described above is optimum

in performance and feasibility. There are currently two main challenges which need further action. First is a need

for a careful validation against all known failure scenarios for the dilution system and dump absorber together with

a feasibility study of the dilution kicker hardware. The second main challenge is the triggering system which has

to be different from the LHC architecture to reach demandingly short system re-trigger delays, for example.
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Chapter 6

Arc concept

6.1 Overview

Like LHC, the arcs are made of FODO lattices with a phase advance of about 90° in both planes. A phase advance

of 90° has several advantages: the ratio between maximum betatron function and cell length is near the minimum,

the dispersion function is quite small and it facilitates more efficient correction schemes. The length of the arc cells

is optimised as a trade-off between the filling ratio, the normalised aperture available, the achievable gradients and

civil engineering constraints [118, 119]. Civil engineering studies have shown that short arc regions (SAR) should

be 3.4 km long. Since the length of the SAR is an integer multiple of the arc cell length, the possible space is thus

strongly constrained. The FODO cell length is fixed at 213.04 metres [120] and as a result the long arc regions

(LAR) contain 78 FODO cells and the SARs contain 20 FODO cells.

The global tune and the phase advances between interaction points are set by adjusting the phase advance

of the FODO cells in each long arc. In other terms, the phase advance within each of the 4 LAR is 90° plus ε, the

value of ε being calculated to get the desired tune values. The phase advance in the FODO cells of the SAR is still

90°. The cross-talk through the yoke between the two dipole chambers gives a systematic b2 component of 6 units

in the dipoles for a beam separation of 250 mm at injection. At collision energy, the value of b2 is near 0. The

sign of b2 is negative/positive in the inner/outer aperture for cos-θ or block configurations. This b2 component is

corrected by the main arc quadrupoles to maintain the phase advances in the FODO cells and the impact on the

optical functions stays small (a few percent).

6.2 System layout and optics

The arc cells are made of 12 dipoles and 2 short straight sections (SSS). The distance between two dipoles of 1.5 m

is to allow for the interconnections, the distance between the dipoles and the SSS is 1.3 m not including BPMs.

Each SSS contains one BPM, one sextupole to correct the chromaticity, one main quadrupole, one multipole

(trim/skew quadrupole or octupole), and one dipole corrector. The distance between two magnets inside the SSS is

0.35 m. The total length of the SSS is 11.3 m. Dipoles and main quadrupoles will use Nb3Sn technology whereas

other multipoles will use NbTi. The maximum dipole field is 15.81 T. The layouts of the arc half-cell, of the

cryo-dipole and of the short straight section are shown in Figs. 6.1, 6.2 and 6.3, respectively.

dipole MCS MCD Qpole sextupole multipole corrector BPM

A B C D E F MQS C

1.5 1.5 1.5 1.5 1.5

1.3

0.35 1.35

0
.2

5

Figure 6.1: Layout of the half-cell in the arcs.

The global chromaticity is corrected by arc sextupoles. Octupoles are integrated in the arcs for Landau

damping or compensation of beam-beam effects. Feedback systems are used for the fundamental mode of collec-
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Figure 6.2: Layout of the dipole in the arcs.
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Figure 6.3: Layout of the short straight section in the arcs.

tive oscillations. The strength and the number of the octupoles are chosen to maintain the beam in the stability

region from injection to collision [121] (see Section 8.7.1).

The optical functions and normalised aperture in the arc cell are shown in Fig. 6.4 at the injection energy

where b2 is positive in the dipoles. The small difference between the maximum value of βx and βy comes from the

systematic value of b2 in the dipoles. The beam stay clear limit is 16.9σ, well above the specifications of 13.4σ.
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Figure 6.4: Optical functions in the arc cells (βx in blue, βy in red, and 100×Dx in green). The beam stay clear

region at injection energy (3.3 TeV) is shown in black. The cyan horizontal line shows the target value of 13.4 σ.

6.3 Key issues

One of the main cost driving items of the FCC-hh ring is the dipole and more particularly the maximum dipole field.

Early in the design phase, arcs cells were optimised to maximise the filling ratio and thus to minimise the dipole

field needed [119]. Therefore anything which contributes to the reduction of the filling ratio, like interconnection

distances or the SSS components lengths, requires careful study.
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6.4 Synchrotron radiation

At 50 TeV, the proton beam will radiate significant quantities of photons in the arc dipoles. The synchrotron

radiation (SR) fluxes expected in FCC-hh are shown and compared to LHC and FCC-ee in Fig. 6.5. This flux

results in a heat deposition of the order of 30 W/m on the beamscreen. In order to evacuate this power a new

design of the beamscreen in the main arc dipoles has been proposed, prototyped and tested in a light source [122].

The beamscreen design has longitudinal slots in the plane where the SR photon fan is directed, as shown in Fig. 6.6.

Figure 6.5: Synchrotron radiation photon flux spectra for LHC, FCC-ee (Z-pole) and FCC-hh beams.

Figure 6.6: Latest beamscreen design. The internal part has a height of 26.9 mm and a width "B" of 27.55 mm.

The height of these longitudinal slots has been optimised to limit their effects on the impedance budget. At

the same time they preserve the vacuum quality, capturing a large fraction of primary SR photon fan during the

acceleration phase [1, Section 3.3.2]. Calculations have also shown that they reduce electron cloud build up (see

Chapter 8).

The SR mitigation has an impact on the beam stay clear region in the arcs. For this reason the present

beamscreen design is used in the calculation of the available machine aperture, as explained in Section 9.3. The

calculation also takes into account SR absorbers placed about 0.6 m downstream of every arc dipole to protect
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the connection to the next magnet. This reduces the horizontal aperture by 1.630 mm at these absorbers (see

Section 9.3). Nevertheless, the beam stay clear limit is above the target value in the arcs at both collision and

injection energies, as shown in Fig. 6.4.

The use of longitudinal slots in the beamscreen to evacuate the SR photon energy affects the linear correc-

tion schemes, adding tolerances on the residual orbit and beam angle (see Section 7.4). This also limits the use of

orbit bump techniques in the arcs to correct or to measure optical quantities.

Finally, SR damps the emittance of proton beams at 50 TeV. Considering the classical radiation and quan-

tum excitation given by SR, the equilibrium emittance for the present lattice is :

εx0 = Cqγ
2 I5
jxI2

≈ 1× 10−12[m] (6.1)

where Cq = 55~
32

√
3mpc

= 2.08692 × 10−16
is a constant, γ is the relativistic gamma, I5, I2 are the synchrotron

radiation integrals (which are affected by the lattice design) and jx is the horizontal damping partition number.

The estimated SR damping time is of the order of hours which is enough to give luminosity enhancement in the

∼4h collision phase (see Section 1.3.2), but it is not enough to damp instabilities, for which feedback systems and

Landau damping octupoles are still required (see Chapter 8).

6.5 Hardware specification

The maximum gradients in the Nb3Sn quadrupoles and in the trim/skew NbTi quadrupoles are 360 T/m and

220 T/m respectively [123, 124]. The maximum gradient for the NbTi sextupoles is 7000 T/m
2
. At collision

and at β∗
=0.3 m, the integrated sextupole field is 8370 T/m. The sextupole length was fixed at 1.2 m to keep the

maximum gradient in the sextupoles below the recommended value of 7000 T/m
2
,.

Dynamic aperture studies have shown that sextupole correctors, MCS, and decapole correctors, MCD, are

mandatory near each dipole (see Section 7.5) to correct the b3 and b5 components defined in [125–127] as:

b3 =
1

2

R2
ref

B0

∂2By

∂x2
(6.2)

b5 =
1

24

R4
ref

B0

∂4By

∂x4
(6.3)

whereRref=17 mm is the reference radius andB0 is the dipole field. It must be taken into account that the sextupole

gradient S is defined by S = 1
2

∂
2
By

∂x
2 and |B| (r) = Sr2. The MCS/MCD correct the b3/b5 dipole components

respectively if their integrated gradient is equal to that of the sextupole/decapole component in the dipoles. In this

case:

SMCS =
Ldipole

LMCS

B0

R2
ref

b3 (6.4)

SMCD =
Ldipole

LMCD

B0

R4
ref

b5 (6.5)

The NbTi technology allows a gradient in an MCS of 2800 T/m
2

with an aperture of 50 mm. For compar-

ison, the spool pieces currently used in LHC have a maximum gradient of 1630 T/m
2

and an aperture of 58 mm.

Up to b3 = 4/60 units (1 unit is 1/10,000 parts of the main field) can thus be corrected at collision/injection energy

(50 TeV/3.3 TeV), if the MCS is 0.11 m long. The last dipole field quality requires a correction of 25 units at

injection, which leaves margin for the b3 correction.

The NbTi technology allows a gradient in a simple MCD of 4.3 × 106 T/m
4

with an aperture of 58 mm

and in a nested MCDO (decapole and octupole correctors) 2.8 × 106 T/m
4

with an aperture of 63 mm. The

magnetic length of an MCD is 0.066 m although its physical length is still 0.11 m because the coiling of the head

requires more space. If the LHC scheme is used with one MCD every other dipole, the gradients required are

2.775×106 T/m
4
/1.385×106 T/m

4
with the half-pinning/pinning error table at injection respectively. At collision

energy, the systematic value of b5 in the dipoles is negligible and is not an issue. The gradient required for the

MCD is thus within the limits of NbTi technology.

The arc elements for one arc cell are listed in Table 6.1. The main dipoles and the MCS can be powered in

series in each arc (and for each beam). The main quadrupoles and sextupoles need at least two powering systems

80



each (focusing and defocusing quadrupoles). Main octupoles should be powered with two powering systems,

however, the baseline uses the same current in all octupoles (see Section 8.7.4). A single powering system may be

acceptable even if there is a loss of flexibility for the correction system. It is worth noting that octupoles are not

present in all arc cells. Where necessary, they are replaced by trim or skew quadrupoles for correction purposes.

MCB correctors will need at least 4 powering systems (2 for each plane). MQT and MQS correctors will need

specific powering systems (at least 2 powering systems to correct the spurious dispersion and 2 powering systems

to correct the tune).

Table 6.1: Parameters of main elements in the arcs. Trim quadrupoles, skew quadrupoles or octupoles are not

present in all FODO cells. Nevertheless, there are always two multipoles per cell.

Magnet
Coil aperture

diameter [mm]
Max. field Length [m]

Number

per cell

Main Dipole (MB) 50 16 T 14.187 12

Dipole Corrector (MCB) 50 4 T 1.2 2

Main Quadrupole (MQ) 50 360 T/m 6.4 2

Trim Quadrupole (MQT) 50 220 T/m 0.5 max. 2

Skew Quadrupole (MQS) 50 220 T/m 0.5 max. 2

Main Sextupole (MS) 50 7,000 T/m
2

1.2 2

Sextupole Corrector (MCS) 50 (single) 3,000 T/m
2

0.11 12

Decapole Corrector (MCD) 58 (single) 4,300 × 10
3

T/m
4

0.066 6

Main Octupole (MO) 50 200,000 T/m
3

0.5 max. 2

BPM 50 (single) - 0.5 2

6.6 Alternatives

Two alternatives were investigated:

– Phase advances of 60° instead of 90° in the arc cells.

– Longer arc cells.

Phase advances of 60° in the arc cells (as against 90° in the baseline) have several advantages. First of all, for

a FODO cell of length Lc and phase advance µ with the thin lens approximation, the integrated strength in the

quadrupoles KLq is given by [128, 76–77]:

KLq = ±4 sin µ
2

Lc

(6.6)

Therefore, the ratio between the integrated strength for a phase advance of 60° against 90° is
sin π

6

sin π

4

=
√
2
2 . In

the FCC-hh case, the quadrupoles can be much shorter (4.5 m vs. 6.4 m) and thus the dipoles can be longer and

weaker. The SSS has been shortened from 11.3 m to 9.3 m. The dipole field required is then 15.44 T (as against

15.81 T) for a length of 14.52 m (vs. 14.19 m). The arc cell is a bit longer (because the dispersion suppressors

are a bit shorter too): 213.09 m compared to 213.04 m. Another advantage of using phase advances of 60° is that

weaker sextupoles are required to correct the global chromaticity. Indeed, sextupoles are more efficient thanks

to larger dispersion functions in the arcs and a larger minimum betatron function. For instance, the maximum

sextupole gradient to correct the chromaticity (for the collision optics with β∗ = 0.3 m) is 3215 T/m
2

compared

to 6974 T/m
2
. The strength of the octupoles is relaxed thanks to a larger average betatron function: the maximum

betatron function is similar to the 90° case, whereas the minimum betatron function is larger with 60°. The impact

on the dynamic aperture needs to be evaluated because the magnitudes of the driving terms are modified (for

instance, the resonance 3Qx − ν).

Phase advances of 60° have, however, several drawbacks. The corrections schemes need to be modified and

the residual orbit after correction needs to be evaluated to check the impact of this alternative. Phase advances of

90° between correctors and BPMs are more efficient. Correction schemes for the tune or the beta-beating have

to be modified. With phase advances of 90°, a set of 4 trim quadrupoles located near main focusing quadrupoles
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(defocusing quadrupoles for the vertical plane) enables independent correction of the tune (if same polarity), the

dispersion (if opposite polarity between first and third quadrupoles, or second and fourth quadrupole) or the beta-

tron function (by alternating polarities). With a phase advance of 60° per cell, a suggestion is to use a set of 4 trim

quadrupoles by alternating locations between focusing and defocusing quadrupoles. In this way, phase advances

of 90° between trim quadrupoles can be obtained. Nevertheless, since the betatron functions are not the same in

all trim quadrupoles, the magnitude of the field in the trim quadrupoles (at focusing or defocusing positions) will

be different. Finally, the main drawback of using 60° instead of 90° is a reduction of the beam stay clear region

resulting from larger dispersion functions, as shown in Fig. 6.7. The beam stay clear value is 12.29σ, below the

target of 13.4σ. Nevertheless, the beam stay clear limit is calculated assuming that the dipoles are straight. The

sagitta of 1.26 mm in the dipoles is the source of a decrease of the beam stay clear value by about 2σ. In the case

of sector dipoles, the beam stay clear value for this alternative becomes 15σ – above the requirements of 13.4σ.
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Figure 6.7: Optical functions in the arc cells for the alternative with a phase advance of 60° (βx in red, βy in

blue, and 100×Dx in green). The beam stay clear limit is shown in black at injection energy (3.3 TeV). The cyan

horizontal line shows the specified target of 13.4 σ.

Another proposed method to increase the filling factor in the arcs is to use longer cells. Indeed, longer cells

require fewer, weaker, and shorter quadrupoles, which enables the filling factor to be increased. However, optical

functions are proportional to the cell length. The advantage is making sextupoles and octupoles more efficient

with longer cells but a direct consequence is to decrease the beam stay clear region. Another drawback is having

less place for correctors.. The alternative considered is an arc cell of 307.09 m as against 213.04 m and with 18

dipoles per cell (vs. 12 dipoles in the baseline). The length of the main quadrupoles is 4.5 m. The SSS has been

shortened from 11.7 m to 9.3 m. The dipole field required is then 15.01 T (vs. 15.81 T) for a length of 14.41 m (vs.

14.19 m). The maximum sextupole gradient to correct the chromaticity (for the collision optics with β∗ = 0.3 m)

is 3244 T/m
2

as against 6974 T/m
2
. The main drawback of using longer arc cells is a reduction of the beam stay

clear size because of larger betatron and dispersion functions as shown in Fig. 6.8. The beam stay clear value is

11.44σ: below the target of 13.4σ.
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Figure 6.8: Optical functions in the arc cells for the alternative with a longer arc cell of 307.09 m (βx in red, βy
in blue, and 100 ×Dx in green). The beam stay clear limit is shown in black at injection energy (3.3 TeV). The

cyan horizontal line shows the specified target of 13.4 σ.
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Chapter 7

Integrated optics and single particle

dynamics

7.1 Overview

The different insertions in the FCC-hh ring are presented in Chapters 2, 3, 4, and 9 and the arcs in Chapter 6.

The whole optics was integrated by using dispersion suppressors to match the arcs with the insertions. The phase

advance in the long arcs is calculated to get the global horizontal/vertical tuneQx/Qy of 109.31/107.32 at collision

and 109.28/107.31 at injection. The fractional part of the tune is identical to that of HL-LHC. The integer part of

the tune was chosen to minimise the difference between the phase advance in LAR cells and 90° at collision energy.

The main sextupoles are adjusted to get a global chromaticity Q′
x/Q

′
y of 2.

7.2 Key issues

The matching between the arcs and insertions faces various issues. The first one is a lack of flexibility of the

matching sections. Different constraints need to be fulfilled, such as betatron and dispersion functions at the

arc entrances and sometimes phase advance between the arc entrance and the insertions. Another issue is the

reduction of the beam stay clear region because of larger betatron and dispersion functions in these sections than

in the arcs. Some space has to be allocated for collimators to protect the arc entrances from the debris coming

from the insertions. This topic is developed specifically in Chapter 9. The dynamic aperture can be dramatically

reduced when non linear errors in the triplet (mainly at collision energy) or in the main dipoles (mainly at injection

energy) are applied. Correction with non linear correctors is essential to keep the dynamic aperture above target

values.

7.3 Matching

Each arc start and end has an adjacent dispersion suppressor (DIS). The DIS is LHC-like with the 3 first half-cells

with a length equal to two thirds of the arc cell (with 8 instead of 12 dipoles). The following half-cell contains 4

dipoles but has the same length as the arc cell. The matching between the insertions and the arcs is done with the

quadrupoles MQDA 8, 9, and 10 and the long trim quadrupoles MQTL near the main quadrupoles 11, 12, and 13.

In some insertions like the experiment insertion regions (EIR), additional matching quadrupoles were added. In the

experiment insertions, quadrupole 7 is the bottleneck for matching and it was necessary to double it. The layout

of the DIS is shown in Fig. 7.1. The quadrupoles MQDA 8, 9, and 10 are similar to the main quadrupoles, MQs,

but are longer to increase the integrated gradient available for matching: they are 9.1 m long. One-metre-long

collimators have been inserted to protect the arc entrances from the debris coming from the insertions (mainly

cleaning and EIR).

Another constraint is to keep the beam stay clear values above the targets of 13.4σ at injection and 15.5σ at

collision. These values are defined to maintain some margin in the collimation hierarchy. Special care was taken in

the design to avoid betatron and dispersion peaks. The optical functions and the beam stay clear region at injection

energy in the whole ring is shown in Fig. 7.2. The aperture is within the specifications in the DIS. At collision
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Figure 7.1: Layout of the dispersion suppressor (DIS).

energy, thanks to a smaller momentum spread and RMS emittance, the beam stay clear value is well above the

specifications in the DIS.

Figure 7.2: Optical functions in the FCC-hh ring at injection (βx in blue, βy in red, and 100×Dx in green). The

beam stay clear limit is shown in black (3.3 TeV). The cyan line shows the target of 13.4σ. The vertical dashed

line shows the boundaries of the insertions.

The matching section also has to correct the spurious dispersion generated by the crossing scheme at the

IP. Two approaches were investigated: the HL-LHC scheme [34] using an orbit distortion in the arc quadrupoles

or the SSC scheme [129] using trim or skew quadrupoles. With HL-LHC scheme, the bump needed goes up to

9 mm [118] in the arcs, which cannot be accepted. Nevertheless, the SSC scheme is less efficient for correction

of the vertical spurious dispersion because of the reduced dispersion function at the defocusing quadrupole. The

baseline uses a set of 4 trim/6 skew quadrupoles to correct the horizontal/vertical spurious dispersion respectively.

The optical functions in the EIR with the crossing scheme off and on are shown in Fig. 7.3. The crossing angle is

100 µrad in the horizontal plane at IPA and in the vertical plane at IPG. The spurious dispersion is well corrected

after a few arc cells.
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(a) Experiment interaction region: LSS-PA-EXP
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(b) Experiment interaction region: LSS-PG-EXP

Figure 7.3: Optical functions in the LSS-PA-EXP and LSS-PG-EXP insertions when the crossing scheme is off

(solid line) and on (dashed line, crossing angle of 100 µrad in the horizontal/vertical plane at IPA/IPG) (βx in blue,

βy in red, and Dx in green). The DIS is delimited by vertical black lines.

7.4 Linear corrections

Alignment errors of the magnets used for the optics and field errors of the main components (dipole, quadrupole

and their skew equivalents) can lead to errors in beam transport e.g. perturbations in the position, size or dispersive

effects, as well as global parameters like the beam tunes. The main contributors to the beam orbit error are the

quadrupole position error in the transverse planes, x and y, and the b1 dipole component error. The main contribu-

tions to the beam size error or beta-beating are the a2 skew quadrupole component error, the quadrupole rotation

error around the longitudinal axis or roll angle and the b2 quadrupole component error. The main contributions

to the dispersion error or dispersion beating are the a2 skew quadrupole component error, the quadrupole rotation

error around the longitudinal axis or roll angle for the vertical dispersion and the b2 quadrupole component error

for the horizontal dispersion.

It is very important to be able to correct all these contributions by adding correction elements in the lat-

tice. For this purpose, three different types of correctors have been inserted, together with BPM (Beam Position

Monitor) diagnostic elements:

– Dipole correctors to cancel the beam position around the optical axis

– Skew quadrupole correctors to cancel the coupling contributions

– Normal quadrupole correctors to restore the beam tunes to their nominal values

Correction elements are inserted inside the short Straight Section (SSS) units or their equivalent in the

insertions. A schematic layout of an arc SSS unit, with a quadrupole and its neighbouring correctors, is shown in

Fig. 6.3.

Dipole correctors are inserted in all sections of the collider, whether it is the arc, dispersion suppressors

(DIS) or insertions sections. In the arc and DIS sections the correctors act on the plane corresponding to the

focusing plane of the neighbouring quadrupole, they are separated by a phase advance of 90° (or distant by two

SSS units). There is a single dipole corrector in each SSS unit. The same occurs in the matching sections of the

insertion sections. In the inner parts of the insertion sections (including focusing triplets) there are two correctors,

one for each plane, next to the quadrupole. The list of correctors and their main characteristics are displayed in

Table 7.7. The main constraint for the correctors in the arc sections is a maximum field of 4 T with NbTi technology,

allowing an integrated field of 4.8 Tm with 1.2 m correctors. At this stage, all correctors are independent, meaning

that in the arc sections there are currently 348 correctors with independent strengths acting on each plane.

Skew quadrupoles are inserted around the centre of long arc sections, as 2 families of 8 correctors separated

by a phase advance of 90°, making a total of 8 families. Such a scheme cannot be inserted in short arc sections,

because the space is already allocated for the spurious dispersion correction (see Section 7.3). The driving term

due to the a2 field component error has been calculated, as it is the main contribution to coupling, and the necessary

corrector strengths applied according to the calculation shown in Equation 7.1:
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∆c− =

∫

L

ds
√

βxβykse
i(µx−µy) (7.1)

Trim quadrupoles are inserted near the entrance and exit of each long arc. Skew quadrupoles are not inserted

in the short arc sections: they are arranged in two families of 8 quadrupoles per arc, making a total of 8 families.

Each family is shifted from the other by a 45° phase advance, so two quadrupoles of the same family are separated

by 90°. They correct the global horizontal and vertical tunes.

The main characteristics of skew quadrupoles (MQS) and trim quadrupoles (MQT) are displayed in Ta-

ble 7.5. Using NbTi technology, the maximum gradient allowed for both skew and trim quadrupoles is 220 T/m.

Figure 7.4: Overview of the skew and trim quadrupole correction schemes for a long arc section of FCC-hh.

The errors are generated using the RMS tolerance values defined for the arc and DIS elements according to

Table 7.1 and for the insertion elements according to Table 7.2. Currently the tolerances have been estimated for

the IR sections and they are considered to be identical in all other insertions.

Table 7.1: RMS tolerance values for the elements in the arcs and DIS. LHC design values taken from [127] are

shown for comparison.

Element type Error type Description Units FCC LHC Comments

σ(ψ) roll angle mrad 0.50 n/a

σ(∆B/B) random b1 % 0.10 0.08 LHC value includes σ(ψ)

Dipole σ(∆B/B) random b2 10
−4

units 0.92 0.80

σ(∆B/B) random a2 10
−4

units 1.1 1.6

σ(∆B/B) uncert. a2 10
−4

units 1.1 0.50

σ(x), σ(y) mm 0.50 0.36

Quadrupole σ(ψ) roll angle mrad 1.0 0.50

σ(∆B/B) random b2 % 0.10 0.10

BPM σ(x), σ(y) mm 0.30 0.24 relative to quad.

σ(read) mm 0.20 0.50 accuracy

The error correction is applied in a 3-step procedure:

1. Analytical correction of the a2 contribution to the coupling with skew quadrupoles

2. Horizontal and vertical orbit correction with dipole correctors

3. Tunes correction with trim quadrupoles

A statistical study was performed by generating errors for 200 separate machines, with a different seed

for each machine. Each machine is corrected with the aforementioned procedure. The following observables are

studied at each element position and for each corrected machine:

– Horizontal and vertical residual orbit

– Horizontal and vertical residual angle

– Horizontal and vertical beta-beating ∆β = (β − βref )/βref

– Horizontal and vertical dispersion beating ∆D = (D −Dref )/
√

βref
– Dipole and quadrupole corrector strengths
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Table 7.2: RMS tolerance values for the elements in the interaction regions. Values are for injection energy, and

they also apply at collision energy unless specified. The values are used for all elements of the other insertion

regions (if applicable).

El. type Error type Description Units Triplet Other Comments

σ(ψ) roll angle mrad 1.0

σ(∆B/B) random b1 % 0.05

Dipole σ(∆B/B) random b2 10
−4

u. 0.10/1.8 IR only (coll. 0.10/1.1)

σ(∆B/B) random a2 10
−4

u. 0.20/0.10 IR only (coll. 0.10/0.20)

σ(x), σ(y) mm 0.20 0.50 Q7 in IR has 0.20

Quadrupole σ(ψ) roll angle mrad 0.20 0.50 TBD for IR

σ(∆B/B) random b2 % TBD 0.05

BPM σ(x), σ(y) mm 0.30 0.30 relative to quad.

σ(read) mm 0.05 0.05 accuracy

The study was performed for two settings of the collider, at 3.3 TeV injection energy with a β?
of 4.6 m

(‘baseline injection’), and at 50 TeV collision energy with a β?
of 0.3 m (‘nominal’) and crossing scheme. For

each observable the mean value, standard deviation and maximum value were computed over the 200 machines.

The maximum value distribution was used to obtain the 90-percentile value, the value for which 90% of the data

points of a given distribution are included. In other words, the 90-percentile value gives a number for which 90%

of the machines do not have an element of the beam line for which this number is exceeded.

The beam observable results obtained for the injection settings are shown in Figures 7.5 and 7.7. The results

obtained for the collision settings are shown in Figures 7.6 and 7.8. The corrector strengths for the collision setting

are displayed in Figure 7.9. The 90-percentile values obtained are summarised in Table 7.3.

Table 7.3: 90-percentile results obtained for the injection and collision cases.

Observable Injection Collision

Horizontal orbit 0.80 mm 0.79 mm

Vertical orbit 0.73 mm 0.73 mm

Horizontal angle 26 µrad 26 µrad

Vertical angle 25 µrad 27 µrad

Horizontal beta-beating 22 % 34 %

Vertical beta-beating 24 % 42 %

Horizontal dispersion beating 2.3 × 10−2 1
√

m
3.6 × 10−2 1

√

m

Vertical dispersion beating 2.8 × 10−2 1
√

m
2.7 × 10−2 1

√

m

Hori. orbit correctors strength 4.7 Tm

Vert. orbit correctors strength 4.2 Tm

Skew quadrupoles strength 148 T/m

Trim quadrupoles strength 140 T/m

The results indicate that the residual orbit stays below 1 mm in both planes and for almost all machines.

The residual angle does not exceed 35 µrad at injection. At collision the residual angles are very similar. Assuming

a drift of 11 m for synchrotron radiation before it hits the chamber walls and an ejection cone of 19 µrad, a total

vertical shift of 1.2 mm can be expected, far from the 7.5 mm half-aperture of the beamscreen.

The beta-beating is relatively high at injection, with a 90-percentile value close to 25% in both planes, and

well above the target of 10% assumed for beam stay clear calculations (see Section 2.3.1). For collision settings

it becomes significantly higher, up to 34% in horizontal plane and 42% in vertical plane. Currently there is no

dedicated correction of the beta-beating, and the coupling and tune corrections do not cancel it very efficiently. The

results for dispersion beating seem satisfactory at injection, with 90-percentile values below the LHC design values.

The horizontal dispersion beating for the collision settings is slightly higher than the LHC design constraints. A
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Figure 7.5: Evolution of the residual orbit and residual angle with percentile value for the injection case. The

90% value is indicated with a vertical solid line.
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Figure 7.6: Evolution of the residual orbit and residual angle with percentile value for the collision case. The

90% value is indicated with a vertical solid line.
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Figure 7.7: Evolution of the beta-beating and dispersion beating with percentile value for the injection case. The

90% value is indicated with a vertical solid line.

specific correction is envisaged to improve the results for the beta-beating.

The orbit corrector strengths are below the NbTi limit at a 90% level, and vertical correctors only exceed the

limit for a few machines. Skew quadrupoles values are all below 200 T/m. Trim quadrupoles are also within the

NbTi limit at the 90% level and it appears that with 220 T/m quadrupoles one can correct up to 0.03 tune fractions.
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Figure 7.8: Evolution of the beta-beating and dispersion beating with percentile value for the collision case. The

90% value is indicated with a vertical solid line.
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Figure 7.9: Evolution of the corrector strengths with percentile value for the collision case. The 90% value is

indicated with a vertical solid line.

7.5 Dynamic aperture

The dynamic aperture (DA) is the region in transverse phase space where the particle motion is stable. Resonances,

excited by the multipole errors of the magnets, limit the maximum amplitude particles can reach, without being

lost. The behaviour of the particles in presence of these magnet imperfections cannot be corrected by specific

feedback. Therefore, it is important to know the multipole errors in advance and to be able to correct for them

if they reduce the DA below the safety limit. The DA is computed by tracking simulations, using the SixTrack

code [45]. The particle motion is simulated over 10
5

turns, using a set of initial conditions distributed on a polar

grid, in such a way that there are 30 particle pairs for each interval of 2σ. Five different angles of the εx, εy
phase space have been used. The normalised rms beam emittance is εn = 2.2 µm for both injection and collision

energies (3.3 and 50 TeV, respectively). The initial momentum offset is set to 2.8×10
−4

at injection and 1.3×10
−4

at collision (corresponding to 2/3 of the RF acceptance, for a maximum voltage of 12 MV and 42 MV at injection

and collision respectively). The DA value is defined as the maximum amplitude of particles not lost in 10
5

turns. As

far as the field imperfections are concerned, sixty different machines (also called seeds) have been generated. Each

multipole harmonic entering in the magnet field expansion is modelled as the sum of three contributions [127]:

bn = bnS
+
ξU
1.5

bnU
+ ξRbnR

(7.2)

where ξU and ξR denote the random numbers with Gaussian distribution truncated at 1.5 and 3σ, respectively. In

particular, the ξU is kept constant for all dipoles of the same arc and for the interaction region (IR) magnets of

the same type, while ξR changes for each magnet. The separation dipoles field errors are based on the magnetic

model of the normal-conducting magnets MBXW of the LHC [130], while the inner triplet errors are based on the

HL-LHC magnets [131] scaled to fit the FCC quadrupole apertures. The main dipole field quality tables used for

the DA studies are described in Section 7.7. After the field errors are added to the lattice, several corrections are
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performed. Using the main quadrupoles of the arc, the tunes are corrected to have the same working point for each

of the 60 machines (namely, .28, .31 at injection and .31, .32 in collision). Early DA studies have shown the need

for local compensation of the sextupole (b3S ) component of main dipoles [132]. This is corrected with sextupole

correctors at each dipole of the arcs; their length is 0.11 m (as in the LHC) and their strength is of 3000 T/m
2
,

which is achievable with Nb-Ti technology. Linear chromaticity is then matched to 2, using the main sextupoles

of the arcs. When inner triplet and separation dipole errors are included, the residual dispersion generated by the

crossing angle and coupling in the main IRs are also corrected, using normal and skew correctors in the IR and the

adjacent arcs.

At the nominal injection energy of 3.3 TeV, the minimum DA (over the sixty seeds) is below 12σ due to

the main dipole field errors only, and using a gradient of 1205 T m
−2

for the sextupole correctors of the systematic

and uncertainty b3 component over the arcs. If local correction of the b5S
of main dipoles is added, the minimum

DA stays above the 12σ target. Therefore, local correction of the b5S component of main dipoles or its strong

reduction is required. In particular, assuming that the same scheme as LHC (one decapole corrector every other

dipole) is adopted, a maximum gradient of 2.950 T m
−4

was found over the 60 different seeds simulated This is

still compatible with NbTi technology as discussed above in Chapter 6. The local correction of the b4 component

is, however, not required since the tune shift with momentum stays below 0.01 and the minimum DA doesn’t

improve significantly when the b4S
component is set to zero. The high luminosity IRs triplet and separation dipole

errors do not reduce DA at injection even when taking the crossing scheme into account. If octupoles for Landau

damping are powered to 15/720 A, which is required for stability, the minimum DA shrinks to 9.5σ. The value is

still acceptable as it is above the primary collimators settings but it leaves no margin for additional sources of DA

reduction. It is worth noting that the minimum DA value for the on-momentum particles is close to the 12σ target

even with the Landau damping octupoles.
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Figure 7.10: DA values at injection computed for 100 seeds and 59 angles. It includes main dipoles, triplet and

separation dipole field errors and the octupole for Landau Damping powered to 15/720 A. The systematic b3 and

b5 components of the main dipole are corrected as explained in Chapter 6. Green dots are DA values for each

seed and angle. Blue dots represent the minimum DA values for each angle. We greatly acknowledge all BOINC

volunteers who supported LHC@Home project, giving their CPU time for free and allowing these results to be

produced

Curved (LHC type) dipoles are assumed in all the studies. For straight dipoles (the current choice for Nb3Sn

material) the effect of the sagitta on the multipole errors has been calculated using the feed-down formula [125].

In particular, the additional b3R
is smaller than the original random component of the present field quality table.

The feed-down of b5S to b4S
is of the same order as the present b4S

error, giving an extra argument for a local

correction of the b5S error. The impact on DA of the residual arc linear imperfections (mainly orbit, β-beating and

coupling) and of the main quadrupole field quality remains to be checked.

As mentioned before, several corrections were implemented to compensate for the reduction of DA from

errors in the magnets. For collision energy it is found that both optimising the phase between the main IRs and the

implementation of non-linear correctors significantly increase the DA. The change of phase advance between main

IPs has a big effect on the resulting DA, particularly in the vertical plane where a small change in phase (∆=+/-0.1)

results in a significant increase/decrease in DA. A scan has therefore been performed to find the optimum changing
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the phase between the main IRs using the trim quadrupoles in the long arcs between IRA and IRG, whilst using

the trim quadrupoles from IRG to IRA to adjust the total tune. Figure 7.11 presents the impact of phase on the DA

for a previous version of the lattice. Two zones can be identified as optimal and one of them (bottom left) has been

used for subsequent versions of the lattice.
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Figure 7.11: Minimum DA for 10 seeds vs a change in horizontal and vertical phase between n IRs. Two zones

with higher DA have been identified and marked with red boxes.

Non-linear correctors are implemented next to the triplet, left and right of both main IRs (IRA and IRG).

With one corrector located at each side of the two low β interaction points, each pair of correctors has the possibility

of correcting the resonance driving terms (RDTs) arising from two different resonance lines. The RDTs to be

corrected have been chosen for the proximity of their associate resonance lines to the working point and are:

c(b3;1,2), c(b3;3,0), c(a3;0,3) and c(a3;2,1) for the normal and skew sextupolar correctors; b3 and a3, c(b4;0,4),

c(b4;4,0), c(a4;3,1) and c(a4;1,3) for the octupolar correctors; b4 and a4 and finally c(b6;0,6) and c(b6;6,0) for the

dodecapolar correctors. It is found that the DA increases proportionally with the number of correctors, as shown

in Fig. 7.12. This was done for a previous version of the lattice without phase optimisation and therefore a very

low DA when no non-linear correctors were applied (≈ 2σ) which helps to illustrate the increase of DA for each

corrector. This study also included the correctors a5, b5 and a6, but it was found that correcting only the RDTs

above is enough for the purpose of these studies.
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Figure 7.12: Minimum DA at collision energy with respect to the non-linear correctors used in the lattice for 60

different seeds for the errors in the triplet.

For the ultimate case with β? = 0.3 m and errors in the arcs and the triplets, a DA of 11.6σ is obtained

by implementing all corrections including optimisation of the phase advance but without the non-linear correctors.

When the sextupolar and octupolar non-linear correctors (a3, b3, a4 and b4) are included the DA increases to 23.7σ.
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For this case the dodecapolar corrector b6 was not included because the strength required was too large and only

resulted in a 1σ increase in DA.

Given that the non-linear corrections relied on the assumed magnet errors, which normally differ from those

found in reality, the strengths of the non-linear correctors were calculated in the same way, but modifying the non-

linear contributions by a certain percentage (up to 50% off). It was found that even with this strength difference on

the correctors no significant reduction of the DA was observed.

As shown in Fig. 2.16 the case with β?
=1.1 m has a large DA (over 20σ) even without non-linear correctors.

The most challenging cases are the optics with β?
=0.15 and 0.2 m, where a DA above 10σ can only be achieved

with non-linear correctors. For the latter cases, the strength limits of the arc sextupoles have been ignored in order

to allow full chromaticity correction. The alternative design for round (β?
=0.3 cm) and flat beams (β?

=0.15 m

and 1.2 m) presents similar results to the baseline with a DA of 16.4σ for round beams and 12.2σ for flat beams;

when non-linear correctors are included, the DA increases to 25.4σ and 20.4σ for round beams and flat beams,

respectively.

In conclusion most of the designs have a DA above the 10σ target at collision energy, even without the

use of non-linear correctors; however, the use of non-linear correctors is still recommended in case other errors

affect the DA, offering a reliable increase even when the correction is not 100% accurate; furthermore, the use of

non-linear correctors is essential to achieve an acceptable DA for the cases with lower β?
.

7.6 Cross talk between experiment insertion regions

Proton collisions at the interaction points of the FCC-hh may contribute losses around the ring between the detec-

tors and to background in the subsequent detector. As the proton luminosity is high, this may be of concern.

The debris from the 50 TeV proton-proton collisions with vertical crossing is generated using the upgraded

version of the DPMJET-III event generator [133] inside FLUKA [62]. Due to the rigidity of the charged particles,

only protons are transported by the accelerator. Muons are the only other major concern, and are treated separately.

The energy distribution of protons is large, this is shown in Fig. 7.13.

Figure 7.13: Proton energy distribution 3 m downstream of IPA for 106 pp collisions.

For proton cross-talk, the energy of 49.95 TeV is used as a threshold. Protons from the collision with an

energy greater than this are defined as ‘elastic’, and those with energy below this are defined as ‘inelastic’ protons.

PTC [134] and MERLIN [135] are used to perform tracking of both elastic and inelastic protons to determine the

cross-talk. That is, the number of collision debris protons that will reach the next detector. The debris is generated

at IPA and tracked to IPB.

For elastic protons, nearly all reach IPB with a spot size similar to that of the beam. This is likely to lead

to an emittance growth, but should pose no major concern. Around 2 inelastic protons per bunch crossing will

arrive at IPB under nominal settings, rising to ≈ 9 under ultimate settings. The mean energy of these few protons

is 49.89 TeV, and they are unlikely to be of concern in terms of cross-talk.

What is of greater concern is the loss of inelastic protons between the two IPs. Most are lost in the short

straight section and dispersion suppressor (DS) regions around IPA. A detailed study of losses in the detector, inner
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triplet, and separation and recombination dipoles has been conducted with FLUKA. This is reported in Section 2.4.

Therefore the focus here is on losses after these elements: of greatest concern are the DS losses as it is a bottleneck

for off-momentum particles and the proton energy is high.

It was decided to mitigate these losses using HL-LHC style ‘TCLD’ collimators in the DS. Two 1 m long

TCLD collimators were placed before the first quadrupole in cells 8 and 10, at the points where the dispersion rises

rapidly. With these collimators in place, the DS losses are minimised, as all particles are intercepted by the TCLDs.

In these simulations all apertures are treated as black absorbers. The collimators are placed in regions of relatively

low β function, thus allowing larger jaw gaps so as not to violate the collimation hierarchy. A jaw half-gap of 35σ
was found to be sufficient. Using MERLIN, the power and energy of particles lost in the short straight section with

the two TCLD collimators, were computed and are shown in Fig. 7.14. It should be noted that all losses are shown

per element, therefore the largest peak in the power plot corresponds to the loss over the full length of a ≈200 m

long drift.

Figure 7.14: Proton losses between IPA and IPB. The top plot shows power deposition per element when including

the TCLD collimators, the bottom plot shows the energy distribution of the losses.

Collimators clean the ‘primary’ halo but, in turn, produce a ‘secondary’ halo. In order to verify that this

secondary shower would not exceed the maximum energy deposition allowed on the subsequent superconducting

quadrupole, a two step simulation was used. Firstly using MERLIN, the inelastic protons were transported from

IPA to the TCLDs to generate hits on the collimator jaws. These hits were fed into a FLUKA model, shown in

Fig. 7.15, which consists of the first TCLD collimator, a drift space, followed by a 50 cm long mask prior to the

superconducting quadrupole. The quadrupole coils are simulated as a mixture of 50% Nb3Sn and 50% copper.

INERMET180 has been chosen as the material for the TCLD jaw and quadrupole mask, as in the current LHC

absorbers. The distance between the collimator and the mask and quadrupole gives space for the shower to spread,

thus minimising the load on the quadrupole coils.

As the first collimator (in cell 8) has the higher load, it was used for shower simulations. A jaw half-gap of

35σ was shown to intercept all inelastic protons whilst not violating the betatron collimation hierarchy. There is

the possibility that this could still interfere with the momentum cleaning hierarchy as the momentum cleaning was

not defined at the time of this investigation.

It is evident from Fig. 7.16, which shows the maximum energy deposition in the first quadrupole post-
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Figure 7.15: FLUKA model used for shower simulations in the dispersion suppressor. The green objects are first

the TCLD collimator, followed by a 50 cm long mask, both made of INERMET180. Following this is the first

quadrupole in the DS. The particles are loaded 63 cm before the collimator.

TCLD, that the 50 cm mask is required in order to stay below the limit of ≈ 5 - 10 mW cm
3

[136] at ultimate

parameters. For baseline parameters the mask is not required. Thus the DS losses due to inelastic protons from

collision debris can be mitigated using the two 1 m long INERMET180 TCLDs, placed in cells 8 and 10, before

the first quadrupole in the cell.

Figure 7.16: Maximum energy deposition per cm
3

in 5 cm bins along the first quadrupole in cell 8 after IPA for

baseline and ultimate configurations.

As muons have a large mean free path, they can travel kilometres in dense materials, therefore muon cross-

talk may be a concern. The muon energy distribution generated from 10
6

50 TeV pp collisions using DPMJET-III

inside FLUKA is shown in Fig. 7.17. The highest energy muon produced is around 20 TeV.

Muon energy loss can be separated into; ionisation, bremsstrahlung, production of electron-positron pairs,

and through photo-nuclear and photo-nucleon interactions. This approach is summarised in equation 7.3 [137]:

〈−dE
dx

〉

= a(E) + b(E)E, (7.3)

where a(E) is the ionisation contribution, and b(E) = bb(E) + bp(E) + bn(E) is the sum of the contributions of

bremsstrahlung, pair production, and photo-nuclear/nucleon interactions [138]. In the continuous slowing down

approximation the range is given by

R(E) =

∫ E

E0

(a(E′) + b(E′)E′)−1dE′. (7.4)

At high energy a and b are constant, and this becomes

R(E) ≈ 1

b
ln

(

1 +
E

Ec

)

, (7.5)
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Figure 7.17: Muon energy distribution at intervals downstream of IPA, generated using DPMJET-III in FLUKA,

with no detector or accelerator model.

where the electronic and radiative losses are equal at the critical energy Ec. This approach is used to calculate the

theoretical range of muons in standard rock, which has a specific gravity of 2.65 g cm
−3

and
〈

Z
A

〉

= 0.5, and in

which the muon critical energy is 693 GeV. The result of this calculation, shown in Fig. 7.18, gives a maximum

range of 3.3 km for FCC-hh collision debris muons through standard rock. This analytical calculation does not

include the interaction of collision debris with the detector.

Figure 7.18: Theoretical range of collision debris muons in rock.

In order to verify the analytical expectation, 5× 104 pp collisions were generated using DPMJET-III inside

FLUKA with a complete model of the detector [139] in order to generate the initial muon distribution. These

muons were then tracked in FLUKA using a total of 10
9

histories through the tunnel model shown in Fig. 7.19.

Figure 7.19: Cross section of the FLUKA FCC-hh tunnel model. The distance from IPA to each point along the

tunnel central line is indicated. IPB is located 5.4 km away from IPA. The lighter grey area is modelled as standard

rock. Note that this model was based on an older version of the FCC-hh lattice.

The muon energy distributions along the tunnel model are shown in Fig. 7.20. From this it is clear that no

muons travel beyond 2.7 km, thus it can be concluded that muon cross-talk should not be an issue at the FCC-hh.
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Figure 7.20: Muon distribution at different positions along the tunnel.

In summary, elastic protons with an energy greater than 49.95 TeV from collisions at IPA nearly all reach

IPB with a spot size similar to the beam. This should result in an emittance growth of the beam. Inelastic pro-

tons, with an energy less than 49.95 TeV pose a greater threat. Only 2 - 9 inelastic protons per bunch crossing

are expected to reach IPB: this is deemed negligible. The losses from inelastic protons in the short straight sec-

tion and dispersion suppressor regions post IPA are of concern. By using two 1 m long TCLD collimators with

INERMET180 jaws, the losses in the DS region after IPA were mitigated. Shower simulations of the inelastic

proton impacts on the first TCLD in cell 8 were performed in order to gauge secondary shower damage on the next

superconducting element, the first quadrupole in the cell. Results show that for baseline parameters the energy de-

position is below the suggested limit, and for the ultimate parameters the addition of a 50 cm long INERMET180

mask would be required to protect the quadrupole coils [140].

Despite high energy muons of up to 20 TeV being created in the pp collisions, it has been shown with

analytical and Monte Carlo methods that muons should not travel far enough through rock or the accelerator tunnel

to reach the subsequent detector [141].

Photons and other charged hadrons in the collision debris are ignored as their rigidity means that they will

not be accepted in the accelerator, and thus cannot be transported to IPB.

7.7 Hardware specification

The hardware specifications for the various insertions are explained in Chapters 2, 3, 4, and 9 and for the arcs in

the Chapter 6. The hardware specification for the whole ring is summarised for the dipoles in Table 7.4, for the

quadrupoles in Table 7.5, for the other multipoles in Table 7.6 and for the dipole correctors in Table 7.7. The total

number of BPMs in the integrated optics is 906 per beam.

Table 7.4: Parameters of dipoles in the whole FCC-hh ring.

Type Number
Coil aperture Max. field Length

Material Type
diameter [mm] [T] [m]

MB 4672 50 16 14.187 Nb3Sn straight

MBA 8 50 13 12.5 Nb3Sn separation

MBB 8 50 13 12.5 Nb3Sn recombination

MBWM 12 50 1 7.764 NC straight

MBRE 8 60 10 15 NbTi recombination

MBRW 16 91 2 11.3 NC recombination

MBW 8 50 2 17 NC separation

MBXB 8 100 12 12.5 NbTi separation

MBXW 16 170 2 11.3 NC separation

The main dipole field quality used for dynamic aperture calculations is given in Table 7.8.

The dipole and quadrupole errors of the main dipole used for the linear correction studies are given in
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Table 7.5: Parameters of quadrupoles in the whole FCC-hh ring.

Type Number
Coil aperture Max. gradient Length

Material
diameter [mm] [T/m] [m]

MCQS 4 50 220 1.6 NbTi

MCQSX 4 50 220 1.6 NbTi

MQ 744 50 360 6.4 Nb3Sn

MQDA 48 50 360 9.1 Nb3Sn

MQE 2 50 220 6.8 NbTi

MQI 2 50 220 6.8 NbTi

MQM 8 50 360 14.3 Nb3Sn

MQML 10 50 360 12.8 Nb3Sn

MQMO 18 50 360 9.1 Nb3Sn

MQR 8 50 360 6.4 Nb3Sn

MQS 96 50 220 0.5 NbTi

MQT 88 50 220 0.5 NbTi

MQTL 48 50 220 2.2 NbTi

MQTLH 12 50 220 6.5 NbTi

MQTLM 12 50 220 2.969 NbTi

MQWA 20 50 50 15.54 NC

MQWB 4 50 50 15.54 NC

MQWC 20 50 50 7.097 NC

MQWD 4 50 50 7.097 NC

MQXA 16 64 270 10.0 Nb3Sn

MQXB 8 64 270 15.0 Nb3Sn

MQXC 8 164 130 14.3 Nb3Sn

MQXD 16 210 105 12.5 Nb3Sn

MQXE 8 210 105 14.3 Nb3Sn

MQY 18 70 200 9.1 Nb3Sn

MQYL 8 50 360 12.8 Nb3Sn

Table 7.6: Parameters of multipoles in the whole FCC-hh ring. The number of elements is given per beam. In

case of single aperture, the number is doubled for the whole machine.

Type Number
Coil aperture

Max. gradient
Length

Material aperture
diameter [mm] [m]

MS 696 50 7000 T/m
2

1.2 NbTi double

MCS 4672 50 3000 T/m
2

0.11 NbTi single

MO 480 50 2.0× 105 T/m
3

0.5 NbTi double

MCD 2336 58 4.3× 106 T/m
4

0.066 NbTi single

Section 7.4. The interaction region magnet field quality is discussed in Chapter 2. The correction of the systematic

b3 at injection and at collision, using spool piece correctors (MCS) at each dipole, is discussed in Section 7.5.

In the presence of MCS misalignment, the resulting rms beta-beating due to feed-down of the systematic b3 to a

random b2 can be a concern. In order to keep this rms beta-beating of the order of 5% (same order due to the

original random b2 reported in Table 7.8), a relation for the relative alignment of the MCS with respect to the

dipole as a function of the systematic b3 value [126] has been derived. The results are shown in Fig. 7.21.

For a systematic b3 component of about 25 units, as reported in Table 7.8, a relative MCS alignment of

about 300 µm is required in order to limit the beta-beating due to feed-down to 5%.
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Table 7.7: Parameters of dipole correctors in the whole FCC-hh ring.

Type Number
Coil aperture Max. field Length

Material
diameter [mm] [T] [m]

MCBCH 1 50 4 2.055 NbTi

MCBEXPH 4 50 4 3.4 NbTi

MCBH 426 50 4 1.2 NbTi

MCBRDH 8 50 4 3.0 NbTi

MCBWH 2 50 NC NC NC

MCBXCH 4 50 4 1.0 NbTi

MCBXDH 4 50 4 1.0 NbTi

MCBXH 4 50 4 2.25 NbTi

MCBCV 1 50 4 2.064 NbTi

MCBRDV 8 50 4 3.0 NbTi

MCBV 422 50 4 1.2 NbTi

MCBWV 2 50 NC NC NC

MCBXCV 4 50 4 1.0 NbTi

MCBXDV 4 50 4 1.0 NbTi

MCBXCHV 4 50 4 1.3 NbTi

MCBXDHV 8 50 4 1.3 NbTi

100



Table 7.8: Main dipole Field Quality: the values are in units of 10
−4

at Rref = 17 mm.

Normal systematic inj b
nS

systematic col b
nS

uncertainty b
nU

random b
nR

3 -25.121 0.1060 0.6680 0.6680

4 0.795 0.3130 0.4670 0.4670

5 5.1700 0.1820 0.2830 0.2830

6 0.6730 0.3470 0.1870 0.1870

7 -1.3300 0.1840 0.1090 0.1090

8 0.4630 0.3750 0.0720 0.0720

9 2.0550 0.5680 0.0470 0.0470

10 0.2210 0.1300 0.0280 0.0280

11 1.0480 1.0500 0.0150 0.0150

12 0.0810 0.0880 0.0100 0.0100

13 -0.2270 -0.2450 0.0050 0.0050

14 0.0260 0.0280 0.0030 0.0030

15 -0.0200 -0.0220 0.0020 0.0020

Skew a
nS

a
nS

a
nU

a
nR

3 0.0000 0.0000 0.7540 0.7540

4 0.0000 0.0000 0.4730 0.4730

5 0.0000 0.0000 0.3290 0.3290

6 0.0000 0.0000 0.0205 0.0205

7 0.0000 0.0000 0.0114 0.0114

8 0.0000 0.0000 0.0690 0.0690

9 0.0000 0.0000 0.0380 0.0380

10 0.0000 0.0000 0.0230 0.0230

11 0.0000 0.0000 0.0150 0.0150

12 0.0000 0.0000 0.0080 0.0080

13 0.0000 0.0000 0.0050 0.0050

14 0.0000 0.0000 0.0030 0.0030

15 0.0000 0.0000 0.0020 0.0020
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Figure 7.21: MCS relative alignment as function of the systematic b3 value at injection, in order to have 5%
residual beta-beating due to feed-down.
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7.8 Alternatives and key R&D

The alternatives are the integrated optics with the alternative triplet in the EIR as described in Chapter 2, or with a

different arc cell (phase advance of 60° instead of 90° or longer cells) as described in Chapter 6.

If the alternative of phase advance of 60° in the arc cells is maintained, a specific correction scheme for

optics with 60° FODO cells should be developed. Studies have shown that the misalignment of Q7 in the EIR is

critical for the beam orbit. Developing a system to improve the alignment of Q7 will relax the constraints on dipole

correctors and matching section to the EIR.
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Chapter 8

Collective effects

8.1 Introduction

Taking into account the experience gained at the LHC, the studies for the FCC-hh focus on collective effects

induced by the beam pipe and other low and high frequency contributions to the impedance spectrum. Electron

cloud buildup and collective effects induced by the cloud have been studied for the detailed pipe design. The

impedance of the beam pipe has been considered in more detail, taking into account the design geometry and

possible coatings for electron cloud mitigation. The contribution to the broadband impedance spectrum from

pumping holes, interconnects and other possible sources have been estimated. Instability growth rates and stability

thresholds have been computed from analytical models and simulation codes (mode coupling and particle tracking

with collective effects) using the impedance database. The simulations include models for the transverse feedback

system as well as Landau damping octupoles. In addition, growth rates and stability thresholds have been estimated

with scaling laws using the LHC as a baseline (Subsection 8.7.1).

The simulations have been applied to various operational scenarios, for example bunch spacing and injection

energies, with and without beam-beam interaction. Transverse feedback, for injection transients and rigid (k=0)

bunch modes together with Landau octupoles for higher-order (k>0) modes should stabilise transverse single and

coupled bunch modes sufficiently. In addition Landau damping by electron lenses and RFQs has been studied in

analytical models and in simulations. Both mechanisms promise stronger Landau damping (also stabilising the k=0

coupled bunch modes), with fewer implications for the dynamic aperture than the baseline octupoles. However,

future simulation and experimental studies will focus on a more detailed comparison of these mechanisms and the

resulting stability boundaries. Compared to electron lenses and RFQs, octupoles still have the advantage that they

will always stabilise the beam, but at the cost of an enlarged transverse emittance.

Simulations of electron cloud buildup have been performed using two simulation tools (PyECLOUD and

openECLOUD). The contribution of residual photoelectrons has been carefully considered in the electron buildup

simulations, which confirm that the beamscreen design will be able to sufficiently suppress photoelectrons enter-

ing the inner part of the pipe and interacting (via space charge forces) with the circulating bunches. Unlike the

pipe impedance, the electron cloud density only depends weakly on the detailed geometry of the pipe. The sim-

ulations indicate, that the amorphous carbon (a-C) coating of the upper/lower parts of the screen will reduce the

SEY sufficiently to lower the electron densities below the instability thresholds. Laser surface treatment for SEY

reduction as well as HTS coating for impedance reductions have been studied, but neither is part of the baseline

scenario. Both of these coatings have the disadvantage of causing increased impedance at high frequencies, with

corresponding TMCI thresholds approaching the design bunch intensities. Intrabeam scattering, relevant on longer

time scales, will be too weak to affect coherent instability thresholds. Transverse space charge effects have also

been ignored, as their effect on the threshold can be neglected for the FCC-hh parameters.

Longitudinal beam stability is ensured by having the RF voltage sufficiently high to prevent the loss of

Landau damping, and by controlled emittance blow-up during the ramp (Section 8.4). The baseline strategy to

ensure transverse beam stability evolves throughout the operational cycle as described below. At injection, a factor

of 3 safety margin in stability is achieved by using both the transverse feedback system and the Landau octupoles

(Section 8.7.2). During the ramp, the impedance increases due to the tighter collimator gaps, nevertheless the

instability growth rates decrease due to the higher beam rigidity. This leads to the lower damping rate required
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from the feedback, however, the octupole current must increase as their stabilising effect falls rapidly with the

energy. As a result, the same factor of 3 in the safety margin is maintained at the top energy before the squeeze

(Section 8.7.3). The negative octupole polarity is chosen as the preferred option for single beam stability and for

the dynamic aperture in the presence of long-range beam-beam effects. However, at this polarity, the long-range

beam-beam effects act against the stabilising effect of the octupoles. To prevent the reduction of beam stability, the

beams are brought into collision early during the squeeze phase at β? = 1.1 m (Section 8.7.4). The safety margin

of stability falls below 3 over a short period of time while bringing the beams into collision, but does not pose a

problem as the instability rise time is much longer than this period. Once in collisions, the beams are stabilised by

the head-on beam-beam tune spread. Similar to the LHC, the transverse feedback is kept on during collisions.

8.2 Electron cloud

Electron cloud mitigation in the FCC-hh relies on suppressing electron cloud build-up by reducing the emission of

both primary and secondary electrons in the regions around the beam. Primary electrons due to photoemission are

reduced by the beamscreen design, which directs the bulk of the synchrotron radiation into a secondary chamber.

Secondary electron numbers are reduced by having surfaces with low secondary electron emission where neces-

sary. In this section, simulation studies of electron cloud build-up and beam stability in the presence of electron

clouds are presented and the requirements for surface treatments and photoelectron suppression are identified.

Except where otherwise mentioned, the studies have been performed with the PyECLOUD code [142, 143], us-

ing a secondary emission model [144–146] parameterising measurements of LHC Cu co-laminated beamscreen

samples [147–149].

8.2.1 Multipacting thresholds

The secondary electron emission yield (SEY) of a surface is defined as the ratio between the impinging and the

emitted electron current, and is a function of the energy and angle of incidence of the impinging electrons. For a

given surface, the maximum value of the secondary emission yield curve (SEYmax) can be used to parameterise

the secondary electron yield of the surface.

The maximum secondary electron yield values above which electron cloud build-up occurs, i.e. the mul-

tipacting thresholds, have been estimated in arc dipoles, quadrupoles and drifts for both injection and collision

energies. Figure 8.1 shows the estimated heat load per beam for the baseline beam option with 25 ns bunch spac-

ing at injection and collision energy. In accordance with the constraints from injection considerations (Chapter 4),

the filling pattern consists of trains of 80 bunches, separated by 17 empty 25 ns bunch slots. The curves in the

figure have been scaled with the fraction of length occupied by each type of element in the arcs, such that the sum

of the curves gives the weighted average heat load in the arcs. The multipacting thresholds are clearly visible in

the figure, and are summarised in Table 8.1. The maximum secondary emission yield is required to be 1.1 in the

arc quadrupoles, 1.5 in the dipoles and 2.0 in the field free regions. Furthermore, even above the multipacting

threshold, i.e. when electron cloud build-up occurs, the heat loads are low compared to the expected heat load from

the synchrotron radiation, see Table 2.1.

8.2.2 Stability threshold

An estimate of the threshold electron density, above which the electron cloud drives single-bunch head-tail instabil-

ities, can be derived by approximating the force that the electron cloud exerts on the beam as a wakefield [150,151].

The density can be written as [152, 153]

ρe,th =
2γQs√

3Qrpβx,yL
, (8.1)

where rp is the classical proton radius, L is the length over which the electron cloud extends and Q is the quality

factor of the wakefield, which is taken to be Q = min(ωeσz/c, 7). Here ωe is the electron oscillation frequency

near the beam centre, which depends on the line density of the bunch λz = Nb/4σz (assuming a uniform longitu-

dinal distribution) and the transverse beam size as follows

ωe =

√

2λzrec
2

σx,y(σx + σy)
, (8.2)

where re is the classical electron radius. Assuming electron cloud along the arcs of the machine, the estimated

density thresholds are 1 × 10
11

e/m
3

at injection energy and 5 × 10
11

e/m
3

at collision energy. These estimates
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Figure 8.1: Heat load per beam as a function of SEYmax in the main arc elements at injection and collision energy.

are independent of the bunch spacing, as long as the beam brightness remains fixed.

The single-bunch stability in the presence of electron clouds has also been studied with macro-particle

simulations, using the PyECLOUD-PyHEADTAIL simulation suite [143]. The stability has been evaluated in

the arc dipoles at injection and collision energies for the baseline beam option with 25 ns bunch spacing, as well

as for an alternative beam option with 5 ns bunch spacing (option 3 in Table 1.2). At collision energy the RF

voltage is set to 32 MV, which gives a somewhat conservative estimate with respect to the baseline RF parameters

given in Section 8.4. The threshold electron densities predicted by the simulations are similar to or slightly higher

than the analytical estimate, around 10
11

e/m
3

at injection and 10
12

e/m
3

at collision energy. To avoid electron

cloud-induced instabilities, the average electron density in the arcs should stay well below these threshold values.

The simulated electron density in the centre of the beam chamber as a function of the maximum secondary

electron yield in the main arc elements is shown in Fig. 8.2, for the baseline beam at injection and collision energies.

As was done for the heat loads above, the curves have been scaled with the fraction of length occupied by each
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Figure 8.2: Central electron density as a function of SEYmax in the main arc elements at injection and collision

energy.

type of element in the arcs, such that the sum of the curves gives the weighted average central electron density

in the arcs. In the quadrupoles, the electron density exceeds the stability threshold whenever the SEY is above

the multipacting threshold. Also in the dipoles the density exceeds the stability threshold when the SEY is large,

whereas below the multipacting threshold the density is well within the tolerance. This shows that, in the absence

of strong primary electron seeding, electron-cloud-induced beam instabilities can be avoided by ensuring that the

SEYmax of the surface is no larger than the multipacting threshold.
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8.2.3 Photoelectrons

In addition to the secondary emission yield, the impact of primary electron emission in the form of synchrotron

radiation-induced photoelectrons has been evaluated. A study of their effect was done with preliminary simulations

using a chamber geometry based on an early design of the beamscreen, where photoelectrons were emitted from

the chamber walls at a rate depending on the angle from the synchrotron radiation impact point. These studies show
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Figure 8.3: Central electron density as a function of SEYmax for varying photoelectron flux in dipoles (left) and

quadrupoles (right) at collision energy. An early version of the beamscreen design from 2015 was used.

that if a significant flux of photoelectrons is induced by the synchrotron radiation, the central electron density can

exceed the instability threshold even in the absence of electron cloud build-up through multipacting. In Fig. 8.3, the

simulated central electron densities at collision energy are shown for different photoelectron fluxes (no significant

photoelectron emission is expected at injection energy). The effect of the photoelectrons can be seen mainly below

the multipacting threshold, where the central electron density increases with increasing photoelectron flux. Based

on these studies, constraints on the photoelectron flux to ensure beam stability were determined and conveyed to

the beamscreen design team. The constraints have been successfully taken into account in the current design where

the photon reflector initially planned at the radiation impact point has been replaced by a saw-tooth surface that

directs the photons into the secondary chamber [154].
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Figure 8.4: Transverse cross-section of the beamscreen showing the local photoelectron flux applied to the cham-

ber in simulations. The fluxes in this example are determined by synchrotron radiation tracking simulations and

photoemission measurements of a Cu co-laminated beamscreen sample [122, 155, 156].

To verify the validity of the updated beamscreen design, simulations with a more accurate photoelectron
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emission model have been implemented. In this model, a local photoelectron flux can be applied to different

parts of the chamber surface with arbitrary spatial resolution. In this way, photoelectron flux distributions based

on synchrotron radiation ray-tracing simulations and photoemission measurements could be used in the build-up

simulations [154]. In simulations of the dipoles and quadrupoles two different photoelectron distributions which

were based on photoelectron yield measurements on co-laminated Cu surfaces and LASE treated surfaces (see

Section 8.8.4) [156] were considered. In the first case, shown in Fig. 8.4, Cu photoemission is assumed on all

the inner surfaces of the beam chamber, while in the other case LASE photoemission is assumed on the areas

most exposed to electron cloud build-up, i.e. on the top, bottom and corners of the inner chamber. Simulated

central electron densities with the two photoemission distributions are shown in Fig. 8.5. The electron density

stays well below the instability threshold in the absence of electron multipacting for both models, confirming that

the beamscreen design efficiently suppresses photoelectron production.
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Figure 8.5: Central electron density as a function of SEY
max

at collision energy using segment-wise photoelectron

emission with Cu and LASE photoelectron yield models.

The effect of photoelectrons has been considered at two different locations in the interconnection regions.

The highest photoelectron flux is expected in the region of the absorber for the synchrotron radiation from the

neighbouring magnets. At this location, the absorber itself is assumed to be LASE treated, whereas Cu photoemis-

sion is assumed for the chamber surfaces. In addition, a location further from the magnets has been studied, where

some of the reflected synchrotron radiation hits the chamber wall, assuming Cu photoemission from the chamber

surface. The simulated central electron densities in the two locations are shown in Fig. 8.6. The electron density

only depends weakly on the SEY, since no multipacting occurs in the interconnection regions for the SEY
max

val-

ues considered. At low SEY
max

, the densities are significantly higher than the corresponding densities estimated

in the arc magnets, although they remain below the estimated instability threshold in both locations.

In addition to the central electron density, electron impingement rates and the average energy of impinging

electrons have been determined based on the segment-wise photoelectron simulations used for estimating the

electron stimulated desorption rates for vacuum stability [154, 155].

8.2.4 Alternative beam options

As discussed in Section 1.9, alternative operation modes with the bunch spacing reduced from the nominal 25 ns

to 12.5 ns or 5 ns together with proportionate changes to the bunch charge and emittance have been considered, in

order to reduce the number of collision events per bunch crossing. Since electron cloud build-up depends strongly

on the bunch spacing and, in addition, the bunch intensity significantly impacts the distribution of the electron

cloud, the studies with the nominal beam cannot be assumed to be representative of the alternative cases. To

evaluate their feasibility, electron cloud effects have also been studied for the alternative beam configurations, in

particular options 1 and 3 in Table 1.2.

Figure 8.7 shows the estimated heat load per beam with the alternative bunch spacings at injection and

collision energy. The bunch trains are assumed to have the same length and total charge as the nominal case, and

thus consist of 400 bunches with 5 ns spacing and 160 bunches with 12.5 ns spacing, respectively. Compared to the

corresponding results for the nominal beam, Fig. 8.1, the multipacting thresholds for the alternative beam options
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Figure 8.6: Central electron density as a function of SEY
max

at collision energy with segment-wise photoelectron

emission in two different locations of the interconnection regions.

are considerably lower. For both alternatives significant electron cloud build-up occurs in the quadrupoles for

SEY
max

= 1.1. The 12.5 ns beam option is the most challenging case, with relatively low multipacting thresholds

also in the dipoles and field-free regions. For both options, the heat loads above the multipacting threshold are

considerably higher than with a 25 ns bunch spacing, although still significantly lower than the expected heat load

from the synchrotron radiation.

The estimated electron density in the centre of the beam chamber with the alternative bunch spacings at

injection and collision energy are shown in Fig. 8.8. In most cases, the central electron density exceeds the

instability threshold whenever SEY
max

is above the the multipacting threshold. In these cases SEY
max

must

not be larger than the multipacting threshold to ensure beam stability. The central electron density above the

multipacting threshold is particularly high with the 5 ns bunch spacing.

The effect of photoelectron emission on the electron cloud build-up has also been studied for the alternative

beam options. As with the 25 ns bunch spacing, two different photoelectron distributions based on photoelec-

tron yield measurements on co-laminated Cu surfaces and LASE treated surfaces were studied for the dipoles

and quadrupoles. The simulated central electron densities with the two photoemission distributions are shown

in Fig. 8.9. Slightly lower central densities are estimated with the LASE photoemission model, however neither

model’s photoemission has a significant impact on the conclusions drawn above.

In the interconnection regions the effects of photoelectrons have been considered in the same two locations

as the 25 ns bunch spacing: the absorber region and a region with reflected synchrotron radiation. The simulated

central electron densities in the two locations are shown in Fig. 8.10. For the 5 ns beam, it is estimated that the

stability threshold is reached in the absorber region even with low SEY due to the photoemission. With 12.5 ns

bunch spacing the central density remains below the estimated instability threshold in both locations.

8.2.5 Mitigation requirements and coating

The surface requirements in terms of maximum secondary electron yield to ensure electron cloud suppression in the

main arc components are summarised in Table 8.1 for all beam options studied. For comparison, an unconditioned

LHC beamscreen surface has an SEY
max

of around 2.0. Under electron irradiation, the surfaces condition to

a lower SEY. In laboratory measurements, the surfaces can be conditioned down to an SEY
max

of around 1.15

[157, 158].

Since electron bombardment occurs naturally in the presence of electron clouds, the beamscreen surfaces

should gradually condition to lower SEY values during machine operation. Such a reduction of the SEY has been

indirectly observed in the LHC through a decrease of the measured heat load on the beamscreen [159]. However,

some heat loads currently measured in the LHC are only compatible with an SEY much higher than expected

from laboratory measurements [160]. This implies that some of the beamscreen surfaces in the LHC cannot be

conditioned to the expected levels, even after several years of operation with significant electron clouds. As long as

this phenomenon is not fully understood, it remains unclear to what extent scrubbing can be relied on for electron
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Figure 8.7: Heat load per beam as a function of SEY
max

in the main arc elements with 5 ns bunch spacing (top)

and 12.5 ns bunch spacing (bottom) at injection (left) and collision (right) energy.

cloud mitigation. Therefore, coating is the preferred strategy for lowering the SEY of the FCC-hh beamscreens.

For the baseline beam option, the maximum secondary emission yields required for electron cloud sup-

pression are moderate and can be achieved with low-SEY surface treatments. An amorphous carbon (a-C) coat-

ing [161], which lowers the SEY to around 0.95-1.05, or LASE surfaces [162, 163], which typically have lower

SEY, would both be sufficient. Due to the lesser impact on the machine impedance (see Section 8.3) a-C is the

baseline coating option. Based on the transverse distribution of the electron cloud in different magnetic fields,

illustrated in Fig. 8.11, the coating should be applied over the top and bottom surface of the beamscreen in dipoles,

whilst in quadrupoles the coating is required on the sides, at 45° to the horizontal plane. In the field-free regions

the SEY required is sufficiently high that no dedicated coating is necessary. For the alternative beam options, the

multipacting thresholds are considerably lower. In particular, in the quadrupoles, SEY
max

may need to be kept

no larger than 1 for these beam options. This could be achieved by high performance a-C coatings, or LASE

surfaces. In addition in the field free regions, a surface coating or other mitigation measures, e.g. solenoid fields or

electron-clearing electrodes, should be considered.
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Figure 8.8: Central electron density as a function of SEY
max

in the main arc elements with 5 ns bunch spacing

(top) and 12.5 ns bunch spacing (bottom) at injection (left) and collision (right) energy.
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Figure 8.9: Central electron density as a function of SEYmax at collision energy with segment-wise photoelectron

emission with Cu and LASE photoelectron yield models with 5 ns bunch spacing (top) and 12.5 ns bunch spacing

(bottom) in dipoles (left) and quadrupoles (right).
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Figure 8.10: Central electron density with segment-wise photoelectron emission in two different locations of the

interconnection regions with 5 ns bunch spacing (left) and 12.5 ns bunch spacing (right).
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Table 8.1: Multipacting thresholds for electron cloud build-up in the arc elements at injection and collision energy.

Arc element 25 ns 12.5 ns 5 ns

injection / top energy injection / top energy injection / top energy

Dipole 1.5 / 1.5 1.1 / 1.1 1.5 / 1.5

Quadrupole 1.1 / 1.2 1.0 / 1.0 1.1 / 1.0

Drift 2.0 / 2.0 1.3 / 1.3 1.6 / 1.6

Figure 8.11: Electron cloud distribution with the nominal beam in a dipole (left) and quadrupole (right) for an

early version of the beamscreen design.
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8.3 Beam coupling impedances

The FCC-hh impedance model includes the monopole longitudinal impedance Zz(f) and the dipolar transverse

impedances in the horizontal and the vertical planes Zx(f), Zy(f). The total impedances Zz and Zy (the most

critical transverse plane) are shown in Fig. 8.12 at the injection energy (3.3 TeV) and the collision energy (50

TeV). For the dipolar impedances, contributions of different elements are weighted by their ratio of their local

β-functions to the smooth approximation β: βref
x,y = C/(2πQx0,y0), where C is the circumference and Qx0,y0 are

the unperturbed horizontal and vertical betatron tunes.
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Figure 8.12: Total FCC-hh impedances as functions of frequency.

8.3.1 Beamscreen: resistive wall, without e-cloud coating

The beamscreen which occupies 86% of the collider circumference, separates the particle beam from the magnet

cold bore in the long and the short arc sections. Its walls are made of stainless steel (grade P506, resistivity

6× 10−7 Ωm), with the sides facing the beam co-laminated with a 300 µm thick layer of copper. The copper layer

is assumed to have an RRR of 70, similar to the LHC beamscreen (see Ref. [164], p.185). Note that it would

be possible to have purer copper with an RRR of 100. The temperature of the beamscreen walls is set to 50 K,

resulting in a resistivity of 7.5 × 10−10 Ωm for the the copper in the absence of an external magnetic field. The

resistivity increases with the dipole magnetic field according to Kohler’s rule [165], becoming 7.9 × 10−10 Ωm

at injection and 1.4 × 10−9 Ωm at the top energy. The impedance of the two-layer walls is calculated with

the ImpedanceWake2D [166] code for a circular pipe with a radius of 12.22 mm - the vertical aperture of the

beamscreen. Then, form factors are applied to account for the non-circular cross-section: Fx = 0.45, Fy = 0.83,

Fz = 0.82, as estimated with the CST wakefield solver [167]. Finally, the dipolar impedances are weighted with

the average β-functions in the arc FODO cell. However, the transverse impedance for the complex beamscreen

geometry can be calculated using a frequency domain solver BeamImpedance2D [168].

In the current design the copper coating is absent on some walls which do not face the beam but nevertheless

affect the impedance due to the non-zero surface electromagnetic fields. In particular, at the edges of the slit, a

small area of uncoated stainless steel is exposed, which affects the dipolar impedance in the horizontal plane.

Several solutions to this issue exist, including re-shaping the edge or applying a thin copper coating. The latter

option is possible using cold or plasma spraying. However, the copper applied by this method is likely to have

different properties to the co-laminated one, leading to increased impedance, which in turn, affects the collective

effects. The current impedance estimate does not include the potential increase due to the exposed stainless steel

region.

113



8.3.2 Beamscreen: coating for electron cloud mitigation

A coating is applied to the inner surface of the beamscreen in order to prevent an electron cloud build-up by

reducing the secondary emission yield (SEY) of the surface. In the current impedance model, an amorphous carbon

coating is assumed. This material has a low secondary emission yield δmax and a relatively weak effect on the

machine impedance [169]. The thickness of the a-C coating required to decrease the SEY below 1 is approximately

30 nm, corresponding to 100-150 carbon monolayers [170]. The thickness and the resistivity of the coating are

assumed to be 200 nm, and 10−4 Ωm, respectively. Such a thickness is sufficient to avoid the electron clouds in the

beam pipe and will not have a large impact on the TMCI threshold, and at the same time it avoids roughness of the

material. The method above is used to find the resistive wall impedance of the beamscreen, after the extra layer of

coating has been added. Subtracting the impedance of the uncoated beamscreen gives the impedance contribution

of the coating. In the frequency range of interest, the coating impedance is purely imaginary and is independent of

the exact value of the resistivity. In case of applying a titanium-nitride layer of the same thickness the impedance

will be the same. The longitudinal impedance is proportional to the frequency, and the transverse impedance is

constant with frequency.

Alternatively, a laser treatment of the beamscreen surface can be used if the impedance increase is found

acceptable. This option is discussed further in Section 8.8.4.

8.3.3 Beamscreen: pumping holes

Pumping holes connect the space inside the beamscreen to the outer region from where the air is pumped out.

The novel design of the beamscreen significantly reduces the impedance of the pumping holes by shielding them

from the beam. The complexity of the beamscreen geometry prevents the use of analytical methods to estimate the

impedance of the holes. In order to estimate the broadband dipolar impedance of the holes, numerical simulations

were carried out accounting for travelling waves synchronous with the beam [6]. If the slit width is artificially

increased, the impedance becomes high enough to be simulated with the time-domain wakefield solver of CST.

Both the travelling wave result and the extrapolation to the actual slit width of the time-domain results show that the

integrated effect of all the holes amount to less than 0.1 MΩ/m of broadband dipolar impedance in the horizontal

plane. The real part of the longitudinal impedance can potentially lead to an excessive heat loss in the cold bore,

but is expected to also decrease rapidly with the slit width.

8.3.4 Warm beampipe: resistive wall

The warm beampipe is the vacuum chamber of varying cross-section that surrounds the particle beam in the straight

sections (outside of the arcs). The resistive impedance is calculated by using the thick-wall formula that applies in

a sufficiently wide frequency range, and weighting the impedance of each section with the local β-function [171].

At injection, the most critical contributions come from the extraction insertion, PD, and the collimation insertion,

PJ. At the top energy, the main experiment insertions PA and PG, dominate due to the high β-functions.

8.3.5 Collimators: resistive wall

Jaws of collimators and protection devices have a significant impact on the overall impedance model due their

proximity to the beam (half-gap on the order of 1 mm for the ‘squeezed’ settings). The jaws of all primary

collimators and the first secondary collimator in the betatron-cleaning section are made of CFC to sustain the

high heat load. Jaws of all other secondary collimators are made of molybdenum-graphite with a 5 µm thick pure

molybdenum coating in order to reduce their impedance. The resistive impedance is calculated with the code

ImpedanceWake2D. For each collimator, the dipolar impedances are rotated by the angle of the collimator position

in the x− y plane and weighted with the local β-functions.

8.3.6 Collimators: geometrical impedance

The geometrical impedance of the collimators is associated with the taper transitions from the beam pipe to the jaws

(two tapers per collimator). To find the low-frequency broadband impedances, approximate analytical formulas for

rectangular tapers [172] are used. Similar to the LHC collimators, the tapers are assumed to be 97 mm long, 70 mm

wide, and to have a 17.6 mm step in the plane of collimation. The broadband resonator model (see Ref. [164],

p.71) is used to extrapolate the low-frequency impedances to the full frequency range. The resonance is assumed

to have a very low quality factor (Q = 1) and is placed at the beampipe cut-off frequency. For each collimator, the
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dipolar impedances are rotated by the angle of the collimator position in the x − y plane and weighted with the

local β-functions.

8.3.7 Interconnects: geometrical impedance

The arc FODO cell consists of 12 cryodipoles and 2 short straight sections containing quadrupoles and other

magnets. Thus, each FODO cell contains 14 interconnects between the cryo-modules, with a total number of 5516

interconnects in the ring. Each interconnect has tapers that transform the complex beamscreen shape to a circle

on both sides such that the two sides can be connected with RF fingers. Unlike in the LHC, such a transformation

involves an abrupt change in the cross section, although only behind the shielding. Additionally, the upstream taper

is made of the taper-down and the taper-up parts to form a barrier that prevents the intense synchrotron radiation

from hitting the RF fingers. The low-frequency broadband impedances of the tapers are simulated with the CST

Wakefield Solver [167]. The low-frequency impedances are extrapolated to the entire frequency range using the

broadband resonator model, similar to the impedance of the collimator tapers (see above). The dipolar impedances

are weighted with the average β-functions at the location of the interconnects, which are approximately equal to

the average β-function in the arcs.

8.3.8 400 MHz RF cavities

The frequencies, shunt impedances, and damped Q-factors are assumed to be that of the LHC cavities. The shunt

impedances for one 4-cell module [173] were multiplied by 6, assuming that 24 cells are needed to provide 48

MV of RF voltage. The fundamental mode at 400.79 MHz is not considered in the impedance model, except for

its contribution to the broadband longitudinal impedance (broadband resonator model with Q = 1 is used). The

dipolar impedances are weighted with the average β-functions for the two groups of cavities.

8.3.9 Crab cavities

Eigenmode data for the WOW crab cavities is used, containing 6 modes: two monopole modes at 667 MHz and

827.2 MHz, three dipole modes in the deflecting plane at 400.0 MHz, 638.3 MHz and 1276 MHz, and one dipole

mode in the non-deflecting plane at 643.8 MHz. The fundamental ‘crabbing’ mode 400.0 MHz is only included

in the model with its broadband contribution (broadband resonator model with Q = 1 is used). The number of

cavities is assumed to be 24, with half of the cavities crabbing in the horizontal plane, half in the vertical plane.

The dipolar impedances were weighted with the average β-functions at the location of the cavities. Unlike for

the 400 MHz RF cavities, the β-functions at the locations of the crab cavities vary strongly between the injection

settings and the collision settings, making the impedance of the crab cavities energy-dependent.

8.3.10 Distribution of the dipolar impedance by the elements

Distribution of the weighted dipolar impedance over the different elements is shown in Fig. 8.13. Two frequency

ranges are distinguished: the kHz range driving the coupled bunch instabilities (the left side of the graphs), and

the GHz range driving the single bunch instabilities (the right side of the graphs). The growth rate of the coupled

bunch instability is dominated by the resistive wall impedance of the beamscreen both at injection and at the top

energy. As far as the single bunch instabilities are concerned, the situation varies according to the energy. Namely,

at injection, the growth rate and the real tuneshift of the head-tail modes are dominated by several elements, among

which the beamscreen coating is an important contributor. At the top energy, the collimator impedance dominates

(consisting of both the resistive and the geometrical parts) due to the squeezed collimator settings.

8.3.11 Effective dipolar impedances

Effective impedances are defined for the head-tail mode with the azimuthal and the radial indexes k = 0, q = 0 at

zero chromaticity, similar to what was done for the LHC ( [17] pp 98 - 101). The effective impedances facilitate a

comparison of contributions of the different elements, and provide rough estimates of the stability margins (actual

stability simulations will follow in Section 8.7). For each machine element placed at a location with betatron

functions βx,y , and characterised by the dipolar coupling impedances Zx,y , the effective coupled bunch impedance

is defined as

Re
(

Zx,y

)CB

eff
=

βx,y

βref
x,y

k=∞
∑

k=−∞

Re
(

Zx,y(ωk)
)

h0,0(ωk), (8.3)
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Figure 8.13: Dipolar impedance distribution by element (y-plane).

where the sum is done over the frequency lines ωk = (frac
[

Qx0,y0

]

− 1 + kM)Ω0 for the most unstable coupled

bunch mode number ncb = −(int
[

Qx0,y0

]

+1). Here h0,0(ω) = e−(ωτb/4)
2

is the head-tail mode power spectrum

for the Gaussian bunch shape, M is the total number of bunches in the ring, Ω0 = 2πfrev is the angular revolution

frequency, τb is the 4σ bunch length in seconds.

Similar to the coupled bunch case, for an element with βx,y and Zx,y the single bunch effective impedance

is defined as as

Im
(

Zx,y

)SB

eff
=

βx,y

βref
x,y

∑k=∞

k=−∞
Im

(

Zx,y(ωk)
)

h0,0(ωk)
∑k=∞

k=−∞
h0,0(ωk)

, (8.4)

where in this case the summation is done over the frequency lines ωk = (k + Qx0,y0)Ω0. Both the coupled-

bunch and the single bunch effective impedances are shown in Table 8.2. For comparison approximate instability

thresholds are also listed, also estimated at zero chromaticity (some numbers differ slightly from those listed in

Refs. [174] and [1] due to the adjusted damper strength). For the coupled bunch threshold, the strongest possible

feedback damping rate of 20 turns (injection) and 150 turns (top energy) are assumed. For the single bunch

threshold, an RF voltage of 12 MV (injection) and 32 MV (top energy) are assumed.
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Table 8.2: Effective transverse coupled bunch (CB) and single bunch (SB) impedances for the rigid mode (k = 0)

at zero chromaticity. Impedances in the most critical (vertical) plane are shown.

Source of impedance Re
(

Zy

)CB

eff
[MΩ/m] Im

(

Zy

)SB

eff
[MΩ/m]

injection / top energy injection / top energy

Resistive impedance of beamscreen (no coating) -940 / -1610 3.4 / 4.5

Beamscreen coating Negligible 1.1

Pumping holes Negligible ≤0.1

Resistive impedance of warm beam pipe -100 / -400 0.4 / 1.5

Resistive impedance of collimators -30 / -150 1.0 / 34.5

Geometrical impedance of collimators Negligible 0.9 / 11.9

Interconnects Negligible 2.4

RF cavities Negligible Negligible

Crab cavities Negligible Negligible / 0.5

Total -1070 / -2160 9.2 / 56.5

Instability threshold -4070 / -8230 35 / 220

8.4 RF and longitudinal effects

The beam and machine parameters that are directly relevant to the design of the RF system are given in Table 8.3.

The minimum bunch spacing of 5 ns defines the maximum bucket length and gives the lower limit of the RF

Table 8.3: Main ring and beam parameters.

Parameter Unit Value

Circumference km 97.75

Energy (injection/collision) TeV 3.3/50

Transition gamma 99.33

Energy loss per turn at 50 TeV MeV 4.67

Longitudinal emittance damping time at 50 TeV h 0.54

Bunch spacing ns 25 (5)

4σ bunch length at 50 TeV ns 1.07

Bunch intensity ppb 1.0× 1011

frequency of 200 MHz. The bunch length during physics of 1.07 ns limits the maximum RF frequency to 400

MHz, which corresponds to a 2.5 ns bucket length. Landau damping provides single bunch stability if the following

criterion is satisfied [175, 176]

ImZ/n < (ImZ/n)th =
F |η|E
e2Nbβ

2

(

∆E

E

)2
∆fs
fs

τb , (8.5)

where ImZ/n and (ImZ/n)th are the inductive longitudinal impedance and its threshold value, respectively. F
is the form factor defined by the particle distribution in the bunch (in the LHC, the experimentally determined

value is F = 0.43 [177]), η = 1/γ2
t − 1/γ2

is the slip factor, γt is the transition gamma, ∆E is the half bunch

energy spread (approximately twice RMS energy spread), E is the energy of a synchronous particle, and ∆fs
is the full synchrotron frequency spread. For constant bunch length the threshold longitudinal impedance scales

approximately as [178]

(ImZ/n)th ∝ V f3
rfτ

5
b . (8.6)

where frf is the RF frequency. It shows that, for stability of a bunch with the same length, about 8 times more RF

voltage is required in a 200 MHz RF system than in a 400 MHz RF system. Thus the RF frequency of 400 MHz

was chosen. The synchronisation with injectors sets the harmonic number h = 130680 [85].

The minimum RF voltage and the longitudinal emittance εz at 50 TeV are defined by single bunch stability.

In Fig. 8.14 the threshold values of inductive impedance at flat top are shown as a function of bunch length for
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different RF voltages together with ImZ/n = 0.2 Ω assumed as impedance budget of FCC-hh (in the LHC, the

calculated and measured ImZ/n = 0.09 Ω [177]). The RF voltage of 42 MV provides the stability of bunches

with the expected ±5% bunch length spread as the threshold curve crosses the impedance budget value at 95% of

the design bunch length. In the previous calculations [86] the form factor F = 1 was used and 32 MV RF voltage

was sufficient to prevent the transverse mode coupling instability (TMCI) which is shown in Fig. 8.15. In the

present situation with higher RF voltage the transverse stability is further improved. The threshold impedance,
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Figure 8.14: Threshold for the loss of Landau damping as a function of bunch length for Nb = 1.0 × 1011,

F = 0.43, and different RF voltages. The horizontal dashed line is the impedance budget of 0.2 Ω. The vertical

dashed line is the design bunch length at 50 TeV. The grey region is ±5% bunch length spread.
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Figure 8.15: Threshold for the transverse mode coupling instability as a function of bunch length for Nb =
1.0× 1011 and different RF voltages. The horizontal dashed line is the 3 times effective impedance at 50 TeV (see

Table 8.2). The vertical dashed line is the design bunch length. The grey region is ±5% bunch length spread.

118



(ImZ/n)th, which corresponds to loss of Landau damping, strongly depends on the longitudinal bunch emittance

(to the power 2.5). During physics, emittance would be quickly reduced by synchrotron radiation damping with

a characteristic time of half an hour. For the given parameters this means that controlled emittance blow-up is

needed to maintain longitudinal beam stability and an additional 800 MHz RF system might be beneficial for this

purpose [179].

The choice of RF and beam parameters at the FCC injection energy of 3.3 TeV is more flexible but there

are the following constraints which should be taken into account:

– The present LHC RF system can provide up to 16 MV RF voltage.

– The length of bunches injected in the FCC-hh should be below 1.6 ns to avoid capture losses due to injection

errors (similar to the LHC and HL-LHC).

– The longitudinal beam stability should be maintained for ImZ/n = 0.2 with margins for ±5% bunch length

spread.

Having the same bucket area at the LHC extraction and the FCC injection will minimise the mismatch of injected

bunches (but leaves no space for energy errors). The half bucket height is [180]

∆EB =

√

2β2EeV

πh|η|

∣

∣

∣

∣

cosφs −
π − 2φs

2
sinφs

∣

∣

∣

∣

, (8.7)

where φs is the synchronous phase. Thus the ratio V/ (h|η|) should be the same for both machines as synchrotron

radiation is negligible at 3.3 TeV and φs = π. For the maximum RF voltage in the LHC (16 MV) with γt = 53.65
and h = 35640 the corresponding matched voltage in the FCC is 17 MV. For this voltage, beam stability at

injection requires the 1.3 ns long bunches (taking into account ±5% bunch length spread (see Fig. 8.16)). Similar

calculations show that for the maxim bunch length (1.6 ns) at injection, the required matched RF voltage is 7 MV.

For the moment 12 MV RF voltage is chosen, but further optimisation can be done if required.
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Figure 8.16: Threshold for the loss of Landau damping as a function of bunch length for Nb = 1.0 × 1011,

F = 0.43, and different RF voltages at 3.3 TeV. The horizontal dashed line is the impedance budget of 0.2 Ω. The

vertical dashed lines at 1.3 ns and 1.6 ns are the bunch lengths required for beam stability for 17 MV and 7 MV,

respectively. The grey regions are ±5% bunch length spreads.

The proposed 20 minute momentum ramp from 3.3 TeV injection energy to 50 TeV consists of parabolic,

linear, and again parabolic parts with 10%, 80%, and 10% of the total energy increase, respectively (see the left-

hand plot in Fig. 8.17). The controlled emittance blow-up with longitudinal emittance εz ∝
√
E is required for

longitudinal beam stability during the cycle [178]. The maximum voltage during the ramp will depend on the
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filling factor in energy q = ∆E/∆EB , the ratio of the half bunch energy spread to the half bucket height. Based

on LHC experience, q < 0.9 is required to avoid particle losses from the bucket. The maximum RF voltage is about

48 MV for maximum q = 0.85 (the right-hand plot in Fig. 8.17) and the longitudinal beam stability is maintained

as the calculated threshold impedance is higher than the assumed impedance budget of 0.2 Ω (see Fig. 8.18). To

provide this RF voltage an installation of at least 24 single-cell cavities that operate with minimum voltage of 2

MV/cavity is required.
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Figure 8.17: Left: energy evolution during the acceleration in the FCC-hh. Right: corresponding voltage pro-

gramme. The dashed lines separate different parts of the momentum ramp: (i) the parabolic, (ii) linear, and (iii)

parabolic parts.
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Figure 8.18: Threshold for the loss of Landau damping during acceleration for Nb = 1.0 × 1011, F = 0.43, and

q = 0.85. The horizontal dashed line is the impedance budget of 0.2 Ω.

The maximum generator power calculated for the case of half-detuning beam loading compensation

scheme [181] and q = 0.85 is about 500 kW/cavity (see Fig. 8.19). This scheme was used in the LHC until 2014

and then a power saving algorithm (the LHC full detuning) was implemented [182]. The FCC-hh ramp requires

larger energy gain per turn compared to the LHC ramp which results in significant deviation of the synchronous

phase from π. Optimisation of the power consumption in the FCC-hh is ongoing [183].
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Figure 8.19: Evolution of the generator power and synchronous phase for the half-detuning beam loading com-

pensation scheme during the momentum ramp shown in Figure 8.17 for q = 0.85.

Finally, relevant parameters at flat bottom and flat top are summarised in Table 8.4.

Table 8.4: RF and longitudinal beam parameters.

Parameter Unit Flat bottom energy Flat top energy

Emittance eVs 2.3 10.2

RF voltage MV 12 42

4 σ bunch length ns 1.42 1.07

Relative energy spread (twice RMS) ±3.25× 10−4 ±1.24× 10−4

Synchrotron tune 2.77× 10−3 1.33× 10−3

Bucket filling factor in energy 0.78 0.68

8.5 Feedback performance

Figure 8.20: Schematic picture of the main components of a transverse feedback system.

Transverse feedback systems are used in the FCC-hh for injection oscillation damping and stabilisation

of transverse coherent beam instabilities. A schematic picture of a transverse feedback system is presented in

Fig. 8.20. Beam oscillations are measured with pickups. As in similar large accelerators, correction kicks are

applied one turn after the pickup readings due to the finite signal processing time. The correction for the betatron

motion during signal processing, as well as power amplifier and kicker phase errors are compensated through

digital signal processing. Finally, the correction signal is fed to the kickers through the power amplifiers.

The history of transverse feedback systems at CERN goes back to the late 1960s [184, 185] and they are

currently in operational use in all of the synchrotrons of the CERN accelerator complex [186]. Most of these
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systems were originally designed for injection oscillation damping, but recently they have also been used for

coupled bunch instability damping during all the beam cycle phases including collisions in the LHC.

The FCC-hh sets new challenges both in terms of injection oscillation damping and instability mitigation.

Due to the higher injection energy, the kick strength required for injection oscillation damping is higher than in

any existing system. On the other hand, after the injection error damping, the kick strength required for instability

mitigation is orders of magnitude lower, but challenges arise from beam dynamics. The coupled bunch instability

(CBI) growth rate in the FCC-hh is significantly higher than in the LHC and its mitigation relies on the transverse

feedback system in all operation phases from injection to collision.

Because of the different requirements for the injection oscillation damping and instability mitigation, feed-

back performance for these scenarios are studied separately in Sections 8.5.1 and 8.5.2. Studies for the different

operational schemes and possible future investigations are discussed in Sections 8.5.3, 8.5.4 and 8.8.5.

All the results presented in this section are based on multibunch macroparticle simulations with the Py-

HEADTAIL simulation code [187], which was optimised for multibunch simulations [188]. Transverse feedback

system models were implemented with a new PyHEADTAIL module originally developed for these studies [189].

The accelerator parameters used in the simulations are described in Section 1.1. In order to take into account

uncertainties and safety margins, a beam intensity 3 × 1011 protons per bunch is used instead of the design value

1 × 1011. The September 2019 version of the impedance model (see Section 8.3) and the 3.3 TeV filling scheme

(see Section 4.2) were included in the simulations.

The transverse feedback system models applied are based on the LHC transverse feedback system (ADT)

including signal processing steps described in Refs. [190, 191]. The FCC-hh baseline system is the LHC ADT

system scaled to 2.35 MHz cut-off frequency because of the shorter injection gaps (425 ns vs. 975 ns). The scaling

of the simulation model included the phase linearisation FIR filter and the final analogue lowpass filter representing

bandwidth limitations of the power amplifiers and the kicker structures.

In addition to the 2.35 MHz baseline model, the direct LHC ADT transverse feedback model (fc = 1 MHz)

was used in the coupled bunch instability simulations. The damping of the coupled bunch instabilities is sensitive

to the exact frequency response above the cut-off frequency which depends on the final technical design. The direct

LHC ADT model gives flexibility for the final technical design providing sufficient damping for the FCC-hh but

also allowing improvements.

8.5.1 Emittance growth due to injection dipole errors

Due to the imperfections in the beam transfer and injection to the FCC-hh, the beam is injected with an offset.

Without active damping this offset, together with non-linearities, would cause beam emittance growth. The most

significant non-linearities are from chromaticity and octupoles in the transverse plane and from the RF-system in

the longitudinal plane. Although these may not cause transverse emittance growth alone, when they interplay they

can contribute to growth.

The FCC-hh specified limit for injection emittance growth is below 5% growth of the 2.2 µm normalised

bunch emittance when the beam is injected with less than 0.5 mm ripple amplitude together with less than 0.5 mm

DC offset at βinj=700 m. Emittance growth of the specified oscillation limits are studied as a worst case scenario

together with options of the 20 turn and 40 turn active damping time.

The baseline transverse feedback system for the FCC-hh is a scaled version of the LHC ADT. The band-

width requirements for the injection oscillation damping come from the batch spacing between the injections and

the main frequency component of the MKI kicker ripple. The injection batch spacing on the FCC-hh is 425 ns

which scales the LHC feedback system (0.975 µs batch spacing) from 1 MHz to 2.35 MHz.

Typical bunch-by-bunch emittance growths for the injected batch are presented in Fig 8.21 for 12 MV RF

voltage and Q
′
=14. In the worst case scenario of a 1 mm flat injection error, the emittance growth is virtually con-

stant in the middle of the batch and only larger for the few bunches on the edges of the injected batch. The MKI

magnet ripple model for the injection error (0.5 mm ripple amplitude and 0.5 mm DC offset) gives significantly

lower average emittance growth than the flat offset. This is because the MKI kicker ripple decays in approximately

400 ns therefore only affecting the first 16 bunches and the DC component of the offset is only 0.5 mm. However,

in reality, the MKI power supply imperfection might also have a contribution which is not included into the sim-

ulations. Therefore, the flat 1 mm injection error is used in the more detailed studies for the operational margins

for the chromaticity and octupoles. More information about the MKI kicker system of the FCC-hh can be found in

Chapter 4.
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Figure 8.21: Bunch by bunch emittance growth from the injection for the injected and adjacent batches. A

constant 1 mm injection error together with the 2.35 MHz scaled LHC damper model is used for damping times

from 10 turns to 160 turns. A total 1 mm oscillation amplitude (DC + ripple) is used for the simulation with the

MKI ripple.

Figure 8.22: a) Injection emittance growths on the edge and the middle of the injected batch as a function of

chromaticity without octupoles. b) Injection emittance growths on the middle of the injected batch as a function of

octupole current for different chromaticities. A 1 mm flat injection error was used in all simulations.

In practice, the FCC-hh will be operated with chromaticity and octupoles during injection. The operational

ranges allowed for these imperfections have been scanned in Fig 8.22 by assuming the flat 1 mm injection offset.

Chromaticity up to 14 units is acceptable if the accelerator is operated without octupoles and a larger emittance

is allowed for the edge bunches. Operating with both chromaticity and octupoles, octupole currents from 7 A

(Q
′
=10) to >20 A (Q

′
=0) can be applied while keeping the emittance growth within specifications. These values

are the worst case scenario for the option of the 40 turn damping time with the 1 mm flat offset. The majority of

the bunches have only 0.5 mm offset, if the specified 0.5 mm injection ripple affects only a few first bunches as

with the MKI kicker ripple in Fig 8.22. The operational margins with 0.5 mm flat offset for most of the bunches are

at least two times larger, if over 5% emittance growth is allowed for a few bunches. Furthermore, the operational

margins can be increased more by decreasing damping time with a stronger kicker system or active gain control

on the damping.

In some alternative FCC-hh schemes for the baseline (e.g. with the lower injection energy) the coupled

bunch instability growth times are shorter than the baseline damping time for the injection oscillations. In these

cases simulations imply that faster damping time is only required for coupled bunch instability stabilisation below

a certain small oscillation amplitude. This kind of faster damping for small amplitude oscillations can be imple-

mented without stronger (larger) kicker structures by simply using dedicated digital signal processing or a separate

weak feedback system for coupled bunch instabilities.

All these studies suggest that the LHC ADT damper system scaled to 2.35 MHz is sufficient as a baseline

for the FCC-hh. However, it is worth noting that separate feedback systems for injection oscillation damping and
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coupled bunch instability mitigation could allow further optimisation of the system size and performance. For

example, separate systems would allow feed-forward damping of injection oscillations with possibly more flexible

solutions and replacement of the baseline tetrode amplifier technology.

Feed-forward signal processing is possible because once a beam has been injected into a synchrotron and

injection oscillations have been measured from the first turn, digital signal processing allows relatively high accu-

racy predictions for the transverse momentum corrections in the following turns. This means that the correction

waveforms can be optimised for every injection in order to minimise the emittance growth for each bunch. There-

fore, the overall performance can be achieved with a variety of technologies, for example, by combining non-linear

or saturated amplifiers or power sources generating discrete kicks (e.g. capacitor banks) as a part of the system.

8.5.2 Coupled bunch instability damping

Figure 8.23: Theoretical growth rates for the coupled bunch instability modes in the FCC-hh with every bucket

filled (13068 bunches). The modes where growth rates are lower than the damping rates of the plotted transverse

feedback models are stable.

The baseline mitigation for the fastest growing (lowest frequency) coupled bunch instability modes relies

entirely on the transverse feedback system. The higher order modes are mitigated by the combination of the

transverse feedback system and Landau damping (octupoles, electron lenses and/or RF quadropoles).

In theory, stabilisation of the coupled bunch instabilities with a transverse feedback system can be studied

analytically by assuming that every beam bucked is filled. This is presented in Fig. 8.23, where theoretical growth

rates for the coupled bunch instability modes are plotted together with the frequency responses of the transverse

feedback models. The fastest growing instability modes can be damped with very low damper bandwidth, while

the damping of the high frequency modes is very sensitive to the exact frequency response of the feedback system

above the cutoff frequency.

Without a feedback system, the PyHEADTAIL simulations give 24.6 and 184 turns coupled bunch insta-

bility growth times at injection and top energies respectively. For an ideal bunch-by-bunch feedback system, the

feedback damping time required would correspond to the growth time of the fastest coupled bunch instability

mode. In practice, the finite bandwidth signal processing chain of the feedback system together with the filling

pattern cause deviations from these theoretical values. Therefore, passband damping times which correspond to

the damping time of a smooth sinusoidal signal at the passband frequency range of the feedback system are used

in this section. In other words, a passband damping time corresponds to an operational set value of feedback gain,

which together with a maximum oscillation amplitude sets technological requirements for the kicker system and

the damper loop stability.

The simulations for the transverse feedback system performance included realistic models for the accelera-

tor, the filling pattern and the feedback system. The performance criterion for the feedback system is set to stabilise

the entire frequency range of the coupled bunch instabilities. In order to keep a connection to the working systems,

the direct model of the the LHC transverse feedback system (ADT) (fc =1 MHz, total bandwidth 20 MHz) is used

in the simulations
1
. This choice gives realistic frequency response above the cut off frequency and also ensures

that the experience from the LHC/HL-LHC operations is straightforwardly applicable to the FCC-hh. However, it

1
The current LHC ADT system and the FCC-hh baseline system use established tetrode amplifier technology, the future
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is worth noting that a system with a higher cut-off frequency and at least similar response above the cut-off is also

sufficient, e.g. the 2.35 MHz FCC-hh baseline transverse feedback system.

Figure 8.24: Coupled bunch instability growth rate as a function of feedback set gain for different chromaticities

at 3.3 TeV and 50 TeV beam energies. Results for the horizontal plane are plotted in blue and for the vertical plane

in orange.

Figure 8.25: Single bunch damping times as a function of the damper gain set value and tune deviation. The red

area is unstable.

The feedback performance for coupled bunch instability damping is evaluated by simulating CBI growth

rate as a function of passband feedback gain and chromaticity. The results for the direct LHC ADT damper model

are presented in Fig. 8.24 for the 3.3 TeV injection and 50 TeV collision energies. The transverse feedback system

similar to the LHC ADT system is able to stabilise coupled bunch instabilities when the passband damping time

is below 30 turns at the injection energy and below 100 turns at the collision energy. Chromaticity and the damper

cutoff frequency (1 MHz vs 2.35 MHz) do not have significant effects on the required damping times when the

frequency response above the cutoff frequency follows the characteristics of the LHC ADT system.

The operational margins for gain variations and tune acceptance have been studied by simulating single

bunch injection damping times and full beam CBI growth rates as a function of damper gain and tune error.

Simulations imply that the CBI stability approximately follows the contours of the single bunch injection damping

times presented in Fig. 8.25. If 30 turn passband damping time is required, the LHC ADT signal processing allows

±0.02 tune variation and set gain variation between 5–30 turn damping time. It is worth noting that the operational

margins can be significantly affected and improved with digital filters.

availability of which is uncertain. Replacement technology with solid state amplifiers might lead to different characteristics

above the cutoff frequency. The detailed characteristics of the system depend on the final amplifier and kicker design.
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All the simulations imply that a feedback system similar to the LHC ADT system is able to stabilise coupled

bunch instabilities both during injection and at top energy in the FCC-hh.

8.5.3 Operation with 5 ns or 12.5 ns bunch spacings

The nominal bunch spacing in the FCC-hh is 25 ns. Alternative options are 5 ns or 12.5 ns, which would, for

example, relax the single bunch instability thresholds and reduce pile-up density in the experiments.

The requirements for injection oscillation damping are predominantly determined by the gaps between the

injections and the injection offset, which do not depend on the bunch spacing. However, the smaller transverse

emittance would increase the injection oscillation amplitude in the units of bunch transverse sigmas. It requires

shorter damping times and subsequently a stronger kicker system, if the specification limits for the injection emit-

tance growth and operational margins for non-linearities (chromaticity and octupoles) stay constant.

Nevertheless, the bunch spacing sets the upper bandwidth requirement for the coupled bunch instability

damping. The maximum CBI oscillation frequency is 20 MHz for the 25 ns bunch spacing. The 5 ns bunch

spacing would shift it to 100 MHz, but simulations show that only a minor extension is required to the baseline

system. A very weak additional transverse feedback system is able to damp the extended frequency range of the

coupled bunch instabilities.

8.5.4 1.3 TeV injection scheme

The 3.3 TeV injection energy from the LHC as an injector is the baseline concept for the FCC-hh. One of the

alternative concepts relies on the scSPS with 1.3 TeV injection energy to the FCC-hh. With this injection concept,

one injection consists of four 80-bunch batches and there is a 1 µs gap between the injections in the filling pattern.

The 1.3 TeV injection scheme relaxes the requirements for the injection oscillation damping, because the

lower injection energy requires less kick strength and the longer injection gap allows a lower feedback system

bandwidth such as in the 1 MHz LHC ADT system. From the injection emittance growth point of view, the lower

injection energy would also allow longer damping time for the injection oscillations because the beam oscillation

amplitude in sigmas is smaller if the normalised emittance is fixed.

The challenges for the lower injection energy arise from coupled bunch instability mitigation. Without a

reduced beam impedance budget, the CBI growth rates are approximately three times higher than with the 3.3 TeV

injection energy. Taking into account the factor of three safety margin in the beam intensity, the specification point

is in a highly non-linear regime of the coupled bunch instabilities. The beam dynamics of this regime is not well

studied and, therefore, reliable estimates for the technological challenges and risks for the transverse feedback

system operated in this regime would need further studies. However, in principle, it is technologically feasible to

build a distributed transverse feedback system which is capable of damping continuous unstable sinusoidal waves

with growth times below ten turns.

8.6 Beam-beam effects

The optimal beam-beam configuration for the FCC-hh has been discussed in detail in Section 2.3.2. It includes

a full crossing angle αc =200 µrad in IPA and IPG that guarantees a dynamic aperture above 7.2σ. The two low

luminosity experiments in IPB and IPL will collide with a crossing angle of 180 µrad in order to keep the DA above

6σ when the beams collide in the four IPs.

8.6.1 Maximum head-on beam-beam tune shift

In the FCC-hh baseline scenario, the total head-on beam-beam tune shift will reach a maximum of ∆QTot = 0.011.

Due to evolution of the beam parameters, it will reach a maximum of 0.03 in the ultimate scenario, see Fig. 1.2.

Whether this is acceptable with regard to the long-term degradation of the beams is discussed here. The situa-

tion was examined using a simplified model in CABIN, including two IPs with head-on interactions only, phase

advances between the IPs, and chromaticity [61]. The simplified model allows accurate calculations of loss rates

and emittance growth rates in long-term simulations, by reducing the numerical complexity. CABIN has shown

agreement with experimental tests in the LHC with strong beam-beam interactions [56]. The head-on interaction

is assumed to be the dominant non-linear effect in FCC-hh. The absence of long range interactions in this model

is justified by the FCC-hh design, as discussed in Section 8.6.
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If the crossing angle can be cancelled with crab cavities and one can make the phase advance between the IPs

symmetrical, the head-on interactions pose no limit in the relevant range at the LHC working point, as can be seen

in Fig. 8.26a. The symmetric phase advance effectively cancels even beam-beam resonances. For ∆QTot = 0.03,

the required precision in phase is about 0.01× 2π [61]. The cancellation does not work for odd resonances, which

can be excited by a crossing angle, an offset of the head-on interaction, or by long range interactions. Without

the cancellation due to a symmetric phase advance, the head-on interaction limits the beam quality at the LHC

working point, as shown in Fig. 8.26b. A working point optimisation has been performed, finding two alternative

working points (0.315, 0.325) and (0.475, 0.485), which both allow for the ultimate head-on tune shift. Note that

this is without odd resonances. The working point close to the half-integer resonances could be limited by lattice

non-linearities that are not modelled in CABIN, and would have to be investigated further.

In the scenario where crab-cavities cannot cancel the crossing angle, the head-on interactions will excite

odd resonances. With φ
PIW

= 1, as presented in Fig. 8.26c, the head-on beam-beam interaction becomes limiting on

the loss rate close to the baseline tune shift, at both the LHC working point and (0.315, 0.325). As the footprint is

shifted further away from odd resonance lines close to the alternative working point (0.315, 0325), the degradation

of the beam does not worsen further until a tune shift of 0.02. The increased degradation due to a small nonzero

crossing angle is minimal for φ
PIW

= 0.1 [61]. The impact of odd resonances excited by other mechanisms needs

further investigation.

8.6.2 Global compensation of beam-beam long range interactions

Figure 8.27 shows the minimum dynamic aperture as a function of the horizontal and vertical phase advances

between the two high luminosity interaction points (IPA and IPG) including head-on and long range beam-beam

collisions in IPA and IPG (centre plot) and also including the Landau octupoles powered with negative (left plot)

and with positive polarity (right plot) for the fully squeezed optics with the ultimate β? = 0.3. The negative

octupole polarity is preferred. It not only provides larger beam stability with single beam at flat top energy (as

discussed in Section 8.7.3) but it also provides more margin in terms of dynamic aperture in the presence of beam-

beam interactions thanks to a global compensation of the long range beam-beam effects [58] when in collisions.

Additional studies of the optics parameter optimisation show that an increase of up to 7.5σ for negative octupole

polarity (Fig. 8.27) is possible.

8.6.3 Beta beating

The beam-beam interaction causes non-linear amplitude detuning. However for small amplitude particles (< 1σ)

the kick is linear and causes a linear change of the β-function. The increase of the beating is proportional to the

beam-beam parameter ξbb. The studies have been carried out for L∗ = 40 cm optics and the ultimate β∗ = 30
cm with full crab-crossing (H-V crossing scheme). Figure 8.28 shows the β-beating including head-on collisions

in IPA and IPG. The red line is the case for a total beam-beam parameter ξbb = 0.03 for which the β-beating

reaches a value of 22% while the green line is the case with a total beam-beam parameter ξbb = 0.011 for which

the β-beating reaches a value of 8%. This optics distortion becomes another parameter for optimisation and needs

to be kept below a value of 10%, as in the LHC, in order to limit the effects on the collimation system.

8.6.4 Alternative schemes

Alternative crossing schemes have been explored and show larger flexibility in terms of dynamic aperture with

otpimised tunes. Figure 8.29 shows the minimum dynamic aperture for nominal bunches as a function of the

crossing angle in IPA and IPG with collisions in the two high-luminosity experiments. The H-V crossing scheme

(the red line) is compared to the H-H crossing scheme (the blue line) and to the V-V crossing scheme (the green

line). As can be seen, the H-H crossing is equivalent to the H-V crossing. The V-V crossing scheme is not

acceptable at the (0.31, 0.32) working point due to the strong impact of the 3rdorder resonance. However this

could be improved by making use of mirrored tunes.

As can be seen in Fig. 8.30 in both cases for H-H crossing and in Fig. 8.31 for V-V crossing, the PACMAN

bunches (bunches that are at the head or in the tail of a train missing long range collisions) always show a better

dynamic aperture w.r.t the nominal bunches which experience all of the long range interactions. As a result of this

study it is possible to conclude that there is room for flexibility in configuration if energy deposition studies show

this to be necessary.

The flat optics is the natural back-up solution in case the crab-cavities do not perform as expected. In this
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Figure 8.26: Beam quality reduction for increasing beam-beam parameter, ξTot, until a threshold is found. Simu-

lations were run for a large chromaticity, Q′ = 15, σ∆p/p = 10−4
, and a significant hourglass effect, β∗ = 30 cm.

The crossing angle, intermediate phase advance and working point have been varied. The loss rate (LR) and aver-

age transverse emittance growth rate (ε̇⊥) are presented as functions of ∆QTot, taking into account the reduction

due to the crossing angle. Courtesy of [61].

case, due to the trains and the broken passive compensation, the long range interactions cause tune shifts and the

head-on collisions create a larger tune spread, with a direct impact on the dynamic aperture. The dynamic aperture

as a function of the long range beam-beam separation for collisions in IPA and IPG, with H-V crossing and a

β-ratio= 4 is shown in Fig. 8.32. The red line is the case for round optics, the green line is the case of flat optics

and the blue line is the case with flat optics and re-matched tunes. The corresponding tune footprints are shown

in Fig. 8.33. The flat optics needs ≈ 40% more long range separation w.r.t. the round optics. Correcting for tune
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Figure 8.27: Minimum dynamic aperture, evaluated over 106 turns, as a function of the phase advance between the

high luminosity interaction points (IPA and IPG) in the presence of head-on and long range beam-beam interactions

(centre plot) and also including the Landau octupoles powered with negative (left plot) and positive (right plot)

polarity. Simulations have been carried out using the fully squeezed optics with the ultimate β? = 0.3.
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Figure 8.28: Evaluated β-beating with two head-on collisions in IPA and IPG for the ultimate case with β = 0.3
m and full crab-crossing. The red line shows to the case with a total beam-beam parameter ξbb = 0.03 and the

green line corresponds to the case with a total beam-beam parameter ξbb = 0.011.

shifts (the blue line) improves the dynamic aperture, although a larger separation of ≈ 26% is still needed. Further

studies are needed in order to fully compensate for the unwanted effects introduced by the flat optics.
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crossing angle in IPA and IPG with H-H (blue line), H-V (red line) and V-V (green line) crossing schemes [56].
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Figure 8.31: Dynamic aperture, evaluated over 106 turns, as a function of the crossing angle in IPA and IPG for

V-V crossing scheme for nominal bunches (red line) and for PACMAN bunches at the head (green line) and in the

tail (blue line) of a train [56].
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Figure 8.32: Minimum dynamic aperture evaluated over 106 turns for the ultimate β? = 30 cm, including beam-
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crossing scheme. The re-matched case for flat optics with Qx = 0.31 and Qy = 0.32 is also shown (blue line).
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8.7 Beam stability and operation strategy

8.7.1 Scaling from real LHC performance

Given the FCC-hh impedances from Section 8.3, instabilities can be compared to the LHC using simple scaling

laws. Detailed computational studies will follow in Section 8.7.2 and 8.7.3. The LHC parameters used below are

those from the 2017 run, rather than the design values (see Table 8.5). The main difference between the 2017

run and the LHC design is that the collimator gaps are set tighter in order to increase the luminosity. The tighter

gaps result in significantly higher broadband impedance. Nevertheless, even with this impedance the machine

was running without requiring the maximum allowed octupole current. Using the 2017 settings therefore provides

scaling from the realistic LHC performance, retaining the safety margins of normal operation. Some of the FCC-hh

parameters listed in Table 8.5 were updated (see Section 8.4). In particular, the bunch length at injection and the

synchrotron tune at the top energy were increased, with both changes favourable for stability.

Table 8.5: Parameters of the LHC (2017 run) and the FCC-hh used for the scalings.

LHC 2017 FCC-hh

injection / flat top injection / flat top

Energy E 0.45 / 6.5 TeV 3.3 / 50 TeV

Bunch intensity Nb 1.2× 1011 1011

Avg. β-function (smooth approximation) 72 m 141 m

Bunch spacing 25 ns 25 ns

Coupled-bunch frequency fCB 7.8 kHz 2.1 kHz

Full (4σ) bunch length τb 1.5 / 1.08 ns 1.07 / 1.07 ns

Single-bunch frequency fSB 0.66 / 0.93 GHz 0.93 / 0.93 GHz

Impedance Re (Z⊥) at the frequency fCB 6.1× 107 / 1.6× 108 Ω/m 1.1× 109 / 2.1× 109 Ω/m

Impedance Re (Z⊥) at the frequency fSB 4.7× 105 / 1.2× 107 Ω/m 2.3× 106 / 1.8× 107 Ω/m

Impedance Im (Z⊥) at the frequency fSB 3.5× 106 / 2.1× 107 Ω/m 6.2× 106 / 3.3× 107 Ω/m

β-function at the octupoles 176 m 352 m

Normalised emittance εn (flat top) 2.5 µm 2.2 µm

Octupolar strength O3 (flat top) 6.31× 104 T/m
3 2× 105 T/m

3

Octupolar length Loct 32 cm 50 cm

Number of octupoles Noct 168 480

Synchrotron tune Qs 5.1× 10−3 / 2.2× 10−3 2.8× 10−3 / 1.2× 10−3

8.7.1.1 Transverse coupled bunch instability

When comparing different proton rings, the growth rate (in turns
−1

) induced by the head-tail instability can be

estimated to scale as

n−1

turns ∝
Nbβavg

γ∆s
Re (Z⊥(fCB)) , (8.8)

where Nb is the bunch intensity, βavg = C/(2πQβ) is the smooth approximation average betatron function, C
is the circumference, Qβ is the betatron tune, γ is the relativistic gamma, ∆s is the bunch spacing, Z⊥(fCB) is

the weighted transverse dipolar impedance taken at the characteristic frequency of the coupled bunch instability

fCB = f0(1− frac(Qβ)), and f0 is the revolution frequency. Using the parameters from Table 8.5, gives:

(n−1

turns)FCC

(n−1

turns)LHC

≈

{

4.0 at injection,

2.9 at flat top.
(8.9)

Therefore, the coupled bunch instability in the FCC-hh is expected to be 3 – 4 times faster (in turns
−1

) or roughly

equally fast in the absolute units of time. The gain of the proposed FCC-hh transverse feedback is sufficiently high

to counteract this instability.
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8.7.1.2 Transverse head-tail instability and Landau octupoles

Provided that the transverse feedback is sufficiently strong and high-frequency trapped modes are sufficiently

damped, the growth rate of the multi-bunch system is reduced to the level of single bunch head-tail instability. A

simple scaling law allows a comparison of the head-tail instability growth rate for the transverse feedback turned

off. When comparing different proton rings, the growth rate (in turns
−1

) induced by the head-tail instability scales

as:

n−1

turns ∝
Nbβavg

γτb
Re (Z⊥(fSB)) , (8.10)

where τb is the full (4σ) bunch length in seconds, and Z⊥(fSB) is the weighted transverse dipolar impedance taken

at the characteristic frequency of single bunch instabilities fSB = 1/τb. Using the parameters from Table 8.5,

gives:

(n−1

turns)FCC

(n−1

turns)LHC

≈

{

1.5 at injection,

0.3 at flat top.
(8.11)

Therefore, the growth rate (in turns
−1

) of the head-tail instability is expected to be somewhat higher (at injection)

or a few times lower (at flat top) than in the LHC.

Similar to the LHC, this instability cannot be completely mitigated by the means of the transverse feedback

alone, and Landau damping by octupole magnets is required. The maximum growth rate that can be mitigated by

the octupoles scales as

max
(

n−1

turns

)

∝
β2

octεn

γ2
O3LoctNoct, (8.12)

where βoct is the betatron function at the location of the octupoles, εn is the normalised emittance, O3 is the

octupolar strength, Loct is the length of one octupole, and Noct is the total number of octupoles. Due to the factor

1/γ2
the limiting case happens at flat top, assuming that the necessary octupole current at injection is allowed by

the dynamic aperture considerations. Using the parameters from Table 8.5, gives:

max
(

n−1

turns

)

FCC

max
(

n−1

turns

)

LHC

≈ 0.8 at flat top. (8.13)

This ratio, together with the ratio of the impedance-induced growth rate, suggests that the FCC-hh should have

even higher safety margins in terms of the available octupole strength, than the LHC.

There may be an operational scenario in which the beams are taken out of collisions after the normalised

emittance has shrunk due to the synchrotron radiation. In that case, the octupoles would have to be used again to

stabilise the head-tail modes, although their efficiency would be lower. However, at the same time, the instability

growth rates would also be lower due to the reduced bunch charge. Due to the beam-beam tuneshift requirement,

the ratio of Nb/εn is set to go up by not more than a factor of 3 during the collision cycle. Therefore, at any

point during collisions, the ratio of max
(

n−1

turns

)

provided by the octupoles to n−1

turns induced by the instability

is expected not to be worse than in the LHC at flat top.

8.7.1.3 Transverse mode coupling instability

When comparing different proton rings, the ratio of the bunch intensity to the mode coupling threshold, N th
b , scales

as

Nb/N
th
b ∝

Nbβavg

γτbQs

Im (Z⊥(fSB)) , (8.14)

where Qs is the synchrotron tune. Using the parameters from Table 8.5, gives:

(Nb/N
th
b )FCC

(Nb/N
th
b )LHC

≈

{

1.0 at injection,

0.6 at flat top.
(8.15)

This means that in the FCC-hh the TMCI threshold is roughly as distant from the nominal bunch intensity, as in

the LHC.
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8.7.2 Beam stability at injection

The transverse coupled bunch instability is primarily driven by the high resistive wall impedance of the beamscreen.

The growth rate of the rigid (k = 0) coupled bunch mode is several times higher than in the LHC, while the

octupole stability region is comparable to the LHC (Section 8.7.1). More than that, the growth rate that can be

stabilised by the octupoles drops for head-tail modes that have a high real tune shift |Re(∆Q)| (see Fig. 8.34b).

The undamped k = 0 mode has the highest |Re(∆Q)| of all head-tail modes, making its stabilisation by octupoles

inefficient. For these reasons damping of the rigid coupled bunch mode is achieved by active stabilisation, i.e.

the transverse feedback system. The feedback is required to damp the rigid mode completely without relying on

Landau octupoles. In the worst case of zero chromaticity, full suppression of the mode is achieved by a feedback

operating at the damping rate of 65 turns. A safety factor of 3 is placed on the maximum damping rate that can be

achieved by the feedback, resulting in the specification of 20 turns. These values were obtained consistently by two

Vlasov solvers DELPHI and Nested Head-Tail [192], assuming the fully filled ring. They are in good agreement

with the 24.6 turns growth rate obtained from the tracking simulations reported in Section 8.5.2, especially when

accounting for the 20% overestimation due to using the fully filled ring rather than the actual filling scheme.

The head-tail instability is also primarily driven by the resistive wall impedance of the beamscreen. This

impedance induces positive growth rates to higher order head-tail modes (|k| ≥ 1) at Q′ > 0, as can be seen

in Fig. 8.34a. The LHC experience shows that the possibility of operating in a wide range of chromaticities is

needed. Stabilisation of the |k| ≥ 1 modes in the range 0 < Q′ < 20 is achieved by the octupole magnets with

the current set to 15 A (of the maximum 720 A). The transverse feedback also provides partial suppression of the

higher order head-tail modes thanks to their non-zero coherent oscillation amplitudes at Q′ > 0. As a result, even

for the weakest feedback capable of fully suppressing the rigid bunch mode (65 turns), all |k| ≥ 1 modes lie well

within the octupole stability region (Fig. 8.34b). In terms of the required octupolar strength, a safety factor of

4.0 is achieved, assuming the negative octupole polarity. The safety factor is even higher if the proposed 20 turns

feedback is used.

The transverse mode coupling instability (TMCI) at injection is driven by the impedance of several different

elements, among which the beamscreen, the collimators, and the interconnects are the most prominent. This

instability is analysed in Fig. 8.35 at zero chromaticity as the worst case. As expected in the short-bunch regime,

the mode coupling happens between the azimuthal modes k = 0 and k = −1. The single bunch mode coupling in

the absence of the transverse feedback occurs at the bunch intensity of 4.5× 1011 – well above the nominal bunch

intensity (Fig. 8.35a, left). If necessary, the TMCI threshold can be pushed even further by using the feedback

system in the reactive mode [193]. On the other hand, the proposed 20 turns resistive feedback does not move the

threshold, and even gives a small positive growth rate at intensities below the threshold (Fig. 8.35a, right) – this

effect is described in Ref. [194]. However, this potential destabilisation does not pose any problem in FCC-hh as

the modes are still within the octupole stability region (Fig. 8.34b).

In the multi-bunch case, the ‘mode crossing’ happens at the much lower intensity of 1.2×1011, shortly after

the nominal bunch intensity (Fig. 8.35b, top). Such a difference between the mode crossing in the single bunch

case and the multi-bunch case is much more prominent in the FCC-hh than in the LHC due to the strong low-

frequency impedance peak from the beamscreen. Although mode coupling instability is traditionally considered to

be a purely single-bunch phenomenon, this effect was described in Ref. [195] as the ‘multi-bunch mode coupling’.

In the absence of the feedback, the growth rate remains as a linear function of the bunch intensity despite the mode

crossing (Fig.e 8.35b, bottom left). With the feedback on, a small growth on the order of Im(∆Q) ∼ 10−5
is

retained at 0 < Nb < 3×1011 (Fig. 8.35b, bottom right). The plots in Fig. 8.35b are cut at 3×1011 in order to see

this small Im(∆Q) which would otherwise be invisible in comparison to the rigid coupled bunch instability. Such

a slow instability should be damped by the octupoles (see the stability diagram in Fig. 8.34b). Nevertheless, this

subject deserves deeper investigation, as the stability diagram formalism is not strictly applicable due to the mode

coupling. In any case, going to non-zero chromaticities greatly reduces the effect, because the mode crossing is

pushed to a higher intensity, and because the |k| ≥ 1 will be damped by the feedback.

8.7.3 Beam stability at flat top

It is assumed that stability at the flat top is not affected by the beam-beam effects since the normalised beam

separation stays high until the squeeze phase (described in Subsection 8.7.4). At the flat top, instability mechanisms

and stabilisation schemes are the same as at injection. Therefore, the discussion is not mentioned here, instead only

the differences from the injection phase are cited. On one hand, growth rates of instabilities are increased by higher

impedances of the beamscreen (due to the magneto-resistance) and the collimators (due to the squeezed gaps). On

the other hand, the growth rates are reduced by a factor of 15 due to the relativistic γ, which more than compensates
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Figure 8.34: Tune shifts of head-tail modes on a stability diagram (injection energy, y-plane). Real and imaginary

tune shifts caused by the impedance are shown in round dots, as calculated with DELPHI (13068 bunches). Each

dot corresponding to a value of chromaticity in the range 0 < Q′ < 20. The transverse feedback is operating at

a damping rate of 65 turns in the ‘resistive’ phase. The black lines represent the stability region provided by the

480 Landau octupoles operating at a fraction 15 A / 720 A of the maximum current. The FCC-hh parameters for

simulations were taken from Table 8.5.

the increased impedance.

Similar to the injection phase, the transverse coupled bunch instability is primarily driven by the resistive

wall impedance of the beamscreen. Full suppression of the mode is achieved by a feedback operating at a much

lower damping rate of 460 turns, and the proposed feedback specification is 150 turns. Again, this damping

rate is in a good agreement with the 184 turns growth rate obtained from the tracking simulations described in

Subsection 8.5.2, especially if the 20% overestimation due to using the fully filled ring rather than the actual filling

scheme is taken into account.
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Figure 8.35: Real and imaginary tune shifts as functions of the bunch intensity (injection energy, y-plane, Q
′ = 0).

The blue dots represent all azimuthal and radial head-tail modes, and the red dots represent the most unstable mode.

Only the most unstable coupled bunch mode is shown. The transverse feedback operates in the ‘resistive’ phase.

The black line represents the nominal bunch intensity. The FCC-hh parameters for simulations were taken from

Table 8.5.

Unlike at injection, the head-tail instability at the flat top is primarily driven by the impedance of the

collimators. The stability diagram for the weakest feedback capable of fully suppressing the rigid bunch mode

(460 turns), is shown in Fig. 8.36. The safety factor in the octupolar strength is 4.0, similar to that at injection. If

necessary, a stronger feedback damping rate can bring the growth rates even lower, increasing the safety margin,

however, care should be taken to make sure that feedback-amplified noise does not cause excessive emittance
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growth.

The transverse mode coupling instability is also primarily driven by the impedance of the collimators. The

corresponding bunch intensity scans are shown in Fig. 8.37 for zero chromaticity. Similar to the injection phase,

the single bunch mode coupling in the absence of the transverse feedback occurs at the bunch intensity of 4.3×1011

(Fig. 8.37a, left). The multi-bunch “mode crossing" happens at the intensity Nb = 2.0 × 1011 (Fig. 8.37b, top).

Again, in the absence of the damper, this multi-bunch mode crossing produces no noticeable perturbation to the

already existing growth rate of the coupled-bunch instability (Fig. 8.37b, bottom left). With the 150 turns damper

on, only a small growth rate at the level of Im(∆Q) ∼ 10−5
is left at 0 < Nb < 3 × 1011 (Fig. 8.37b, bottom

right), and should be damped by the octupoles.

8.7.4 Beam stability during the ‘collide and squeeze’ phase

During the operational cycle the Landau octupole strength required to provide sufficient transverse beam stability

in relation to the relativistic γ and the growth rates of instabilities (as described in Subsection 8.7.1.2). However,

in the presence of the beam-beam interactions, the transverse beam stability provided by the Landau octupoles

is modified [196]. In fact, the detuning with amplitude (tune spread) driven by the Landau octupole magnets

changes during the operational phases in which the beam-beam interactions are not negligible i.e. at the end of the

betatron squeeze, during the collapse of the separation bumps and in head-on collisions [196]. When the beams

collide head-on, the transverse beam stability is maximised due to the large tune spread provided by the head-on

beam-beam interaction [197]. However, at the end of the betatron squeeze and during the collapse of the separation

bumps, the tune spread, and therefore the beam stability, might be strongly affected by the beam-beam interactions.

For this reason, a detailed analysis of the transverse beam stability during these operational phases is required in

order to maximise the beam stability and define the optimal strategy for operations.

The transverse stability of the beams has been evaluated by solving the dispersion integral in the presence

of both Landau octupoles and beam-beam interactions for the machine configurations corresponding to the various

operational phases. The computation of the stability diagram was performed using the PySSD code [52]. The

detuning with amplitude for the different collision configurations is evaluated by using the MAD-X tracking mod-

ule [198,199]. Table 8.5 shows the main features of the FCC octupole magnet system that has been included in the

optics model. The analysis has been carried out for both positive (LOF>0) and negative (LOF<0) polarity of the

Landau octupoles.

Figure 8.38 shows the detuning with amplitude in the two-dimensional tune diagram (Qx, Qy) for particles

up to 6σ amplitude at flat top energy with the Landau octupoles powered at their maximum strength. The purple and

the green colours represent the tune diagram at the end of the betatron squeeze, for positive and negative octupole

polarity respectively, with the ultimate β
? = 30 cm. At this β

?
value with the nominal normalised emittance of

2.2 µm rad, the normalised long range beam-beam separation is ≈ 17σ (Subsection 2.3.2). In the same figure, the

two-dimensional tune diagrams at flat top energy with single beam for both positive (the light blue colour) and

negative (the orange colour) octupole polarity are also shown for comparison. As visible at the end of the betatron

squeeze, with the ultimate β
? = 30 cm, the tune spread in the beams increases for positive octupole polarity while

it reduces for negative octupole polarity. Although the positive octupole polarity provides a larger tune spread, a

better dynamic aperture is expected in the presence of negative octupole polarity thanks to the global compensation

of the long range beam-beam effects [58, 200], as discussed in Section 8.6.

The stability diagram at the end of the betatron squeeze with β
? = 30 cm in the presence of negative

octupole polarity is shown in Fig. 8.39 (the green line) where the head-tail coupled bunch modes are also shown

for an ADT gain of 460 turns (Section 8.7.3) and as a function of the chromaticity (the vertical colour bar). For

comparison, the stability diagrams at flat top energy with single beam for negative (the orange colour) and positive

(the light blue colour) octupole polarity are shown in the same figure.

Although the coherent modes lie within the stability diagram at the end of the betatron squeeze (β
∗ =

30 cm) with negative octupole polarity, additional margins are required. In the LHC in order to stabilise the beams,

a factor 2 more octupole strength w.r.t. the stability predictions is required [201]. Recent experimental studies in

the LHC have shown that the transverse stability of the beams is reduced in the presence of noise [196, 202] or

a small external excitation [203]. Therefore, in order to maximise the beam stability, collisions at larger β
?

are

planned. Similar to the HL-LHC’s operational scenario [26, 204], the ‘Collide and Squeeze’ will be applied in the

FCC-hh.

Figure 8.40 shows the reduction of the stability diagram as a function of the β
?

at IPA and IPG (dotted

blue line). For each β
?

value, the reduction is evaluated as the relative difference of the negative real part at the
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Figure 8.36: Tune shifts of head-tail modes on a stability diagram (flat top, y-plane). Real and imaginary tune

shifts caused by the impedance are shown as round dots, calculated with DELPHI (13068 bunches). Each dot

corresponds to a value of chromaticity in the range 0 < Q
′
< 20. The transverse feedback is operating at a

damping rate of 460 turns in the ‘resistive’ phase. The black lines represent the stability region provided by the

480 Landau octupoles operating at the maximum current. The FCC-hh parameters for simulations were taken from

Table 8.5.

half-height between the stability diagram in the presence of negative octupole polarity and beam-beam long range

interactions and the stability diagram at flat top energy (single beam) with negative octupole polarity. The dashed

black line corresponds to the relative difference between the stability diagram with positive octupole polarity and

the stability diagram with negative octupole polarity at flat top energy for the single beam case. For β
?
≈ 1.1

m the reduction is negligible (≈ 5%). As a result of these studies, the collisions are planned to have an initial

β
? = 1.1m.

The evolution of the stability diagram during the collapse of the separation bumps at the β
?
=1.1 m is shown
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Figure 8.37: Real and imaginary tune shifts as functions of the bunch intensity (top energy, y-plane, Q′ = 0). The

blue dots represent all azimuthal and radial head-tail modes, and the red dots represent the most unstable mode.

Only the most unstable coupled bunch mode is shown. The transverse feedback operates in the ‘resistive’ phase.

The black line represents the nominal bunch intensity. The FCC-hh parameters for simulations were taken from

Table 8.5.

in Fig. 8.41a. The stability diagrams have been evaluated as a function of the transverse beam offset at IPA and

IPG. During this process two minima have been identified: one at 5σ separation (solid red line in Fig. 8.41b) and a

second one at 1.75σ (dashed red line in Fig. 8.41b). The first one is ≈ 2 times larger than the stability diagram at

the end of the betatron squeeze at β? = 30 cm with negative octupole polarity (the green line in Fig. 8.41b). The

second one is slightly above the end of the betatron squeeze case with β? = 30 cm. For comparison, the stability
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interactions. The purple and the green colours represent the tune diagram at the end of the betatron squeeze (with

the ultimate β? = 0.3 m) including the long range beam-beam interactions for positive and negative octupole
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Figure 8.39: Stability Diagrams at the end of the betatron squeeze (β?) = 30 cm) in the presence of long range

beam-beam interactions for negative (green line) and positive octupole polarity (purple line). For comparison, the

stability diagrams at flat top energy (single beam) are also plotted for both negative (orange colour) and positive

(light blue colour) octupole polarity. The head-tail coupled-bunch modes (k=-1) for a transverse feedback gain of

460 turns (Subsection 8.7.3) are also included as a function of the chromaticity values (vertical colour bar).

diagram at flat top (single beam) with negative octupole polarity (the orange line) is also shown in the same figure,

where the black line represents the stability diagram at the start of the collision process at β?
=1.1 m. These two

reductions of stability cannot be avoided, therefore, in order to prevent coherent beam instabilities during the

collapse of the separation bump process, it is recommended that the beams pass through these minima faster than
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diagram evaluated at flat top energy with negative octupole polarity (single beam) as a function of the β?
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high luminosity Interaction Points (IPA and IPG). The dashed black line corresponds to the relative difference

between negative real part at half height of the stability diagram with positive octupole polarity and the stability

diagram with negative octupole polarity at flat top energy (single beam).
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(b) Minima of stability with collisions at β
∗

= 1.1 m.

Figure 8.41: Stability diagram evolution during the collapse of the separation bumps for collisions at β? = 1.1 m

(left). The minima of stability diagram during this process are shown on the right plot (dashed and solid red lines)

compared to the stability diagram at flat top with negative octupole polarity (the orange line) and to the end of the

betatron squeeze (ultimate β? = 0.3 m.) with negative octupole polarity (the green line). The black line represents

the stability diagram at the start of the collision process. The head-tail coupled-bunch modes are also plotted as a

function of the chromaticity (vertical colour bar) for k = −1 and a transverse feedback gain of 460 turns.

the instability growth rate. As presented in Subsection 8.7.3 the faster instability rise time is about 5 s for k = −1
for a chromaticity range of ≈ 8− 6 units with a transverse feedback gain of 460 turns.
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8.8 Alternatives

8.8.1 Electron lens

The alternative of using an electron lens (e-lens) in the FCC-hh for Landau damping [205] has been explored. Like

the head-on beam-beam interaction, the electromagnetic interaction of the proton beam with the electron beam

of the e-lens acts mostly on small amplitude particles thus providing an effective Landau damping of coherent

instabilities. Figure 8.42 shows the comparison between the stability diagram for Landau octupoles at flat top

energy (light blue line for the positive octupole polarity and orange line for the negative octupole polarity) and the

stability diagram for a two metre long electron lens [205]. The detuning with amplitude provided by the electron

lens is computed using the COMBI code [49]. An electron lens powered with 140 mA [121] provides Landau

damping of the most unstable coupled-bunch mode (k = −1) with sufficient margins with a transverse feedback

of 460 turns, up to a chromaticity value Q′ = 15 units. Further studies have to be carried out covering the collapse

of the separation bumps in particular, since the tune spread provided by the electron lens might modify the tune

spread, and therefore the transverse stability provided by the head-on collisions [206] during this process.
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Figure 8.42: Stability diagram evaluated from the tune spread provided by an electron lens at flat top energy

(purple line) compared to the stability diagram provided by the FCC octupole system (light blue line for positive

octupole polarity and orange line for negative octupole polarity). The most unstable coupled-bunch mode (k = −1)

is plotted as a function of the chromaticity Q′
(vertical colour bar) with a transverse feedback gain of 460 turns.

8.8.2 RF quadrupoles

The use of RF quadrupole cavities to suppress coupled-bunch modes was first discussed in Refs. [207, 208], and

later to raise the intensity threshold of the transverse mode-coupling instability in Refs. [209, 210]. For FCC-hh,

RF quadrupoles operate in yet another regime. The objective is to use them as an alternative to Landau oc-

tupoles to mitigate weak single-bunch head-tail modes through Landau damping [211–213]. Whilst the Landau

octupoles described above produce an incoherent betatron tune spread ∆Qx,y which depends on the transverse

actions (Jx, Jy) of the beam particles, the RF quadrupole generates betatron tune spread as a function of the longi-

tudinal action ∆Qx,y(Jz) [214, 215]. The latter approach is more efficient, particularly for the high-energy, small

transverse emittance beams of FCC-hh
2
. Numerical and analytical studies have been carried out in Refs. [215]

and [216] respectively, explaining and demonstrating the working principle of the device. A first experimental

2
At 50TeV, the longitudinal action spread ∆Jz is up to six orders of magnitude larger than in transverse planes ∆Jx,y .

143



proof-of-principle on single-bunch beams employing the second-order chromaticity, which introduces a stabilising

mechanism similar to that of the RF quadrupole, was also carried out [217].

Cavity designs, performance optimisation, and potential limitations

Two designs for a superconducting RF quadrupole cavity have been proposed and optimised, primarily for inte-

grated quadrupolar gradient, but also for transverse and longitudinal beam coupling impedance, and peak electric,

Epk, and magnetic, Bpk, surface fields. The first cavity type uses an elliptical geometry and operates in a transverse

magnetic quadrupolar mode. The second one is a four-vane cavity operating in a transverse electric quadrupolar

mode. The geometry and field distributions of the latter design are shown in Fig. 8.43. The main advantages of

the four-vane cavity compared to the elliptical one are: (i) the quadrupolar field strength is two to five times larger

than that of the elliptical design, given that the aperture has a radius < 50mm, and (ii) the four-vane cavity is more

compact and hence requires smaller cryomodules and less cooling power. As a result, such a system provides the

same amount of Landau damping, but with fewer cavities and at reduced impedance and cost. Both cavity types

have been designed to operate at a frequency of 800MHz to match the bunch length of the beams. The cavity

design studies are discussed extensively in Ref. [218].

Figure 8.43: Normalised electric (left) and magnetic (right) fields of the four-vane RF quadrupole cavity [218].
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Figure 8.44: Horizontal and vertical stability diagrams in the complex tune space normalised to the RF quadrupole

detuning coefficient ax,yz for a single family operating at a phase ϕ0 = 0 (see Ref. [215] for definitions of ϕ0 and

ax,yz ).

A single RF quadrupole produces incoherent tune spreads with opposite signs in the transverse planes. This

is a consequence of the quadrupolar nature of the device. Theory predicts that the stability diagrams also follow

this asymmetry meaning that the stabilising efficiency in the transverse planes can be different for a given head-tail

mode [215]. This is illustrated in Fig. 8.44 where the stability diagrams are shown for a single RF quadrupole.

This impracticality can be overcome by installing two independent RF quadrupole families that operate with a

phase difference at two different locations in the machine lattice: one of them at high βx, low βy to improve beam

stability mainly in the horizontal plane, and the other one at low βx and high βy for stability mainly in the vertical

plane. The aim is to keep the difference between the local beta functions as large as possible to avoid significant

compensation of the detuning effect from the other family. The advantages of this scheme were demonstrated using

macroparticle tracking simulations and the outcome is presented in Ref. [215]. It was shown that the asymmetry in
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the quadrupolar field strengths required to stabilise the two transverse planes can be removed and lowered overall.

Using this scheme for the FCC-hh is therefore highly recommended.

In the studies conducted so far, the RF quadrupole system shows a great potential in terms of the stabilisation

of collective instabilities. They also shed light on potential limitations of the device and open questions, however.

First, apart from introducing Landau damping described by the dispersion relation and the corresponding stability

diagrams [216,219], the RF quadrupole directly modifies the interaction between the beam and the impedance with

the result that the effective impedance and the complex coherent tune shifts of the head-tail modes change [212,216,

217]. This makes it more difficult to make general statements about the stabilisation of head-tail modes through

stability diagram theory. Particle tracking simulations are therefore required to address the requirements of an

RF quadrupole system for beam stability as discussed in the following. Second, incoherent effects that may be

introduced by the RF quadrupole need to be investigated (resonances, dynamic aperture, beam lifetime). Third, the

experimental verification of the stabilising mechanisms from an RF quadrupole needs to be addressed by means

of a proof-of-principle experiment. This also includes the construction and test of a prototype cavity. Finally,

tolerance studies will be carried out to understand the effect of the device on, for example, bunches entering the

cavity off-axis (RF dipole feed-down, closed orbit distortions).

RF quadrupole requirements for FCC-hh

6D macroparticle tracking simulations with PyHEADTAIL [220] were performed to study the transverse single-

bunch instabilities expected at injection (3.3 TeV) and collision (50 TeV) energies. The transverse dipolar wakefield

model of the machine (November 2017) was used. It was multiplied by a factor three to account for uncertainties

as well as additional contributions from structures that may be included in the future. The RF quadrupole effect

is applied as a thin-lens kick, according to the model described and benchmarked in Ref. [215]. The simulations

were carried out with first-order chromaticity Q′

x,y set to 0, 5, and 10, and with an idealised transverse bunch-

by-bunch feedback system with a damping time of τfb = 60 turns at injection energy, and 300 turns or 600 turns

at collision energy respectively. For each of these settings, a scan in integrated RF quadrupolar field gradient b2
was performed to determine the number of cavities required for beam stabilisation for each operational scenario.

The simulation setup uses FCC machine and beam design parameters. The bunch is modelled as a collection of

4× 105 macroparticles tracked over 6× 105 turns. Two RF quadrupole families operating with a phase difference

of ∆ϕ0 = π are installed at locations with βx = 80m / βy = 360m and βx = 360m / βy = 80m respectively.

The values for the beta functions originate from a MAD-X lattice calculation and refer to locations s1 = 54, 000m

and s2 = 54, 820m respectively, in the main RF straight section. The results of the simulation campaign are

summarised in Table 8.6. At injection energy, the number of cavities required is relatively low. This is mainly

thanks to the low beam rigidity and thus the stronger effect of the quadrupole kicks. At collision energy, the

strength required is up to a factor 20 larger. This is roughly in agreement with the ratio (≈ 15) of the Lorentz

factors γ between collision and injection energies and illustrates that the efficiency of the RF quadrupole scales

with 1/γ with increasing beam rigidity. The studies indicate that beam stability for all the operational scenarios

could be provided by 25 RF cavities per family. Furthermore, thanks to the two-family scheme, the stabilising

quadrupole strengths are approximately the same in both planes.

A further reduction of the number of cavities could be achieved by optimising the beta functions at the

locations of the RF quadrupole system. With fewer cavities, the (more critical) longitudinal impedance of the RF

quadrupole system can also be reduced linearly [218]. The same applies to the number of cryomodules and this

would greatly reduce the cost. Overall, the transverse impedance of the system will remain roughly the same. In

addition, by further optimising the ratio of βx and βy at the locations of the two RF quadrupole families, the mutual

partial compensation of the horizontal or the vertical tune spreads can be minimised.

8.8.3 HTS coating for the beamscreen

Beam stability margins from beam coupling impedance may be improved by coating the interior of the beamscreen

with a high temperature superconductor (HTS). Estimates of the surface resistance have been carried out for the two

most promising material candidates, namely REBCO and Tl-1223, selected for their known HTS parameters and

the baseline operating conditions of the beamscreen. The results reported in Fig. 8.45 show that a large gain over

copper at 50 K and 16 T can be expected over a large frequency range both for REBCO [221] and Tl-1223 [222],

and an even higher gain can be expected at injection field. First estimates of beam coupling impedance also confirm

these results [223].

Experimental studies have thus been initiated in collaboration between CERN and several European in-

stitutes in order to investigate the feasibility of applying HTS to the beamscreen. One possible option is to use
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Table 8.6: Summary of RF quadrupole strengths required for stable single-bunch operation for various FCC-hh

scenarios. The number of cavities is based on the four-vane design with an aperture radius of 30mm and lowest

taper angle (per cavity strength of bcavity
2

= 0.35Tm/m with an active length of about 0.3m, see Ref. [218]).

Scenario Head-tail b
stable
2 (Tm/m) # cavities

Q′

x,y τfb (turns) mode Horizontal Vertical (per family)

Injection 0 60 -1 0.45± 0.05 0.45± 0.05 2

5 60 1 0.15± 0.03 0.20± 0.03 1

10 60 0 0.1± 0.1 0.4± 0.1 2

Collision 0 300 -1 8.6± 0.4 6.8± 0.4 25

5 300 -1 8.6± 0.4 6.4± 0.4 25

10 300 2 1.9± 0.1 1.9± 0.1 6

0 600 0 7.1± 0.4 5.6± 0.4 21

5 600 -1 7.9± 0.4 6.4± 0.4 23

10 600 -1 6.4± 0.4 7.1± 0.4 23
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Figure 8.45: Expected surface resistance of REBCO based HTS (left) and Tl-1223 HTS (right) based on standard

material parameters from the literature, compared to copper (blue lines) at 50 K and 16 T.

existing commercial REBCO coated conductors (CC), typically 12 mm wide tapes available in lengths of several

hundred metres, by soldering them on the inner parts of the beamscreen during the manufacturing process. An

extensive programme is currently ongoing to validate the mechanical, superconducting DC and RF properties of

several commercial CC samples, in parallel to the soldering process development. As an alternative, the coating

of Tl-1223 by electroplating is being developed at the sample scale. The programme starts with a solution of the

individual constituents and is coupled to extensive structural and transport analyses. A relatively straightforward

scalability of electroplating to larger sizes is expected. The higher critical temperature of Tl-1223 might open up

the possibility of operating the beamscreen at ≈100 K.

Several RF experimental results on selected REBCO conductors and the first measurement of a non-

optimised Tl-1223 sample are presented in Fig. 8.46. These have been measured with a dielectric loaded res-

onator, operating at 8.05 GHz and at variable temperature and magnetic field, up to 9 T. The results go beyond

expectations, in particular for REBCO tapes with artificial pinning centres that might be even further customised.

The behaviour with magnetic field follows
√
B as predicted [221]. Scaling to lower frequencies (∝ ν2 for HTS

compared to ∝ ν1/2 for copper) and to 16 T shows that a gain of at least one order of magnitude compared to cop-

per could be attainable for frequencies of 1 GHz and below. First measurements of Tl-1223 samples at zero field

also show the potential for improvements compared to copper, and further improvement is expected for textured

Tl-1223.

In parallel, studies are being carried out on e-cloud mitigation by amorphous carbon coatings, resistance

to synchrotron radiation and nuclear irradiation, activation and lifecycle issues and on the effect on the dipole

magnetic field accuracy and possible mitigation strategies [224]. No showstoppers have been identified.
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Figure 8.46: (left) Measured surface resistance of REBCO coated conductors (squares) compared to copper (tri-

angles) as a function of applied magnetic field. The lower four curves correspond to materials which have artificial

pinning centres. (right) Measured surface resistance for copper (triangles), the best CC (squares) and Tl-1223 HTS

(stars) at zero field as a function of temperature, showing a Tc of ≈110 K for the latter compared to ≈90 K for

REBCO.

8.8.4 Beamscreen laser treatment for e-cloud mitigation

Laser ablation surface engineering (LASE), or laser-engineered surface structures (LESS) can be applied to the

beam-facing surfaces of the beamscreen in order to mitigate the electron cloud build-up. Indeed, there is evidence

that the rough surface possesses a lower secondary electron yield (SEY) [162, 163]. The treated surface exhibits

two types of roughness: large parallel grooves that trace the laser trajectory, and micron-level balls chaotically

placed on top of the grooves. The micron-level roughness is a result of condensation of the evaporated material

and is a necessary tool for reducing the SEY.

However, the surface roughness inevitably leads to the increase of the beam coupling impedance. In par-

ticular, the increased imaginary part of the transverse dipolar impedance can cause the transverse mode coupling

instability (TMCI). Studies are on-going [225] to estimate the impact of the laser-treated surface on the impedance

over a wide frequency range and in realistic conditions (cryogenic temperatures and a high external magnetic field).

Some preliminary measurements show that the increase of the real part of the impedance is tens of percent when

the grooves are made parallel to the direction of the beam, or several-fold if they are made perpendicular. Based

on these measurements, the imaginary part of the impedance can be estimated to be similarly increased [226]. If

these conclusions are confirmed by measurements, only the parallel grooves would be acceptable from the beam

stability point of view.

8.8.5 Intra bunch feedback

Active feedback systems for the intra-bunch instabilities have been under development during recent years (see

e.g. ref. [227, 228] and refs. therein). These kinds of system have been proposed to be used against intra-bunch

oscillations, e.g. from TMCI, electron cloud and slow head-tail instabilities. Recently, it was also demonstrated

experimentally in the SPS that the accelerator can be operated above the TMCI threshold with the wideband

feedback system [229].

In the FCC-hh, a wideband feedback system could be used to mitigate intra bunch instabilities, whereas

in the baseline configuration its suppression relies on Landau damping. Some of the most challenging damping

requirements in the FCC-hh are the intensity threshold at injection energy and the slow head-tail instabilities

during the squeeze. The bandwidth
3

and gain requirements for these cases have been studied with single bunch

PyHEADTAIL simulations. The wideband feedback systems is assumed to be an additional feedback system

working in parallel with the baseline bunch-by-bunch system.

Single bunch intensity thresholds for the different feedback options are presented in Fig. 8.47. Without a

transverse feedback system, the TMCI threshold can be observed at an intensity of 4.5× 1011 protons per bunch.

An ideal bunch-by-bunch feedback system generates slow intra-bunch instabilities even below the TMCI threshold.

3
In these studies the bandwidth of the intra-bunch feedback system is determined as a cutoff frequency of a Gaussian

lowpass filter. Note that the bandwidth requirement is sensitive to the exact frequency response above the cutoff frequency,

which depends on the final design of the amplifiers and the kickers.
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Figure 8.47: Effects of a bunch-by-bunch and wideband feedback systems on the TMCI threshold at injection

energy. Simulations are based on the 01/2018 impedance model.

An additional 1 GHz transverse feedback system can both stabilise the instability caused by the bunch-by-bunch

feedback and push the (TMCI) intensity threshold to above 1× 1012 protons per bunch.

Figure 8.48: Slow head-tail instability growth rate as a function of wideband feedback system gain at collision

energy when Q
′
=11 and the damping time of the bunch-by-bunch damper system is 20 turns. Simulations are

based on the 01/2018 impedance model.

The bandwidth and gain requirements for the wideband feedback system were also studied at top energy. In

these simulations the wideband feedback system works together with the 20 turns bunch-by-bunch damper in the

worst case scenario for slow head tail instability when Q
′
=11 without Landau octupoles. The simulations presented

in Fig 8.48 show that the 1 GHz bandwidth together with 5000 turns damping time is sufficient to stabilise the beam

without Landau octupoles.

From the technological point of view, the 1 GHz bandwidth required for the intra-bunch feedback system

is feasible and already demonstrated with the existing wideband feedback system in the SPS. Also its capability

against the intra-bunch TMCI instabilities has been demonstrated experimentally. However, it is essential to get

more experimental data from beam dynamics studies in order to identify the key technological challenges for the

FCC-hh. In particular, the effects of WBFB noise on the FCC-hh beams and the requirements for the possible

electron cloud instability mitigation need more studies.

8.9 Key R&D

Several of the most important R&D topics are described above in Section 8.8 and in addition the following theo-

retical, computational, and experimental work would be helpful:
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– Theoretical understanding of the stability diagram in high-tuneshift regime when interaction between dif-

ferent azimuthal modes cannot be neglected

– Calculation of the impedances of the few remaining complex components, e.g. the injection kicker magnet

with shielding

– Demonstration of the transverse mode-coupling instability (TMCI) in the LHC in both the single bunch and

the multi-bunch regimes

– Effect of the crab cavities on beam stability (will be thoroughly studied in the HL-LHC)
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Chapter 9

Collimation system

9.1 Introduction

In order to achieve a high luminosity at 50 TeV, a high beam current is required in the FCC-hh. Combined with the

50 TeV particle energy, this results in a stored beam energy of about 8.3 GJ, assuming the baseline parameters of

10400 bunches of 1011 protons per bunch. This is about a factor 24 higher than the nominal LHC and a factor 12

higher than the HL-LHC. Therefore, the FCC-hh beams are highly destructive and open up a new regime in terms

of beam halo cleaning and machine protection considerations. Absorbing the energy of even very small beam

losses becomes challenging.

To achieve the high energy per particle, strong magnetic fields are needed, which demands the use of

superconducting magnets operating at cryogenic temperatures. A loss of a small fraction of the beam can deposit

enough energy to quench a magnet. To avoid this, a collimation system must be installed to protect the magnets

from beam losses and this is the main topic of this chapter. The development of the design of the various aspects

of FCC-hh collimation has been documented in previous publications [18, 19, 29, 30].

In addition to the routine cleaning losses, the collimation system must also protect machine elements from

damage from irregular and accidental beam losses that could occur, e.g. injection and extraction kicker misfires,

or failures of other elements. If needed, the collimators can be sacrificed in order to prevent beam losses in more

critical locations, such as the experiment detectors. Furthermore, the collimation system should also localise the

losses and hence concentrate the radiation dose in controlled areas, and if needed, help in reducing machine-

induced experiment backgrounds. At the same time the machine impedance must be kept within acceptable limits.

This latter point is discussed in Subsections 8.3.5 and 8.3.6.

Beam loss rates in the FCC-hh are very hard to predict and depend on a number of unknowns, but regular

operation and tuning of the machine requires that a reasonable range of beam lifetimes (BLT) can be handled

without a beam dump, quench or collimator damage. For the design and specification of the collimation system,

the target is that the FCC-hh should be able to sustain betatron losses due to a BLT drop down to 12 minutes over

a period of 10 s, and a BLT of 1 h in steady state. The former scenario corresponds to an extreme instantaneous

beam loss power of 11.6 MW. These design scenarios have been adopted from the LHC design [230]. Although

LHC operation in Run 2 very rarely resulted in such pessimistic losses, these criteria are conservatively used for

the FCC-hh design.

For off-momentum losses, the most critical scenario is taken to be the losses at the start of the energy ramp,

where any off-energy tail outside of the RF buckets is rapidly lost as the acceleration starts [231]. Based on LHC

experience, the design criterion for the collimation system is that the machine should be able to routinely handle

losses of 1% of the total beam intensity over 10 s [232]. This assumes that the rate of change of the energy at the

start of the ramp is similar to that of the LHC.

The baseline FCC-hh collimation system is based on the design and operation of the LHC system [20–25,

233], as well as the planned upgrades for HL-LHC [26–28, 234, 235].
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9.2 Baseline collimation concept and layout

Two main collimation insertions are used; a betatron system in IRJ for removing particles that have a large am-

plitude in transverse phase space, and a momentum collimation system in IRF, for removing particles with a large

rigidity offset. In addition to these two insertions, there are collimators around each experiment insertion, for both

the incoming and outgoing beams. Finally collimators are placed around the injection and extraction regions to

protect against regular injection and extraction losses, and also against failure modes.

In IRJ and IRF, a scaled-up version of the LHC multi-stage cleaning system is used. It has primary collima-

tors (TCP) closest to the beam, followed by secondary collimators (TCS), and absorbers (TCLA). As in the LHC,

the main bottleneck in terms of cleaning losses is expected to be in the dispersion suppressor (DS) downstream

of the betatron collimation insertion, where the dispersion generated due to the superconducting dipoles increases

rapidly. Protons that have lost energy in single diffractive scattering event in the TCP and which have a small

enough angular deviation to bypass the TCSs risk being lost in this area [24]. In order to alleviate these losses, it

is planned to install DS collimators (TCLD) in the cold region, similar to the upgrades planned for HL-LHC [26].

It is planned to install TCLDs in IRF as well, and also downstream of the experiments in order to catch off-energy

collision debris that would otherwise risk putting too high a load on the DS. The optics and collimator positions

in IRJ and IRF are shown in Figs. 9.1a–9.2b, and the full list of collimators with their names, positions, materials,

settings through the cycle, and orientations are shown in Table 9.1. In addition to the above mentioned collimators,

TCL physics debris absorbers will be added to the lattice for the outgoing beams around each experiment IP. The

exact placements are still under study. It is expected that each IP will have 3 TCLs per beam, making a total of 12

additional collimators.

The baseline betatron collimation insertion is a scaled version of the current LHC system, with the constraint

that there is a minimum mechanically feasible jaw gap size. In order to keep similar settings to the LHC in units

of beam σ, the smaller geometric emittance of the 50 TeV beam is compensated by a larger β-function.
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(b) Collision configuration.

Figure 9.1: The optics in the betatron collimation insertion (IRJ).
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(b) Collision configuration.

Figure 9.2: The optics in the energy collimation insertion (IRF) at collision configuration.

Therefore, all β-functions have been scaled by
√

EFCC

ELHC

=
√

50

7
≈ 2.67. To achieve this, all magnet lengths
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and separations have been increased by 2.67, and the total length of the insertion is 2.7 km. This ensures that the

magnetic fields in the warm magnets are of the same magnitude and therefore can be constructed. The increase in

focusing required by the energy increase w.r.t. LHC comes from the increase in magnetic length.

For the momentum cleaning insertion, the baseline is also a layout similar to that of the LHC but scaled

up by the same factor as the betatron system. This is the lattice used for the studies presented later in this report.

However, work on alternative designs is underway, and a first version of a new optics for the off-momentum

cleaning insertion has been created. This is based on an optimisation of the normalised dispersion at the off-

momentum TCP, whilst keeping favourable phase advances to secondary and tertiary collimators. This alternative

design has shown some promising results in terms of geometric acceptance and protection of the downstream arc,

however, more work is needed on the optimisation of potential aperture bottlenecks at injection, as well as tracking

studies to optimise the collimator placement.

The collimators for the present studies are assumed to be of a design similar to those used in the LHC, i.e.

pairs of movable collimator jaws constructed of sections of amorphous materials, with a single tank per beam for

each collimator - a design that is well established and optimised for high losses. The infrastructure requirements

are also similar: cooling water is required, and the controls infrastructure needs to be implemented so that no

sensitive electronic components are placed in areas where they risk radiation damage. A previous design of the

FCC-hh lattice, with the extraction kickers placed close to the collimators, was abandoned due to the high radiation

load on the kickers. Since the collimation insertion will be a high-radiation area, remote inspection and handling

capabilities are necessary in order to reduce the dose to personnel. The TCPs and TCSs need to be very robust. It

is planned to use carbon-fibre composite (CFC) for the TCPs and the first TCS, which are the most critical devices

in terms of robustness. Molybdenum-graphite (MoGr) with a 5 µm coating of Mo is used for the downstream

TCSs, which are less loaded. This, together with an optics design providing for larger jaw gap sizes, allows the

machine impedance to be reduced to acceptable levels. This material, which will be used in the HL-LHC [26],

has a significantly lower impedance than CFC. In this document it is assumed that such collimators can be reliably

produced within specifications. Using coated graphite has been considered as a backup solution. Iterations on

the mechanical design, with improvements on the LHC solution, could be made in the future to ensure optimum

response to the expected loads from the whole collimator structure.

Other collimators, such as the TCLAs and the tertiary collimators (TCTs) in the experiment insertions, are

further away from the beam centre and have lower robustness requirements but higher requirements for absorption.

As in the LHC, these collimators are made of a heavy tungsten alloy (Inermet 180).

Table 9.1: The FCC-hh collimator materials, numbers (per beam), and settings throughout the cycle. The settings

are given for the normalised emittance reference value of 2.2 µm.

Collimator Material Number Injection (nσ) Collision (nσ)

β TCP CFC 2 7.6 7.6

β TCSG CFC/MoGr 11 8.8 8.8

β TCLA W 5 12.6 12.6

β TCLD W 3 21.0 35.1

δ TCP CFC 1 10.8 18.7

δ TCSG MoGr 4 13.0 21.7

δ TCLA W 5 14.4 24.1

δ TCLD W 4 21.0 35.1

TCT W 12 14.0 10.5

Experiment TCLD W 8 21.0 35.1

TCDQ CFC 1 9.8 9.8

Extraction TCLA W 2 11.8 11.8

Extraction TCLD W 1 21.0 35.1

After initial simulation results, the design diverged from the LHC system, which has three betatron TCPs

(in the horizontal, vertical and skew planes). Initial energy deposition simulations showed that the power load

from secondary particles on the skew TCP was too high. The collimator would have been unlikely to survive.

To achieve acceptable power loads, some changes have been made to the collimator materials and design. The

length of the primary betatron collimators has been reduced from 60 cm to 30 cm and their thickness has been
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increased from 2.5 cm to 3.5 cm. This reduces the power load inside the collimator jaws and metallic support

structure. Removal of the skew TCP allows the secondary particle showers to expand and reduce their energy

density. The subsequent collimator that these secondary particles will hit is the first secondary collimator. The

initial energy deposition simulations found that the secondary particles would not directly hit the collimator jaw,

but the mounting mechanism behind it. Because of this, the thickness of the jaws of the first secondary collimator

has been increased from 2.5 cm to 4.5 cm.

Particles interacting with the collimation system can lose energy, but survive and exit the collimation region.

Following the collimation insertions, the dispersion is matched to that of the arc region in the DS. Inside the DS,

the dispersion rapidly rises. Any sufficiently off-momentum particles will strike the beam pipe aperture due to the

dispersion. This will quench magnets if specific protection is not installed. Because of this, DS collimators, known

as TCLDs are installed in this region to catch these off-momentum particles, as planned for HL-LHC [26]. Each

experiment IR has 2 sets of TCLDs installed, and due to the higher particle load in the collimation regions these

have additional TCLDs. In the betatron insertion, 3 TCLDs are used, and in the energy collimation, 4 are used. In

addition, due to optical changes between injection and collision, the peak dispersion position changes between the

injection and collision optics. The additional TCLD (w.r.t. the HL-LHC number) is also required to cover both the

injection and collision cases.

In the experiment straight sections, it was found that one set of TCT collimators (horizontal and vertical)

was insufficient. Beam losses were found both inside the matching section and also between D1 and D2. An

extra pair of TCT collimators was installed in the matching part of the straight section, in order to catch these

losses. This strategy, which has been adopted for the IR upgrade in the HL-LHC, should also reduce experiment

backgrounds.

For the extraction insertion, debris from the extraction protection (TCDQ) was found to strike the beam

pipe at the end of the straight section. The level of losses in this region was found to be excessive for a 12 min

BLT. To protect the machine, an extra pair of TCLA type collimators was added in the straight section after the

TCDQ; one in the horizontal and one in the vertical plane. In addition, a TCLD type collimator was added at the

start of the arc, which provides additional protection in case of a failure of the dump system.

9.3 Machine aperture

For the collimation system to work properly, the beam-stay-clear region around the FCC-hh ring must be sufficient.

This is usually most critical at injection energy in the arcs, where the geometric emittance is larger. Aperture

bottlenecks usually also arise in the inner triplet at top energy, when the β-functions are squeezed at the collision

points.

To study the available aperture, the same approach as for the LHC and HL-LHC is used [93,236,237]. The

aperture module of MAD-X [71] is used to quantify the smallest distance, in units of beam σ, between the beam

centre and the mechanical aperture anywhere on the 2D cross section of the beamscreen. The calculations are

performed at several longitudinal locations in each element in order to obtain the minimum beam-stay-clear value

as a function of s. Various imperfections are included: a radial closed orbit offset xco, a fractional change kβ in

beam size from β-beating, a momentum offset δp, and a relative parasitic dispersion farc coming from the arc.

The values assumed for these tolerances are shown in Table. 9.2. Since it is very hard to accurately estimate

these for FCC-hh, they have been derived from the HL-LHC assumptions [93, 236, 237], which in turn have been

shown to be pessimistic compared to the aperture measurements performed in the LHC [238–247]. Similarly, the

alignment and manufacturing tolerances of each magnet have been adopted from similar magnets of the HL-LHC.

It should be noted that the values of the momentum offsets are pessimistic compared to the calculated RF bucket

height in Chapter 7. This gives a small additional safety margin, however, it should be noted that these values may

change. The last line of Table 9.2 shows the protected aperture, i.e. the smallest calculated aperture that is allowed

in any machine element. As a working assumption, this value has been scaled from HL-LHC by the ratio of the

square-root of the emittances. This assumption is, however, not trivial and needs to be studied in greater detail. The

value of the protected aperture depends on the distribution and intensity of the halo that escapes the collimation

system, as well as the halo that escapes the protection devices during failures, which have to be combined with

detailed knowledge of the quench limit and damage limits of the machine elements [237]. Such studies have not

yet been performed in detail for the FCC and, pending them, the HL-LHC parameters are assumed.

In the calculations, the design of the arc beamscreen as of July 2018 has been adopted, as shown in Fig. 9.3.

It should be noted that all arc dipoles are straight, which gives rise to a reduction in aperture due to the sagitta. This

aperture reduction has been pessimistically modelled as a constant decrease of mechanical aperture of half of the
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Table 9.2: The parameters used in the MAD-X model for FCC-hh aperture studies at top energy and injection.

Parameter set FCC-hh injection (3.3 TeV) FCC-hh top energy (50 TeV)

Primary halo extension 6σ 6σ

Secondary halo, hor./ver. 6σ 6σ

Secondary halo, radial 6σ 6σ

Normalised emittance εn 2.2 µm 2.2 µm

Radial closed orbit

excursion xco 2 mm 2 mm

Momentum offset δp 6× 10−4 2× 10−4

β-beating fractional

beam size change kβ 1.05 1.1

Relative parasitic

dispersion farc 0.14 0.1

Protected aperture (σ) 13.4 15.5

sagitta on each side of the beamscreen along the full length of the magnets. A sagitta of 2.524 mm was used for the

aperture calculations. A synchrotron radiation absorber protects the interconnection to the next magnet at about

0.6 m downstream of every arc dipole (see Ref. [1, Section 3.3.2]). Whilst the dimensions of the inner chamber of

this absorber are the same as for the beamscreen, the slits are not as deep and the sagitta is larger due to the longer

distance from the dipole centre, resulting in a horizontal aperture reduction of 1.630 mm at the absorbers.

Figure 9.3: The transverse cross section of the arc beamscreen, the MAD-X model for the aperture calculations is

outlined in red.

Several assumptions had to be made about the mechanical aperture, in particular that similar tolerances to

those of the LHC [248] for manufacturing and alignment apply. The FCC-hh arc beamscreen in Fig. 9.3 features

antechambers to channel synchrotron radiation. This was considered unnecessary for the straight section magnets,

thus a scaled LHC-like beamscreen design with a larger free aperture was assumed. Some detailed studies are

required to determine whether this is justified for straight section magnets close to the arcs that might still receive

some synchrotron radiation. The aperture tolerances were adopted from LHC elements. The vacuum chamber

apertures in the warm sections for collimation and extraction should also be reviewed.

Using the parameters in Table 9.2, the aperture around the FCC-hh was evaluated at injection and top energy

using the optics version 10. The results show that the apertures of the full ring, including the triplets in front of
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the high-luminosity experiments, are above the protected aperture. The top-energy triplet aperture at the high-

luminosity experiments in IRA and IRG is shown in Fig. 9.4 for the ultimate optics with β?
= 30 cm, and it can be

seen that there is still some margin left. This margin could potentially be used to squeeze the optics further down

to around β?
≈ 21 cm. This includes an increased crossing angle to keep the normalised separation constant.
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Figure 9.4: The calculated aperture at top energy, using the ultimate optics with β?
=30 cm, as a function of

distance s in the high-luminosity experiments in IRA and IRG, shown together with the criterion for the minimum

aperture.

At injection, most elements around the ring are found to be within specification, in particular in the arcs,

in spite of the pessimistic modelling of the beamscreen. An example is shown in Fig. 9.5. A few elements do

not meet the criterion and have too small a beam-stay-clear region. These are listed in Table 9.3. As can be seen,

there are only three types of magnets affected: orbit correctors in the extraction and betatron collimation section

(elements starting with MCB) as well as matching quadrupoles (MQMO) and tuning quadrupoles (MQTLH) of the

betratron collimation section. Figure 9.6 shows the aperture bottlenecks in IRJ. The aperture issues of the MCB

and MQMO magnets can be solved simply by replacing them with larger aperture magnets of the MCBY and

MQY classes respectively. These magnet classes are already used in various locations around the ring and provide

sufficient strengths. The MQTLH magnet issues also have to be solved for the final design but are not believed to

be show-stoppers.

Previous lattice versions showed aperture limitations in the DS where the optics required a certain degree of

freedom in terms of beam size but the aperture is given by the arc dipole design. Several mitigation measured have

been proposed if these issues re-emerge as the lattice evolves. One such measure involves pursuing the studies

to refine the aperture criterion and the parameters in Table 9.2 and to investigate whether any of them can be

improved. The mechanical tolerances on the manufacturing and alignment could possibly also be improved. In

particular, in the few locations concerned, magnets could be installed that are better than the specification, either by

sorting the magnets and simply taking the best ones from the full production, or by designing a special beamscreen

for these magnets only.

In conclusion, using the preliminary aperture parameters that are taken over, or scaled from the HL-LHC, it

has been demonstrated that the aperture of FCC-hh is adequate for the presently considered optics scenarios, with

the vast majority of the elements around the FCC-hh ring meeting the specification. While there are a few outliers,

most of them can be cured by a simple switch of magnet type. For the remaining ones in magnets of the MQTLH

type, some further design studies are needed, however, it is not believed to be a showstopper. The calculations

should be repeated in the future using updated parameters specifically tailored to the FCC-hh.
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Figure 9.5: The calculated aperture at injection energy, as a function of distance s over two arc cells, shown

together with the criterion for the minimum aperture.
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Figure 9.6: The calculated aperture at injection, using the standard injection optics with β?
= 4.6 m, as a function

of distance s in IRJ (betatron collimation). It can be seen that a few elements in the DS fall below the criterion for

the minimum aperture.

Table 9.3: Elements found below the minimum aperture at injection energy.

Element name s-location (m) Calculated aperture

MCBV.6RD.H1 25629 10.2σ

MQTLH.[A-F]6LJ.H1 72169 11.5σ

MCBH.6LJ.H1 71974 11.5σ

MCBV.6RJ.H1 74659 11.7σ

MCBH.6LD.H1 23254 12.5σ

MQMO.6LJ.H1 71974 12.6σ

MQMO.6RJ.H1 74658 12.8σ
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9.4 Simulations of the collimation system performance

Tracking simulations of the loss pattern around the ring to evaluate the cleaning performance of the system are

reported in this section. Various loss mechanisms are considered, and the output is used for further studies of

energy deposition (in Sections 9.5–9.6) and the thermomechanical response (in Section 9.7).

During collisions, the beam is squeezed to a small size at the interaction point, and in doing so, it is blown

up in the inner triplet magnets. These become the aperture restriction of the machine. At the same time, the

crossing angle is enabled to prevent parasitic head on collisions and long range beam beam effects. This reduces

the available aperture. For the studies at top energy, this worst case for the aperture is the configuration that is

simulated. Studies were also done at injection with un-squeezed optics, where the aperture restriction is in other

regions of the machine, such as the arcs and DS. The optics parameters used in the simulations are summarised in

Table 9.4, and the collimator settings in Table 9.6.

Table 9.4: A table showing the FCC-hh optics configuration used in this work.

Parameter Unit Value

Optics version 9

Injection energy TeV 3.3

Collision energy TeV 50.0

Injection β?
(IPA,IPG) m 4.6

Injection β?
(IPB,IPL) m 27.0

Collision β?
(IPA,IPG) m 0.3

Collision β?
(IPB,IPL) m 3.0

Injection crossing angle (all) µrad 0

Collision crossing angle (IPA,IPG) µrad 100

Collision crossing angle (IPB,IPL) µrad 26

Additionally an asynchronous dump is simulated at collision energy. This is an accidental loss scenario,

where the extraction kicker magnets do not fire at the correct time, or do not fire with sufficient strength to extract

the circulating beam at its first passage, resulting in the beam not being fully extracted correctly from the storage

ring.

9.4.1 Simulation method

At both injection and collision, 3 possible beam loss scenarios are simulated. These are beam losses in the horizon-

tal plane, vertical plane, and both planes simultaneously (referred to as skew). Simulations were carried out using

the coupling [249–251] between SixTrack [24, 45, 46, 252] and FLUKA [62, 253], where the first code tracks the

particles through the whole ring and the second describes their interactions in the collimator material, until they

are lost in the latter by a nuclear inelastic reaction or they reach the machine aperture boundary elsewhere. This

framework has been benchmarked against measurements with LHC beam losses, and the simulations agree well

with the measurements [254].

The input beam distribution corresponds to a given loss scenario (e.g. losses in the horizontal or vertical

plane), while the output gives two components. The first is the energy deposited by particles in each collimator

after each pass of the simulated bunch. In addition, the full phase space and location of each particle is dumped if

it touches the beam pipe aperture. These particles are considered to be lost. The combination of the collimator and

aperture losses give a description of the energy flow around the machine. These losses are then histogrammed to

produce what is called a loss map, which shows the loss locations around the ring. A longitudinal binning size of

10 cm was used for this work.

In the FLUKA coupling framework, only positively charged stable baryons are tracked around the ring -

i.e. protons and heavy ions. All other particles are killed and are not tracked - their energy is considered to be lost

in the collimator or shortly after. An energy cut of 30% was used in FLUKA for this work, meaning that particles

below 70% of the initial energy are killed.
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In analogy to Ref. [21], the local cleaning inefficiency is defined as

ηc(s) =
E(s)

Etot∆s
, (9.1)

where ηc is the cleaning inefficiency, ∆s is the longitudinal binning size (10 cm in this work), E is the energy that

impacts the physical aperture in a given bin, and Etot is the total energy deposited in the full simulation (including

inside collimator jaws). The required value of ηc that keeps all magnets below quench level depends on the loss

scenario and beam energy

9.4.2 Betatron cleaning

To study the betatron cleaning performance, where the halo is assumed to impact on the primary betatron colli-

mators, a ring of particles is generated in the phase space of the collimation plane (e.g. x,x
′
, y,y

′
) with sufficient

amplitude to just touch the primary collimator jaw, usually with a flat distribution between 7.57 and 7.570001σ
for a primary cut at 7.57σ. There is no amplitude in the vertical or longitudinal plane; particles are injected on the

reference orbit.

The halo, usually containing 100 million particles and generated at IPA, is then tracked for 400 turns, which

is sufficient for most particles to interact with a primary collimator and be lost on a collimator in an inelastic

interaction, or on the physical beam pipe aperture.

To calculate the required cleaning performance, a quench limit of 10 mW/cm
3
, radially averaged over the

superconducting cable, is conservatively assumed for a continuous power load into the magnet coils at 50 TeV.

This is slightly higher than the design assumption for the LHC magnets at 7 TeV [255]. It should be noted that

recent studies of the 11 T dipole magnet for the LHC, which is made from a similar Nb3Sn technology, have shown

significantly higher quench limits [256], and extrapolations of those studies indicate that the real quench limit of

the FCC magnets might be above 70 mW/cm
3

at the peak (see Section 3.2 of the short CDR [1] for further details

on the magnet design assumptions).

However, the collimation design studies in this section were performed before this update and are based on

10 mW/cm
3
. The more relaxed, updated number introduces a good safety factor.

The losses at quench can then be calculated as 2.2×105 p/m/s by scaling the LHC design loss rate at quench

(7.8 × 106 p/m/s [23]) by a factor 35, which is the estimated increase in energy deposition per proton at 50 TeV

compared to 7 TeV [257]. Then, assuming an instantaneous loss rate corresponding to a 12 minute BLT and full

intensity, a maximum allowed cleaning inefficiency of ηc,max = 3× 10−7/m is found. Similarly, for a 12 minute

BLT at injection energy, the quench limit is estimated as ηc,max = 3× 10−5/m.

The simulated betatron cleaning at injection is shown in Figs. 9.7–9.8b. The highest cold losses around the

ring stay well below ηc = 10−5/m and are thus considered safe.

The estimated losses at collision energy are shown in Figs. 9.9–9.10b. This is considered to be the most

critical scenario. It can be seen that also in this case, the cleaning inefficiency around the ring is below the estimated

quench limit of ηc,max = 3× 10−7/m, which means that for a perfect case, the collimation system should be able

to protect the cold aperture even in the rather demanding scenario for a 12 minute BLT. The results shown are for

a horizontal beam halo but they are not substantially different for vertical losses.

With the removal of the skew TCP from the layout, the skew beam halo at collision provides an interesting

test of the performance of the system with this updated layout. Figure 9.12a shows losses in the betatron collimation

insertion with the skew primary removed, for a halo with equal horizontal and vertical amplitudes. Instead of

striking a TCP, the beam first hits the less robust TCSs. From a cleaning perspective, the performance is maintained;

the losses into the cold regions of the machine are not excessive thanks to the TCLDs, although significant losses

appear downstream of IPA. The robustness of the most exposed skew secondary collimators is a potential concern

for these losses. From LHC operational experience, skew losses are very rare. The solution is to place a stricter

limit on the BLT due to losses in the skew plane, consistent with the damage limit of the TCSs and the LHC

operational experience.

9.4.3 Off momentum beam halo

For off-momentum losses, the cleaning efficiency at the start of the ramp was studied first. The losses from un-

captured beam at the start of acceleration were simulated by injecting a pencil beam of off-momentum particles
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Figure 9.7: Image showing the full ring loss map at injection for a horizontal beam halo.

(a) Betatron collimation insertion loss map (b) Energy collimation insertion loss map

Figure 9.8: Loss maps at injection for a horizontal beam halo.

without betatron amplitude but with a δp/p such that they just impacted on the primary momentum collimator jaw

(an energy of 3294.8025 GeV was used instead of the reference 3300.0 GeV, which gives a δp/p = −0.001575).

The resulting losses are shown in Fig. 9.13. Assuming a 1% beam loss over 10 s, the instantaneous lifetime

is about 17 minutes, which requires the inefficiency to stay below ηc,max = 4×10−5/m. As can be seen, all losses

fulfil the criterion with some margin.

In collision, off-momentum losses can also be caused by uncaptured beam, but these losses are expected

to occur at a slow steady rate, and not as a brief pulse. Therefore the cleaning criterion is not as strict as for the

betatron case, where faster losses are more likely. Irregular losses could be faster, e.g. during a fault of the RF

system, however, such events are expected to be very rare. Simulations are needed to quantify a limit on the loss

rate allowed from the off-momentum halo at collision energy.

9.4.4 Extraction kicker pre-fire failure

The collimation system must also withstand losses resulting from fast failures, in particular single-turn failures

where there is no time to dump the beam before losses occur. One such failure scenario, which is one of the most

critical failures for the LHC, is a kicker pre-fire in the beam extraction system (see Chapter 4). In this case, one or

more extraction kickers could pre-fire asynchronously with the abort gap and hence cause an erroneous deflection

of the circulating beam. In the LHC, such a failure would almost immediately re-trigger the remaining extraction

kickers, causing an asynchronous beam dump with the risk that mis-kicked beam directly impacts the collimators
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Figure 9.9: Image showing the full ring loss map at collision for a horizontal beam halo.

(a) Betatron collimation system (b) Energy collimation system

Figure 9.10: Image showing collimation systems at collision for a horizontal beam halo.

and machine aperture.

For the FCC-hh, the proposed alternative abort strategy uses a delayed synchronous beam dump, resulting

in mis-kicked beam oscillating for up to one additional turn, as presented in detail in Chapter 4 and in Ref. [89].

This is made possible by distributing the kick, necessary to extract the beam, over 150 extraction kickers instead

of the 15 kickers used in the LHC, so that the oscillation amplitude induced by a single failing kicker is much

smaller. In the version of the FCC used (V10), the extraction takes place in the vertical plane, and the amplitude

of the betatron oscillation induced by a single failing kicker at maximum field is about 1.4 σ. For a single kicker

pre-fire, there is therefore no risk of the beam core striking the machine aperture.

Specific collimators (TCDQ), as well as septum protection devices (TCDS), are in place to protect against

mis-kicked beam. However, beam could leak out of the TCDQ or pass it if there was an error in the TCDQ position,

or potentially sensitive collimators or aperture bottlenecks could arise due to errors at apertures effectively smaller

than the TCDQ. The collimation system should be able to survive such an accident.

The goal of this study was to obtain the maximum number of kicker magnets that could fire at the same

time before damage occurs at a collimator. In the simulation, the beam was tracked for 1 turn, n extraction kickers

were enabled on turn 2, the beam was then tracked for one further turn and extracted. The initial conditions are

for a full beam, including the core. The distribution corresponds to the sum of two gaussians: the core consists of

95% of particles, with a 1σ standard deviation, while the halo makes up the remaining 5%, with a 1.8σ standard

deviation. This distribution is based on experimental results from the LHC, extracted from the Van der Meer scans
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Figure 9.11: Image showing the full ring loss map at collision for a skew beam halo.

(a) betatron collimation system (b) energy collimation system

Figure 9.12: Image showing collimation systems at collision for a skew beam halo.

in Ref. [258]. Particles are generated up to the TCP cut, in this case 7.57σ.

The resulting losses, for different numbers of kickers firing and normalised to the absolute number of

impacting protons, are shown in Fig. 9.15a–9.15d. As can be seen, almost all miss-kicked protons are lost on

the collimation system, and the most exposed cold magnets see losses of up to a few 107 protons. The results in

Fig. 9.15a–9.15d can be compared to an estimated collimator damage limit of 1× 1011 protons. From the plots, it

can be seen that up to 4 kickers can fire safely but for more than 4 it is potentially not safe. These simulations were

performed on a perfect lattice, i.e. one with no magnetic field or alignment errors of either magnets, apertures or

collimators. Further studies have been performed on the system sensitivity to collimator alignment errors. With

4 kickers firing and the secondary collimator (TCSG.D2LJ.H1) where the peak loss occurs closed by 0.5σ, the

peak loss reaches about 1.5× 1011, above the safe single bunch threshold. Closing the TCP or TCDQ collimators

by 0.5σ does not change any of the conclusions above. The reason the TCSG intercepts the beam, and not the

TCP, is that in this case the phase advance between the dump kickers and the TCP is such that the beam passes

through the TCP gap without being collimated, but does impact the TCSG. If this phase advance changes in future

lattice iterations, then the conclusions of this study will also change. One can conclude that although for a perfect

machine 4 kickers could safely pre-fire, for a machine with errors this is not the case, and the kicker pre-fire limit

should be dropped to 3. If the phase advance between the extraction kickers and TCP changes, then this limit could

drop even further. Future studies should be performed on a machine with a full set of errors and imperfections.
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Figure 9.13: Image showing the full ring loss map at injection for an off momentum beam halo.

(a) Betatron collimation system (b) Energy collimation system

Figure 9.14: Image showing the collimation systems at injection for an off momentum beam halo.

9.4.5 Influence of imperfections

The results in the previous sections refer to an ideal machine but in reality, unavoidable imperfections of the

collimators and the rest of the machine affect the cleaning performance of the collimation system. In order to

evaluate their influence, several cases with combined imperfections have been simulated. The error model was

introduced in SixTrack following the procedure and experimental data used for the LHC as follows [23, 24]:

1. Imperfections of the jaw flatness can reduce the length of material seen by the impacting protons. The jaw

flatness error is modelled by a second order polynomial applied over a number of slices:

± 4 · 10−4(
s2

l
− s)[m] (9.2)

where s is the longitudinal position along the jaw and l is the jaw length in m. In this study four slices are

used with the deformation bent outwards the beam as shown in Fig. 9.16.

2. The beam orbit and centre of the collimator gap are not always perfectly aligned. These were modelled by

random offsets of the centres of collimators with a standard deviation of 100 µm (see Fig. 9.17).

3. Angular misalignments of the collimator jaws with respect to the beam axis were added with an rms tilt

angle of 200 µrad (see Fig. 9.17).
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(a) 1 extraction kicker pre-firing. (b) 3 extraction kickers pre-firing

(c) 4 extraction kickers pre-firing (d) 5 extraction kickers pre-firing

Figure 9.15: Loss distribution for pre-firing kickers.

4. Random errors were applied with a standard deviation of 0.17σ to collimator gaps, corresponding to an rms

β-beating of 4% as assumed for FCC-hh [259].

5. Tolerances of aperture misalignments for the different types of magnets are used to introduce imperfections

in the alignment of the accelerator elements.

Ideal	beam	orbit	=	geometric	center

L	=	1	m

Half	Gap

Max	deformation	

100	µm

(not	to	scale)

Figure 9.16: Jaw deformation for 1 m long collimator modelled by a 2nd degree polynomial in red and the 4 slices

approximation used in SixTrack in dashed blue.

A full study of optics imperfections, adding magnetic and alignment errors in the lattice through MAD-X

and partially correcting them to get a realistic β-beating and orbit, has not been performed but is planned. Phase

advance and dispersion beating can only be introduced with this second method. Apart from the jaw flatness error,
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Figure 9.17: Illustration of the various errors applied to collimator in simulation.

all the imperfections follow a Gaussian distribution cut at 3σ and are controlled by a seed. Twenty seeds are used

for each scenario with combined imperfections. The number of seeds is limited by computational time, which

represents several decades of computer CPU time for this study.

The FCC-hh lattice used in this study for the beyond ultimate case with β? = 15 cm at collision was V9

to investigate the most challenging scenario. The horizontal betatron loss maps have been simulated for multiple

imperfection scenarios. The SixTrack version used for this study relied on the internal scattering module [252]

and the cleaning inefficiency in the following plots represents the fraction of protons lost in a longitudinal bin

normalised by the bin length (η = N∆s
lost/[Nlost∆s]). The collimation system was the one of Table 9.6, however,

in an earlier version with the skew TCP in IRJ still in and all the TCSs made of CFC. The length of the TCPs is

60 cm and the TCDQ is 10 m whereas other collimators are 1 m. The simulation setup is identical to the one in

Section 9.4, but with an impact parameter of 0.0015σ.

In Figs. 9.18–9.19 the loss maps for the ideal case and an example with all imperfections are presented. As

expected, most protons are lost in the collimation regions IRF and IRJ. These results allow the prediction of where

possible quenching events may occur, and give an indication about how to modify the collimator settings along the

accelerator in order to improve the system performance. The loss map for the ideal machine in Fig. 9.18 shows

very few cold losses compared with several blue spikes present in the loss map with imperfections. Most of the

cold losses appear between the detector IRA and IRB, around the dump insertion region, IRD, and downstream of

the RF insertion IRH. The majority of loss maps for all imperfections activated show similar behaviour.
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Figure 9.18: Horizontal loss map for the ideal case without imperfections.
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Figure 9.19: Example of horizontal loss map with all imperfections.

The influence of various imperfection types on the collimator losses is summarised in Fig. 9.20a where the

ratio of losses on different collimator families to the losses on the TCP is presented. The horizontal axis presents

increasing complexity of imperfections. Each point represents an average over the 20 seeds and the error bar

indicates their standard deviation. The ratio including the error bars of below one for all cases indicates that no

breaking of the hierarchy was observed in the simulations. A slight increase can be observed with wider error bars

for TCLAs, TCDQ and TCLDs. The ratio between the TCT losses and the TCP losses is presented in Fig. 9.20b.

In this case, the TCT losses increase as more imperfections are included. It can be seen that with all imperfections,

losses in tertiaries are about 4 times higher with respect to the ideal case, which could have a potential impact on

the machine-induced background.
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(a) Horizontal collimator losses
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(b) Tertiary horizontal collimator losses

Figure 9.20: Influence of imperfections on collimator losses as simulated by SixTrack.

The warm and cold global inefficiencies, defined as the sum of all inefficiencies in warm and cold apertures

of the machine, are shown in Fig. 9.21a. The changes to the global inefficiency for warm elements is within the

error bars. For cold elements an increase by a factor 2 with respect the ideal case is observed after introducing

offset errors for the collimator gaps. Including tilt errors, the global inefficiency is about a factor 5 higher than in

the ideal case, while adding gap and flatness errors gives a final increase by a factor of about 6.

The highest cold losses in a single 10 cm bin are presented in Fig. 9.21b. Most of the simulations with

imperfections show an almost complete loss of all protons (more than 95%). For the ideal case the number of

protons simulated was increased to 140M to have a similar quantity of total losses and a comparable ηc for a

loss of a single particle in the simulation. Fig. 9.21b indicates that on average only one proton is lost in a single

longitudinal bin for the ideal case and for the offset-tilt cases. When adding gap errors and flatness imperfections

the inefficiency in a single location increases by up to 3 times the single event inefficiency, however, most seeds

stay within the estimated requirement of ηc,max = 3×10−7/m, which gives confidence in the system performance.

For the ultimate optics case of this study, the highest cold peak increases on average by a factor 2 and the global

cold inefficiency by a factor of 4.
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(b) Highest cold inefficiency in a single longitudinal bin

of 10 cm for different combined scenarios.

Figure 9.21: Cold inefficiencies for different combined scenarios.

9.5 Energy deposition in cold magnets

The tracking simulations described in the previous sections give the distribution of protons lost on the apertures

around the ring. Based on this, an approximate estimate was made of whether the protection of the cold aperture

is adequate. For a detailed assessment of particularly critical locations, it is necessary to perform local energy

deposition studies. In particular, the protons impacting on the collimators cause secondary particle showers that

are not evaluated in the tracking simulations and which can extend into neighbouring magnets. The expected

energy deposition in the DS of IRJ, which is the most critical cold part of the machine, and in particular, in the

cold magnets installed downstream of the TCLDs is examined in this section.

The Monte Carlo program FLUKA [62, 253] was used to evaluate the energy deposition in the cold region

around a TCLD, downstream of the betatron cleaning insertion straight section [31]. The distribution of protons

leaking out of the upstream betatron collimators at the start of cell 8 was used as starting conditions. They were

extracted from tracking simulations carried out at 50 TeV using the MERLIN code [260, 261], and the FCC-hh

lattice of 2017 [118]. Only cell 8, including the TCLD, was simulated, on the assumption that the situation around

the other TCLD in cell 10 would be similar or better. An identical result and mitigation strategy can thus be

assumed for cell 10.

A 3D geometry of the region was implemented as shown in Fig. 9.22, including the TCLD and two down-

stream magnets (a quadrupole and a dipole). Since at the time of the study a detailed geometry of the dipole was

not available, simplified models based on the current LHC magnets with the addition of the FCC coil design and

beamscreen were used [262]. Magnetic fields were included in both magnets, modelled as perfect quadrupolar or

dipolar fields, extending over the vacuum chamber, beamscreen and cold bore. The collimators were modelled

as two parallel blocks of the tungsten alloy Inermet 180, including a tapering part. The masks were modelled as

cylinders of the same material. Full details can be found in Ref. [31].

In the FLUKA simulations, typically 4×106 protons were simulated, and the energy deposition was scored

in the coils of the dipole and quadrupole. To normalise the simulated energy deposition per lost proton, a 12 minute

BLT was assumed for the nominal FCC-hh beam parameters at 50 TeV, with all losses on the primary collimator,

in order to obtain the power load in the superconducting coils.

For the studies, several layouts of TCLDs and masks were tested and iteratively adjusted until a satisfactory

solution was found. The final layout proposed includes a main 1.0 m long TCLD, followed by a second 1.5 m

TCLD, and a 0.5 m mask in front of the quadrupole. An additional 1.5 m TCLD and a 0.15 m mask were placed

in front of the dipole. For this layout, labelled “Updated design”, the resulting energy deposition along the length

of the coils of the quadrupole and dipole is shown in Fig. 9.23. For each longitudinal position, the figure shows the

transverse maximum over all bins.

In the figure, the simulated power load has been scaled up by a safety margin of a factor 8. This factor

includes both the effect of imperfections, not included in the tracking simulations used here, and the underestima-

tion of the measured energy deposition found in previous studies of the LHC [24], even after imperfections were

included.

It can be seen in Fig. 9.23 that for a previous layout iteration consisting of only two 1 m TCLDs and a single

mask, the power load exceeds the estimated quench limit of 10 mW/cm
3
, whilst for the final layout with 3 TCLDs
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Figure 9.22: FLUKA geometry as implemented in cell 8 in the dispersion suppressor of IRJ, including three

TCLDs and two fixed masks [31]. The collimators and masks are shown in green, the quadrupole in red, and the

dipole in blue.
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Figure 9.23: Peak power density along the quadrupole (left) and dipole (right) in cell 8 for the final protection

design and the previous solution with the a factor 8 safety margin included [31].

and two masks, it is well below. As noted before, this limit is likely to be pessimistic in view of the recent estimates

of a 100-200 mW/cm
3

quench limit of the 11 T magnet [256] developed for HL-LHC and also based on Nb3Sn

technology. This gives a significant safety margin in the final design which, based on these simulation results,

should be able to protect the cold aperture of the ring against quenches from a 12 minute BLT. Although these

studies should be redone for the latest version of the FCC-hh lattice, which might cause minor layout changes, it

is unlikely that the qualitative conclusions will change.

9.6 Energy deposition in the warm betatron section

The power deposition is of high importance not only for the superconducting magnets, but also for the collimators

themselves and other elements in the warm section. The extreme load during a 12 minute BLT drop corresponds

to a beam loss power of 11.6 MW, which is 24 times higher than for the nominal LHC and it should be sustained

for up to 10 s. This represents a severe challenge for the robustness of the collimators and other exposed elements.

This section presents FLUKA energy deposition studies of all elements in the warm section.

A cut of the initial part of the FLUKA model of the whole 2.7 km insertion is shown in Figure 9.24. An

earlier version of the collimator configuration was used, which is identical to the one in Table 9.6 except that all
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TCSs are made of CFC. As in the LHC, three passive absorbers (TCAP), made of tungsten and copper, with lengths

of 1.5 m, 0.4 m and 1 m, respectively, are placed in front of the most exposed magnets. Figure 9.25 shows the

components of the collimator jaws as modelled and a 3D view of a part of the tunnel is given in Fig. 9.26.

Figure 9.24: FLUKA model of the first 800 metres of the betatron collimation insertion.

In order to perform particle shower simulations and calculate energy deposition in the various beam line

elements, maps of beam halo protons touching the collimator jaws are fed into FLUKA. These are produced by

the above-mentioned online coupling between SixTrack and FLUKA. The relevant phase space details of each

collimator hit is dumped as input for the second step of the simulation, performed by the FLUKA geometry model

(partially shown in Figure 9.24). Before being removed from the halo by either hitting the aperture or inelastic

interactions inside a collimator, a halo proton touches the collimators on average more than once. Its hits are only

kept in the maps if they occur in distinct turns, since possible multiple hits in the same turn are replicated as part

of the shower propagation.

Figure 9.25: FLUKA model of a collimator jaw.

The vertical halo scenario, where hits are concentrated in the first TCP, was investigated through successive

iterations as a representative case. This case is more critical than horizontal losses, since the vertical TCP is

the furthest upstream and there is therefore more distance over which the shower can develop. In order to limit

the power deposition on the jaws, three design measures were implemented. First, the TCP active length was

halved (from 60 cm to 30 cm) with respect to that of the LHC TCP, reducing the shower development inside the

absorbing material. Then the jaw thickness was increased (from 2.5 cm to 3.5 cm and 4.5 cm, for TCPs and

TCSGs, respectively), since the metallic parts of the jaw cooling circuit turned out to be subject to the highest

power density, because they were too close to the core of the secondary particle shower. Finally, the skew primary

collimator was removed, because it was still collecting a total power which significantly exceeded 100 kW for the

design BLT of 12 minutes, because it was downstream of the horizontal and vertical primaries.

The power deposition on the beam line elements and the infrastructure for the resulting configuration is

given in Fig. 9.27. Almost half of the power is taken by the tunnel walls and a significant fraction is absorbed

along the 2.7 km by the beam pipes,.

Table 9.5 gives the loads on the collimation system elements. Among those in CFC, the first secondary col-

limator represents the most critical case. However, despite an integral load 14 times lower, the primary collimator

which is directly impacted by the beam halo (TCP.D) is exposed to the highest power density, due to the multi-turn

ionisation by primary protons at extremely small impact parameters.

Figures 9.28a and 9.28b show the power density distribution in the vertical TCP. For the design BLT of

12 minutes, the maximum value is 50 kW/cm
3

on the jaw surface layer, but 100 µm inside it is already an order of
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Figure 9.26: 3D view of the FLUKA model of the betatron cleaning insertion dogleg, hosting the primary colli-

mators.

 

Figure 9.27: Power sharing in the betatron collimation insertion. The missing energy fraction refers to the energy

spent in endothermic nuclear reactions as well as that carried away by the neutrinos generated.

magnitude lower.

The horizontal TCP, which is rather exposed to the particle shower from the upstream collimator in the

scenario studied, takes a total power 12 times higher than the latter, but its peak power densities are dramatically

lower, up to 55 W/cm
3
, albeit extended to a much larger volume.

As pointed out above, the first TCS is affected by more severe conditions (in terms of total load). Figure 9.29

illustrates the 3D distribution of the nearly 100 kW, also showing the picture obtained with the standard LHC jaw

thickness of 2.5 cm that induces power density values up to 800 W/cm
3

in the cooling pipes and an integrated

load almost 2.5 times higher. With the proposed thickness increase to 4.5 cm, a maximum of 115 W/cm
3

is

found in the absorbing material instead. For the following collimators, this is less critical. Further studies of the
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Table 9.5: Total power on collimators and absorbers for 12 min BLT

Primaries Power (kW)

TCP.D6L 6.5

TCP.C6L 80

Secondaries Power (kW)

TCSG.A6L 92

TCSG.B5L 9.8

TCSG.A5L 41

TCSG.D4L 33

TCSG.B4L 6.4

TCSG.A4L 12

TCSG.A4R 14

TCSG.B5R 3.3

TCSG.D5R 7.2

TCSG.E5R 12.5

TCSG.6R 2.3

Active absorbers Power (kW)

TCLA.A6R 36.5

TCLA.B6R 2.0

TCLA.C6R 2.2

TCLA.D6R 1.6

Passive absorbers Power (kW)

TCAPA.6L 545

TCAPB.6L 78

TCAPC.6L 484
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Figure 9.28: Power density distributions

thermo-mechanical response of the most critical collimators are shown in Section 9.7.
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Figure 9.29: Power density distribution in the first secondary collimator for 12 min BLT. Left: LHC jaw thickness

of 2.5 cm. Right: proposed jaw with thickness of 4.5 cm.

The two 17 m long warm dipoles that close the dogleg are particularly impacted, since they are exposed to

the particle showers from the primary collimators. In the presence of the shortest passive absorber in front of it,

the second module collects more than 1 MW for a 12 min BLT. For reference, the LHC module, which is 5 times

shorter, would receive 22 kW assuming the same BLT with nominal beam parameters. As shown in Fig. 9.30,

the MBW.A6 non-IP face reaches 270 kW/m, whereas over most of its length the absorbed power is at about 60

kW/m, which translates into a linear load between 10 kW/m and 100 W/m for more regular BLTs of 1 to 100 hours,

respectively. This calls for a suitable cooling system and further optimisation of the front face protection, given

that the first metre of the magnet absorbs more than 10% of the total power.
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Figure 9.30: Integral power profile on the two warm dipoles after the primary collimators, for a 12 min BLT.

Looking at the dose accumulated in the coils, it is clear from Fig. 9.31 that the mechanical design provides

a critical gain, by keeping the return coils as far as possible from the beam pipe. If the LHC design with return

coils closer to the beam had been used, one order of magnitude higher localised peak dose would be expected.

9.6.1 Ozone production

From the calculation of energy deposition in air, one can estimate the resulting concentration of ozone with the

formula:

NOs
(ppm) = 9.28× 10−15

×G(eV −1)
PeV (

eV

s
)τ(s)

V (cc)
[1− e

−t

τ ] (9.3)

where the numerical constant is the ratio between the O2 concentration and the number of air molecules per cm
3
,

G is the number of O3 molecules produced by the absorption of 1 eV (typically 0.06 to 0.074 eV
−1

) and

τ(s) =
1

(α+ 1

τvent

+ kPeV

V
)

(9.4)
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Figure 9.31: Transverse dose distribution at the MBW.B6 non-IP end, for a cumulative loss on the collimation

system of 1016 top energy protons. Left: Return coil layer. Right: First internal layer. The coil position is indicated.

Values are averaged over the respective layer length of 8 cm.

and

α(
1

s
) = 2.3e− 4 & k(eV−1cm3) = 1.4× 10−16

(9.5)

being the ozone dissociation and decomposition constants, respectively. The second addend of the sum in equa-

tion 9.4 is the air renewal rate, i.e. the inverse of the ventilation time τvent needed to fully renew the volume of air,

V , concerned.

In this model, the assumption of an average loss rate corresponding to 1016 protons per beam lost in the

collimation system over an annual operation time of 5000 beam-hours yields a power deposition of 100 W in an

air volume of 58000 m
3
. Since 1

α
= 1.2 h, a ventilation time larger than several hours would give an ozone

concentration of 0.03 ppm for this power density in air. Ideally, to achieve a factor 10 reduction, a ventilation time

of 8 minutes would be required.

9.7 Collimator robustness

Preliminary finite element analyses have been conducted on the most loaded TCS and TCP jaws. Simulations were

carried out using the Ansys v18.2 finite element software. To begin with, a thermal analysis was performed, using

the beam-induced energy deposition from FLUKA as input (see in Section 9.6). A static structural analysis was

then coupled to the thermal study to obtain the mechanical response of the system. A detailed explanation of the

method and of the relevant assumptions can be found in Ref. [263].

Starting with LHC specifications, the most loaded collimators are built from CFC. Losses during both 1 h

and 12 minute BLT are studied for the secondary collimator, whereas only the 12 minute scenario is used for the

TCP. This choice is driven by the fact that the 1h BLT scenario for the TCP involves a smaller amount of power

than the 1 h BLT case for the TCS (which features the same overall geometry as the TCP). This means that the

assessment of the TCP’s global response (i.e. in terms of thermally-induced deflections of the jaws) results a less

severe case. Therefore, since the goal is to analyse the robustness of the TCP components, which is mainly affected

by peak energy deposition density, only the more severe case of a 12 minute BLT is considered.

In the 1 h BLT scenario, the beam-induced power deposition is applied in steady state. For the 12 minute

BLT scenario, starting from this steady condition, the associated losses are ramped up during 10 ms and then kept

for 10 s, to be subsequently ramped down again in 10 ms to the previous 1 h BLT load (see Fig. 9.32).

All analyses were carried out for heat loads for a scenario with the skew TCP removed, the TCPs shortened

to 30 cm and the thickness of TCPs and TCSs increased to 3.5 cm and to 4.5 cm respectively. Moreover, given

the preliminary nature of the study, some simplifying assumptions were made: a perfect bonding between the CFC

absorbers and the Glidcop housing was assumed, as well as a linear constitutive law (i.e. the material response,

in terms of strain produced under a given stress (and vice-versa) is linear, and the proportionality constant is the

young’s modulus, therefore the model cannot predict any plastic, pseudo-plastic, or viscous deformation) for the

absorbers and a constant temperature profile for the water flowing inside the cooling circuit. The following sections

discuss the results.
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Figure 9.32: Load profiles considered in the thermo-structural analyses for a) the 1h BLT and b) the 0.2h BLT

load case.

9.7.1 TCS collimator

The design of LHC TCSP collimators is considered as the base for the analysis of the most loaded TCS, namely

the TCSG.A6L. The only difference between the two designs is that the former has Glidcop tapers to host the

beam position monitors (BPMs), while the latter features CFC tapers (and no BPMs), and that the CFC thickness

is increased by 2 cm.

Figure 9.33: Beam-induced temperature fields on the first TCS for 1 h BLT (left) and 12 minute BLT (right).

The peak temperatures found on the jaw for the 1 h and 12 minute BLT cases are about 164°C and 330°C,

respectively, as shown in Fig. 9.33. This induces thermal deformations, strains and stresses on the various com-

ponents, due to the temperature gradient and the thermal-expansion coefficient mismatch among the different

materials constituting the jaw. Temporary beam-induced deflections of up to 185 µm and 246 µm are obtained for

the 1 h and 0.2 h BLT cases, respectively (see Fig. 9.34). Non-negligible strains are present in the contact region

between the CFC absorbers and the housing: these values are mostly due to the bonded contact introduced in the

model (perfect bonding) and to the linear character of the constitutive law adopted in the analyses of the absorbers,

which both lead to an overestimation of the rigidity of the structure.

Finally, the cooling pipes were found to experience plasticity (see Fig. 9.35). The elastic limit of the CuNi

90-10, from which they are made, is about 100 MPa and it is largely exceeded both in the 1 h and in the 12 minute

BLT case. This issue is not a showstopper, as it can be mitigated by adopting a higher yield-strength material for

the cooling circuit.

9.7.2 TCP collimator

As done for the TCS collimators, with which TCPs share the same geometry apart form the absorber thickness, the

design of LHC TCSP collimators is taken as the base design for the analyses of the vertical TCP, which is exposed

to the highest peak power deposition density. In this case, however, only a 30 cm long region of the 3.5 cm thick

absorbers has been subject to power deposition. The maximum temperature found on the CFC is about 660°C, as

shown in Fig. 9.36. As a result, a maximum stress of 45 MPa is induced in the absorber-housing contact region

along the direction normal to the planes of the CFC absorber, with an associated strain estimated to be about 8000
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Figure 9.34: Normal deflections of the TCS jaw for 1 h BLT (left) and 12 minute BLT (right).

Figure 9.35: Stress intensity for the first TCS in the CuNi 90/10 cooling pipes for 1 h BLT (left) and 12 minute

BLT (right).

µm/m. Theoretically this would lead to failure (see Fig. 9.37).

Figure 9.36: Beam-induced temperature fields on the vertical TCP for the 12 minute BLT case.

However, similar temperatures have already been achieved repeatedly on CFC absorbers during past ex-

perimental campaigns, without any sign of failure [264, 265]. In the HRMT-23 experiment [264], CFC absorbers

reached a peak temperature of 685°C when impacted by 288-bunches with a total intensity of 3.79×10
13

protons

with σ=0.35mm. Furthermore, in the HRMT-36 experiment [265], CFC samples experienced a grazing pulse of

288 bunches, with a total intensity of 3.72×10
13

protons and σ=0.25 mm. No failure was found in either case,

despite thermal gradients which largely exceed those of the present study shown in Fig. 9.38.

The high values of stress and strain obtained are therefore thought to be largely due to the simplified nature

of the absorber-housing contact adopted in the analysis, as well as the hypothesis of linear elasticity for CFC. Both
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Figure 9.37: The estimated stress (left) and strain field (right) on the CFC absorber of the vertical TCP for the

12 minute BLT case.

Figure 9.38: The temperature field over the CFC absorbers in HRTM-23 [264] (left) and the Mo-coated CFC

sample impacted by a grazing shot which melted the coating and left the CFC substrate unbroken [265] (right).

Figure 9.39: Beam-induced normal deflection on the vertical TCP for the 12 minute BLT case.

these assumptions create a much stiffer structure than is the real case. For the same reason, the beam-induced

bending deflection of 155 µm shown in Fig. 9.39 is believed to underestimate the real deformation of the jaw. A

maximum stress of 26 MPa was found for the cooling circuit, much below the elastic limit for CuNi 90-10. No

plasticity was observed in the housing either, where a stress peak of 106 MPa is estimated compared to a yield

stress for Glidcop of 294 MPa (see Fig. 9.40).
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Figure 9.40: Stress intensity in the CuNi 90/10 cooling pipes (left) and the Glicop housing (right) of the vertical

TCP during 12 minute BLT losses.

9.7.3 Result assessment

Thermo-mechanical analyses conducted on the most loaded TCS and TCP collimators highlighted some critical

points which, without representing any clear showstopper at this stage, will need to be addressed in future design

developments. The only case where permanent deformations occur is in the cooling pipes of the TCS, however, it

is believed that this can be mitigated in a straight-forward way by a different material choice for the pipes.

Temperature peaks up to 660°C are observed in the CFC absorber of the vertical TCP, theoretically lead-

ing to failure. However, past tests have shown that no failure occurred in CFC absorbers at these tempera-

tures [264, 265]; the numerical overestimation of stresses and strains is thought to be largely ascribable to the

simplifying hypotheses introduced in the numerical models, leading to a stiffer structure. For the same reason an

underestimation of the beam-induced bending deflections must be considered for both the case of TCS and TCP,

where temporary deformations stay above 100 µm for all the load cases analysed. In the future it should be assessed

if this has an impact on the cleaning inefficiency. Another potential concern is that the outgassing from graphitic

materials such as CFC risks being very high at the simulated temperatures. The resulting beam vacuum and the

possible need for additional pumping should also be evaluated in future studies.

Different avenues for improvement could be considered to address the points raised above – proposals

include:

– lighter absorbers, to minimise the energy density on the jaw, e.g. carbon foams [266];

– more rigid housing and stiffener;

– higher water flow in the cooling pipes;

– monitoring, and possibly deformation-correcting, systems. A project in this sense has been launched by

CERN and the University of Huddersfield under the framework of HL-LHC [267].

9.8 Advanced concepts and key R&D

The studies presented above are based on a collimation system that is scaled up from the LHC but using similar

physical hardware. The simulations show that special measures such as the removal of the skew TCP, have to be

taken to ensure safe operation with acceptable collimator loads during BLT drops. One important path for general

improvements of the collimation system is to study novel materials with improved robustness and acceptable

impedance. A better optimised and robust system design could be obtained with such materials if the skew TCP

could be kept. A novel mechanical collimator design could also be investigated as an option to improve the

robustness. Furthermore, the cleaning performance might be improved through iterations on the optics design, the

layout of the two collimation insertions and the potential addition of more fixed masks.

An alternative collimation technique, such as crystal collimation [268], is a potential path for future study.

With this technique, bent crystals are used to channel impacting halo particles, giving them an angular kick that

is large enough to make them impact deeply at a downstream absorber. Experiments using an LHC test installa-

tion [269] have shown a significant improvement of the cleaning efficiency with Pb, Xe, and proton beams [270].

However, since the power deposition of the lost particles will be concentrated on the absorber, its design is very
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challenging.

Another area for future studies is the control of the beam halo. It has been estimated that for the HL-LHC,

the amount of energy present above 3.5σ in betatron amplitude is 35 MJ [271]. With a factor 12 higher total stored

beam energy in the FCC-hh, the total energy in the halo alone risks to be of the order of 400 MJ, which is more

than the total 362 MJ stored energy of the LHC beam. Any movement or jitter in the orbit risks causing large

losses and beam dumps, that reduce the machine availability. One solution could be to use a hollow electron lens,

as studied for HL-LHC [26]. By controlling the diffusion speed of halo particles, one can act on the time profile

of the losses, for example by introducing a steady and controlled halo depletion, so that static halo population is

significantly reduced. This would reduce the amount of beam scraped during any orbit movement. The parameters

and feasibility of a hollow electron lens for FCC-hh remain to be studied.

9.9 Conclusions

A detailed design of the FCC-hh collimation system, including the collimators and the beam optics has been

presented in this document. The hardware design of the collimators is based on concepts from the LHC and HL-

LHC but with some further development to cope with the very high power loads expected from the FCC-hh beam

loss scenarios. Like the LHC, infrastructure requirements include cooling water circuits, controls, and remote

inspection and handling in high-radiation areas.

The performance of the FCC-hh collimation system has been studied in detail through particle tracking,

energy deposition, and thermo-mechanical simulations. In spite of a stored beam energy of 8.3 GJ, it has been

shown that the cleaning performance largely meets the requirements and that the machine can be protected from

quenches during lifetime drops down to 12 minutes, which is pessimistically taken as a specification for the betatron

cleaning. This has been achieved through the use of a system based on the LHC design but with the addition of

extra dispersion suppressor collimators as well as local protection to alleviate losses at some critical locations. The

cleaning of off-momentum losses at the most critical scenario, where the unbunched beam is lost rapidly at the

start of the ramp, has also been found to be within the estimated limits.

The collimators themselves will be subject to very high loads during sharp BLT drops and this is a major

challenge for the system design. Energy deposition studies and thermo-mechanical simulations have been used to

study and optimise the loads, and through changes in the collimator design the peak power load can be brought

down to manageable levels. Some issues still remain to be solved but they are not believed to be showstoppers.

Other elements in the warm collimation section, such as the passive absorbers and the warm dipoles, receive very

high instantaneous power loads, and the design and cooling of these elements need further study and optimisation.

178



Table 9.6: The full list of FCC-hh movable collimators, including their materials, angles, active jaw lengths, and

settings throughout the cycle. The settings are given for the reference value of the normalised emittance of 2.2 µm.

Collimator Material Angle (rad) Length (m) Injection (nσ) Collision (nσ)

TCP.D4LJ.H1 C 1.57 0.3 7.6 7.6

TCP.C4LJ.H1 C 0 0.3 7.6 7.6

TCSG.A4LJ.H1 C 2.46 1 8.8 8.8

TCSG.B3LJ.H1 MoGR 2.5 1 8.8 8.8

TCSG.A3LJ.H1 MoGR 0.71 1 8.8 8.8

TCSG.D2LJ.H1 MoGR 1.57 1 8.8 8.8

TCSG.B2LJ.H1 MoGR 0 1 8.8 8.8

TCSG.A2LJ.H1 MoGR 2.35 1 8.8 8.8

TCSG.A2RJ.H1 MoGR 0.808 1 8.8 8.8

TCSG.B3RJ.H1 MoGR 2.47 1 8.8 8.8

TCSG.D3RJ.H1 MoGR 0.897 1 8.8 8.8

TCSG.E3RJ.H1 MoGR 2.28 1 8.8 8.8

TCSG.4RJ.H1 MoGR 0.00873 1 8.8 8.8

TCLA.A4RJ.H1 Iner 1.57 1 12.6 12.6

TCLA.B4RJ.H1 Iner 0 1 12.6 12.6

TCLA.C4RJ.H1 Iner 1.57 1 12.6 12.6

TCLA.D4RJ.H1 Iner 0 1 12.6 12.6

TCLA.A5RJ.H1 Iner 0 1 12.6 12.6

TCLD.8RJ.H1 Iner 0 1 21.0 35.1

TCLD.10RJ.H1 Iner 0 1 21.0 35.1

TCLD.11RJ.H1 Iner 0 1 21.0 35.1

TCP.5LF.H1 C 0 0.3 10.8 18.1

TCSG.4LF.H1 MoGR 0 1 13.0 21.7

TCSG.3RF.H1 MoGR 0 1 13.0 21.7

TCSG.A4RF.H1 MoGR 2.98 1 13.0 21.7

TCSG.B4RF.H1 MoGR 0.189 1 13.0 21.7

TCLA.A4RF.H1 Iner 1.57 1 14.4 24.1

TCLA.B4RF.H1 Iner 0 1 14.4 24.1

TCLA.5RF.H1 Iner 0 1 14.4 24.1

TCLA.6RF.H1 Iner 0 1 14.4 24.1

TCLD.8RF.H1 Iner 0 1 21.0 35.1

TCLD.10RF.H1 Iner 0 1 21.0 35.1
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9.10 Collimators and settings

Collimator Material Angle (rad) Length (m) Injection (nσ) Collision (nσ)
TCLD.8RA.H1 Iner 0 1 21.0 35.1

TCLD.10RA.H1 Iner 0 1 21.0 35.1

TCLD.8RG.H1 Iner 0 1 21.0 35.1

TCLD.10RG.H1 Iner 0 1 21.0 35.1

TCLD.8RB.H1 Iner 0 1 21.0 35.1

TCLD.10RB.H1 Iner 0 1 21.0 35.1

TCLD.8RL.H1 Iner 0 1 21.0 35.1

TCLD.10RL.H1 Iner 0 1 21.0 35.1

TCLD.7RF.H1 Iner 0 1 21.0 35.1

TCLD.11RF.H1 Iner 0 1 21.0 35.1

TCLAV.6RF.H1 Iner 1.57 1 14.4 24.1

TCLD.8RD.H1 Iner 0 1 21.0 35.1

TCLA.3RD.H1 Iner 1.57 1 11.8 11.8

TCLA.4RD.H1 Iner 0 1 11.8 11.8

TCTH.5LA.H1 Iner 0 1 14.0 10.5

TCTVA.5LA.H1 Iner 1.57 1 14.0 10.5

TCTH.5LG.H1 Iner 0 1 14.0 10.5

TCTVA.5LG.H1 Iner 1.57 1 14.0 10.5

TCTH.4LB.H1 Iner 0 1 14.0 10.5

TCTV.4LB.H1 Iner 1.57 1 14.0 10.5

TCTH.4LL.H1 Iner 0 1 14.0 10.5

TCTV.4LL.H1 Iner 1.57 1 14.0 10.5

TCTH.4LA.H1 Iner 0 1 14.0 10.5

TCTVA.4LA.H1 Iner 1.57 1 14.0 10.5

TCTH.4LG.H1 Iner 0 1 14.0 10.5

TCTVA.4LG.H1 Iner 1.57 1 14.0 10.5

TCDQA.A3RD.H1 C 1.57 10 9.8 9.8
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Chapter 10

Operation cycle

10.1 Turn-around concept

Operational cycles consist of a collision phase (or ‘physics production phase’), and a turn-around phase that pre-

pares the machine for collisions. The optimum collision phase time for FCC with the nominal parameters [272]

is 3.7 hours. This time is short when it is compared to LHC’s 10-20 hours long collision phases. As a result, the

FCC’s production efficiency will be highly dependent on the average turnaround time.

Table 10.1 shows the breakdown of the FCC turn-around cycle phases and compares them to the LHC

experience. The FCC values are goals for technical performance and not the values that the machine reaches

during operation. To take into account the operational inefficiencies the luminosity production estimates use 4

hours (nominal) and 5 hours (initial) turnaround times [272]. These times also take into account the fact that due

to failures some fills do not reach the collision phase. In these cases, the turn-around cycle needs to be restarted

after the machine has recovered from the failure. However, the actual downtime is not included in these values.

Table 10.1: Technical performance targets for FCC-hh turnaround cycle [10], and observed minimum and mean

turnaround times in 2017 [273].

Phase FCC target [min] LHC min 2017 [min] LHC mean 2017 [min]

Setup 10 - -

Injection 40 28.0 77.1

Prepare ramp 5 2.3 5.0

Ramp-Squeeze-Flat top 20+5+3 20.2+13.4+2.8 20.5+18.1+4.5

Adjust 5 3.3 7.9

Ramp down 20 36 153.2
a

Total 108 (1.8 h) 106.0 (1.8 h) 286.3 (4.8 h)

a

The ramp down phase includes the recovery time from failures.

Reference [10] describes the FCC cycle phases in more detail, but a summary is also given here. During

a setup phase, the magnet fields are set to the injection level and systems are prepared for beam injection. The

injection phase starts with the injection of low energy probe beams that are used for measurements and correction

of machine settings. This procedure reduces the risk of single-turn failures leading to severe fast beam losses, as

the energy stored in a probe beam is non-damaging. After the measurements, the nominal beams are injected. The

baseline scenario assumes that the LHC is the final injector for the FCC. In this case, filling of the FCC requires

four LHC cycles that each last 10-12 minutes. Once the machine is filled, the systems are prepared for the ramp.

The ramp time depends on the performance of the power converters that provide current for the magnets.

So-called beta-squeeze is also performed during the ramp. This procedure has been demonstrated in the LHC and

is successfully used in other colliders [274]. After the ramp, beams are brought into collision with each other,

and will also be required for this and additional preparations at the flat top energy. Ramp down is performed after

the beam is dumped. FCC will have four quadrant power converters which will decrease the ramp down time
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compared to the LHC.

When the FCC target times are compared to the LHC performance, two values stand out: the injection

time and the ramp down time. Based on LHC experience, the current injection process could be improved by

(i) adding beam diagnostics in the injectors to help identify beam quality issues as close as possible to the source,

(ii) having fast diagnostics to understanding the cause of rejected injections, and (iii) improved synchronisation

and coordination with the injectors [275]. The recorded LHC ramp-down time is misleadingly long. The time is

dominated by failure recovery times, which are mostly cleared during this phase.

10.2 Start-up considerations

Hardware commissioning (HWC) prepares the machine for safe beam operations. In the LHC, main HWC steps

are: 1) warm electrical quality assurance tests, 2) cool-down, 3) cold electrical quality assurance tests, 4) powering

tests, 5) magnet training. The initial LHC commissioning, in 2008, would have taken more than 164 days [276].

Unlike the LHC, FCC magnets will be able to be powered up to the nominal field without experiencing training

quenches which will avoid taking the long time required to train them in the machine.

A new collider will not immediately reach the nominal performance. In the LHC, the objective for the first

operational years was to establish safe operations that created a basis from which to improve the performance. The

LHC surpassed its nominal instantaneous luminosity performance in the fourth operational year. Figure 10.1 shows

the evolution of the LHC’s instantaneous luminosity. Similar performance evolution has also been witnessed in in

other colliders [277]. In the LHC, this evolution was the result of increasing the beam intensity and decreasing the

β?
, crossing angle, and emittance [278]. As for the LHC, a start with relaxed machine and beam parameters gives

a margin on the aperture that can be decreased as the knowledge of the machine accumulates.
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Figure 10.1: Peak luminosity evolution in the LHC [278]

Although the LHC has reached the design luminosity performance, it has not reached the design energy

of 7 TeV. From 2010 - 2012, the energy in the LHC was limited to 3.5 TeV due to issues with superconducting

splices [279]. Also, during the period 2015 - 2018 the energy was limited to 6.5 TeV. This limitation was mainly

due to the time it takes to train magnets to the new higher energy level [280].

For the intensity, it can be assumed that the LHC experience can be repeated and that the FCC will reach

the nominal performance in 4±1 years. The intensity ramp could be faster, but this would limit the amount of

early physics production with a limited intensity which, for a new machine, is still valuable for the experiments.

Reaching the energy performance should be easier in the FCC, thanks to the expected improvements in magnet

training performance.
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10.3 Availability

Reaching the physics goals set for FCC-hh requires about 70% machine availability [272]. This is defined as

the ability for the machine to perform operational cycles (collision and turnaround phases), i.e. the probability

of not being in a fault state. Comparable availability figures have been reached with the LHC in the 2016-2017

runs [281, 282]. However, considering the increased machine complexity and the introduction of an additional

injector in the chain, achieving the target availability poses major challenges for system design.

The key contributors for the LHC unavailability have been: the injector complex, cryogenics system power

converters, quench protection system, beam dumping system, cooling & ventilation, radio frequency, electrical

network, and beam loss monitors [281,282]. Almost all of these systems will scale in complexity from the LHC to

the FCC. Special attention needs to be given to the injector chain which will be increasingly important due to the

short physics production time. The cryogenics system is itself relatively reliable, but it requires a long recovery

time if the system heats up. Many of the failures observed are associated with electronics and therefore the effect

of radiation on electronics needs to be taken into account during the design.
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Figure 10.2: Effect of reliability, recoverability and injector availability on integrated luminosity with ultimate

parameters [283].

Figure 10.2 (left) shows the evolution of the integrated luminosity as a function of the global machine mean-

time-to-failure (MTTF) and mean-time-to-repair (MTTR) [283]. This figure is used to identify an acceptable

parameter space for FCC systems availability to be identified. Figure 10.2 (right) shows the sensitivity of the

integrated luminosity to the availability of the injector chain, setting an overall goal of 80-90%, depending on

the MTTF. This figure is derived from a simulation [283, 284] that takes into account the operation cycle phases,

luminosity production, and the system failures. This calculation uses parameters for nominal operation scenario

as input and assumes 900 days for proton physics during a nominal operations period. LHC’s availability is today

80%. As an injector for the FCC, the LHC energy and beam intensity will be lower and this will help the availability

goals to be reached.

10.4 Alternatives and key R&D

A simple scaling from LHC, accounting for the increased system complexity indicates that it is necessary to

develop innovative designs for new systems. General guidelines should be established for designing intrinsically

reliable systems with built-in redundancy, remote diagnostic capabilities and limited exposure to the radiation.

This will reduce the number of spurious beam aborts. Investing in advanced fault diagnostic and remote and

autonomous maintenance can reduce the time for interventions and logistics. Further study of this topic giving

high priority to critical systems (e.g. cryogenic system, beam dump, etc.) is needed for the definition of a strategy

for spare part management.

The combination of FCC’s increased dependence on the injector performance and the age of the CERN’s

injector complex in the FCC era make the consideration of alternative injectors options interesting. Further studies

will identify the best injector option taking into account: availability, beam quality, available magnet technologies,

capital investment to build a new superconducting machine or for consolidation of the existing CERN complex and

operational expenditures. The injector option can also affect the injection time.
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Along with availability studies, the short optimum luminosity production time and increased complexity

show the need for studies to improve the operational efficiency. The main element which prolongs the LHC

operation cycle is the time it takes to fill the machine. Discovering ways to reduce this time could benefit the FCC.

Another aspect that has a direct impact on the cycle time is related to the power converters. Increasing the ramp

and ramp down times may decrease the requirements for the converter design but this will have an adverse effect

on luminosity production.

The LHC was able to surpass its design performance thanks to improvements in the beam and machine

parameters. The performance is mostly a result of improved emittance preservation in the injectors and reduced

β?
and crossing angle in the LHC. The operation procedures and principles for HL-LHC are currently being tested

in the LHC and similar activities could be planned for the FCC procedures.

The impact of design changes that would have an effect on operation and production can be evaluated

with accelerator availability modelling based on Monte Carlo simulations. These analyses allow the integrated

luminosity to be predicted for different operating scenarios. Such models should be maintained and updated as the

machine design evolves. The ongoing availability studies have determined the modelling concept [284]. The aim

of studies is the global optimisation of the machine design for sustainable operation including: system availability

budget, capital and operational expenditures, and energy efficiency. A modelling approach has been established

for these analyses [285, 286].
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Chapter 11

Machine protection concepts

11.1 Architecture and powering of magnet circuits

For the FCC, the stored energy in the cos-θ dipole magnets (37 MJ) is 5 times higher than in the LHC and the

arc between two access points is almost 3 times longer (8 km) than that of the LHC. In order to avoid excessive

voltages to ground during fast power aborts in the FCC, there must be multiple circuits per arc and/or energy

extractors distributed along the tunnel. The circuit layout adopted has multiple circuits per arc, each equipped

with a power converter (PC) and a single energy extraction system (EE) located close to the access points. This

solution optimises space in the tunnel and makes maintenance of PCs and EEs easier. Moreover, the availability of

a superconducting link in the tunnel, already under study for the HL-LHC project [26], would greatly simplify the

powering of multiple circuits.

An FCC powering sector (PS) is defined as half of the 8 km arc as shown in Fig. 11.1. The number of PS

for the entire accelerator, (NPS), including the 3.2 km long mini arcs, is 20. Figure 11.2 shows how each PS is

subdivided into 5 independent circuits so that the total number of dipole circuits, Ncir, is 100. Since one PC and

one EE are present for each circuit, Ncir is also the total number of these devices. The main parameters of the

proposed dipole circuit layout are given in Table 11.1.

8 km Arc

EEs EEs

Figure 11.1: Layout of an FCC Powering Sector (PS). The location of power converters (PCs) and energy extrac-

tors (EEs) is also shown.

As shown in Table 11.2, the ramp-up time proposed for the FCC is the same as for the LHC in order to limit

the turnaround time of the machine. Another relevant circuit parameter is the maximum voltage to ground which

is the sum of half of the EE voltage (provided that the EE is grounded at the mid point) and the internal voltage

developed during a magnet quench. Table 11.3 shows that, with half of the EE voltage (see details in EuroCirCol

specification in Ref. [287]) being 1.3 kV, the time constant for the fast power abort is 110 s, slightly higher than

that of the LHC. A fast discharge limits the number of neighbouring magnets which quench and thereby reduces

the recovery time of the cryogenics. The higher time constant for the FCC is compensated by the lower nominal

current so that the same integral of I
2

during discharge (MIITs) and cross-section of the copper busbar are obtained.

The main drawback of the proposed circuit layout is the relatively high number of powering devices which

could lead to a reduction of the overall availability of the circuit. This aspect has been studied and the results are

presented in Section 10.3.
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Powering Sector (4 km)

PC 1a

PC 1b

PC 1c

PC 1d

PC 1e

Superconducting link

EE1a

EE1b

EE1c

EE1d

EE1e

Figure 11.2: Schematic diagram of the dipole circuit architecture.

Table 11.1: FCC and LHC dipole circuit parameters.

Number of

circuits Ncir

Nominal

current

Magnets in

series
Energy

Apparent

inductance

FCC 100 11.2 kA 44 1.6 GJ 26 H

LHC 8 11.9 kA 154 1.1 GJ 15 H

Table 11.2: FCC and LHC dipole circuit parameters.

Ramp-up time Max PC voltage Max PC net power

FCC 20 min 240 V 2.7 MW

LHC 20 min 150 V 1.8 MW

Table 11.3: Fast power abort of FCC dipole circuit compared with LHC.

Half of

EE voltage

Discharge

time constant
MIITs

Busbar copper

cross-section

FCC 1.3 kV 110 s 7 · 103 MA2s 270 mm2

LHC 0.45 kV 100 s 7 · 103 MA2s 270 mm2

The circuit architecture presented above is based on the parameters of the baseline magnet design, i.e. the

cos-θ option. When alternative magnet designs are considered, two groups can be identified: cos-θ and block-coil

designs have similar nominal currents and energies and, therefore, they lead to the same circuit layout. Common

coil and canted cos-θ options have higher stored energies, which is a clear disadvantage for circuit protection. At

the same time however, they have lower inductances, which is an advantage. Applying the same circuit layout to

these magnets would lead to larger MIITs (almost twice) and a faster discharge (about 20% lower time constant).

The powering of quadrupole magnets and correctors is considered less critical and will follow the same

strategy as the dipole circuits.

11.2 Magnet protection and energy extraction

11.2.1 Energy extraction system technologies

Two distinct methods are proposed for the extraction of energy from the main dipole circuits. Discharging the

energy into passive resistors as is currently done for the LHC magnet chains, and active energy extraction and

recuperation. In the first option, a circuit breaker (a classical electro-mechanical switch or a switch based on a

quenching superconductor) will be connected in series with the magnet chain, allowing for the dissipation of the

stored energy in a dump resistor. Alternatively, an active energy extraction system with energy recovery capability,

comprising a converter module is proposed. This module will maintain a constant voltage across the magnet

chain during the extraction process and transfer the energy to a temporary storage unit, where it can be re-used
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for example in the following energy ramp. The challenges encountered for the first option are the considerable

duration of energy extraction, which is determined by the maximum allowed extraction voltage as well as the

financial and environmental impact of releasing the energy stored in the magnets in the form of heat.

The second option offers a twofold solution to the aforementioned challenges. By performing the extraction

at constant maximum voltage, the extraction time can be considerably reduced compared with a resistor-based

system and also the energy recovery reduces operational losses and therefore has a smaller environmental impact.

Although the powering architecture mentioned earlier will not be altered, the reduced extraction time could allow

fewer independent circuits: their number can be reduced by 33% whilst keeping the same circuit MIITs. In turn,

the solution will require an additional power converter as well as an intermediate energy storage unit, coupled with

the proposed DC-grid powering and be capable of handling the high amounts of energy. The system reliability

must remain high to ensure safe extraction of energy at all times in spite of the added complexity.

11.2.2 Quench detection technologies

The core strategy for an evolution of the quench detection system (QDS) for the FCC-hh is based on the concept

of centralised data processing and quench detection as presented in Fig. 11.3. It enables the instrumentation units

located in the tunnel (QS) to be considerably simplified, thus reducing their susceptibility to the expected levels of

ionising radiation. A development challenge is to evolve them into a set of versatile distributed intelligent sensors

capable of providing the reconfigurable, high bandwidth and high resolution instrumentation required by all FCC

superconducting circuits. A high level of standardisation of the equipment located in the tunnel will facilitate main-

tenance, which likely will evolve towards fully autonomous maintenance provided by robotic means. However,

this requires careful mechanical integration developed closely in conjunction with the electronic and electrical de-

sign processes. The central data processing units (QPU) will be located outside the FCC tunnel and interconnected

with high speed and highly deterministic data links to the intelligent instrumentation sensors. The centralisation

enables data acquisition from multiple sources, which allows novel quench instrumentation technologies to be em-

ployed. These will improve noise suppression and accuracy by performing correlation across multiple channels

of the superconducting circuits. A considerable challenge for the development of the global protection scheme

is designing a digital system based on a fast and reliable software-defined quench detection system which is also

capable of dealing with very large data volumes.

Protected area

Tunnel area

PC

QPU

PIC

QIC

QPQSQPQP QSQS

EE

Figure 11.3: Overview of proposed QDS architecture for one of the 8 dipole circuits in an FCC arc.

Deep learning neural networks could complement the centralised quench detection scheme, in order to pro-

vide an accurate assessment of the operational state of the system. Given the vast amount of data, neural networks

could also provide additional input to the quench detectors to improve their resolution and accuracy. However, in

order to distribute interlock signals among protection devices located in the FCC tunnel (QP), significant changes

are required in local interconnections (QIC) by the developing high speed, low latency and high reliability optical

data links. A packet based solution has been proposed to provide the required timing accuracy and precise ad-

dressing of single or groups of protection units. Furthermore, enhanced embedded error detection and correction
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mechanisms will allow constant assessment of the state of the data link by monitoring the bit error rates. The

proposed evolution of the quench detection system will significantly ease the fully autonomous analysis of events

and faults in the FCC machine.

11.3 Machine protection concepts

11.3.1 Damage potential and relevance of machine protection

In the LHC, the energy stored in one of the two counter-rotating proton beams reaches 360 MJ, for the nominal

beam parameters, of 2808 bunches at 7 TeV with a bunch intensity of 1.15 × 10
11

protons [17]. This energy is

sufficient to melt 500 kg of copper when heated from room temperature. The energy stored in the beams will be

doubled in the HL-LHC [26] compared to LHC. In FCC the nominal number of bunches per beam will be 10 400

and the bunch intensity will be 1.0 × 10
11

, leading to an energy of 8.3 GJ stored in each beam, which is 20 times

higher than in the LHC. As the proton energy increases, the quench limit of the superconducting dipole magnets

in terms of protons lost per metre per second drops to 5 × 10
5

p
+
/m/s at 50 TeV, 15 times lower than that of the

LHC at 7 TeV [288, 289]. For many failure cases, the beam energy would be concentrated on a spot size smaller

than 1 mm
2
, making it even more destructive if a beam accident occurs. In the case of the 50 TeV FCC beam and

a normalised emittance of εn,rms = 2.2 µm, the beam size will be 0.09 mm for a typical betatron function of 200 m.

Thus, the beam energy density will be of the order of 200 GJ mm
−2

, about a factor of 150 higher than at LHC

(assuming a typical β function of 100 m and a beam σ of 0.22 mm for the LHC).

To provide a quick assessment of beam impact on FCC-hh components and its injector chain, the energy

deposition of protons in copper and in graphite has been simulated using the Monte-Carlo code FLUKA [62, 63].

The proton energy range from 50 MeV to 50 TeV, and three representative beam sizes for each energy sample [290]

were selected for the simulation. Results for an RMS beam size of 0.2 mm are shown in Fig. 11.4. For this beam

size, one nominal bunch with 1.0 × 10
11

protons at injection energy of 3.3 TeV can melt the copper around the

energy deposition peak. At the top proton energy of 50 TeV, one bunch is sufficient to evaporate copper.

Figure 11.4: Simulated energy deposition along the axis per impacting proton as a function of depth in a cylindrical

copper target. For the simulations, the RMS beam size was kept at 0.2 mm, while the beam energy was changed

between 50 MeV and 50 TeV.

The number of protons needed to melt copper at the maximum energy-deposition point for different energies

and beam sizes is given in Table 11.4. Based on these simulations, a beam intensity to maintain a reasonable safety

margin with respect to the estimated damage limit has been defined as 5.0 × 10
8

protons. This is a vital concept

for the initial commissioning and setup of the machine at 50 TeV. This number is also important for the definition

of the dynamic range required for beam instrumentation devices which will interact with the Machine Protection

System (MPS).
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Table 11.4: Number of protons needed to melt copper at the maximum energy-deposition point for different

energies and beam sizes [290]. The safe beam intensity at 50 TeV has been defined as 5.0 × 10
8

protons.

Energy [TeV] RMS beam size [mm] Np

0.45 0.1 6.4 × 10
11

0.2 1.1 × 10
12

0.8 3.1 × 10
12

3.3 0.1 4.6 × 10
10

0.2 8.0 × 10
10

0.4 1.5 × 10
11

7.0 0.1 1.8 × 10
10

0.2 3.3 × 10
10

0.4 6.2 × 10
10

50 0.1 1.9 × 10
9

0.2 3.9 × 10
9

0.4 7.5 × 10
9

In a worst-case failure scenario, a large number of bunches can be lost at the same place. This could occur

e.g. during beam injection or extraction due to an erroneous deflecting angle. If this happens, an effect known

as hydrodynamic tunnelling [291–293] will become significant. In this process following bunches will penetrate

deeper into the target because the material density around the beam has been substantially reduced by the strong

radial shock wave generated by the preceding bunches. To simulate this phenomenon it is therefore necessary to run

an energy deposition code and a hydrodynamic code iteratively. Simulations in which the FLUKA and BIG2 codes

were coupled showed that the penetration depth of a nominal LHC beam with an RMS beam size of σx,y = 0.2mm
was about 35 m in copper [293]. In graphite, the penetration depth reached 25 m with σx,y = 0.5mm [294]. Recent

simulations illustrated that the full 50 TeV FCC beam would penetrate 350 m in copper with σx,y = 0.2mm [103].

11.3.2 Classification of FCC-hh failure modes and mitigation strategies

The significance of beam-related failures depends on the amount of beam energy lost and on the time scale of the

losses. Table 11.5 shows typical beam lifetimes for different operational and failure scenarios comparing FCC-hh

and LHC.

Based on the speed of the failure onset and the subsequent increase of induced beam losses, one can distin-

guish three main failure categories:

– Slow failures (see Table 11.6): This includes power converter failures, magnet quenches or RF failures that

lead to a beam lifetime of the order of one second. If the failure is detected properly, there is enough time

to dump the beam. However, recurring faults might lead to increased induced radioactivity.

– Fast failures (see Table 11.7): This includes unidentified falling objects (UFOs) [295, Chapter 5], fast

equipment failures like power supply failures of magnets installed at positions with high β-function or with

short time constant field decays, resulting in a beam lifetime of the order of a few ms (tens of turns). The

majority of such failures lead to fast movements of the orbit or fast emittance growth. Protection from

such events relies on monitoring of the hardware systems and fast detection of the failure onset directly at

the source. An example is the monitoring of magnet currents using a fast magnet current change monitor

(FMCM) [296]. Monitoring of the hardware systems must be complemented by fast beam loss and beam

position monitoring. For all fast failures it is important that the beams are dumped as soon as possible.

Fast magnet failures are very likely to occur during the operation of the FCC-hh, since more than 5000

main dipole and quadrupole magnets will be installed, together with a large number of normal conducting

magnets, orbit correctors, etc. Experience from other accelerators indicates that thunderstorms frequently

lead to trips of power converters, as well as a large number of utilities/services, leading to correlated failures.

Collimator jaw positions, expressed in the transverse beam size σ, are typically placed at a position between

5σ and 9σ for efficient beam cleaning. A beam displacement of up to 1.5σ during 2 ms is just acceptable,

assuming that 1 ms is needed to dump the beam. If the beam displacement happens faster, the damage
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Table 11.5: Beam Losses and Protection Strategies for Various Operation and Failure Scenarios

Beam

lifetime

Beam Power Lost
Scenario Strategy and Remarks

LHC FCC-hh

100 h 1 kW 23 kW Optimum operating condi-

tions.

(Possible) upgrade of the col-

limation system after some

years of operating experience.

10 h 10 kW 230 kW Steady beam loss, acceptable

operating conditions (expected

during early operation).

Operation acceptable; colli-

mators must absorb large frac-

tion of beam energy.

12 min 500 kW 12 MW Abnormal operating condi-

tions (during change of op-

tics, tuning, collimation aper-

ture setting, etc).

Operation only possible for a

short time (≈10 s); requires ef-

ficient collimator system and

active cooling of the jaws.

1 s 362 MW 8.3 GW Slow failures (powering fail-

ures, magnet quenches, RF

failures, . . . ).

Detection of failure; beam

must be dumped rapidly.

A few

ms (tens

of turns)

≈

100GW
≈ TW Fast failures (UFOs, fast

equipment failures, e.g.

magnet failures at high beta

function or with short time

constant).

Fast detection of hardware

failures or beam losses; beam

dump as fast as possible.

1 turn

to a few

turns

< 4TW < 26TW Ultrafast failures (Single-

passage beam losses during

injection and extraction; ultra-

fast equipment failures, e.g.

phase jump of crab cavities.

Passive protection with colli-

mators and absorbers (made of

novel or sacrificial materials)

is required; as a last resort, an

asynchronous dump might be

needed.

limit of the collimators might be exceeded before the beam is dumped completely. This limit defines the

minimum time constant of the field decay for a dipole kick. For quadrupoles, the limit is estimated by

allowing a tune change of 0.01 or a β beating of 20% within 2 ms. [297]

Various magnet failures have been analysed using the existing beam optics design of the FCC-hh. The most

critical magnet failures are listed in Table 11.7. The study showed that critical failures are quenches of

superconducting magnets at positions with very high β-functions (low-beta triplets) and powering failures

of normal conducting magnets with fast field decay (separation dipoles). The consequences of combined

magnet failures, e.g. separation dipoles in interaction regions IRA and IRG failing simultaneously, could be

much more severe depending on the phase advance between the elements. However, such combined failure

modes have a low probability of occurrence, so the risk is low. For normal conducting magnets installed in

areas with high β-functions, the powering circuits have to be designed with a large enough time constant

for the field decay. Alternatively, the magnet could be connected in series with a superconducting solenoid

to increase the time constant for the field decay, thereby relaxing the parameters for the protection system.

– Ultrafast failures (see Table 11.8): This includes single-passage beam losses during injection and extraction

[298, 299], ultrafast equipment failures like phase jumps of crab cavities leading to intense beam losses

within a few turns [300, 301], missing beam-beam deflection during beam extraction [302] and quench

heater firings [303]. Since the failure occurs on a timescale that is smaller than the minimum time required to

detect and extract the beam, protection from such specific failure cases relies entirely on passive protection

devices, i.e. beam absorbers and collimators that need to be positioned close to the beam to capture the

particles that are accidentally deflected.

All typical failure modes are summarised in Tables 11.6, 11.7, and 11.8, together with the failure scenarios,

potential consequences, and mitigation strategies.
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Table 11.6: Slow failures and possible mitigation strategies for FCC-hh

Failure mode Consequences Mitigation strategies

Powering failure

of normal conduct-

ing magnets with

moderate β function.

Distortion of the closed orbit, or

tune change.

– After detection of failure or abnor-

mal beam parameters, dump the beam

rapidly if necessary.

Quench of one main

dipole or quadrupole.

Change of the closed orbit or op-

tics.

– After detection of failure or abnor-

mal beam parameters, dump the beam

rapidly if necessary.

RF accelerating cavity

failures.

More particles in the tail due to

dephasing, more particles in the

beam-free abort gap.

– After detection of failure or abnor-

mal beam parameters, dump the beam

rapidly if necessary.

– Improved abort-gap cleaning.

11.3.3 Machine-protection requirements and system layout

For the operation of accelerators with high-power beams or for sub-systems with large stored energy, machine pro-

tection involves methods and technologies to identify, mitigate, monitor and asses the technical risks from failure

modes which might substantially damage accelerator systems or cause a significant interruption to operation [307].

It includes an ensemble of hardware and software systems, commissioning and operational procedures. There are

several general requirements for the protection systems. The first is to protect the accelerator equipment from

damage and the superconducting magnets from quenches. The second is to protect the beam, i.e. the protection

systems should only dump the beam when necessary. Unnecessary (‘false’) beam dumps should be avoided in or-

der to preserve machine availability. The third is to collect relevant data: in case of failure, complete and coherent

diagnostics data should be provided to understand what caused the failure and if the protection systems worked

correctly.
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Table 11.7: Fast failures and possible mitigation strategies for FCC-hh

Failure mode Consequences Mitigation strategies

Powering failure of

normal conducting

separation dipole ‘D1’

in insertions IRA/IRG.

The beam can be displaced

quickly from nominal orbit,

leading to fast beam losses.

– Time constant of the field decay must

be >15 s (optics dependent).

– Connect a superconducting solenoid

in series to increase the time constant,

if the powering circuit cannot fulfil the

requirement for the time constant.

– Detect failure at hardware level (e.g.

FMCM).

– Detect initial impact of the failure on

the beam (fast BPM, BLM, etc).

– Dump beam as fast as possible.

Quench of one magnet

in the low-β triplets.

Tune change and β-beating,

leading to resonances and beam

instabilities.

In addition, a fast dipole kick

(250 µm in 20 ms) due to current

redistribution in a triplet quench

was observed at the LHC [304].

– Fast detection of the quench.

– Time constant of the field decay must

be >140 ms (optics dependent).

– Dump beam as fast as possible.

UFOs, type 1 and

type 2.

Beam instabilities and fast beam

losses. Significant beam losses

on a millisecond time scale at the

LHC, e.g. 16L2 events [305].

– Fast detection of initial effects on the

beam and trigger dump.

– Make use of the conditioning effect

during machine operation.

Beam transverse

damper excites beam

resonantly.

Fast beam deflections. – Avoid coherent excitation of trans-

verse dampers/correctors.

Vacuum valve or

beamscreen in the

beam pipe.

Aperture reduction and fast

beam losses.

– Accurate control and position inter-

locking of movable devices.

– Dump beam if a device approaches

the beam.

Vacuum leak or wire

scanner in the beam.

Beam scattering and fast beam

losses.

– Hardware interlock for wire scanner.

– Fast detection of initial beam losses

and trigger dump.

Beam instability due

to too high a beam

current/e-clouds.

Fast beam losses. – Fast detection of beam losses and/or

beam position.

– Dump beam as fast as possible.
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Table 11.8: Ultrafast failures and possible mitigation strategies for FCC-hh

Failure mode Consequences Mitigation strategies

Wrong deflecting an-

gle of injected beam

(injection kicker fail-

ure or wrong angle

from transfer line).

Large number of bunches lost at

the same location in the acceler-

ator.

– Transfer line collimators.

– Injection absorber.

– More detailed studies in Ref. [15].

Wrong deflecting an-

gle of extracted beam

(energy tracking,

kicker or septa failure

during extraction).

Large number of bunches lost at

the same location in the acceler-

ator or dump line.

– Two-sided protection absorbers for

septum and other magnets.

– More detailed studies in Ref. [15].

Dilution kicker failure. Higher energy density deposited

in the dump block due to re-

duced dilution.

– Dump block designed to survive

when 90% dilution capability is kept.

– Possibly, a liquid dump material

which would not need dilution kick-

ers. Assuming a water target, the beam

would penetrate about 1.3 km into the

target for a beam size of σx,y = 0.4mm
[306]. Hence, the beam size would

have to be increased to centimetres to

reduce the tank length and allow the

use of a beam window separating the

beam transfer line and the water. [116]

For crab cavities

(CCs), voltage/phase

changes exponentially

with a time constant of

τ = 2Qext/ω due to

equipment failure, or

faster due to quenches

or multipacting [301].

In the worst case,

phase could jump 90°

in one turn.

Beam centre could be deflected

of the order of one σ in one

turn, leading to significant beam

losses in 3 turns 90° [301].

– Increase Qext and the number of CCs

per beam per IP side.

– Avoid simultaneous failures of multi-

cavities and multi-cavity feedback for

field-error compensation.

– Hollow e-lens to deplete halos.

– Make phase advance between CCs

and certain collimators close to 90°.

– For the fastest CCs failure, there

might be no time to extract the beam

in a controlled way, thus, passive pro-

tection and/or an asynchronous dump

trigger might be needed.

Absence of beam-

beam deflection due to

the non-simultaneous

extraction of the two

beams.

Fast deflection of the remaining

circulating beam, high losses on

collimators if the beam halo is

populated. [302]

– Deplete and control the beam halo

population using e-lens.

– Monitor the halo population. If

the halo becomes too large, dump the

beams.

Quench heater or

CLIQ magnet pro-

tection firing on the

circulating beam.

Current discharge produces a

magnetic field deflecting the

beam. [302]

– Ensure beam is dumped before trig-

gering quench heaters or CLIQ.

– Reduce probability of spurious fir-

ing and reduce effect on beam by op-

timised connection scheme.
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The machine protection strategy for FCC-hh [297, 298, 308] will be based on the remarkably successful

layout of the LHC Machine Protection System [307, 309, 310], which has allowed safe and reliable operation

without beam accidents and with high availability for almost 10 years. In the LHC, momentum and betatron

collimators are installed to clean the beam halos. Collimators define the aperture during operation, so that beam-

induced quenches of the superconducting magnets can be avoided as much as possible. Dedicated beam diluters

provide passive protection against ultrafast beam losses e.g. during injection or extraction failures. Fast and reliable

instrumentation and beam monitoring systems actively detect element failures and abnormal beam parameters (for

example, beam loss rates). These are able to trigger a beam dump request before damage thresholds are reached.

A beam interlock system (BIS) provides highly reliable transmission of the dump request from the monitoring

system to the beam dumping system. In case of a failure, the beam is extracted from the ring as fast as possible

and guided into a beam stopper. The extraction kicker magnets of the beam dumping system are triggered during a

particle-free abort gap (synchronous beam dump), to prevent particle losses during the kicker rise time. The beam

is then extracted in a single turn. Other kickers installed in the extraction line dilute the energy density, and the

beam is dumped on a block designed to withstand the impact of the diluted full beam.

The machine protection systems have to work correctly during the entire operation cycle. The various

challenges throughout the cycle are illustrated in Fig. 11.5.

Figure 11.5: Machine-protection challenges throughout an FCC-hh cycle and a typical LHC cycle (using the

example of LHC fill #5883). The FCC-hh parameters are highlighted in red.

During the whole cycle, beam permit loops are active to transmit beam dump requests from a large variety

of critical equipment to the beam dumping system. The number of elements capable of triggering a beam dump

for FCC-hh will exceed 100 000 [297, 308]. A schematic drawing of the BIS and its main client systems is shown

in Fig. 11.6.

Three important system requirements of the beam interlock system for FCC-hh are high reliability, high

availability and short system reaction time. The reliability requirement is driven by the large stored beam energy

as described above. The likelihood of a missed dump should not exceed one occurrence in 1000 years. This can

only be achieved with redundancy in the system design, covering the user system requesting the beam dump up to

the beam dumping system itself. Frequent testing of the system, guaranteeing the full redundancy of channels, is a

prerequisite for such a highly reliable system. The consequences for the machine in case of a beam dump not work-

ing on request could be reduced by driving a sacrificial dump block into the beam or by using massive absorbers

around the beam (outside the standard collimator hierarchy) that protect the accelerator but not the collimators.

Both of these strategies are, however, very challenging for such destructive beams. Therefore, the main strategy

is to reduce the likelihood of such an event happening. If the beam dumping system became unavailable during
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Figure 11.6: Architecture and client systems of the beam interlock system (BIS).

stable beam operation, the beam could be depleted in another safe way, e.g. by slow scraping using collimators, as

proposed for the LHC [311].

The availability requirement will be very challenging for the FCC due to the extent of the system and the

many users connected. A balance between availability and reliability can be achieved by introducing a voting

logic across redundant interlock channels. Such a voting logic – of at least three redundant connections – will also

facilitate the continuous testing of the beam interlock system. [312]

The third requirement concerns the reaction time, i.e. the delay between the event requiring a beam dump

and the time that the beam is completely extracted from the accelerator. Here, the acceptable delay between the

beam dump request and the extraction of the last particles is determined by the beam density distribution and by

the speed with which the fault moves the beam transversely, creating losses at the collimators or at the aperture.

LHC experience shows that the tails in the transverse beam halo population are more intense than expected in

a Gaussian distribution. It was observed that around 5% of the beam population is stored in the tails above 3.5

beam σ (compared to 0.22% for a Gaussian distribution) [313]. The use of a hollow electron lens [313,314] could

deplete the proton population in the beam halo, and thus increase the acceptable delay between the occurrence of

the failure and the beam dump. On the other hand, the presence of a beam halo allows an early and very valuable

detection of beam movements or instabilities by the beam loss monitors at the collimators. However, this could

still be provided by a few witness bunches, with a larger halo population than the cleaned bunches. In addition,

the beam halo population could be monitored directly, e.g. with an adapted synchrotron light monitor, triggering a

beam dump if the intensity in the halo increases above a pre-defined threshold.

As illustrated in Fig. 11.7, the reaction time from a fault occurrence to the full beam being dumped com-

prises four main contributions: 1) Failure detection, 2) Communication between BIS and beam dumping system,

3) Synchronisation with the particle-free abort gap, and 4) Beam extraction. For LHC, the longest delay time to

Figure 11.7: Reaction time of the machine protection system from fault detection to beam dump.

extract the beam completely after the initial detection of a failure (Steps 2 to 4), is close to three beam revolutions.

This corresponds to a delay of almost 300 µs. With the larger ring of FCC-hh, this delay would increase to approx-

imately 1 ms, which might be critical for some of the fast failures described in Table 11.7. However, the reaction

time can be reduced by implementing the measures listed below.
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– Reduce failure detection time

– The detection time strongly depends on the failure type. For LHC, the beam loss monitors are among

the most important and fastest dump triggers for which the minimum time delay, including the elec-

tronics delays, is around 80 µs. For FCC, this delay could be shortened significantly to around 1 µs by

using faster detectors at aperture limitations, e.g. diamond detectors [315], silicon detectors [316], or

Čerenkov fibres [317] equipped with faster read-out electronics.

– The detection time could be further improved by monitoring bunch-by-bunch beam losses [315, 316]

at aperture limitations and sensitive areas, e.g. in the triplet and collimation regions, and connecting

these signals directly to the interlock system.

– Interlock the derivative of the beam losses measured by a distributed beam loss system or put an

interlock on the derivative of the total beam current. This would allow faster detection, especially for

large losses distributed all around the machine.

– UFO induced quenches in the FCC could be avoided more effectively if the beam losses were detected

between the beam and the superconducting coils directly, in contrast to today’s LHC beam loss mon-

itors which are located outside the cryostat. Possible options are fast diamond detectors distributed

over the superconducting magnets behind the beamscreens, a continuous optical fibre close to the

beam aperture or, as a third option, a superconducting cable with a very low quench threshold close

to the beam aperture in the cryostat. In the last case, the beam could be dumped when this supercon-

ducting wire quenches and therefore before the quench threshold of the magnets was reached.

– Reduce communication time

– The communication time is the time that the dump-request signal needs to travel along the beam

interlock loop to the beam dumping system. For FCC, the delay is estimated to be 300 µs. Here,

time can be gained by making one or several ‘direct’ connections across the ring or by maintaining a

short distance between the beam dumping system and the collimation system, where losses will most

frequently be seen first. Using a direct signal path from the betatron collimation insertion ‘J’ to the

extraction insertion ‘D’ instead of using signal transmission cables through the arc, could reduce the

communication time required by about 145 µs.

– For certain failure cases, the use of additional beam loss monitors with a direct link to the beam dump-

ing system, without passing through the BIS, can reduce the communication time required [318]. Fur-

thermore, this approach increases the overall reliability because the trigger signal will be propagated

to the beam dumping system even in case of a BIS failure.

– Reduce synchronisation time between the extraction kickers and the particle free abort gap

– For FCC, this delay would amount to 330 µs when using one beam-free abort gap, as is presently done

in the LHC. The time can be shortened by introducing multiple abort gaps. With four abort gaps, the

time until the beam is fully extracted from the FCC could be reduced by up to 3/4 of a turn, i.e. by

244 µs.

– As a last resort, the direct trigger of an asynchronous beam dump could be considered for particularly

critical ultrafast failure cases.

– Reduce beam extraction time

– The extraction time equals the time that the whole beam needs to travel around the FCC circumference

to the extraction point, i.e. approximately 330 µs. The only way to reduce this time would be to have

multiple extraction points and, hence, to install multiple beam dumping systems. However, this would

be very expensive and unless, for example, limitations in the material robustness require multiple

dump systems this will not be part of the baseline.

11.3.4 Summary

The FCC-hh Machine Protection System will be based on the successful strategy adopted for LHC. The main

requirements are the reliability, availability and fast reaction time of the system. However, improvements in several

key areas are needed. This includes the reduction of the overall MPS reaction time, faster monitoring of beam

losses based on detectors with nanosecond resolution, improved control of the decay time constant of magnet

power converters to avoid beam losses building up too fast in case of failures, and, last but not least, the efficient

control and monitoring of the transverse beam profile, e.g. by using a hollow electron lens or equivalent devices.
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Chapter 12

The FCC-hh as a nucleus-nucleus

collider

12.1 Overview

In the scope of a second major physics programme on QCD matter at high density and temperature, otherwise

known as ‘heavy-ion physics’, the FCC-hh could operate as a nucleus-nucleus or proton-nucleus collider, similar

to the LHC. Because of the success of the LHC heavy-ion programme, these collisions were considered from an

early stage in the FCC-hh conceptual design [319, 320]. In the meantime, the expected performance has evolved

considerably in line with what has been achieved at the LHC [3, 321–323].

While the major hardware systems of the FCC-hh ring are compatible with heavy-ion operation, the beam

dynamics and performance limits with nuclear beams are quite different to those of protons in a number of respects.

In order to keep cost and effort reasonable, the ion programme is designed to rely on the baseline assumptions made

for proton-proton operation, in particular, the equivalent beam energy and same optics.

This chapter assumes fully stripped lead (
208Pb82+) ions as the primary species, producing Pb–Pb or p–

Pb collisions. Nevertheless, because of the potential physics interest and the design challenges imposed by the

secondary beams from ultra-peripheral interactions, the performance of a set of lighter species is briefly discussed.

These secondary beams already imposed luminosity limits in the LHC where, at peak luminosities a few times

above the design value, the power deposited is able to quench the superconducting magnet which they strike.

Because the awareness of this effect only emerged in the late design stage of the LHC, hardware changes to

mitigate it could only be made several years after first operation. The FCC-hh enters new territory where heavy-

ion operation is impossible without implementing countermeasures in the initial collider design.

At the time of writing, the physics community has not decided if there will be a dedicated heavy-ion exper-

iment
1

in one of the secondary interaction points (IP), or if one or two of the multi-purpose detectors in the main

IPs will study heavy-ion collisions. Since the latter seems more likely at present, all estimates made here are based

on beams colliding in either one or two main IPs.

Beam and luminosity evolution, as well as estimates for the integrated luminosity are given. The perfor-

mance projections presented assume the LHC to be the final injector in the chain. The beam parameters are defined

by the present and expected performance (for HL-LHC) of the current pre-injector chain.

12.1.1 General assumptions

Beam parameters

In order to provide a broad overview of the potential of the FCC as an ion collider, several operational scenarios

are compared throughout the chapter:

– Two cases for beam parameters (see Table 12.1) : baseline and ultimate, which differ in the β-function at

the interaction point and the bunch spacing, defining the maximum number of circulating bunches.

1
like ALICE in the LHC
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Table 12.1: Beam and machine parameters.

Unit Baseline Ultimate

Operation mode - Pb-Pb p-Pb
a

Pb-Pb p-Pb
a

General beam parameters

Beam energy (injection) [TeV] 270.6 3.3 270.6 3.3

Beam energy (collision) [TeV] 4100 50 4100 50

Energy per nucleon (collision) [TeV] 19.7 50 19.7 50

Relativistic γ-factor - 21168 53289 21168 53289

Centre-of-mass energy per nucleon [TeV] 39.4 62.8 39.4 62.8

No. of bunches - 2760 5400

Bunch spacing [ns] 100 50

No. of particles per bunch [108] 2 164 2 164

Transverse normalised emittance [µm.rad] 1.5
b

3.75
b

1.5
b

3.75
b

RMS bunch length [m] 0.08 0.08

RMS energy spread [10−4
] 0.6 0.6

Total RF voltage [MV] 32 32

Stored energy per beam [MJ] 362 709

Stored energy per beam at injection [MJ] 24 47

Intrabeam scattering (IBS) & synchrotron radiation

Initial longitudinal IBS emittance growth time [h] 19.6 3069 19.6 3069

Initial horizontal IBS emittance growth time [h] 20.8 3233 20.8 3233

Longitudinal emittance radiation damping time [h] 0.24 0.48 0.24 0.48

Horizontal emittance radiation damping time [h] 0.48 0.97 0.48 0.97

Luminosity

β-function at the IP [m] 1.1 0.3

Initial rms beam size at IP [µm] 8.8
b

4.6
b

Number of IPs in collision - 1 or 2 1 or 2

Initial luminosity [1027cm
−2

s
−1

] 34 2800 248 20400

Peak luminosity
c

[1027cm
−2

s
−1

] 77 13300 310 55500

LHC turn around time [min] 25.4 25.4

Integrated luminosity
d

(1 experiment) [nb
−1

/run] 35 8000 105 29000

Integrated luminosity
d

(2 experiments) [nb
−1

/run] 23 6000 62 18000

Total cross-section [b] 636 2 636 2

Peak BFPP beam power [kW] 18 0 70 0
a

p–Pb operation uses the same Pb beam as in Pb-Pb operation. The parameters listed in this column

correspond to the proton beam.
b

Pb emittances are based on LHC experience. Proton emittances are chosen to give the same

geometric beam size, which is larger than in p-p operation, where ε
n
=2.2 µm.

c
One experiment in collisions.

d
Per experiment. Including an performance efficiency factor of 50% to take account of down time due to failures.

Assuming a LHC turn-around time of 28 minutes.
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– Collisions at either one or two experiments, which share the total available luminosity.

Table 12.1 summarises the assumed beam and machine parameters. In the case of the baseline scenario

the parameters of the injected beam in an LHC cycle are based on those obtained in the 2016 p–Pb run of the

LHC [324]. This could be comfortably achieved by simply maintaining the present LHC source and injector chain

at the performance levels of LHC Run-2. In addition to this, the ultimate scenario assumes a shorter bunch spacing

of 50 ns, the principal improvement of the LHC injector chain planned for high-luminosity (HL-LHC) operation in

LHC Run-3
2
. Note that, in 2018, the LHC already approached the ultimate scenario as it ran with injected bunch

intensities beyond those of the baseline scenario and a 75 ns basic bunch spacing. The choices of β?
(β-function

at the IP) follow the p–p proposal (see Chapter 1)

Filling pattern

The exact filling pattern in the FCC depends mainly on what is possible in the injectors but it may also be adjusted

to meet the experiments’ detector requirements. At the time of writing, studies of a new, potentially improved,

heavy-ion injector chain for FCC-hh have not been performed. The estimates given here assume that the existing

pre-injector chain can be re-used for FCC, providing the beam quality planned for LHC during the HL-LHC era.

Additionally, the upgrades considered for the LHC as the last injector in the chain before the FCC-hh (faster ramp

rate, injection and extraction kicker rise time and flat top length) are adopted from the proton programme, see also

Chapters 4 and 10. The ion beam production in the injectors is therefore very similar to what is currently done for

the LHC.

Starting from the source and Linac 3, the Low Energy Ion Ring (LEIR) produces a batch of two bunches.

In the Proton Synchrotron (PS) those are then split into four and, with the aid of RF batch compression, the bunch

spacing of the inner batch is adjusted to 100 ns. This batch of four bunches is transferred into the SPS, where a

number of PS fillings are accumulated. The total number of PS transfers defines the length of the SPS train that is

injected into the LHC.

For protons, the FCC injection energy determines the damage limit for the injection protection devices.

This imposes a limitation on the total intensity and thus maximum train length that can safely be transferred from

the LHC into the FCC. This limit is of the order of a few tens of proton bunches per transfer (see Chapter 4). A fast

extraction kicker with a short flat top length is required to only extract a few of the bunches circulating in the LHC.

In heavy-ion operation the bunch intensities are about one order of magnitude below those of the high-intensity

proton bunches. From the injection protection point of view it would therefore be permissible to transfer longer

trains
3
. Nevertheless the specifications of the extraction kicker for proton operation are more demanding, imposing

the same kicker flat top length limit for ion bunch trains. For that reason a maximum of 20 bunches (5 times 4

bunches) are allowed per train in the LHC. It is convenient to already adjust the train length in the SPS to meet the

subsequent extraction requirements. In this way the gaps imposed by the injection kicker can have the same length

as required for the extraction. Limiting the SPS train length to 5 PS injections has the advantage that the dwell

time on the SPS injection plateau is rather short.
4

This limits the degradation of the bunch quality due to beam

dynamic effects in the SPS [325].

An example of an FCC filling pattern for the baseline scenario is shown in Fig. 12.1. The first row illustrates

the first LHC beam to be injected in the FCC ring. It includes a pilot bunch
5
, and 36 trains of 20 bunches. Each

of the 37 injections arriving from the SPS must also be individually transferred to the FCC once accelerated to

3.3 TeV. This filling includes an abort gap of 3 µs for the LHC beam dump kickers. The second to fourth LHC

fillings (middle row) assume no pilot bunches and consist of 34 nominal trains only. They are shorter in order to

optimise the space in the FCC. In total, four LHC fillings are required to fill the full circumference of the FCC

with 138 trains, containing 2760 bunches. The counter-rotating rings of the LHC can produce the beams for the

two FCC rings in parallel.

2
Assuming that the HL-LHC era for heavy-ion operation starts in 2021.

3
The trains still have a smaller number of bunches compared to proton operation, because of the larger bunch spacing.

4
For LHC ion operation 12 PS injections were regularly taken to construct a train.

5
Required for setting up (test of all systems with low intensity beam; tune, chromaticity and orbit corrections) the LHC and

FCC for injection of trains

199



� ���� ����� ����� ����� ����� ����� �����
������ ������

��� ������� ������� - ��� ��������� ���
�� ����������� �� ������� ������

� ���� ����� ����� ����� ����� ����� �����
������ ������

��� ������� ������� - ��� ��������� ���
�� ����������� �� ������� ������

� ����� ����� ����� ����� ������ ������
������ ������

��� ������� �������
� ��� ��������� ��� ������� �� �������/�����

Figure 12.1: Example of the construction of an FCC filling scheme for ions in the baseline scenario. The top

row shows the LHC-beam for the first injection into the FCC (including a pilot bunch to set-up the LHC for train

injections from the SPS), the middle row shows the pattern for the following 3 injections to fill one FCC beam.

The counter-rotating ring of the LHC can produce the counter-rotating beam for the FCC in parallel.

Filling time

The time required to inject all bunches into the FCC is limited by the cycle time of its injectors. Since no injector

upgrades have been studied so far, the following estimates are based on the current LHC injector cycle times, with

some small but reasonable improvements for the LHC [326], which could in principle be implemented today.

Because of the electron cooling in LEIR, its cycle takes at least 2.4 s
6
. The PS cycle is faster and thus

does not add any extra time. A sketch of a potential SPS cycle is displayed in Fig. 12.2. The blue line indicates

the evolution of the beam’s momentum (equivalent to magnet current) and the red line the intensity evolution.

Each step corresponds to an injection arriving from the PS every 2.4 s. In this version, two 20-bunch-trains are

accumulated in the SPS before acceleration. This reduces the optimum FCC filling time by reducing the integrated

SPS ramping time. Including preparation and ramping times, this SPS cycle has a total length of 32.4 s and for the

scheme in Fig. 12.1 it has to be executed 138 times (without the pilot). Adopting a preparation time of about 7 min

per LHC cycle
7

from the proton study, plus 2 min extra for FCC setup with pilot beam, the first LHC filling takes

28.5 min, while the following three can be prepared in 25.4 min. Therefore the total time to prepare both FCC

beams sums up to 105 min. In an ideal scenario the first LHC filling could be prepared in parallel to the FCC ramp

down and injection preparation, such that the minimum time spent at FCC injection could be optimised to 76 min.

The integrated luminosity projections presented in this chapter are based on this optimised injection scenario.

Nevertheless, the estimate of the injection time for p–p operation is still about a factor two smaller (see

Chapter 10). For heavy-ion filling, twice as many SPS to LHC transfers are needed, while it takes about three

times longer to prepare the ion beams up to the SPS. It would only be possible to obtain a theoretical filling time

for ions of the order of the one estimated for proton operation, if the injectors could produce the ion beams twice

as fast
8
. In that case the optimum time to produce all four FCC filling cycles reduces to 67 min. Producing the first

LHC filling in parallel to FCC injection preparation, reduces the filling time to 49 min (= 3× 16.2min).

It should be noted that these numbers represent a theoretical minimum, achieved with an availability of

100% for all injectors.

6
Currently 3.6 s

7
Including the preparation of injection, magnet cycle, extraction

8
LHC preparation time is assumed to be at the lower limit already.

200



�
��
��
���

� � �� �� �� �� ��
���� [�]

���
��
���
�

��� �����

Figure 12.2: Example of a filling and acceleration cycle in the SPS.

Run schedule

The total FCC-hh time that will be dedicated to heavy-ion physics will depend on the physics priorities which have

not yet been fixed. Nevertheless, a plausible approach is to follow a similar strategy as for the LHC. Since the

beginning of the LHC heavy-ion programme, the scheduling strategy has been to place a one-month-long ion run

just before the end-of-year technical stop in (almost
9
) every operational year. The total circulating beam current in

heavy-ion runs is generally less than in proton runs. This reduces radiation levels in all machines and the heavy-ion

runs provide an effective initial radiation cool-down period before the maintenance work during the subsequent

shutdown. Additionally, throughout the LHC lifetime it has been very efficient in terms of luminosity production to

distribute the total run time over many years, because many upgrades and improvements (partially considered for

HL-LHC era) were implemented between runs. This led to a significant enhancement of the integrated luminosity

from one run to the next. These advantages would be lost if the total run time were to be scheduled in a single

block.

For an FCC lifetime of 25 years, split into runs of five years each, including around two years of long

shutdown and two end-of-year technical stops distributed over an operational period of three years (see Chapter 2.5

in Ref. [1]), about 15 (3 years times 5 Runs) one-month heavy-ion runs would be expected.

12.1.2 Performance estimates

The performance estimates presented in this section are based on the time evolution of the beam parameters,

intensity (N ), transverse emittance (εxy) and bunch length (σs), obtained from the numerical solution of a system

of four coupled differential equations, including luminosity burn-off, intrabeam scattering (IBS) and synchrotron

radiation damping. For more information on the physical processes and computational technique see Ref. [319].

Lead-lead collisions

The FCC-hh enters a new, highly-efficient operating regime, in which a large fraction of the injected intensity

can be converted to useful integrated luminosity. Figure 12.3 shows the luminosity and beam parameter evolution

throughout the collision period during Pb–Pb operation. Thanks to strong synchrotron radiation damping, the beam

emittances shrink rapidly and compensate the rapid decay of initial luminosity seen at lower-energy colliders. The

luminosity may even increase during a fill until the beams are exhausted. Not only is this natural beam cooling

twice as fast for lead ions as for protons, it can also be more fully exploited since the lower overall bunch charges do

not, for example, lead to high beam-beam tune-shifts. In the beginning of the fill, when the emittances and bunch

length are large, radiation damping clearly dominates IBS. Nevertheless, IBS becomes stronger as emittances

decay, such that after about 1 hour at top energy, IBS is able to counteract the damping and to keep the emittances

at a rather constant level. The remaining slow emittance decrease arises from the intensity burn-off, which weakens

the IBS.

9
In short years with an extended end-of-year shutdown, ion operation may not be scheduled to allow sufficient time for

proton operation after the re-start.
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Figure 12.3: Pb–Pb beam and luminosity evolution. Top: instantaneous (left) and integrated (right) luminosity,

middle: normalised emittance (left) and bunch intensity (right) , bottom: bunch length. Two burn-off scenarios

are shown: one (solid lines) and two (dashed lines) experiments with collisions. The baseline (red) and ultimate

(green) beam parameter scenarios (see Table 12.1) are displayed. Blue indicates an intermediate scenario, with

ultimate β
?

, but baseline number of bunches (the blue lines are hidden behind the green for the bunch evolution

plots, since the bunch parameters are the same as in the ultimate scenario).

The calculations shown assume full transverse IBS coupling, keeping the vertical transverse emittance from

decaying to unrealistically small values
10

.

How much luminosity can be integrated over a run strongly depends on the turn-around time, i.e. the time

required to come back into collisions after a beam dump. The time needed to inject all bunches into the accelerator

is a major, and critical, component of the turn-around time since it is directly proportional to the cycle time and

availability of the injectors. In 2016 the LHC achieved a minimum turn-around time of 2.5 hours [327]. Therefore

any measures envisaged to shorten the LHC cycle (see Chapter 10) boost both peak and integrated luminosities.

The effect of this is shown Fig. 12.4, which illustrates the (average) luminosity that would be integrated in

an ideal 30-day run at full performance with perfect efficiency (no down time or other interruptions) as a function

of the LHC turn-around time. Particle losses on the FCC injection plateau due to IBS debunching are included.

10
In LHC heavy-ion operation the coupling is generally well corrected so the vertical emittance growth from IBS is typically

negligible and the emittance immediately starts to shrink because of radiation damping. An appropriate level of betatron

coupling would have to be introduced in the FCC.
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Figure 12.4: Pb–Pb optimal average integrated luminosity as a function of LHC turn-around time, assuming 100%

efficiency and machine availability. In 2016 the LHC achieved an minimum turn-around time of 2.5 hours [327].

With a faster cycling LHC (see Chapter 10) the theoretical optimum of the LHC turn-around for an ion cycle could

be around 26 minutes, depending on the filling scheme. Colour code and scenarios as in Fig. 12.3.

The solid lines show the projections for a single experiment taking data, the dashed lines assume two experiments

with the same configuration. The integrated luminosity per experiment goes down, because the intensity burn-

off becomes twice as strong and the total available luminosity has to be shared between the experiments. The

estimates of the integrated luminosity are summarised in Table 12.1, where a 50% performance efficiency factor
11

was applied to give a realistic assessment of the potential performance.

Luminosity projections are made for experiments placed in the low-β
?

regions. The case of a special heavy-

ion experiment installed in the secondary IP has not been studied. The luminosity potential of such an experiment

would be reduced, due to the larger β
?

and potentially fewer colliding bunches.

Proton-lead collisions

The second major heavy-ion operation mode is proton-lead collisions. Performance projections are based on the

calculation of the beam evolution during a fill, as shown in Fig. 12.5. These assume the same Pb beam as in Pb–Pb

operation and a proton-beam with the same number of charges and geometrical emittances as the Pb beam. In

this operation mode the luminosity lifetime is longer than for Pb–Pb because the bunches in the two beams have

comparable charges, so there are about 82 times as many protons as Pb nuclei.

Thus, in every collision event, one Pb and one proton are burned-off but the fractional change in population

(or the observable charge) for the Pb beam is larger. The proton beam intensity remains nearly constant for the

duration of the fill, whilst the Pb intensity decays rapidly
12

. Even though the initial beam sizes of the two species

are assumed to be equal, the different radiation damping times lead to unequal beam sizes and bunch length.

Figure 12.6 and Table 12.1 show a computation of the integrated luminosity for p–Pb, equivalent to the calculation

for the Pb–Pb above.

This collision mode has potential for still higher luminosity. The proton beam intensity assumed is much

lower compared to proton operation and by increasing it, the luminosity production could be enhanced. The LHC

p–Pb run in 2016 [324] started to explore increased proton beam intensities and for the maximum of about 60%

more proton charge, no beam-beam problems were found.

11
Similar factors are used for HL-LHC projections.

12
Because of the lower interaction cross-section in p–Pb compared to Pb–Pb collisions the Pb intensity decay is still slower

than in Pb-Pb.
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Figure 12.5: p–Pb beam and luminosity evolution. Top: instantaneous (left) and integrated (right) luminosity,

middle: beam size at IP (left) and bunch intensity (right), bottom: bunch length. Proton (bright colours) and

Pb (darker colours) beam evolution are indicated. Two burn-off scenarios are shown: one (solid lines) and two

(dashed lines) experiments with collisions. The baseline (red) and ultimate (green) beam parameter scenarios (see

Table 12.1) are displayed. Blue indicates an intermediate scenario, with ultimate β?
, but the baseline number of

bunches (the blue lines are hidden behind the green for the bunch evolution plots since the bunch parameters are

the same as in the ultimate scenario).

12.2 Key issues

12.2.1 Power deposition from secondary beams

Ultraperipheral electromagnetic interactions, where the two nuclei do not overlap, dominate the total event cross-

section, σc,tot, during heavy-ion collisions and cause the initial intensity to decay rapidly [328]. The most impor-

tant interactions in Pb–Pb collisions are bound-free pair production (BFPP)

208Pb82+ + 208Pb82+ →
208Pb82+ + 208Pb81+ + e+

and electromagnetic dissociation (EMD)

208Pb82+ + 208Pb82+ →
208Pb82+ + 207Pb82+ + n.

The processes above are only the first order reactions. In higher order reactions two or more electrons
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Figure 12.6: p–Pb optimal average integrated luminosity as a function of LHC turn-around time, assuming 100%

efficiency and machine availability. In 2016 the LHC achieved an minimum turn-around time of 2.5 hours [327].

With a faster cycling LHC (see Chapter 10) the theoretical optimum of the LHC turn-around for an ion cycle could

be around 26 minutes, depending on the filling scheme. Colour code and scenarios according to Fig. 12.5.

are captured or more nucleons are emitted, but the cross-sections are small compared to the first order process
13

.

These interactions change the charge state or mass of one of the colliding ions, creating a secondary beam emerging

from the collision point, as illustrated in Fig. 12.7. The resulting momentum deviation of the secondary beam lies

outside the momentum acceptance of the ring, resulting in a localised impact on the beamscreen, (depending on

the lattice) most probably around a superconducting magnet downstream from the IP. Such losses occur on each

side of every IP where ions collide.

The total event cross-section is given by the sum over the cross-sections of all possible interactions removing

particles from the beam in collision (burn-off). Apart from the inelastic hadronic interactions, the effects of BFPP

and EMD are the main contributions in Pb-Pb collisions:

σc,tot = σc,BFPP + σc,EMD + σc,hadron

≈ 344 b + 284.2 b + 7.9 b ' 636.1 b.

The numerical values are estimated for Eb = 50Z TeV in Ref. [329]. They agree within about 20% with the

estimates made with the aid of Refs. [330, 331].

The production rate of these processes is proportional to the instantaneous luminosity and will thus change

during the fill. Nevertheless, the magnets would suffer from a continuous high exposure. Under LHC conditions

the risk of quenching a superconducting magnet due to these losses is already high [332]. In the FCC the peak

luminosity could be two orders of magnitude higher, making operation without countermeasures impossible. The

power, P , in these secondary beams can be calculated as the production rate times the particle energy:

P = σcLE.

Figure 12.8 shows the power evolution of the BFPP1 beam (
208Pb81+ ions, capture of one e−), which has the

highest cross-section and accordingly the highest intensity and damage potential.

For the computation of the beam power, the simulated luminosity from Fig. 12.3 was used. The maximum

power goes up to (in the case of beams colliding in one experiment) P ≈ 18 kW (baseline) and P ≈ 70 kW (ul-

timate). Depending on the aperture and optics in the FCC, the EMD1 beam (
207Pb82+ ions, emission of one

neutron) might also hit the beamscreen, depositing additional energy. For comparison, the BFPP1 beam power in

the HL-LHC is about 150 W, which could quench an LHC dipole and, possibly, inflict long-term damage. Coun-

termeasures are definitely required to absorb these particles before they can hit the superconducting magnets.

Collimators in the dispersion suppressor (DS) around the IPs, called TCLDs
14

, are planned for FCC-hh

proton operation (see Chapter 9). The optimised positions for p-p are marked with vertical black lines in Fig. 12.7.

Since they are installed to absorb collision debris with large rigidity offsets, these locations also suit the heavy-ion

13
For the purpose of estimating the upper limit, higher orders are ignored.

14
As also discussed for HL-LHC heavy-ion operation [333, 334]
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Figure 12.7: Beam envelopes of secondary beams emerging from IPA (top) and IPG (bottom) downstream to

the end of the dispersion suppressor (DS). Blue: main
208Pb82+ beam (10σ envelope), red: BFPP1 (

208Pb81+),

orange: BFPP2 (
208Pb80+), light green: EMD1 (

207Pb82+), dark green: EMD2 (
206Pb82+, 1σ envelopes). The

grey shaded area represents the aperture and the rectangles on the bottom are the beam line elements (light blue

boxes are the main dipoles, red and dark blue boxes are the focusing and defocusing quadrupoles). The two black

lines show DS collimator positions, installed in the lattice to absorb debris from p–p collisions.

requirements. Depending on the collimator opening, the first TCLD in cell 8 intercepts the BFPP1 beam, while the

EMD1 beam is caught by the second TCLD in cell 10.

Further studies are needed to determine whether a synergistic collimator design would be sufficient to

stop the beams produced in heavy-ion collisions at the highest energy of the FCC. Since heavy-ions have a high

probability of fragmenting when passing through the collimator material, special attention should be given to

particle showers exiting the collimators and being deposited in the downstream superconducting magnets.

12.2.2 Collimation performance

In general, the collimation system performance for ion beams is worse than for protons [335,336]. When ions of the

beam halo are intercepted by the primary collimators they can undergo nuclear fragmentation and electromagnetic

dissociation inside the jaws. These interactions can produce fragments with insufficient spatial offset to be captured

by the secondary collimators but with a change in charge-to-mass ratio large enough to push their magnetic rigidity
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Figure 12.8: Power carried by secondary beams from the bound-free pair-production process. Colour code and

scenarios according to Fig. 12.3.

outside the ring acceptance. Such fragments are lost on the cold aperture of the dispersion suppressor
15

and cause

localised energy deposition greater than in the case of protons. In the LHC, the loss rate in the DS limits the ion

beam intensity. As a mitigation measure in HL-LHC, additional dispersion suppressor collimators (TCLDs) will

be installed around the collimation insertion [27, 28, 337]. The same principle is planned to be used in FCC-hh.

The cleaning performance of the FCC collimation system, which was first designed and optimised for

proton beams, has been studied for ion beams. Both betatron and momentum cleaning for lead-ions were fully

evaluated at injection and collision energy, while only the most critical case (betatron cleaning at top energy and

momentum cleaning at injection) is presented
16

. Loss maps and a comparison of the cold losses with the estimated

12-minute beam-lifetime quench limit are presented. Further analyses of the aperture losses investigated the ion

species population and energy spectrum.

The studies use the SixTrack-FLUKA active coupling framework [249, 338]. In this framework, Six-

Track [24, 45, 46, 252] is used to track the particles in the magnetic lattice, while FLUKA [62, 63] evaluates

the interactions with the collimators. When particles arrive at a collimator in SixTrack, they are handed over to

FLUKA, which executes a Monte Carlo simulation of the atomic and nuclear interactions in the collimator material

and passes the surviving primary beam ions and fragmented secondary ions back to SixTrack for further tracking.

This approach, based on a coupling between these two simulation codes, provides the best predictions yet for the

collimation system performance with ions, because it is able to treat the strong dependence of the local cleaning

inefficiency on the interactions inside the collimator material. This technique became available through the recent

extension of SixTrack to include tracking of arbitrary ion species [339].

The quench limit estimate (see Chapter 9.4.2) is based on FLUKA simulations of proton losses in the DS

(protons/m/s). In order to make it applicable for ions, this value is converted to the equivalent longitudinal power

density (Energy/m/s). Under the assumptions of a 12-minute beam-lifetime and the total ion beam intensity for

the baseline scenario (see Table 12.1), the cleaning inefficiency allowed for ions before quenching evaluates to

8× 10−6 m−1
. It is likely that the estimate is too pessimistic, but further input is needed from magnet and energy

deposition studies to establish a new baseline. This limit is indicated on the loss maps in Figs. 12.9 and 12.10 as a

red dashed horizontal line.

A summary of the essential collimator settings
17

can be found in Table 12.2. The collimator layout and

settings are adopted from the nominal proton case. This means that the physical collimator openings in millimetres

are the same as in Chapter 9. Note that the reference σ used in Table 12.2 is based on the proton normalised emit-

tance of 2.2 µm, which corresponds to a smaller geometric beam size than assumed for the ion beams (Table 12.1),

resulting in somewhat tighter collimators for ions relative to their beam size.

15
where the ∆p/p acceptance shrinks

16
For more details on the collimation system itself and how the most critical cases are defined see Chapter 9.

17
The full parameter list can be found in the collimation chapter 9, see Table 9.6.
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Table 12.2: Table of parameters for collision optics.

Parameter Unit Injection Collision

Energy per nucleon [TeV] 1.3 19.7

β?

[m] 4.6 0.3

Crossing angle [µrad] 0 100

Particle -
208

Pb
82+

Proton equivalent normalised emittance [µm.rad] 2.2
a

TCP jaw length [cm] 30

TCP opening [σ] 7.57

Number of simulated primary particles - 1× 106

Number of simulated turns - 700
a

This corresponds to the design proton emittance, which is ∼40% smaller than what is

assumed in Table 12.1 for the ion beam parameters. The numeric value of the collimator

opening in σ is based on this value.

Betatron cleaning at top energy

Betatron loss maps for Beam 1 horizontal at top energy with and without TCLDs are shown in Fig. 12.9 top

and bottom, respectively. The corresponding zooms into the betatron cleaning insertion (IRJ) are displayed in

Fig. 12.10. For the nominal collimation configuration (with TCLDs), most of the losses in the dispersion suppressor

of IRJ, as well as all of the cold peaks observed in the rest of the ring, are comfortably below the quench limit.

The removal of the TCLDs (see bottom plots of Figs. 12.9 and 12.10) brings up numerous cold loss peaks with a

magnitude well above the quench limit, both in the IPJ dispersion suppressor and in the arcs. This demonstrates

that TCLDs

– installed at the nominal locations, optimised for protons, are also effective in intercepting ion losses.

– are essential for operation at nominal ion beam intensity.

Figure 12.9: Full ring betatron loss map of Beam 1 horizontal at top energy for collision optics with nominal

collimation settings (top) and TCLDs removed (bottom). The estimated quench limit is displayed as the red

horizontal dashed line at η = 8× 10−6 m−1
.
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Figure 12.10: Enlarged view of the betatron cleaning insertion IRJ for betatron loss maps shown in Fig. 12.9. Top:

collision optics with nominal collimation settings, bottom: TCLDs removed.

Detailed analysis of the cold aperture losses in the dispersion suppressor are presented in Fig. 12.11. The

largest energetic fractions of these losses are generated by light ion fragments. No fragments with A > 160
are observed. The simulation results reveal that the TCLDs successfully intercept the heavy fragments coming

from the warm section, but do not fully absorb the hadronic showers generated in the primary collimators. Some

products still reach the cold aperture. Even though the tracking simulations indicate that the direct losses (from

the primaries) are below the quench limit, the showers leaking out of the collimators impose a quench risk. It is

therefore important to perform energy deposition studies to evaluate the power deposition in the coils of the most

critical magnets and assess whether additional masks are required to protect them further.

Off-momentum cleaning at injection

The loss map for off-momentum cleaning at injection is shown in Fig. 12.12. As expected, the worst cold losses

are observed in the DS after the off-momentum cleaning insertion. While the TCLDs absorb a significant fraction

of the losses, three extensive cold-loss clusters are observed in the DS and one additional smaller cluster in the

downstream arc. Further investigations of the quench limit at injection energy and the total rate of losses during

the ramp are needed to determine whether additional mitigation measures are required.

The results presented show that, within the scope of this study, the collimation system designed and con-

figured for proton beams is also adequate for ion operation. No show-stoppers were identified in the collimation

system performance with ion beams with baseline parameters.

12.2.3 Ion injector chain

The injector chain is crucial for the performance of the collider. Most importantly the total beam intensity is

determined by the capabilities of the pre-injectors. They define the maximum number of particles per bunch and

the various bunch spacings within an injected train. The fast radiation damping in the energy regime of the FCC

diminishes the importance of the emittance preservation in the injectors. All estimates made in this document rely

on the assumption of having the same beam quality as can presently be achieved in the LHC. Many of the current

injectors will be very old at the time FCC starts operation (e.g. the PS will be close to 100 years although it is

refurbished regularly), with consequences for their availability and performance. If a new injector chain is to be
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Figure 12.11: Aperture losses in the dispersion suppressor of IRJ for nominal collimation settings (incl. TCLDs).

The transverse distributions of aperture impacts (4 plots on the top) show events collected over the range

S = 76000m to 77000m, which includes the DS. The A-Z distribution of the aperture losses (bottom) is weighted

by the energy of the lost particle normalised to the total energy lost in the DS. No ion species with A > 160 are

found in the cold losses, demonstrating the effectiveness of the TCLDs in intercepting heavy-ion fragments coming

from the primary collimator.

built for the FCC, then ions should be included in the design study from an early stage. In that case, the achievable

parameters and luminosity performance might then be superior to those assumed here.
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Figure 12.12: Off-momentum loss map of Beam 1 horizontal for injection optics with nominal collimation settings

(top) and an enlarged view of the off-momentum collimation insertion (bottom).

12.3 Additional hardware specifications

12.3.1 Dispersion suppressor collimators

As discussed in detail in Section 12.2, special collimators need to be installed in the DS regions

– on the out-going beams of all interaction points in which ions collide, to absorb the secondary beams

produced,

– downstream of the collimation insertions to absorb the fragmentation products from collimator–ion interac-

tions.

Suitable locations for these collimators, which partially coincide with other collimator needs for proton operation,

have been identified. A combined collimator design, covering the requirements of both operational modes, still

remains to be studied. Because of the high and continuous power deposition from the secondary beams around the

interaction points, these collimators have to be highly resistant and feature a special cooling system to extract the

energy deposited.

12.3.2 RF system

The FCC RF system (see Chapter 3.4 of Ref. [1]) is similar to the LHC design. The possibility of individual,

i.e. un-linked, RF systems for the two beams needs to be maintained for p–A operation. The RF frequency

difference of protons and lead ions on the central orbit at 3.3TeV is about ∆fRF ' 90Hz. This would lead

to an orbit separation of the two beams of about ∆xc ' 7.2mm in the arcs for a maximum dispersion of

Dx,max = 3.5m. An off-momentum injection with this orbit offset for locked frequencies is unacceptable. For

a superconducting SPS and a reduced injection energy of 1.2TeV the off-momentum beam separation becomes

∆xc ' 56mm (∆fRF ' 650Hz). Thus, as in the LHC for p–Pb operation, on-momentum injection with differ-

ent RF frequencies of the two beams is necessary. After acceleration to 50TeV the frequency difference becomes

∆fRF ' 0.4Hz. At this energy the two RF systems can be locked and cogging can be performed to adjust the

timing of the bunches for collisions in the IPs at a residual off-momentum orbit separation of ∆xc ' 0.04mm.
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12.3.3 Beam position monitors

The number of charges per bunch in p–Pb operation is very different for the two species. The intensity burn-off is

much faster for the Pb beam compared to the proton beam and the initial proton bunch charge might be higher
18

.

For this reason, the beam position monitor (BPM) system needs to be operated in different sensitivity ranges for

the two species in the LHC. This is particularly problematic for the BPMs that see both beams in the common

beam pipes around the IPs, as these can only see one beam, depending on their sensitivity setting.

The mitigation in the LHC uses the so-called synchronous orbit. For each common BPM a bunch with no

long-range interaction is chosen such that at any time the selected bunch passes the BPM alone. This is done only

for the common BPMs, because in this case the orbit measurement of the full beam is based on a single bunch,

which would not be acceptable on the whole circumference. Moreover, due to the moving long-range encounters

at injection and during the ramp before the RF systems are locked, this technique is not applicable because an

individual signal can not be guaranteed. During these phases of the cycle the BPMs concerned are disabled and

are not part of the feedback system. This effect should be kept in mind for the FCC BPM design so that either the

sensitivity ranges could be optimised or a similar technique to the synchronous orbit could be applied.

A second issue, first observed in LHC p–Pb operation, concerning the interlock BPMs in the beam dump

insertion, could limit the fill length in the FCC to below the optimum for p–Pb and Pb–Pb. These BPMs trigger a

beam dump if the orbit at the extraction point is outside the limits for a clean and safe dump. This can be triggered

by an orbit offset or certain bunches not being measured. Thanks to the strong radiation damping, the FCC will

operate close to the ultimate limit of burning off all particles in the beam. Nevertheless, the interlock BPMs have

a intensity limit, below which bunches are not detected. When the intensity of the first bunch falls below this

limit a beam dump will be triggered – before the optimum fill length for luminosity production is reached. The

FCC interlock BPM design should therefore aim for the lowest threshold possible, in order to optimise the ion fill

lifetime.

12.4 Colliding other nuclei

Originally the choice to study collisions of lead ions was taken in analogy to LHC. The heavy-ion physics com-

munity has also studied the physics case for collisions of lower Z ions [340], which would also have advantages

from the accelerator physics and design point of view.

The contributions of the ultraperipheral electromagnetic processes to the total cross-section is highly de-

pendent on the charge number of the ions colliding:

σc,BFPP ∝ Z7

σc,EMD ∝ Z4.

This brings two advantages for lower Z:

– Reduced secondary beam power emerging from the collision point, because fewer electromagnetic interac-

tions take place.

– Increased luminosity lifetime, because fewer particles are lost by electromagnetic interactions making more

particles available for hadronic interactions.

The CERN accelerator chain is capable of producing many different ion species. In previous years the SPS

provided argon and xenon for the fixed target physics programme [341]. By changing the main and support gas

in the ion source, it would also be easy to produce certain other species [342]. The noble gases are especially

favourable. From experience in the LHC and the SPS fixed target programme, the bunch intensity is expected

to show a dependence on the particle charge. Since effects like space charge and intra-beam scattering become

stronger with higher charge number, an increase in average bunch charge for lighter ions is observed [341]. Em-

pirically, a highly simplified parametric (p) scaling law for the bunch intensity dependence on species charge has

been postulated [340]:

Nb(Z,A) = Nb(82, 208)

(

Z

82

)

−p

(12.1)

18
The projections presented assume equal initial bunch charges, however LHC experience shows potential for higher lumi-

nosity by increasing the proton bunch charge until the beam-beam limit.
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where p =

{

1.9, fixed target experience

0.75, LHC: Xe run vs. best Pb

This approximation assumes that other quantities like geometric beam size, filling scheme, other loss rates, etc.,

are equal. Nevertheless, it can be used to project luminosity performance as a function of p. The fixed target

requirements on beam quality (e.g. emittance) are less stringent, therefore the estimates in this section use p = 1.5
as a reasonable value for LHC and thus FCC-hh.

The species argon (Ar), calcium (Ca), krypton (Kr), xenon (Xe) and lead (Pb), were chosen in collaboration

with the heavy-ion physics community from among species that were or could easily be produced with the present

CERN ion source. This list is not intended to be complete or to present the final choice, but rather give an overview

of a representative set of possible Z values.

As an example, the choice of Xe in the SPS in 2017 was based on an experiment’s request, but the final
129Xe isotope was determined by constraints on the RF frequency in the PS and the cost of the pure isotope.

This isotope was not well-studied in low-energy physics experiments, which complicated the analysis of the data

taken in LHC collisions. An alternative species, in a similar mass range, would be indium (
115In). For this

metal, nuclear density distributions could be easily measured in fixed target experiments with electron, neutron

and proton scattering. Moreover, neutron emission cross-sections and charge-changing cross-sections measured

in the SPS [343, 344] could be extrapolated to higher collision energies. This knowledge is of great value in the

interpretation of data from a collider.

In order to quantify the gain in luminosity production in collisions of lighter-Z nuclei with respect to

the baseline of Pb-Pb, one should consider the nucleon-nucleon luminosity presented in Fig. 12.13. The power

carried by the BFPP and EMD beams is illustrated in Fig. 12.14. In the following, luminosity labelled with AA are

nucleus-nucleus and NN are nucleon-nucleon values. Nucleus-nucleus values can be converted to nucleon-nucleon

values by multiplying by A2
.
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Figure 12.13: Nucleon-nucleon luminosity for a set of alternative ion species, calculated for the ultimate parameter

scenario with 50 ns bunch spacing and two experiments in collisions. Left: Instantaneous evolution along a fill.

Right: Average integrated luminosity for a 30 day run as a function of the LHC turnaround time. The red line

is equivalent to the dashed green line in Fig. 12.4, which shows the nucleus-nucleus luminosity for the Pb-Pb

scenarios considered.

The projections are based on the parameters summarised in Table 12.3 and the ultimate parameter sce-

nario as described in Table 12.1 for beams colliding in two experiments. Bunch intensities are scaled from the

assumed 2 × 108 Pb-ions per bunch using Eq. (12.1) and p = 1.5. The event cross-sections were estimated with

RELDIS [345] and are taken from Ref. [329]. The estimated uncertainty
19

on these cross-sections is about 5% for

Pb and about 15% for less known nuclei like Kr [346].

The luminosity evolution in Fig. 12.13 clearly shows the expected longer lifetime and higher rates for

decreasing Z thanks to the reduced cross-sections of ultraperipheral processes and higher bunch intensities. Ap-

plying the same criteria to estimate the integrated luminosity as discussed in Subsection 12.1.2, Table 12.3 gives

predictions for Ar, Ca, Kr and Xe in a 30 day run. In the extreme case, the integrated nucleon-nucleon luminosity

per run could be expected to be an order of magnitude larger for Ar than Pb. Investigating the power carried by

19
Derived by comparison with other simulation codes and data
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Figure 12.14: Total power carried by secondary beams produced by BFPP (left) and EMD (right) processes for a

set of A-A collisions corresponding to the cases shown in Fig. 12.13.

the secondary beams more closely, as displayed in Fig. 12.14, it becomes evident that the reduction of the power

deposited by BFPP products is already significant when going to Xe. However, the EMD cross-sections do not

reduce as fast with the species charge, thus the power deposited by EMD products already exceeds that of BFPP

for Xe. Note that the EMD power shown here uses the total EMD cross-section, therefore not all particles would

be lost in the same place as they are split into EMD1 and EMD2 beams which are produced with a cross-section

of comparable magnitude.

Table 12.3: Parameter projections for alternative nuclei. Luminosity labelled with AA are nucleus-nucleus and

NN are nucleon-nucleon values. All calculations assume the ultimate parameter scenario and two experiments in

collisions.

Isotope
40

Ar
18+ 40

Ca
20+ 78

Kr
36+ 129

Xe
54+ 208

Pb
82+

Number of particles [108] 19.4 16.6 6.9 3.7 2.0

σBFPP,tot
a

[b] ∼0.02 0.042 ∼1 ∼18.5 344

σEMD,tot
a

[b] 2.2 2.7 16.6 67.9 284.2

σhadronic
a

[b] 2.764 2.767 4.29 5.89 7.9

σtot
a

[b] 5 5.5 22 92.3 636

Power carried by BFPP beams [kW] 0.1 0.3 2.0 11.0 56.0

Power carried by EMD beams [kW] 14.6 20.2 33.9 40.6 46.3

Optimum time in collisions [h] 4.5 3.75 3.0 2.25 1.25

Initial LAA [1030cm
−2

s
−1

] 26.8 21.7 3.4 0.92 0.25

Initial LNN [1030cm
−2

s
−1

] 42855 34713 20893 15353 10729

Peak LAA [1030cm
−2

s
−1

] 46.0 46.8 7.1 1.4 0.25

Peak LNN [1030cm
−2

s
−1

] 73552 74805 43130 23017 10729

Integrated LAA [nb
−1

/run] 28381 25074 3286 560 62

Integrated LNN [fb
−1

/run] 45.4 40.1 20.0 9.3 2.7

Rate of hadronic interactions [MHz] 127.1 129.4 30.4 8.1 2.0

Events per bunch crossing 7.7 7.8 1.8 0.5 0.1
a

Taken from Ref. [329]

12.4.1 Lower injection energy

A scenario where the SPS is upgraded with superconducting magnets to replace the LHC as the final injector before

the FCC is under consideration. In this case the ramping time of the superconducting magnets becomes a significant

fraction of the SPS cycle length, as illustrated in Fig. 12.15. Figure 12.15 assumes the cycle times discussed in

Subsection 12.1.1, except for the longer ramp in the SPS. The filling shown in Fig. 12.1 would take about 1.5 to
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2 hours. Moreover the debunching losses and emittance growth
20

from IBS are enhanced at lower energy on the

FCC injection plateau, whilst the dwell times are prolonged. Therefore, a reduction of the FCC injection energy

by using a superconducting SPS would reduce the total intensity and with it, the overall performance of heavy-ion

operation. If this option becomes preferred, more detailed studies are required to estimate the impact on luminosity

for heavy ions.
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Figure 12.15: Example of a filling and acceleration cycle in the superconducting SPS.

12.5 Conclusion and outlook

Table 12.1 summarises key parameters for Pb–Pb and p–Pb operation at Eb = 50Z TeV in the FCC-hh. For p–

Pb operation, the Pb beam is assumed to be the same as for Pb–Pb. The calculated luminosity values assume an

optimised theoretical turn-around time of around 26 min per LHC ion cycle and an additional preparation time

in the FCC-hh of 1.2 h per FCC-hh filling, as quoted in Ref. [347]. It was assumed that the first LHC beam is

prepared during preparation time of the FCC-hh, so that the total turn-around time sums up to about 150 minutes.

This represents a theoretical minimum. In reality early beam aborts and other faults will increase this time and

somewhat reduce the integrated luminosity.

The final values for the integrated luminosity in a typical annual one-month run quoted in Table 12.1 assume

a ‘performance efficiency factor’ of 50% to allow for set-up time, down-time and other deviations from the idealised

running described in Figs. 12.4 and 12.6 (a similar factor was observed during LHC operation [348] and applied

in HL-LHC performance projections). For the moment, no studies of upgrades to the heavy-ion injectors (source,

linac, accumulation ring, PS and SPS synchrotrons) have been performed. If upgrades to these machines can be

envisaged by the time of FCC-hh operation, then even higher luminosities are likely to be available.

Heavy-ion operation imposes challenging specifications for the collimation system, including certain adap-

tations of the FCC-hh main ring, e.g. special absorbers in key locations for the high flux of modified ions from the

bound-free pair-production process at the interaction point. The cross-sections of these processes are so high that

the powers continuously deposited in a very localised spot exceed a few tens of kilowatts. These special absorbers

need to be installed in the cold area of the dispersion suppressor on both sides of each interaction region where ions

collide. They must not only ensure that the power deposited by the impacting ions is safely removed, but also that

the fragmentation products produced do not escape to the subsequent superconducting magnet area. An absorber

design still remains to be studied. Collimation of the heavy-ion beams will also be a difficult issue and require

further absorbers or, possibly, the application of new collimation technologies such as bent crystals or electron

lenses. The potential of these technologies is under study at the LHC.

If the demands on the collimation system are too extreme for lead ion operation, an ion species with a

lower charge number (Z) could be used. The cross-sections of the ultra-peripheral electromagnetic processes are

proportional to high powers of Z. Therefore the power of the secondary beams emerging from the collision point

would be reduced, while providing a longer luminosity lifetime, since more particles are available for hadronic

interactions. The physics case for lower-Z ion species is under study in the community.

20
This effect is less important than the particle losses, because the very fast radiation damping at FCC top energy will quickly

reduce the emittances.
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