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Preface

The High Luminosity LHC (HL-LHC) Project was setup in 2010 by the CERN Director for Accelerators and
Technology, Dr. Steve Myers, following a change of strategy and subsequent merging of the LHC upgrade Phase
I and Phase II into one unique project. To this end, CERN in consortium with 15 European Institutions applied
in November 2010 to the call for European funding under the 7th Framework Programme Design Study category:
the application was approved with full budget in 2011 with the name FP7 High Luminosity Large Hadron Collider
Design Study (also known as HiLumi LHC, Grant n. 284404).

The new European Strategy for Particle Physics, adopted by the special CERN Council of Brussels on 30 May
2013, placed HL-LHC as a first priority project for the next decade. Consequently, CERN management inserted
the project in the Medium Term Plan (5-year plan) and a kick off meeting of HL-LHC as a construction project
was organized in Daresbury on 11 November 2013. The HL-LHC project is accompanied by upgrade projects
of all LHC Experiments and by the LHC Injector Upgrade Project (LIU). The Experiment upgrade projects are
dealt with by their International Collaborations. The LIU project has a separate management, project structure
and budget line and plans for a complete implementation during Long Shutdown 2 (LLS2), by the end of 2020. The
Experiments upgrade and LIU projects are not covered by this TDR.

A Cost and Schedule Review series, reviewing both the HL-LHC and LIU projects and reporting to the CERN
Director of Accelerators and Technology, Dr. Frédérick Bordry, started in March 2015, with C&SR-I. Following
the very positive results of the review, the CERN management endorsed the cost and planning. In September 2015
the CERN Council approved the MTP 2016-2020, containing the funding for the project for that period and en-
visaging the full Cost-to-Completion (CtC) of the project by 2026. Finally in June 2016, the CERN management
had the High Luminosity LHC project, i.e. the upgrade of the collider and its infrastructure, formally approved
by the CERN Council, with full financing till 2026. The approved CtC is 950 MCHF of material budget in CERN
accounting.

In August 2016, a re-baselining of the HL-LHC project was approved by CERN management (and endorsed
by the C&SR-II of October 2016) in order to keep the CtC ceiling while accommodating extra cost in the techni-
cal infrastructure (mainly in the civil engineering). The present TDR reflects the design of the project at the time
of approval by the CERN council, June 2016, with the modifications introduced in the re-baselining exercise in
summer 2016.

The project leadership is particularly grateful to the CERN management for its continuous support and en-
couragement and in particular to the CERN Director of Accelerators and Technology, Dr. Frédérick Bordry for his
continuous support and guidance from the beginning of the project, to former Director-General Dr. Rolf Heuer for
his engagement in having the project initiated and started the funding during his mandate, as well as to the present
Director-General Dr. Fabiola Gianotti, for having pursued and obtained the full approval of the entire HL-LHC
project by the Council in June 2016, the first CERN project with such status after the LHC.

CERN, 31 July 2017

Lucio Rossi, HL-LHC Project Leader
Oliver Briining, HL-LHC Deputy Project Leader
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Abstract

The Large Hadron Collider (LHC) is one of the largest scientific instruments ever built. Since opening up a new
energy frontier for exploration in 2010, it has gathered a global user community of about 7,000 scientists work-
ing in fundamental particle physics and the physics of hadronic matter at extreme temperature and density. To
sustain and extend its discovery potential, the LHC will need a major upgrade in the 2020s. This will increase its
instantaneous luminosity (rate of collisions) by a factor of five beyond the original design value and the integrated
luminosity (total collisions created) by a factor ten. The LHC is already a highly complex and exquisitely opti-
mised machine so this upgrade must be carefully conceived and will require about ten years to implement. The
new configuration, known as High Luminosity LHC (HL-LHC), relies on a number of key innovations that push
accelerator technology beyond its present limits. Among these are cutting-edge 11-12 tesla superconducting mag-
nets, compact superconducting cavities for beam rotation with ultra-precise phase control, new technology and
physical processes for beam collimation and 100 metre-long high-power superconducting links with negligible
energy dissipation. The present document describes the technologies and components that will be used to realise
the project and is intended to serve as the basis for the detailed engineering design of HL-LHC.
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Chapter 1
High Luminosity Large Hadron Collider HL-LHC

1 High Luminosity Large Hadron Collider HL-LHC

1.1 Introduction

The Large Hadron Collider (LHC) was successfully commissioned in 2010 for proton—proton collisions with
a7 TeV centre-of-mass energy. It delivered 8 TeV centre-of-mass proton collisions from April 2012 until the
end of Run 1 in 2013. Following a long technical stop in 2013-2014, it operated with 13 TeV centre-of-mass
proton collisions during Run 2 from 2015 onwards.

It is a remarkable era for cosmology, astrophysics and high energy physics (HEP) and the LHC is at the
forefront of attempts to understand the fundamental nature of the universe. The discovery of the Higgs boson
in 2012 is undoubtedly a major milestone in the history of science. Beyond this, the LHC has the potential to
go on and help answer some of the key questions of the age: the existence, or not, of supersymmetry; the nature
of dark matter; the existence of extra dimensions. It is also important to continue to study the properties of the
Higgs — here the LHC is well placed to do this in exquisite detail.

Thanks to the LHC, Europe has decisively regained world leadership in high energy physics, a key sector
of knowledge and technology development. The LHC can continue to act as catalyst for a global effort
unrivalled by any other branch of science: out of the 11 000 CERN users, more than 7000 are scientists and
engineers using the LHC, half of which are from countries outside the EU.

The LHC will remain the most powerful accelerator in the world for at least the next two decades. Its
full exploitation is the highest priority of the European Strategy for particle physics. This strategy has been
adopted by the CERN Council, and is a reference point for the Particle Physics Strategy of the US and, to a
certain extent, Japan. To extend its discovery potential, the LHC will need a major upgrade in the 2020s to
extend its operability by another decade and to increase its luminosity (and thus collision rate) by a factor of
five beyond its design value. The integrated luminosity design goal is an increase by a factor of ten. As a highly
complex machine, such an upgrade must be carefully studied. The necessary developments require about 10
years to prototype, test and realize new equipment. The novel machine configuration, the High Luminosity
LHC (HL-LHC), will rely on a number of key innovative technologies representing exceptional technological
challenges. These include among others: cutting-edge 11-12 T superconducting magnets; very compact
superconducting cavities for beam rotation with ultra-precise phase control; new technology for beam
collimation; and high-power superconducting links with almost zero energy dissipation.

HL-LHC federates the efforts and R&D of a large international community towards the ambitious HL-
LHC objectives and contributes to establishing the European Research Area (ERA) as a focal point of global
research cooperation and leadership in frontier knowledge and technologies. HL-LHC relies on strong
participation from various partners, in particular from leading US and Japanese laboratories. This participation
will be required for the execution of the construction phase as a global project. In particular, the US LHC
Accelerator R&D Program (LARP) has developed some of the key technologies for the HL-LHC, such as the
large-aperture niobium—tin (NbsSn) quadrupoles and the crab cavities. The proposed governance model is
being modified and is now tailored to support the construction phase that starts at the end of the Design Study.



1.2 HL-LHC in a nutshell

The new LHC baseline programme, defined in June 2015, is shown schematically in Figure 1-1. After the
consolidation of the electrical splices between the superconducting magnets (and many other consolidation
actions) in the Long Shutdown 1 (LS1), the LHC has operated in Run 2 at 13 TeV centre-of-mass energy from
3 June 2015 and has progressively increased the luminosity attaining the nominal design luminosity of 1 x 10*
cm? s on 26 June 2016. Despite a reduced number of bunches (about 2200 cf. 2800 nominal) a peak
luminosity up to 1.2 x 10* has been routinely obtained in 2016. This peak is largely thanks to reduced
emittance from the injectors and a B* value of 40 cm (cf. 55 cm nominal value) at the high luminosity
interaction points. This excellent performance, together with an availability that is considerably higher than in
previous years, should give a total integrated luminosity of about 35 fb™! for the year. In the period 2017-2023
the LHC will hopefully further increase the peak luminosity. Margins in the design of the nominal LHC are
expected to allow about two times the nominal design performance. The baseline programme for the next ten
years is depicted in Figure 1-1, while Figure 1-2 shows the possible evolution of peak and integrated
luminosity.
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Figure 1-1: LHC baseline plan for the next decade and beyond showing the energy of the collisions
(upper red line) and luminosity (lower green lines). The first long shutdown (LS1) in 2013-2014 should
allow the design parameters of beam energy and luminosity to be reached. The second long shutdown
(LS2), 2019-2020, will consolidate luminosity production and reliability as well as upgrade the LHC
injectors. After LS3, 2024-2026, the machine will be in the High Luminosity configuration (HL-LHC).

After Run 3 (see Figure 1-1) the statistical gain in running the accelerator without a significant
luminosity increase beyond its design and ultimate values will become marginal. The running time necessary
to halve the statistical error of a given measurement after 2020 will be more than ten years. Therefore, to
maintain scientific progress and to exploit its full capacity, the LHC will need to have a decisive increase of
its luminosity after 2020. This is why, when the CERN Council adopted the European Strategy for particle
physics in 2006 [1], its first priority was agreed to be ‘to fully exploit the physics potential of the LHC. A
subsequent major luminosity upgrade, motivated by physics results and operation experience, will be enabled
by focused R&D. The European Strategy for particle physics has been integrated into the European Strategy
Forum on Research Infrastructures (ESFRI) Roadmap of 2006, as has the update of 2008 [2]. The priority to
fully exploit the potential of the LHC has been recently confirmed as the first priority among the ‘High priority
large-scale scientific activities’ in the new European Strategy for particle physics — Update 2013 [3]. This
update was approved in Brussels on 30 May 2013 with the following wording: ‘Europe’s top priority should
be the exploitation of the full potential of the LHC, including the high luminosity upgrade of the machine and
detectors with a view to collecting ten times more data than in the initial design, by around 2030°.

The importance of the LHC luminosity upgrade for the future of high energy physics has also been re-
affirmed in the May 2014 recommendation by the Particle Physics Project Prioritization Panel (P5) to the High
Energy Physics Advisory Panel (HEPAP), which in turn advises the US Department of Energy (DOE) [4]. The
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recommendation, a critical step in the updating of the US strategy for HEP, states the following:
‘Recommendation 10: The LHC upgrades constitute our highest-priority near-term large project’.

In Japan, the 2012 report of a subcommittee in the HEP community concluded that an e'e” linear collider
and a large-scale neutrino detector would be the core projects in Japan, with the assumption that the LHC and
its upgrade are pursued de facto. The updated KEK roadmap in 2013 states that ‘The main agenda at
LHC/ATLAS is to continually participate in the experiment and to take a proactive initiative in upgrade
programmes within the international collaboration at both the accelerator and detector facilities’. Following
this support, the ATLAS-Japan group has undertaken intensive R&D on the detector upgrades and the KEK
Cryogenic Science Center has started the R&D for the HL-LHC separation dipole magnets (D1).

® peak luminosity =Integrated luminosity

2.5E+34 1000

2.0E+34

100

1.5E+34

10

1.0E+34

Luminosity [cm2s1]
Integrated luminosity [fb]

5.0E+33

0.0E+00 ’ y v e - 0.1
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

Year

Figure 1-2: LHC luminosity plan until LS3 : both peak (red dots) and integrated (blue line) luminosities
are indicated. Main shutdown periods are also shown.

In this context, CERN created the High Luminosity LHC (HL-LHC) project at the end of 2010 [5].
Started as a design study, and after the approval of the CERN Council on 30 May 2013 and the insertion of a
consistent part of the HL-LHC budget in the CERN Medium Term Plan (MTP) approved by Council in June
2014, the HL-LHC has become CERN’s major construction project for the next decade. The writing of the
Conceptual technical specifications and the Preliminary Design Report [6] are key deliverables of the FP7-
HiLumi LHC Design Study. Further steps have been taken in 2015 to get a complete approval of the HL-LHC:

- Cost & Schedule Review (international panel of experts, composed by the CERN Machine Advisory
Committee complemented by additional experts). First meeting in March 9-11 2015. The very positive
report is available upon request (some information is confidential).

- Modification of the layout for civil engineering, more suitable to the actual needs and conditions;

- Insertion into CERN’s MTP of 2015 of the whole budget for the years 2016-2020 (the 5-year covered
by MTP approved in 2015), with indication of the total CtC (Cost-to-Completion) of the project until
full installation in 2026. The material cost is around 950 MCHF, without including the initial Design
Study and prototype phases.

Thanks to the above-mentioned initiatives, the project and its budget for construction were approved for
the period of the MTP by the Council at its 16 September 2015 Session.

In spring 2016 the CERN management submitted to Council the proposal for a global approval of the
HL-LHC, describing the goals of the upgrade, the physics case for the HL-LHC, and the technology challenges.
The proposal, [7], covers all the project period including installation and commissioning in 2026, and gives a
total material cost for the HL-LHC of 950 MCHEF. It is to be noted that this figure covers the High Luminosity
LHC, i.e. the materials for collider with its infrastructure, while it does not include the cost of the detector



upgrade. The document was approved in the 181" session of the CERN Council on 16-17 June 2016. It is
remarkable that HL-LHC has become the first project formally approved by the CERN Council since the final
approval of the LHC in 1996.

The main objective of the High Luminosity LHC design study was to determine a set of beam parameters
and the hardware configuration that will enable the LHC to reach the following targets:

- apeak luminosity of 5 x 10** cm™ s™' with levelling, allowing:

- an integrated luminosity of 250 fb™! per year with the goal of 3000 fb™' in about a dozen years after the
upgrade. This integrated luminosity is about ten times the expected luminosity reach of the first twelve
years of the LHC lifetime.

The overarching goals are the installation of the main hardware for the HL-LHC during LS3, scheduled
for 2024-2026, finishing the hardware commissioning at machine re-start in 2026 while taking all actions to
assure a high efficiency in operation until 2035-2040.

Since all equipment is being designed with a 50% margin with respect to the instantaneous heat
deposition and the integrated radiation dose, the concept of ultimate performance has been defined, wherein
all margins are used for performance increase. By using these margins, it should be possible to push the
machine peak levelled luminosity to about 7-7.5 x 10** cm ™ s ™! increasing the average pile-up, i.e. the number
of events per bunch crossing, in the detectors up to around 200. This luminosity level should enable the
collection of up to 300-350 fb!/year provided the experiments can digest this pile-up level. In terms of total
integrated luminosity, the ultimate performance corresponds to a value of about 4000 fb™'.

Similarly, all magnetic circuits have been designed with a 10% margin with respect to the powering at
nominal beam energy of 7TeV. By using these margins, one could hope to operate the LHC from the magnet
circuit point of view at a beam energy of 7.5TeV. However, such an increase in the beam energy implies
additional challenges for many other systems (e.g. the machine protection and powering systems and the
collimation and beam dump systems) and can therefore not be taken for granted at this stage. Even though the
HL-LHC project baseline is 'only' for 7.0 TeV and does not include this ‘ultimate beam energy' in its
specification, the possibility of a potential separate energy increase to 7.5 TeV should be explicitly considered
in the ongoing HL-LHC upgrades. If significant extra efforts and upgrades are needed for this energy, which
are not possible in easy synergy within the HL-LHC resource envelope, then at least the limitations and
required additional upgrades should be identified.

All of the hadron colliders in the world before the LHC have produced a combined total integrated
luminosity of about 10 fb™'. The LHC delivered nearly 30 fb! by the end of 2012 and should reach 300 fb™" in
its first 13—15 years of operation. The High Luminosity LHC is a major, extremely challenging, upgrade. For
its successful realization, a number of key novel technologies have to be developed, validated, and integrated.
The work was initiated early: ideas were circulating at the beginning of LHC construction [8] and this
continued throughout construction [9]. From 2003 onwards, LARP (see Section 1.3.2) has been the main and
continuous motor for technological development devoted to the LHC upgrade, matched in Europe by a study
effort coordinated by the EC-FP6-CARE program (HHH and AMT networks and NED program). After a
period during which the upgrade was conceived in two phases, the first one via established Nb-Ti technology
(support by the FP7-SLHC-PP program) and the second based on novel Nbs;Sn technology, and following the
suppression of the Phase-I upgrade project, all studies were concentrated in 2010 under the newly formed High
Luminosity LHC Project. The first step consisted in launching a Design Study under the auspices of FP7 with
the working title ‘HiLumi LHC’. Following approval by the European Commission (EC) in 2011, FP7-HiLumi
LHC has been instrumental in initiating a new global collaboration for the LHC, matching the spirit of the
worldwide user community of the LHC experiments.

The High Luminosity LHC project is also working in close collaboration with the CERN project for the
LHC Injector complex Upgrade (LIU) [10], the companion ATLAS and CMS upgrade projects of 2019-2020
and 2024-2026 and the upgrade foreseen in 2019-2020 for both LHCb and ALICE.
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1.2.1 Luminosity

The (instantaneous) luminosity L can be expressed as:

_ nszfreV ) _ M
L= Y g R, R=1/[1+ > (1-1)

where y is the relativistic gamma factor; n, is the number of bunches per beam colliding at the IP; N is the
bunch population; f is the revolution frequency; 4" is the beam beta function (focal length) at the collision
point; &, is the transverse normalized emittance; R is a luminosity geometrical reduction factor from the
crossing angle not including the Hourglass effect; & is the full crossing angle between colliding beam; and o,
o- are the transverse and longitudinal r.m.s. sizes, respectively.

With the nominal parameter values shown in Table 2-1, a luminosity of 1 x 10* cm™ s™' is obtained,
with an average pile-up (number of events in the same bunch crossing) of u =27 (note u = 19 was the original
forecast at LHC approval due to uncertainties in the total proton cross-section at higher energies).

1.2.2 Present luminosity limitations and hardware constraints

Before discussing the new configuration, it is useful to recall the systems that will need to be changed, and
possibly improved, because they become vulnerable to breakdown and accelerated aging, or because they may
become a bottleneck for operation in a higher radiation environment. This goes well beyond the ongoing basic
consolidation.

- Inner triplet magnets (see chapter 3). After about 300 fb™' some components of the inner triplet
quadrupoles and their corrector magnets will have received a dose of 30 MGy, entering into the region
of possible radiation damage. The quadrupoles may withstand a maximum of 400 fb™' to 700 fb™', but
some corrector magnets of nested type could fail already at 300 fb~'. Actual damage must be anticipated
because the most likely failure mode is through sudden electric breakdown, entailing serious and long
repairs. Thus the replacement of the triplet magnets must be envisaged before damage occurs.
Replacement of the low-p triplet is a long intervention, requiring a one to two year shutdown, at least,
and must be coupled with the major detector upgrades (which also are required at around 300 fb™).

- Cryogenics (see chapter 9). To increase intervention flexibility and machine availability it is planned to
“sectorize” the cooling of the superconducting RF (SRF) and the cooling of the magnets in the arc.
Thanks to this, a mobile helium liquefier (procured for the Crab Cavity test in the SPS) could be used to
cool down SRF cavities during a shutdown of the main refrigerators. The cooling of the inner triplets
and matching section magnets must also be separated from the arc magnets. This would avoid the need
to warm-up an entire arc in the case of intervention in the straight sections near the triplet magnets.

- Collimation (see chapter 5). The collimation system has been designed for the first operation phase of
the LHC. The present system was optimized for robustness and will need an upgrade that takes into
account the need for the lower impedance required for the planned increased beam intensities. A new
configuration will also be required to protect the new triplets in IR1 and IRS.

- The dispersion suppressor (DS) regions (see chapter 11) also require special attention, where a leakage
of off-momentum particles into the first and second main superconducting dipoles has already been
identified as a possible LHC performance limitation. The issue is serious in P2 for ion collisions and in
P7 (betatron cleaning) for both ion and proton beams. For P2 a solution has been found by modifying
optics and placing collimators in a suitably modified connection cryostat. For P7 the solution is more
elaborate due to the missing free space for collimators: an LHC main dipole will be substituted by
dipoles of equal bending strength (~120 T-m) obtained by a higher field (11 T) and shorter length (11
m) than those of the LHC dipoles (8.3 T and 14.2 m). The space gained is sufficient for the installation
of additional DS collimators.



- Radiation to electronics (R2R) (see chapter 10) and superconducting (SC) links (see chapter 6A) for
the remote powering of cold circuits. Considerable effort is being made to study how to replace the
radiation-sensitive electronic boards of the power converter system with radiation-hard cards. A
complementary solution is also being pursued for the high luminosity regions: the removal from the
LHC tunnel of the power converters and associated electrical feedboxes (the DFBs - delicate equipment
presently in line with the continuous cryostat) of the magnetic elements from Q1 to D2. While a removal
to the surface was initially considered, this equipment will now be installed in a new underground gallery
following a global optimization study. Displacement of power converters to distant locations favour the
use of a novel technology: superconducting links (SCLs) made out of MgB, superconductors.

Other systems will potentially become problematic with the aging of the machine and the increased
radiation level that comes with higher performance levels of 40 fb™' to 60 fb™' per year. Their replacement in
the frame of the HL-LHC project gives the opportunity of improving their performance. A non-exhaustive list
includes the following.

- The Quench Protection System (QPS) of the superconducting magnets is based on a design that is now
almost 20 years old.

- Machine protection: improved robustness to mis-injected beams, kicker breakdown and asynchronous
beam dumps will be required. The extraction system is, along with collimation and the injection
protection devices, the main defence against severe beam-induced damage. These systems will need
renovation after 2020, if not earlier.

- Remote manipulation: the level of activation from 2020 onwards, and perhaps even earlier, requires
careful study and the development of special equipment to allow the repair and/or quick replacement of
collimators, magnets, vacuum components, etc., according to the ‘as low as reasonably achievable’
(ALARA) principle. While full robotics is difficult to implement given the conditions on the ground,
remote manipulation, enhanced reality and supervision are the key to minimizing the radiation doses
sustained during interventions.

1.2.3 Luminosity levelling and availability

Both the consideration of energy deposition by collision debris in the interaction region magnets, and the
necessity to limit the peak pile-up in the experimental detector, impose an a priori limitation upon peak
luminosity. The consequence is that HL-LHC operation will have to rely on luminosity levelling. As shown in
Figure 1-3 (a), the luminosity profile without levelling quickly decreases from the initial peak value due to
‘luminosity burn-off> (protons consumed in the collisions). With luminosity levelling the collider is designed
to operate with a constant luminosity at a value below the virtual maximum luminosity. The average luminosity
achieved is almost the same as that without levelling see Figure 1-3 (b) in an ideal running configuration
without premature fill aborts. The advantage, however, is that the maximum peak luminosity and energy
deposition are lower. Among the various methods of levelling, the present favoured one is dynamic variation
of B* during the run. However, variation of crab cavity voltage and/or variation of beam separation are also
being considered.
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Figure 1-3: (a) luminosity profile for a single long fill: starting at nominal peak luminosity (black line),
with upgrade and without levelling (red line), with levelling (blue line). (b) Luminosity profile with
optimized run time, without and with levelling (blue and red dashed lines), and average luminosity in
both cases (solid lines).
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Figure 1-4: Luminosity cycle for HL-LHC with levelling and a short decay (optimized for integrated
luminosity).

Assuming 160 days of physics operation per year, the HL-LHC needs a physics efficiency of about 50%.
The overall LHC efficiency during the 2012 run, without luminosity levelling, was around 37%, while in 2016
physics efficiency over periods of weeks was up to around 60 to 70%. The requirement of an efficiency around
50% with a (levelled) luminosity five times that of nominal and stored beam energies about 5 times larger than
during the 2012 run will be a challenge. However, in view of the most recent LHC results this seems a
reasonable target. The project must foresee a vigorous consolidation for the high intensity and high luminosity
regime: the High Luminosity LHC must also be a high availability LHC.

1.2.4 HL-LHC parameters and main systems for the upgrade

Table 1-1 lists the main parameters foreseen for high luminosity operation (the table includes already the few
changes due to re-baselining of June 2016). The 25 ns bunch spacing is the baseline operation mode; however,
another scheme where each eight bunches with beams are followed by four “empty bunches”, so-called 8b4e,
is kept as a possible alternative in case the e-cloud or other unforeseen effects undermine 25 ns performance.
This 8b4e scheme replaces the previous alternative of 50 ns space bunching that is punitive from the point of
view of pile up. A slightly different parameter set at 25 ns (batch compression, bunch merging and splitting
scheme (BCMS)) with very small transverse beam emittance might be interesting for HL-LHC operation in
case operation with high beam intensities results in unforeseen emittance blow-up.



Table 1-1: High Luminosity LHC main parameters for proton collisions (re-baselining summer 2016).

Parameter Nominal | HL-LHC HL-LHC HL-LHC
LHC 25 ns 25 ns

(design | (standard) | (BCMS)? 8b+4e!

report)
Beam energy in collision [TeV] 7 7 7 7
Ny [10!'1] 1.15 2.2 22 2.3
ny 2808 2748 2604 1968
Beam current [A] 0.58 1.09 1.03 0.82
Minimum £" [m] 0.55 0.2 0.2 0.2
€ [um] 3.75 2.50 2.50 2.20
gL [eVs] 2.50 2.50 2.50 2.50
Total reduction factor Ry without crab cavities at min. B* 0.836 0.369 0.369 0.369
Total reduction factor RO without crab cavities at min. B*3 (0.981) 0.715 0.715 0.740
Peak luminosity with crab cavities Lpeax*R1/Ro [10* em 2 57173 (1.18) 12.6 11.9 11.6
Levelled luminosity for p =140 [10** cm 2 s7!] - 5.32! 5.02 5.03
Events/crossing u (with levelling and crab cavities) 2 27 140 140 140
Maximum lirsle density of pile-up events during fill 021 13 13 13
[events/mm]

The provisional set of parameters of ion beams for the high luminosity regime of ion collision has also
been established (see Table 1-2). The parameters should be able to satisfy the ion integrated luminosity
requirements of the ALICE experiment [11]. However, it must be underlined that the beam parameters are
being discussed with the LIU project to assess feasibility and optimization. In addition a discussion with the
management of the LHC experiments, arbitrated by CERN management, should also provide clarification on
the best sharing of ions collisions between the various experiments.

Table 1-2: High Luminosity LHC parameters for ion collisions.

Parameter Nominal LHC HL-LHC HL-LHC HL-LHC
(design report) | (projected) | (LIU baseline) (required)
Beam energy in collision [TeV] 574 574 574 574
Beam energy per nucleon in collision [TeV] 2.76 2.76 2.76 2.76
Particles per bunch, N [107] 7 10.4 14 19
Number of bunches per beam 592 1170 820 1170
Neot [10°] 41.4 121.7 115 2223
Beam current [mA] 6.12 18.0 17.0 32.8
Minimum £* [m] 0.5 0.5 0.5 0.5
& [pm] 1.5 1.6 1.6 1.5
er [eVs/charge] 2.50 2.50 2.50 2.50
r.m.s. energy spread [0.0001] 1.10 1.10 1.10 1.10
r.m.s. bunch length [cm] 7.94 7.94 7.94 7.94
IBS horizontal [h] 7.7 4.5 33 2.2
IBS longitudinal [h] 13 7.5 5.6 3.7
Half-crossing angle at IP2 [prad] 60 100 100 100
Peak luminosity [10?” cm 2 s7!] 1.00 4.5 4.5 8
Levelled luminosity [10%7 cm™2 s7!] - - - 6-7
Levelling time [h] - - - 1
Maximum number of bunches per injection 54 48 48 48

!'For the design of the HL-LHC systems (collimators, triplet magnets,..), a design margin of 50% on the stated peak luminosity was agreed upon.
2 The total number of events/crossing is calculated with an inelastic cross-section of 85 mb (also for nominal), while 111 mb is still assumed for

calculating the proton burn off and the resulting levelling time
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3 BCMS parameters are only considered for injection and as a backup parameter set in case one encounters larger than expected emittance growth in
the HL-LHC during injection, ramp and squeeze

* The 8b+4e variant represents a back-up scenario for the baseline 25ns operation in case of e-cloud limitations. The parameters are still evolving but
are stated for the sake of performance reach comparison.

° The current baseline foresees installation of % crab-cavity modules in LS3 and an option for % in LS4, having an initial impact on parameters like p*
,crossing angle, virtual luminosity reach and levelling time. The current HL-LHC baseline foresees the installation of 16 cavities of maximum voltage
of 3.4 MV. Space will be reserved to optionally install the second half at a later stage after LS3

The upgrade should provide the potential for good performance over a wide range of parameters. The

machine and experiments will find the best practical set of parameters in actual operation. The following items
are the key variables targeted for luminosity performance by the upgrade:

Beam current: the total beam current may be a hard limit in the LHC since many systems are affected
by this parameter: RF power system and RF cavities; collimation; cryogenics; kickers; vacuum; beam
diagnostics; QPS; etc. Radiation effects aside, all existing systems have been designed, in principle, for
Ivcam = 0.86 A, the so-called ‘ultimate’ beam current. However the ability to go to the ultimate limit is
still to be experimentally demonstrated and the HL-LHC will need to go 30% beyond ultimate with 25
ns bunch spacing.

Beam Brightness: The beam brightness, the ratio of the bunch intensity to its transverse emittance, is a
beam characteristic that must be maximized at the beginning of beam generation and then preserved
throughout the entire injector chain and in LHC itself. The LIU project has as its primary objective
increasing the number of protons per bunch by a factor of two above the nominal design value while
keeping emittance at the present low value.

B* and cancelling of the reduction factor R. A classical route for a luminosity upgrade with head-on
collisions is to reduce p* by means of stronger and larger aperture low-f triplet quadrupoles. This
reduces the transverse size of the luminous region resulting in the gain in peak luminosity. There is a
concomitant increase in beam sizes in the triplet magnets. For operation with a crossing angle a reduction
in B* values also implies an increase in the crossing angle when respecting the requirement for a constant
normalized beam separation over the common part of the insertion. The increased crossing angle in turn
requires a further increase in the triplet magnet aperture, a larger aperture D1 (first separation dipole),
and further modifications to the matching section.

Stronger chromatic aberrations coming from the larger p-functions inside the triplet magnets may
furthermore exceed the strength of the existing correction circuits. The peak pB-function is also limited
by the possibility to match the optics to the regular beta functions of the arcs. A previous study has
shown that the practical limit for p* in the nominal LHC is around 30 cm cf. the nominal 55 cm (the
LHC operated in 2016 with f*=40cm at 6.5 TeV beam energy). However, a novel scheme called
Achromatic Telescopic Squeeze (ATS) [12] uses the adjacent arcs as enhanced matching sections. The
increase of the beta-functions in these arcs can boost, at constant strength, the efficiency of the arc
correction circuits. In this way a B* value of 15-20 cm can be envisaged, and flat optics with a B* as low
as 10 cm in the plane perpendicular to the crossing plane could be realized. For such a B* reduction the
triplet quadrupoles need to double their aperture, and require a peak field 50% above those in the present
LHC. This implies the use of new, advanced, superconducting technology based on Nbs;Sn. Also the
magnets in the matching section (D2-Q4,Q5,Q6) must have a larger aperture than those in the present
LHC, in order to accommodate the larger B-functions coming from the lower B*. Indeed, in the HL-
LHC the aperture of the Q5 quadrupole and its corrector will be increased to 70 mm (from the present
56 mm). The Q4 quadrupole, and associated correctors, initially designed for 90 mm aperture, will be
kept at 70 mm aperture (present LHC), limiting the minimum B* to 20 cm. However it is foreseen to
eventually revert to a 90 mm wide Q4 (by installing a new quadrupole type (MQYY)) in a second phase
as consolidation of the HL machine. This should allow a B* of 10 cm to be attained by using flat beams,
or a 3* of 15 cm for round beam operation.

The drawback of very small " is that it requires a larger crossing angle &.. This causes a severe reduction

of the geometrical luminosity reduction factor R. In Figure 1-5 the reduction factor is plotted vs. 8" values.



R 1
0o f o —

08 - /_.I__‘_-_+—"I'.HC nom

07 } e

0.6 |

I ")'L—LHC

04

03 r /

02 /
oLt/ =
: g effective cross section

0 .’II 1 1 L 1
p

0 0.2 04 0.6 0.8
Figure 1-5: Behaviour of geometrical luminosity reduction factor vs. 5 for a constant normalized beam
separation with the indication of two operational points: nominal LHC and HL-LHC with no crab cavities
(CC). The insert illustrates the bunch crossing overlap reduction effect.
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Various methods can be employed to at least partially counteract this effect. The most efficient and
elegant solution for compensating the geometric reduction factor is the use of special superconducting RF crab
cavities (CC), capable of generating transverse electric fields that rotate each bunch longitudinally by 6€./2,
such that they effectively collide head on, overlapping perfectly at the collision points, as illustrated in Figure
1-6, see bottom right insert. Crab cavities allow access to the full performance of the small #* values offered
by the ATS scheme and the larger triplet quadrupole magnets, restoring the reduction value R to that of the
present LHC despite the much larger 6.. While the crab cavities boost the virtual peak luminosity, #* variation
during the fill — the so-called dynamic " squeeze — could be used as levelling mechanism. This would allow
optimization of the size of the luminous region and thus the pile-up density throughout the whole fill.

The crab cavities can also be used to tilt the bunches in a direction perpendicular to the plane of crossing.
Together with an additional higher harmonic RF system for bunch shaping, such a scheme could provide
longitudinal pile-up density control and provide an additional handle for luminosity levelling through the so-
called ‘crab-kissing’ scheme (see chapter 4). However, in the re-baselining exercise carried out in June 2016
to cope with the increased cost of the technical infrastructure, it has been decided to adopt in the baseline the
installation of only two crab cavities per beam on each side of the relevant IPs, rather than the four crab cavities
previously foreseen. As shown in Fig. 1-6 the new baseline (half CC system) brings the reduction factor R for
the HL-LHC with * = 20 cm to the same level as LHC in 2016 operating at * = 40 cm.
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Figure 1-6: Geometrical reduction factor Rvs f*showing the increased performance in HL-LHC due to
crab cavities (CC), both in the previous configuration (full CC, scaled to * of 20 cm) and the present one
(half CC). The crab cavity beam manipulation is depicted the picture at right (the small arrows indicate
the torque on the bunch generated by the transverse RF field).
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1.2.5 Re-baselining of June 2016

To cope with an increase of the amount of required civil engineering (CE) and the estimated cost increase of
the technical infrastructure, partly due to increase of underground volume and building surface, the project
underwent a new optimization process aiming at a consistent cost saving. The cost saving breakdown is about
10% on the technological part of the project and 30% on the CE and technical infrastructure. A clear aim is to
minimize the impact on luminosity performance. The main outcome is the following list of modifications.
Included in the list are also a few modifications that were already in the pipeline before the June 2016 re-
baselining — as such this list is the comprehensive list of changes with respect the previous edition TDRV0
[13].

- Powering the triplet with one main circuit per side (plus trims); previously, there were two main
powering circuits.

- Operating temperature of Q6 quadrupole (in P1 and P6) at 4.2 K rather than 1.9 K.
- Avoiding doubling of the Q5 MQY magnet in P6 by operating it at 1.9 K instead of 4.2 K.

- Powering of the matching section quadrupoles (Q4-Q5-Q6) in P1 and P35, and their correctors, from RRs
(rather than from the new UR service gallery).

- Shortening of the SC links following the choice of June 2015 to position the magnet power converters
in the underground service gallery.

- Suppressing the 11 T dipole magnets in P2, by instead integrating the dispersion suppressor collimator
(TCLD) in a new connection cryostat.

- Reduction of 11 T and TCLD requirements in P7: only one 11 T unit per side (left and right of P7) is to
be installed in LS2. The second 11 T/TCLD unit per side to be installed in LS3 has been cancelled.

- Reduction of TCTPM (new tertiary collimators) collimators to be installed from 16 to 8.

- Reduction of the crab cavity system to two cavities per beam and per side (half CC system); 16 cavities
(8 cryo-modules) are now foreseen to be installed. 8 of double quarter wave type (in P5) and 8 of RF
dipole type (in P1).

- New integration layout of the mini-TAN into the D2 cold-mass.

- Scope reduction for the TCDD (that now is an absorber incorporated in D1 for P2 and P8, injection
points); upgrade of the TCDS with one model rather than two.

- Insertion of the IT string test at SM 18 into the HL-LHC Cost-to-Completion.
Other hardware changes that do not impact the tunnel layout include:

- a more extensive use of the quench heaters thereby eliminating many switches and energy extraction
systems;

- reduction in the redundancy of discharge units of the protection system;

- anew layout of the cold box of the new refrigerators, with a separate distribution box;
- use of laminations for MQXF (triplet quadrupole);

- optimization of the vacuum layout.

All these changes are described in more detail in the relevant chapters.

1.2.6 Performance

The projected luminosity performance along the whole life of LHC/HL-LHC machine is shown in Figure 1-7,
where some “luminosity learning” due to operational experience and staging of some components is included.

11



If the performance of the HL-LHC can go beyond the design levelled luminosity value of Lpeax = 5 x 10** cm?
s ', and if the upgraded detectors will accept a higher pile-up, up to 200 in average, then the performance could
eventually reach 7.5 x 10* cm ™ s™! with levelling. With such parameters a performance of more than 300
fb~!/year is possible if the days of proton physics per year can be increased after LS4 and LS5. Here one
foresees the end of the ALICE ion program after LS4 and a reduced need for machine development time after
LS5. This would allow up to 4000 fb™' to be obtained before 2040, as shown in Figure 1-8. The graphs already
include the small performance change due to the re-baseline exercise of June 2016, with an efficiency in
luminosity production of 50%. A more detailed discussion of performance, and of impact on it due to June
2016 re-baseline exercise, can be found in Chapter 2.
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Figure 1-7: Forecast for peak luminosity (red dots) and integrated luminosity (blue line) in the HL-LHC
era, according to the nominal HL-LHC parameters.
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Figure 1-8: Forecast for peak luminosity (red dots) and integrated luminosity (blue line) in the HL-LHC
era, for the case of ultimate HL-LHC parameters.

1.2.7 Main milestones

The HL-LHC schedule aims at the installation of the main HL-LHC hardware during LS3, together with the
final upgrade of the experimental detectors (the so-called Phase II upgrade). However, a few items such as the
new cryogenic lay-out for P4; new DS collimators integrated in the connection cryostat in P2 for ions; the 11T
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dipole magnets for DS collimation in P7 for both ion and proton beams, will be installed during LS2 or possibly
during extended technical stops.

The HL-LHC schedule is based on the following milestones, summarized in Figure 1-9:
- 2014: Preliminary Design Report (PDR) (achieved);

- 2015: First Cost & Schedule Review (C&SR-1); end of design phase, release of Technical Design Report
(TDR_v0) (achieved);

- 2016: Validation of main hardware components (short models or prototypes); TDR vl and C&SR-2
(achieved);

- 2017-2018: Testing of full prototypes (including crab cavity test in SPS) and release of final TDR;

- 2018-2023: Construction and test of long-lead hardware components (e.g. magnets, crab cavities, SC
links, collimators);

- 2018-2020: Start heavy excavation works;

- 2019-2020: LS2 — New cryogenics lay-out in P4; DS collimators in connection cryostat in P2 and DS
collimators with 11 T in P7; preparation of infrastructure in the tunnel and new service galleries;

- 2021-2023: String test of inner triplet;

- 2024-2026: LS3 — Main installation (new magnets, crab cavities, cryo-plants, collimators, SC Links,
ancillary equipment, absorbers) and hardware commissioning.

LHC / HL-LF CHum Y

FPT
Hi-Lumi

DESIGN STUDY

PDR PREPARATION ASSESS & TDR CONSTRUCTION AND TEST INSTALLATION PHYSICS
2011 2025 2026

2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

2

Figure 1-9: Schematic representation of the HL-LHC timeline.

1.2.8 Cost

The HL-LHC project, as approved by the CERN Council of June 2016 with a cost ceiling of 950 MCHF
(Material budget), will end construction in 2026 with the installation and commissioning of the main equipment
[7]. However, during its exploitation, the HL-LHC machine will continue to evolve and improve, thanks to an
ongoing consolidation program, similar to that of the present LHC. The main hardware that one can foresee as
an option for further improving performance are:

- Installation of wider aperture Q4: 90 mm aperture MQY'Y replacing the 70 mm MQY (beneficial for
flat beams);

- Completion of CC system by installing further 16 cavities (for a total of 4 CC/beam/IP side);
- Hollow electron lens for halo cleaning;

- Wires or electron beams to compensate long range beam-beam (LRBB) effects;

- An additional SRF accelerating cavity system, operating at either 200 or 800 MHz;

- Wide band feedback system to fight intra-bunch instabilities such as those due to electron cloud.
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The Cost-to-Completion (CtC) of the full HL-LHC project construction, as scrutinized and endorsed by
the C&SR T in March 2015, amounts to about 950 MCHF for materials (including the cost for associate
personnel, but excluding some items that are accounted for by the Consolidation project). In the C&SR-1, the
bottom-up evaluation of staff personnel requirements amounts to more than 1600 fulltime equivalent (FTE)
years. This CtC does not includes any of the above listed options. It does include the civil engineering work
for the underground caverns and galleries (both for IP1 and IP5).

At the time of the C&SR 1 the cost evaluation for WP17- Infrastructure, Logistics and Civil Engineering
was presented with a budgetary envelope of 170 MCHF: 100 MCHF for Civil Engineering and 70 MCHF for
all the remaining items of WP17. It is worth noting that 10 MCHF had been transferred as a contribution to the
upgrade of the magnet test facility (the SM18 upgrade project managed by TE department). The budget profile
approved by the CERN Council of June 2016, is shown in Figure 1-10.
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Figure 1-10: The HL-LHC construction project budget allocation as a function of time over 2015-2026,
as per CERN Medium-Term Plan 2017-2021 with the full CtC.

The effect of the re-baselining exercise has not yet been taken into account in detail. However, the re-
baseline as approved by the CERN executive committee of 3 August 2016 foresees the same amount of material
budget: 950 MCHEF. If needed, a re-profiling within the envelope could be implemented by CERN.

1.3  The collaboration

The LHC Luminosity Upgrade was envisioned from the beginning as being an international project. Indeed,
US laboratories started to work on it with considerable resources well before CERN. In 2002-2003
collaboration between the US laboratories and CERN established a first road map for a LHC upgrade [9]. The
LARP programme was then set up and approved by the US Department of Energy (DOE). In the meantime,
CERN was totally engaged in LHC construction and commissioning: it could only participate in Coordinated
Accelerator Research in Europe (CARE), an EC-FP6 programme, in 2004-2008. CARE contained a modest
programme for the LHC upgrade. Then two FP7 programmes (SLH-PP and EuCARD) helped to reinforce the
design and R&D work for the LHC upgrade in Europe, although still at a modest level. KEK in Japan, in the
framework of the permanent CERN-KEK collaboration, also engaged from 2008 in activities for the LHC
upgrade. LARP remained, until 2011, the main R&D activity in the world for the LHC upgrade.

Finally, with the approval of the FP7 Design Study HiLumi LHC in 2011, and the maturing of the main
project lines considered in Section 1, the HL-LHC collaboration took its present form. It is worth noticing that
FP7-HiLumi LHC covers only the design of a few systems, given the limited funding available to the
programme. However, it has allowed the formation and structuring of a European participation in the LHC
Upgrade from the very beginning of the project. Since 2013 efforts have been launched to establish a
collaboration framework for the HL-LHC project that continues beyond the EC funded FP7 Design Study and
to address not only system designs but also the contribution of actual hardware systems. The cornerstones in
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these efforts are the transformation of the US LARP program to a construction project and the agreement with
Japan for the deliverable of superconducting dipole magnets. In addition to these efforts with the USA and
Japan, CEA (Saclay, France), INFN (Milan and Genova, Italy) and CIEMAT (Madrid, Spain) have signed
further collaboration agreements in 2014 to carry out design, engineering and prototyping work for HL-LHC
magnets in addition to the FP7-HiLumi LHC commitment. Furthermore, several CERN member states (e.g.
UK, Sweden, Poland etc.) are in the process of setting up collaborations with CERN beyond FP7-HiLumi
LHC. In all cases for member state agencies, the CERN funding for the activities is approximately 50%, with
the balance being provided by the collaborating institutes. In Figure 1-11 a schematic indicating the various
collaborating branches is shown.
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Figure 1-11: Timeline of the various collaboration branches, converging toward the LHC luminosity
upgrade.

1.3.1 FP7-Hilumi LHC

The “FP7 High Luminosity Large Hadron Collider Design Study” (HiLumi LHC) proposal was submitted in
November 2010 to the EC Seventh Framework Programme (FP7). Approved with a full score of 15/15 it has
been fully funded by the EC. The contract was signed by the fifteen partners (beneficiaries). KEK is a partner
without EC funding — all of their funding is internal. The US laboratories were part of the proposal, without
EC funding, but then for various reasons (mainly related to Intellectual Property issues) they could not sign
the FP7-HiLumi LHC Consortium Agreement, thus they are external associates with no formal obligations. In
practice LARP is excellently coordinated with FP7-Hilumi and the project heavily relies on LARP to reach the
project goals.

The rules of FP7 were such that each of the thirteen European institutions that were members of HiLumi
LHC have to match the EC contribution with their own funding. In the case of FP7-HiLumi the matching funds
equal the EC funds: each EU Institute received 50% of the total cost (including overheads). The exception was
CERN, which received only 17% of its total costs, mainly for management and coordination. In Figure 1-12
the funding mechanism is explained. Given the success of the evaluation, see above, the project was ranked
first in its category and was fully financed, with a EU contribution of M€4.9 against a request of M€4.97.
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Figure 1-12: (a) Total estimation of the cost of the design study, subdivided by the US and Japan, EU
institutes and CERN. (b) Total cost with the US and Japan removed (i.e. only costs that are eligible for
funding by the EC). (c) Effect of CERN waiving the cost for technical works (recognizing that the HL-LHC
is part of the core CERN programme financed via the normal budget), while keeping the extra cost
generated by the management and coordination of the project. This is the total cost declared to the EC.
(d) Cost claimed from the EC: 50% of the declared cost (eligible cost reduced by CERN waiving action).

In Figure 1-13 a list of the 15 FP7-HiLumi institutions is given, followed by a list of the five US
collaborating institutes. FP7-HiLumi LHC has closed its activity by delivering the last of the required reports,
the most important being the TDR-V0 [13]. FP7-HiLumi LHC design study ended formally on 31 October
2015 (however last deliverable report was issued in January 2016) and the consortium dissolved. A new type
of framework, based on a MoU is being set up to form the new collaboration, including partners beyond FP7-
HiLumi. The first meeting of this new HL-LHC Collaboration Board will take place at the annual HL-LHC
meeting in November 2016.
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Figure 1-13: (a) Table showing the 15 members (‘beneficiaries’) of the FP7 HiLumi LHC design study
and (b) the five LARP laboratories that are associated with the project.

1.3.2 LHC Accelerator R&D Program (LARP) and HL-LHC Accelerator Upgrade Project

The LARP programme was initiated by the US Department of Energy (DOE) in 2003 to participate in the
commissioning of the US-built interaction region triplets by bringing together and coordinating resources from
the four US HEP laboratories (BNL, FNAL, LBNL and SLAC) with the inclusion of some universities as the
programme evolved. In addition the Program supported the involvement of the US accelerator community in
beam physics studies and beam instrumentation contributions aimed at answering fundamental beam physics
questions, improving the LHC performance and maximizing the physics output of the HEP experiment at the
LHC.

By 2003 it was already recognized, based on the Tevatron experience, that an increase in LHC
luminosity would become necessary after a decade of LHC operation to reduce the ‘halving time’, i.e. the time
needed to reduce statistical errors by a factor of two. Consequently, the programme focused — from the very
beginning — on the design of improved focusing quadrupoles for the LHC low-/£ insertion regions, finding a
synergy with the various DOE high-field magnet (HFM) R&D programmes at the participating laboratories.
The conductor of choice for this R&D programme was selected to be NbsSn and therefore LARP became
synergetic with another DOE programme, the Conductor Development Program (CDP), initiated in 1998 with
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the goal of improving the performance of Nb3;Sn. The LARP, CDP, and other US laboratories’ HFM activities
interacted in an extremely constructive way, achieving a substantial increase in the critical current performance
of NbsSn superconductors (Figure 1-14) and defining the assembly technique for accelerator quality high-field
Nb3;Sn magnets in different kinds of configuration and with different apertures.
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Figure 1-14: Left: Improvement in /. (current density) in Nb3Sn superconductor during the last three
decades compared with Nb-Ti /. performance.

The LARP effort was funded at approximately $12—13 million/year, with 50% of the funding going
directly to magnet development. Several magnets developed by LARP reached and surpassed the design field
as shown in Figure 1-15(b) for one of the latest models (MQXFSI, the first 150 mm aperture quadrupole
assembled and tested in 2016 with US and CERN coils). Additionally, LARP has demonstrated the scale-up
of the Nbs;Sn technology (i.e. the performance of the technology for magnets as long as 3 m) as shown in Figure
1-15(a) for the 90-mm aperture long quadrupole (LQ). The achievements of the US programmes, in particular
LARP, but also of the general R&D high-field magnet programme, have led to the adoption of the NbsSn
superconductor solution as the baseline for the HL-LHC’s new focusing system and 11 T magnets.
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Figure 1-15: (left) Quench performance of the long quadrupole (LQ), the first quadrupole demonstrating
the scale-up of NbsSn technology to lengths of interest for LHC applications (~3 m), (right) quench
performance of MQXFS1 (150 mm aperture) during the first cold test in February 2016, showing good
quench performance and memory after warm-up and cool-down cycles.

In addition to contributions to LHC commissioning and magnet development-related activities, LARP
was also tasked with the support and promotion of accelerator physics R&D activities at the LHC. One of the
most fundamental contributions was the initial development of solutions to the scheme based on crab cavities
(Chapter 4) to increase the instantaneous luminosity through a compensation of the geometric reduction factor
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by allowing the bunches to collide effectively head-on through the application of transverse RF electric fields.
By 2013-2014, LARP demonstrated the basic idea in “Proof Of Principle” cavities and subsequently completed
the RF electromagnetic design for the crab cavities presently considered for the HL-LHC baseline. Other
contributions from LARP included a scheme for rotatable collimators (with a prototype developed and built at
SLAC and subsequently tested at CERN), a Wide Band Feedback System to control lateral instabilities in the
LHC Injector chain and, possibly, in HL-LHC and presently being tested at the SPS, and several studies on e-
cloud and mitigation of beam halo by use of e-lens collimators.

An additional, important aspect of LARP commitment was the institution of the Toohig Fellowship
(http://www.interactions.org/toohig/) to support young accelerator physicists and engineers wishing to pursue
research at the LHC in the early years of their career.

In 2016, DOE recognized the need for the HL-LHC upgrade by providing CD-0 (Critical Decision-0,
Mission Need Statement) on April 13" 2016 and establishing the US “HL-LHC Accelerator Upgrade Project”
(HL-LHC AUP). The HL-LHC AUP, with a funding guideline of approximately 200M$ (US Accounting),
will be executed between 2016 and 2024 to provide US in-kind contributions to HL-LHC. DOE and CERN
will negotiate deliverables from the US in the coming year, with obvious candidates being the focusing magnets
crab cavities and, in second priority, hollow e-lens and feedback systems.

In the CY16-CY 17 period, LARP will concentrate on prototyping the elements needed by the HL-LHC
project in which US national laboratories and universities have demonstrated excellent capabilities. In
particular LARP has built and successfully tested one short triplet quadrupole QXF (1m) model and plans —
subject to funding availability — to build a second short model in the near future. One (out of 3 planned) long
(4 m) QXF magnet model is under construction as well and will be tested by the beginning of CY17. In
addition, LARP contributed to the delivery of a wide band feedback system prototype for tests in the SPS
(ongoing) and plans to deliver four fully-dressed SCRF crab cavities. This phase is expected to continue until
the start of construction in the period 2018-2024.

1.3.3 KEK

Within the framework of the CERN-KEK collaboration, KEK has conducted NbsAl superconductor R&D for
the high-field magnets aimed at the future LHC upgrade from the early 2000s in collaboration with the National
Institute of Materials Science (NIMS) in Japan. The NbsAl superconductors are made by the rapid-heating,
quenching transformation (RHQT) process, which was invented by NIMS. These superconductors have shown
better critical current density and less strain dependence, and have been considered to be one of the promising
candidates for high-field accelerator magnet applications. Nevertheless, KEK and NIMS faced technical
difficulties in long wire production and it was judged in 2011 that the Nbs;Al superconductor was unfortunately
not ready for industrialization for the HL-LHC upgrade anticipated in around 2022.

KEK has officially participated in the FP7 HiLumi LHC design study since 2011 in the context of
enhancing the Japanese contribution to the physics outcome from the ATLAS experiment. Following the
suppression of research activities on the development of the NbsAl superconductor, the main effort was
redirected to the conceptual design study for the beam separation dipole magnet, D1, situated immediately
after the low-beta insertion quadrupoles in the HL-LHC machine. While the conceptual design study has been
pursued dominantly by KEK, close collaboration with CERN and other partners has strengthened the success
of the design study. The D1 magnet is based on the mature Nb-Ti technology. Design challenges are the tight
control of the field quality with the large iron saturation, and the accommodation of the heat load and the
radiation dose. The research engagement includes development of the 2 m long model magnet and testing at
1.9 K. KEK has also contributed to the HiLumi LHC design study through beam dynamics studies and
cooperative work associated with the crab cavity design.

Aside from the HiLumi LHC, KEK has also participated in the LHC Injectors Upgrade (LIU) project.
The main collaboration items have been consolidation and upgrade of PS Booster RF systems using Finemet-
FT3L technology and development of the longitudinal damper system.
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1.3.4 Other collaborations

In 2014, CEA (Saclay, France), INFN (Milan and Genova, Italy), and CIEMAT (Madrid, Spain), have each
signed a further collaboration agreement to carry out design, engineering, and prototype work for HL-LHC
magnets in addition to their FP7 commitments. STFC and a collaboration of UK universities and UPPSALA
University are in the process of signing new collaboration agreements in 2016. Further negotiations are
ongoing with Russia, Canada, Poland and Georgia. In all cases, the CERN funding is about 50%, the rest being
charged to the collaborating institutes.

1.3.41 CEA

The CEA agreement concerns ‘Research and Development for future LHC Superconducting Magnets’. It has
six technical work packages, covering R&D for the HL-LHC and for post-LHC magnets. Among them, the
following are of HL-LHC interest.

- Design and construction of a single aperture, 1 m long, full-size coil model magnet for the first
quadrupole of the matching section, Q4. The magnet is based on classical Nb-Ti technology but has a
very large aperture (90 mm) in a two-in-one cold mass, and thus presents a number of design challenges.

- Completion of the 13 T, large-aperture dipole Fresca2 (a technological HL-LHC work package that has
served to promote Nb3Sn at CERN).

- Studies on Nb3Sn thermal properties and a finite element model of NbsSn cabling.

1.3.4.2 INFN (Milan and Genova)

The INFN agreement is also related to R&D on superconducting magnets for the HL-LHC and concerns two
main items:

- Design and construction of a prototype of each of the six high-order corrector magnets for the inner
triplet, all with a single aperture of 150 mm. The work is based on Nb-Ti superferric technology and is
carried out at INFN-LASA in Milano. An option based on the MgB, superconductor is also being
considered by INFN.

- Engineering Design of the superconducting recombination dipole magnet, D2, the first Two-in-One
magnet, at the end of the common beam pipe. The work is based on Nb-Ti technology, with design
challenges coming from the large aperture and the relatively high fields that have a parallel direction in
both apertures. The work is being carried out at INFN-Genova. The collaboration has been recently
extended to include the construction by INFN via industrial procurement, of a short model (1.5 m long)
and of a full length prototype (about 8 m long).

1.3.43 CIEMAT (Madrid)

The CIEMAT agreement concerns the design and construction of a 1 m long prototype of the 150 mm aperture
nested orbit corrector dipole for the inner triplet. It features two dipoles coils, rotated by 90° for simultaneous
horizontal and vertical beam steering, in the same aperture. The main challenges are the mechanical structures
to withstand the large torque, and the unusual force distribution arising when both field directions are needed.

1.3.4.4 UK Universities and STFC

An agreement is in place between CERN and University of Manchester, with the latter representing other six
British Institutes: ASTEC/STFC, Royal Holloway and Bedford New College, Lancaster University, University
of Liverpool, University of Southampton and University of Huddersfield. The agreement concerns modelling
and equipment construction for various WPs: crab cavities (various studies, construction of one pre-series cryo-
module, participation in the test program); collimation system (studies, code development and one low
impedance prototype); cold powering (study and design and construction of one component of the feed-box);
beam diagnostics (studies and design of electro-optic beam position monitor (EO-BPM) and gas-jet based
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beam profile monitor with prototype construction of the EO-BPM). The agreement is foreseen over four years:
2016-2019.

1.3.4.5 UPPSALA University

Uppsala university will upgrade the FREIA facility (being used for testing SRF cryomodules for ESS) to carry
out power test at cryogenic conditions for Hilumi corrector magnets (namely the nested orbit corrector of the
CIEMAT collaboration) and the SRF crab cavity prototypes.

1.3.4.6  Other agreements

Further agreements are under discussion. At this stage of the negotiations, the following agreements are worth
mentioning':

- Finland: Lapland University has prepared a 3D visualization and virtual tour of the HL-LHC installation
(underground and surface http://hilumilhc.web.cern.ch/hilumi3d). The underground visualization is
particularly useful for integration purposes and, eventually, may be used as an outreach tool since visits
will not be permitted.

- Russia: proposal to contribute to the design of cavity power coupler, new higher harmonic 800 MHz RF
system, design and production of electron lenses and halo monitors.

- Canada: proposal to contribute to the refurbishment and production of new spares of warm quadrupole
magnets for the LHC cleaning insertions and the study of beam-beam effects.

- Poland: proposal to contribute with manpower to the magnet measurement and installation campaigns.

- Georgia: proposal to contribute to the support feet and jacks for the new triplet and D1 and D2 magnets.

1.4 Governance and project structure

Given the fact that the application for the FP7 HiLumi LHC Design Study marked the start of the project in its
present form, the structure and terminology are borrowed from the typical FP7 style. To avoid any duplication,
the governance of the whole HL-LHC project has been conceived as an extension of the governance that was
in place for the governance of the FP7-HiLumi LHC. The end of the Design Study at end of October 2015 is
the opportunity to change the governance, better adapting it to the needs of the project in the construction
phase. Here the present structure is briefly recalled and the new one introduced.

1.4.1 Present project governance and structure.

As noted above, the FP7-HiLumi LHC covered only a few work packages (WPs), recognizing that they make
up the backbone of the upgrade. The WP structure, with tasks arranged in a tree-like structure, is the basic set-
up of the project. LARP is a parallel structure, independently funded, associated with FP7 with connections
both at project management level as well as at WP/task level to maximize synergy. KEK is a direct member of
FP7-HiLumi. It is worth noting that HiLumi LHC is the term indicating the part of the HL-LHC that was
covered by FP7 funds, even if in practice it has become a popular name for the whole project. In Figure 1-16
the general governance of the project during the FP7 funding period is shown. Each body contained the FP7
part and the part that was not covered by FP7. The Steering Committee was the main managing body: it met
regularly every two months and all WPs were represented there, along with the participation of the LARP
representatives. It oversee the progress of the technical work and planning, approving the milestones and
deliverables for the HiLumi design study. The Steering Committee usually met in its ‘enlarged’ form, including
the WPs not covered by FP7 and including the LARP leadership. The Collaboration Board was the highest-
level governance body with representation from each institute.

! This is work in progress and reflects the state of negotiations as of end of August 2016.
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Figure 1-16: The general governance scheme of FP-7 HiLumi LHC, used for the whole HL-LHC project.

In the case of approval of formal FP7 acts, only the FP7-WP coordinators and FP7 Institutes could vote.
It is worth noting that the collaboration was based on a consortium agreement, signed by the 15 members (in
FP7 terminology, beneficiaries) of FP7-HiLumi LHC. The US laboratories were not members of FP7-HiLumi
LHC, however representatives of each US laboratory, including the LARP director, were co-opted onto the
enlarged Collaboration Board. The formal link with the US laboratories was assured by the CERN-DOE
Protocol II concerning the LHC and its upgrades. Given the fact that CERN is responsible for the LHC
machine, the CERN director general, through his representative in the Collaboration Board, the project
coordinator, had the right of veto.

The Parameter and Layout Committee and the Technical Committee had mainly technical functions
inside the project. The Coordination group, chaired by the HL-LHC project coordinator, constituted the
meeting point between CERN Management, HL-LHC, LIU and Detector Management.

In Figure 1-17 the project structure, with all WPs and their coordinators, as well as the main
collaborators, is shown. Typically, each WP is assigned three to six tasks. The tasks are the core of the technical
work.
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Figure 1-17: HL-LHC project structure, with FP7 part indicated in dark green. The orange box refers to
the high-field magnets work package, which was started before the HL-LHC in the framework of generic
R&D for the LHC upgrade.
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1.4.2 New Project Governance and MoU

The transition from Design Study to a construction project requires modification of the project and committee
structures. On the one hand, the transition requires a closer integration with the CERN equipment groups that
control the manpower resources for the HL-LHC project and to establish a new Collaboration Board that
recognizes the value and importance of the new collaboration partners with concrete hardware contributions
and facilitates the coordination and information flow between the partners. On the other hand, the transition
also implies the need to finish the design process, to freeze the key parameters, and to follow closely the
hardware development. This second shift in the project needs requires a re-organization of the central HL-LHC
committees. In particular, the HL-LHC project merged the HL-LHC Parameter & Layout Committee (PLC)
and HL-LHC Technical Committee (HL-TC) in order to create one central HL-LHC Technical Coordination
Committee (HL TCC) that follows up on the hardware developments and prototype testing. Figure 1-18 shows
the present project structure that is in place since 2016.
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Figure 1-18. The HL-LHC organization in the global CERN Accelerator & Technology Sector structure for
the construction phase.

The Steering Committee has been supressed in this new structure as a committee for formal approval of
the HiLumi deliverables. The part of technical follow up done in the Steering Committee has been taken up by
the new Technical Coordination Committee, while its primary functions as managing body has been absorbed
by the Project Office, with suitable participation of the WP leaders when necessary.

In addition to the above changes, the CERN management has introduced a new Executive Committee
that looks after decisions that will affect both the LIU and HL-LHC projects. The change in the LHC schedule
and shift of the LS2 technical stop are examples of decisions discussed at the new Executive Board. The HL-
LHC Coordination Group has been reviewed in function and composition to avoid any overlap with the new
Executive Committee.
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Chapter 2

Machine Layout and Performance

2 Machine layout and performance

2.1 Performance goals (nominal scheme)

The goal of the High Luminosity upgrade of the LHC is to deliver an integrated luminosity of the order of 250
fb! per year in each of the two high-luminosity general-purpose detectors, ATLAS and CMS, located at the
interaction points (IP) 1 and 5, respectively. The other two experiments, ALICE and LHCb with detectors
located at IP2 and IP8 respectively, are expecting to collect integrated luminosities of 100 pb™' per year (of
proton—proton data) and 5 fb' to 10 fb™' per year, respectively [1-4]. No operation for forward physics
experiments is expected after the upgrade.

The ATLAS and CMS detectors will be upgraded to handle an average number of pile-up events per
bunch crossing of at least 140, corresponding to an instantaneous luminosity of approximately 5 x 10** cm™
s~! for operation with 25 ns beams at 7 TeV, for a visible cross-section o,;; = 81 mb [5]. The detectors are also
expected to handle a line density of pile-up events of 1.3 events per mm per bunch crossing. ALICE and LHCb
will be upgraded to operate at instantaneous luminosities of up to 2 x 10" ecm™? s™ and 2 x 10** cm™ 57,
respectively.

The HL-LHC upgrade project aims to achieve a ‘virtual’ peak luminosity that is considerably higher
than the maximum imposed by the acceptable event pile-up rate, and to control the instantaneous luminosity
during the physics fill (‘luminosity levelling”) so that the luminosity production can be sustained over longer
periods to maximize the integrated luminosity.

A simplified model of the luminosity evolution has been developed [6] taking into account the beam
population Nyeam reduction due to the collisions (the so called ‘burn-off’) in np collision points with
instantaneous luminosity Lin,

dNbeam

dt = _nIPUtotLinst ’ (2'1)

where we have considered pessimistically the total cross-section oy (here assumed to be 111 mb [7]) for the
estimate of the ‘burn-off lifetime’. No other sources of intensity reduction or emittance blow-up are considered
in this model. Figure 2-1 shows the expected yearly-integrated luminosity as a function of the “virtual’ peak
luminosity for three different values of the luminosity at which levelling is performed. In this figure, the
corresponding optimum fill length sy (i.e. the length of time for each fill that will maximize the average
luminosity production rate) is also shown. The annual integrated luminosity is determined for a minimum
turnaround time (Ztumaround) Of 3 hours (see Chapter 16), a scheduled physics time (Zphysics) for luminosity
production of 160 days per year, with Ngys successful physics fills of duration Txn. A performance efficiency n
of 50% (this was 53.5% in 2012 and it is 60.1% for 2016 at the time of writing') is assumed where [8]:

77 — Nﬁ]]S Ttum;round+Tﬁll X 100% (2_2)

physics

124/09/2016 — The performance efficiency has been calculated for the period up to the start of MD3.
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In order to reach the goal of integrating 250 fb~'/year levelling must be performed at luminosities equal
or larger than 5 x 10** cm ™2 s™! and peak virtual luminosities above 10** cm™ s™!. Furthermore, the performance
efficiency must be at least 50% and the typical fill length must be comparable with the estimated optimum fill
length (for comparison the average fill length during the 2012 run was 6.1 hours while it reached 15 hours in
July 2016 [9]). In this respect, levelling to higher luminosities will be beneficial because it would make it easier
to reach and even exceed the integrated luminosity goal, with comfortably short fill lengths. For that reason,
the design aims at allowing an ultimate levelled luminosity of 7.5 x 10** cm™ s™' and all the systems will be
designed to achieve such value but with no additional margin [10].
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Figure 2-1: (a) Expected annual integrated luminosity; (b) optimum fill length as a function of the
‘virtual’ peak luminosity for three different values of the luminosity at which levelling is performed. A
circulating current of 1.1 A (corresponding to Meam = 6.1 X 1014 p), a minimum turnaround time of 3
hours and a performance efficiency 77 of 50% have been assumed. Only burn-off for a total hadron cross-
section of 111 mb has been considered for the estimate of the beam population and virtual luminosity
evolution. Two high-luminosity interaction points have been assumed.

2.1.1 Parameter space and basic parameter choices

The instantaneous luminosity L is given by

MoV fie¥ s
L= Zﬂﬁ—*snR(ﬁ , 07, dyp) (2-3)
The R.M.S. normalized emittance &, in collision is assumed here to be equal for the two beams and for
the horizontal and vertical planes. The Twiss beta function £ in collision at the IP determines, together with

the normalized emittance, the rams. beam size 6* = /€, 8*/y at the IP (assuming that the contribution to the
beam size due to the dispersion and the momentum spread of the beam can be neglected). Here and below it is
assumed that the relativistic factor f = 1.

A crossing angle is needed to separate bunches immediately upstream and downstream of the collision
point. This leads to a reduced geometric overlap between the colliding beams, and hence to a reduction in
luminosity. The crossing angle needs to be increased when reducing the £ in order to maintain a sufficiently
large normalized long-range beam—beam separation dw,. The luminosity is also reduced by the ‘hourglass
effect’ that arises from the increase of the beta function upstream and downstream of the interaction point
along the bunch longitudinal distribution. The hourglass effect is enhanced by a reduction in £ and by an
increase in bunch length .. The luminosity reduction factor R in equation (2-3) takes both the crossing angle
and the hourglass effect into account.

Equation (2-3) shows the parameters that can be varied to maximize the instantaneous luminosity. The
considerations that constrain their values are briefly discussed below [11][12]:
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- The maximum number of bunches 7y is limited by the minimum time interval between bunch crossings at
the IP that can be handled by the detectors: this is limited to 25 ns. The maximum number of bunches that
can be injected in the LHC is also limited by the following.

o The maximum number of bunches that can be transferred safely from the SPS to the LHC due to the
maximum energy and transverse energy density that can be deposited on the injection protection
absorber (TDI) in case of a mis-fire of a LHC injection kicker. The present limitation for the TDI is a
maximum of 288 bunches per SPS extraction with ultimate LHC bunch population (1.7x10" ppb) and
with the nominal LHC beam normalized emittance at SPS extraction (3.5 um) [13].

o The rise-time of the injection kickers in the SPS and LHC, extraction kickers in the PS and SPS, and
abort gap kicker in the LHC.

o The need to inject one train consisting of a few bunches (typically 12 nominal bunches for 25 ns
spacing) before injecting one nominal batch for machine protection considerations [14]. The last batch
must have the maximum number of bunches to effectively use the space near the abort gap.

o The constraints imposed by the experiments: the need for non-colliding bunches for background
evaluation, and a sufficient number of collisions for the lower luminosity experiments [1].

- The maximum bunch population N is limited in the LHC by the onset of the single bunch Transverse
Mode Coupling Instability (TMCI), expected to occur at 3.5 x 10'! p/bunch [15].

- The total current of the beam circulating in the LHC, I,o,,, = enpN f;., (Where e is the proton charge), is
expected to be limited to 1.1 A by the cryogenic power available to cool the beam screen. This assumes
that a secondary electron yield (SEY) as low as 1.3 can be reached in the beam screen to limit the heat
load due to the electron cloud in the arcs, and additional cryogenic plants are installed in Points 1 and 5
while the cryogenic plant in Point 4 is upgraded [10][11][16].

- The beam brightness B = N /&, is limited by the following considerations [11].

o The total head-on beam—beam tune shift AQyp, ¢ N /&, is expected to be limited to 0.02-0.03 based
on experience gained (from operations and dedicated experiments) during LHC Run 1. Its value is
reduced in a similar fashion to the luminosity in the presence of a crossing angle.

o Intra-beam scattering induces transverse and longitudinal emittance blow-up, particularly at injection
(low energy) but also in the acceleration, squeeze, and collision phases. The evolution of the beam
emittances can be described by the equations:

Lo L%l =28 ihLoc— Y andd = H,L (2-4)

TH ey dt T, g, dt Td  Y€nHEnVEL

where e,y are the R.IM.S. normalized horizontal and vertical emittances. Here it is assumed that vertical
dispersion and coupling are negligible so that the vertical emittance blow-up can be neglected.

The minimum £ is limited by the following items as already reported in [12]:

- The aperture at the triplet, taking into account that the maximum £ function Smax at the triplet increases
in inverse proportion to £, and that the crossing angle . required to maintain a sufficiently large
normalized long-range beam—beam separation dy, to minimize the long-range beam—beam tune spread

AQvbir 18 0. = dpp En/YB*;

- The maximum £ function at the triplet that can be matched to the regular optics of the arcs within the
distance available in the matching section between the triplets and the arcs;

- The strengths of the arc sextupoles available to correct the chromaticity generated by the triplets
(proportional to fmax) and, in general, the nonlinear chromaticities and off-momentum beta beating.
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For a round optics (i.e. with equal £ in the horizontal and vertical planes) in the presence of a crossing
angle and at constant normalized long-range beam—beam separation dy, the increase in luminosity saturates
for values of f* < 6., as shown in Figure 2-2, because of the corresponding decrease of the luminosity reduction
factor R. The effect of the geometric reduction due to the crossing angle can be counteracted by means of crab
cavities operated at the LHC main RF frequency [17]. The comparison of the two plots of Figure 2-2 also
shows that the effect of crab cavities (assuming full compensation of the crossing angle) in enhancing the peak
virtual luminosity becomes less and less important for #* greater than 30-40 cm.
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Figure 2-2: Parameter Ro,/f" vs. f* for different bunch lengths for a round optics and constant
normalized long-range beam-beam separation d, (2) without crab cavities and (b) with crab cavities.
The small effect of RF curvature in the crab cavities is not included.

Even after their planned upgrades [18], the injectors will also constrain the parameters of the beam that
can be expected in the LHC in collision. The available power for the main 200 MHz SPS RF system will still
limit the maximum bunch population to Ngpg = 2.4 x 10'! particles per bunch at SPS extraction for 288
bunches. To avoid longitudinal instabilities in the SPS, a controlled longitudinal emittance blow-up needs to
be applied for high bunch population, which would lead to bunches that are longer than acceptable for clean
capture in the LHC with the main 400 MHz RF system (even with the maximum 200 MHz RF voltage available
in the SPS after upgrade at extraction). The identification of the elements contributing to the longitudinal
impedance in the SPS and the reduction of their impedance, now planned for LS2, should be targeted to achieve
longitudinal stability within the required longitudinal emittance for a clean SPS to LHC transfer for bunch
populations up to Ngpg = 2.4 x 10'! particles per bunch [19-20]. This assumes that the pre-injectors can reliably
supply the SPS with at least 2.6 x 10" particles per bunch and losses in the SPS remain acceptable for this
high intensity [19-20]. Furthermore, the brightness of the LHC beam in the injectors is expected to be limited
by space charge effects at injection in the PSB, PS, and SPS. From present experience, it is expected that the
maximum brightness of the LHC beams in the SPS after the full injector upgrade will be Bsps ~ 1.5 x 10" p/um
[21] for the BCMS beam.

Table 2-1 shows the beam parameters at collision, selected on the basis of the above considerations
[8][22]. These have been updated [23] taking into account the modifications to the baseline following a process
of optimization, the result of internal and external reviews [24-27] and taking into account the latest
information on mechanical tolerances for the construction of the triplet magnets and of the associated cold bore
and beam screens [28].
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Table 2-1: HL-LHC nominal parameters for 25 ns operation [22] for two production modes of the LHC
beam in the injectors described in Ref. [8].

Parameter Nominal LHC HL-LHC HL-LHC
(design report) (standard) (BCMS)#

Beam energy in collision [TeV] 7 7 7
Particles per bunch, N [10''] 1.15 2.2 2.2
Number of bunches per beam 2808 2748 2604
Number of collisions in IP1 and IP5" 2808 2736 2592
Niot [1014] 3.2 6.0 5.7
Beam current [A] 0.58 1.09 1.03
Crossing angle in IP1 and IP5 [prad] 285 510 510
Minimum normalized long-range beam—beam separation [o] 9.4 12.5 12.5
Minimum £ [m] 0.55 0.2 0.2
& [um] 3.75 2.50 2.50
e [eVs] 2.50 2.50 2.50
R.M.S. energy spread [0.0001] 1.13 1.08 1.08
R.M.S. bunch length [cm] 7.55 8.1 8.1
IBS horizontal in collision [h] 80—106 18.8 18.8
IBS longitudinal in collision [h] 61—60 20.6 20.6
Piwinski parameter 0.65 2.5 2.5
Total reduction factor Ry without crab cavities at min. 3° 0.836 0.369 0.369
Total reduction factor R; with crab cavities at min. B* (0.981) 0.715 0.715
Beam-beam tune shift/IP 0.0031 0.01 0.01
Peak luminosity without crab cavities Lyeak [10°* cm™2 s7'] 1.00 6.52 6.18
Peak luminosity with crab cavities Lpeax*R1/Ro [10°* cm ™2 s7!] (1.18) 12.6 11.9
Events/crossing without levelling and without crab cavities 27 172 172
Levelled luminosity for p =140 [10* cm 2 s7!] - 5.32" 5.021
Events/crossing p (with levelling and crab cavities)i 27 140 140
Maximum line density of pile-up events during fill [events/mm] 0.21 1.3 1.3
Levelling time [h] (assuming no emittance growth)i - 523 5.23
Number of collisions in IP2/IP8 2808 2452/2524"" | 2288/2396"
N at injection [10"]* 1.20 2.30 2.30
Maximum number of bunches per injection 288 288 288
Nit/injection [10'3] 3.46 6.62 6.62
& at SPS extraction [um]ﬁ 3.50 2.00 <2.00™"

*BCMS parameters are only considered for injection and as a backup parameter set in case one encounters larger than expected
emittance growth in the HL-LHC during injection, ramp and squeeze

*Assuming one less batch from the PS for machine protection (pilot injection, transfer line steering with 12 nominal bunches) and non-
colliding bunches for experiments (background studies, etc.). Note that due to RF beam loading the abort gap length must not exceed
the 3 ps design value.

For the design of the HL-LHC systems (collimators, triplet magnets, etc.), a margin of 50% on the peak luminosity (corresponding to
the ultimate levelled luminosity of approximately 7.5 x 10**cm™2 s™! and to a pile-up p=200) has been agreed.

iThe total number of events/crossing is calculated with an inelastic cross-section of 81 mb, while 111 mb is assumed as a pessimistic
value for calculating the proton burn off and the resulting levelling time [5, 7].

“*The lower number of collisions in IR2/8 compared to the general-purpose detectors is a result of the agreed filling scheme, aiming as
much as possible at an equal sharing of collisions between the experiments.

T An intensity loss of 5% distributed along the cycle is assumed from SPS extraction to collisions in the LHC.

HA transverse emittance blow-up of 10-15% on the average H/V emittance in addition to that expected from intra-beam scattering
(IBS) is assumed (to reach 2.5 pm of emittance in collision for 25 ns operation).

“*For the BCMS scheme, emittances down to 1.7 um have already been achieved at LHC injection, which might be used to mitigate
excessive emittance blow-up in the LHC during injection and ramp.
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2.2 Proposed systems upgrades and improvements

The high luminosity configuration requires upgrades of numerous systems. In some cases, existing systems
would not be able to face the increasingly harsh conditions that the highest luminosity performance will
generate. Accelerated wear and radiation damage are serious concerns. Many changes will be necessary just
in order to allow the machine to continue to run in a regime of nominal or ultimate luminosity. For certain
systems, replacements could be made with equipment achieving better performance, rather than with spares of
the same specification. This performance ‘improvement’ goes well beyond the basic consolidation that is
already planned for the LHC.

For other systems, replacement, although triggered by technical reasons, is the chance to carry out a
complete change of layout or performance and may be considered to be a real upgrade. The most striking
example is the replacement of the inner triplet magnets with new magnets of different technology based on the
Nb;3Sn superconductor. This will constitute the backbone of the upgrade. Another case is the replacement of a
good part of the present collimation system with an improved design with lower impedance jaws.

In other cases, new equipment not included in the present LHC layout will be installed in order to
increase performance, in terms of either peak luminosity or availability. The most important example is the
superconducting RF crab cavities, which are of a compact design as required for the HL-LHC, comprising a
completely new development installed for the first time on a proton collider. A further example is the
installation of a collimation system in the continuous cryostat in the dispersion suppressors.

In this section, we compile a list of the systems that will require an upgrade or at least a serious
improvement in performance, to meet the ambitious challenge of the High Luminosity LHC.

2.2.1 Insertion region magnets

It is expected that the LHC will reach an integrated luminosity of approximately 300 fb™' by about 2023,
resulting in doses of up to 30 MGy to some components in the high luminosity interaction regions. The inner
triplet quadrupoles should withstand the radiation resulting from 400 fb™' to 700 fb ™', but some nested-type
corrector magnets could fail at around 300 fb~'. The most likely failure mode is sudden electric breakdown,
entailing serious and long repairs. Replacement of the triplet must be anticipated before radiation damage
reaches the level where serious failure is a significant possibility.

The replacement can be coupled with an increase in the quadrupole aperture to allow room for an
increase in the luminosity via a lower . However, larger aperture triplet quadrupoles and the increased
luminosity, with consequent higher radiation levels, imply the redesign of the whole interaction region (IR)
zone. This redesign includes larger D1 and D2 dipoles, a new electrical feedbox (DFB), and much better access
to various components for maintenance. In addition, a redesign of the collimation system in the high luminosity
insertions will be required. The initially foreseen replacement of the Q4 magnets with new, larger (90 mm)
aperture, quadrupoles (MQY'Y) will be staged to after the HL-LHC Project implementation during LS3 (i.e. in
LS4), if needed, and the present 70 mm MQY modified for operation at 1.9 K will be maintained.

To maximize the benefit of such a long shutdown, this work must be complemented by a series of
improvements and upgrades for other systems, and must be coupled with a major upgrade of the experimental
detectors. Both the machine and the detectors must be partially redesigned in order to withstand the expected
level of integrated luminosity. The upgrade should allow the delivery of 3000 fb™', i.e. one order of magnitude
greater than the nominal LHC design goal.

It is clear that the change of the triplets in the high luminosity insertions is the cornerstone of the LHC
upgrade. The decision for the HL-LHC has been to rely on the success of the advanced Nb3Sn technology,
which provides access to magnetic fields well beyond 9 T, allowing the maximization of the aperture of the
triplet quadrupoles. A 15-year-long study led by the DOE in the US under the auspices of the US LARP
programme (see Chapter 1, Section 1.3.2), and more recently by other EU programmes, has shown the
feasibility of NbsSn accelerator magnets. For the HL-LHC, 24 NbsSn quadrupoles are needed for the triplet
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assembles: they all feature a 150 mm aperture and a maximum operating gradient of 133 T/m, which entails
about 12 T peak field on the coils. The Q1 and Q3 quadrupoles each consist of a pair of 4.2 m long magnets
assembled in a single cold mass, while Q2a and Q2b each consist of a single magnet/cold mass 7.15 m long
(see Chapter 3). The same NbsSn technology will be used to provide collimation in the DS around P7, which
will be achieved by replacing two main dipoles, each one with two shorter 11 T NbsSn dipoles (see Chapter
11). A TCLD collimator will be installed in between the shorter dipoles, on the top of a special cold-warm-
cold bypass unit (see, for example, Ref. [29] and references therein). In addition to the triplet quadrupoles,
there are four new D1/D2 separation/recombination dipole pairs, a number of matching section (MS)
quadrupoles, not only in IR1 and 5 (see Table 2-3 and Table 2-4), but also in IR6 (See section 3.9), and a
smaller number of lattice sextupoles that can be made using well-known Nb-Ti technology. These magnets
will feature a larger aperture and will be exposed to higher radiation doses if not properly protected, and thus
will be more challenging than the present LHC equivalents (see Chapter 3).

The corrector packages in the IRs need to be significantly upgraded to increase aperture and (where
needed) strength. Some 70 corrector magnets of various orders (from dipole for orbit correction to dodecapole
skew correctors) and typology (from superferric to nested) have to be installed with the new larger IR magnets
(see Table 2-4 and Table 2-5).

2.2.2 Collision debris absorbers (TAXS/TAXN)

The change of the IT aperture will require replacement of the TAS, the first absorber on either side of the high
luminosity interaction points. The TAS protects the downstream magnets from collision debris. Its aperture
roughly scales with the triplet aperture. The new absorber, named TAXS, will have an aperture of 60 mm
(compared with 30 mm in the present TAS), and will have to withstand a flux of particles five times larger
than in the present nominal design. In the current LHC, the TAS is probably the most highly activated
component of the whole machine. The baseline choice at present is to replace the TAS with the TAXS during
LS3 (see Chapter 8).

Given the fact that the experimental detectors have reduced the size of their vacuum chambers by nearly
50% (from 55 mm down to about 35 mm), it is clear that all challenges at the machine—detector interface are
increased. This includes keeping background radiation in the detectors at acceptable levels.

223 Crab cavities

Superconducting (SC) RF crab cavities (CC) in the HL-LHC are needed in order to compensate, at least
partially, for the geometric reduction factor, thus making the very low " fully useful for luminosity. HL-LHC
crab cavities are beyond the state-of-the-art in terms of their unconventional, compact design, which cannot be
achieved with the well-known geometry of an elliptical cavity. They also demand a very precise control of the
phase and voltage amplitude of the RF (to better than 0.001° and 100 V, respectively [30][31]) so that the beam
rotation given before collision is exactly cancelled on the other side of the interaction point (IP). The crab
cavities will also pose new challenges for machine protection. Compact crab cavities will be installed on both
sides of IP1 and IP5 without additional magnetic doglegs (as in IP4 for the accelerating cavities). Each cavity
is designed to provide a transverse kick voltage of 3.4 MV. There are two crab cavities per beam on each side
ofthe IP1/5. They will be assembled in cryo-modules, each containing two cavities. The installation of a second
cryo-module per beam and IP side is not anymore in the project baseline; however, it is possible with a HiLumi
consolidation program. A single cryomodule (two cavities) can be used for crossing angle compensation while
a second cryomodule could provide a deflection in the orthogonal plane, enabling the so-called crab-kissing
scheme for reducing the pile-up density [32]. The second cryomodule could also allow alternating the crossing
angle plane to reduce the radiation in the triplet quadrupoles.

The first-generation, proof-of-principle, compact crab cavities have recently been tested successfully
(see Chapter 4). However, a second generation with machine-oriented characteristics is now under construction
by LARP, CERN, and UK institutions (Lancaster University, STFC, and the Cockcroft Institute). A full
cryomodule will be tested in the SPS before LS2 to investigate experimentally the effect on a proton beam and
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to gain necessary experience in view of HL-LHC operation and in time before launching the crab cavities’
series production.

2.2.4 Collimation

The existing collimation system has been designed for the first phase of LHC operation. During Run 1 and
Run 2 the collimation system has operated according to design up to an energy of 6.5 TeV. Possible limitations
from collimation cleaning and impedance might be revealed by operation at higher energy and intensity. In
particular, the collimator impedance poses serious concerns at high energy when the collimators have the
minimum gap opening. The present impedance model, which has been validated by measurements performed
during Run 1 and Run 2, indicates that the collimator impedance must be reduced significantly to operate with
HL-LHC beams. A number of secondary collimators in LSS7, the main source of impedance, are planned to
be replaced with low impedance collimators equipped with molybdenum-coated jaws made out of Mo-
Graphite composite.

Safe handling of a beam of 1 A or more, with beta functions when colliding well beyond the LHC
nominal design values, will constitute new territory. The triplet must remain protected during the large change
of the optics during the squeeze (" transition from 6 m to 20 cm). This will be one of the most critical phases
of HL-LHC operation: the beam halo itself could generate losses beyond the damage limit. An upgrade of the
collimation system is thus required. The main additional needs associated with the upgrade are a better
precision in alignment and materials capable of withstanding higher losses. Because of the larger peak
luminosity, collimation of the luminosity debris around the high-luminosity points also requires an upgrade to
adequately protect the matching sections.

Another area that will require special attention in connection with the collimation system is the
dispersion suppressor (DS), where leakage of off-momentum particles into the first and second cells of the DS
has already been identified as a possible LHC performance limitation. The most promising concept is to
substitute an LHC main dipole with dipoles of equal bending strength (120 T X m) obtained by a higher field
(11 T) and shorter magnetic length (11 m) than those of the LHC dipoles (8.3 T and 14.2 m). The space gained
is sufficient for the installation of a special collimator. The baseline is to have two 15 m long units installed in
the DS around P7 (one unit per side acting only on one beam) before end of LS2. A unit is composed of a
5.5mlong 11 T dipole, a 4 m long 2K-300K-2K bypass where a collimator operates at room temperature, and
a second 5.5 m long 11 T dipole. Quench tests in 2015 in the LHC showed that a second unit per side of P7,
initially foreseen, is actually not needed (see Chapter 5). Around P2, the ions debris losses hitting the DS
dipoles are shifted in the connection cryostat zone by means of an orbit bump. The TCLD to intercept these
losses will be then located in a newly designed connection cryostat, thus avoiding installing 11 T dipoles in P2
(a further change with respect to the previous baseline). In IP1 and IP5, the installation of dedicated collimators
is not necessary because the peak loss can be moved at the location of the connection cryostat with dedicated
orbit bumps (see Chapter 5).

2.2.5 New cold powering

While a considerable effort is under way to study how to replace the radiation-sensitive electronics boards with
radiation-hard versions, another solution is also being pursued for IR1 and IR5 where we have new
underground tunnels and or wherever possible: removal of the power converters, electrical feedboxes (DFBs)
and delicate equipment associated with the continuous cryostat out of the tunnel. Besides improving LHC
availability (fewer interruptions, faster interventions without the need for tunnel access), radiation dose to
personnel would be reduced as well.

Removal of power converters and DFBs to locations far from the beam line, in a lateral tunnel along the
insertion region of IP1 and IP5 is now the project baseline. It is possible, and advantageous from power
consumption point of view, using a novel technology: superconducting links made out of high-temperature
superconductors (YBCO or Bi-2223) and mainly of MgB, superconductors. The regions where this radical
solution will be needed because of the high radiation load on electronics, and/or the ‘as low as reasonably
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achievable’ principle (ALARA), are the high luminosity insertion regions IR1 and IR5, where many more
higher current cables (carrying about 100 kA in total) are needed for the triplet magnets as compared to the
LHC. Concerning the matching section magnets, the D2 dipole will be powered via an SC link from the lateral
service gallery (UR). Another change that was decided in the June 2016 re-baselining exercise is that the
individually powered quadrupoles, Q4-Q5-Q6, and their associated correctors, will be powered by power
converters placed in the RRs (tunnel enlargements), re-using the present infrastructure as much as possible.
The access to equipment in the lateral serviced gallery should be possible even during LHC operation, making
maintenance easier, thus reducing the machine downtime.

2.2.6 Enhanced machine protection and remote handling

Various systems will become a bottleneck with aging of the machine and higher performance beyond the 40
b to 60 fb™! per year envisaged in the original LHC design. One such system is the quench protection system
(QPS) of the superconducting magnets. The new HL-LHC QPS, including that for the new NbszSn magnets,
should:

- become fully redundant in case of power loss;
- allow low energy discharge on quench heaters and easy adaption of the detection thresholds;
- provide an interlock for the quench heater discharge based on a sensor for quench heater integrity.

In general, the QPS will need an extensive renovation after 2020. Use of the new lateral gallery is also
envisaged for certain QPS equipment around IP1 and IP5.

Machine protection will have to be improved, and not just because of the higher beam energy and energy
density: it will have to cope with very fast events generated, for example, by crab cavities and by a possible
increase of the events generated by falling particles (Unidentified Falling Objects - UFOs).

The LHC has not been designed specifically for remote handling. However, the level of activation from
2020, and even earlier, requires careful study and development of special equipment to allow replacement of
collimators, magnets, vacuum components, etc. according to the ALARA principle. While full robotics are
difficult to implement given the conditions, remote manipulation, enhanced reality, and supervision are the
key to minimizing the radiation dose to personnel.

2.2.7 New cryogenics plants and distribution

To increase the flexibility for intervention and to maximise availability it was foreseen to install a new
cryogenics plant in P4 for a full separation between superconducting RF and magnet cooling. This was planned
for LS2 to avoid a possible weakness during Run 3. In the previous baseline [2] a new 6 kW (@ 4.2K) cryo-
plant was foreseen. A detailed assessment of the requirements has arrived at a new, less expensive baseline,
which comprises:

- The upgrade of the present 18 kW (@4.2K) cryo-plant to 20.5 kW. This is sufficient for all possible
additional requests for cryo-power for the region around P4 (including non-baseline options i.e. a new
SCRF harmonic system and the hollow e-lens for halo control, which requires a superconducting
solenoid).

- The purchase of a small (700 W) mobile cryo-plant that can be used in P4 to cool down the RF cavities
when the main plant is unavailable (this happens, for example, when the arc magnets are warm). When
not in use at P4, which would be most of the time, this mobile unit could be used for other equipment:
for example for the cold test with beam of the crab cavities in the BA6 zone of SPS.

Further consolidation that is deemed necessary in the long term is the separation between the cooling of
the triplet and the few stand-alone superconducting magnets in the MS in IR1 and IR5 from the magnets of the
neighbouring arcs. The present coupling of IR and arc magnets means that an intervention in the triplet region
requires warm-up of the entire sector (an operation of three months that is not without risk).
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New large power plants will be needed to cope with higher heat deposition from the high luminosity
points. In particular, given the luminosity-driven heat load in the 1.9 K magnets and the cooling of
superconducting crab cavities at 2 K, the power at 1.9 K of the new cryo-plant in IP1 and IP5 will be 2.4 kW
(as for the present LHC cryo-plants). The 4.2 K cryo-power will also remain in the 18 kW range, as at present.
The cooling scheme includes separation, with possible interconnection, between arc and IR cryogenics to gain
in flexibility.

2.2.8 Enhanced beam instrumentation

Improving beam instrumentation is a continuous process during routine operation of an accelerator. The HL-
LHC will require improved or new equipment to monitor and act on proton beams with more challenging
parameters than those of the LHC. A short illustrative list includes the following (full details are provided in
Chapter 13):

- New beam loss monitors for the IT quadrupoles.

- A radiation-tolerant Application-Specific Integrated Circuit (ASIC) for the beam loss monitoring system.

- A new beam position monitoring system, including a high-resolution orbit measurement system, and high-
directivity strip-line pick-ups for the insertion regions.

- Emittance measurement: while improving the present system, a new concept-based Beam Gas Vertex

(BGV) emittance monitor is envisaged for the HL-LHC.

- Halo diagnostics to control the halo in order to minimize losses (and especially loss peaks) in the presence
of a beam with a stored energy close to 0.7 GJ. Synchrotron radiation imaging, and possibly wire scanners,
appear to be the only candidates for halo monitoring in the HL-LHC.

- Diagnostics for crab cavities: electromagnetic pick-ups and streak cameras are being studied for beam
shape monitoring.

- Luminosity measurements with new radiation-hard devices (located in the new TAXN) capable of
withstanding the ten times higher radiation level.

2.2.9 Beam transfer and kickers

The higher beam current significantly increases the beam-induced power deposited in many elements,
including the injection kicker magnets in the LHC ring. New designs for several components in the dump
system devices will probably be needed because of the increased energy deposition in the case of direct impact,
and because of an increased radiation background, which could affect the reliability of this key machine
protection system. In certain cases, the improvements need to be anticipated in LS2 since in Run 3, after the
LIU installation, there could already be a higher bunch population and/or brightness.

A non-exhaustive list of the elements that could need an improvement or a more radical upgrade (based
on the experience from Run 2) is given below.

- Injector kicker magnets (better cooling of the magnets to cope with beam-induced heating, different type
of ferrites with higher critical temperature, coating of ceramic tubes to reduce SEY and thus suppress e-
cloud effects).

- Beam dump block (TDE) with its N, overpressure system and window VDWB: if these are not compatible
with HL-LHC intensities, extension of the dilution pattern may be the only practical and safe solution,
implying the installation of additional dilution kicker systems MKB (up to 50%).

- Injection absorber (TDI), auxiliary protection collimators, protection masks.

- Beam dump absorber system.
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2.3 Baseline optics and layout

2.3.1 Basic optics and layout choices for the High Luminosity insertions

The current baseline optics design (HLLHCV1.3), presently being finalized after the June 2016 re-baselining,
has evolved from the previous LHC Upgrade Phase I project [33-35]. A realistic, cost-efficient and robust
(achromatic) implementation of low " collision optics requires the deployment of the Achromatic Telescopic
Squeeze (ATS) scheme, together with the installation of insertion magnets of larger aperture [36-40].
Successful validation tests of the ATS with beam were achieved in 2011-2012 [41-45] in very specific
conditions (low intensity, no crossing angle to save aperture, etc.). Additional machine studies are being carried
out for validating this optics for potential implementation in operation during Run 2. The corresponding
number, type, and specifications of the new magnets to reach low " [36][37] were then endorsed by the project
(see, for example, [83] and references therein).

The historical development of the optics design is summarized in Ref. [47]; here, the most recent layouts
are mentioned, namely SLHCV3.1b [48], HLLHCV1.0 [49], HLLHCV1.1-1.2-1.3 [50-53]. SLHCV3.1b uses
ATS optics based on 150 T/m NbsSn triplets and displacement of D2 for crab cavity integration [48].
HLLHCV1.0 is similar to SLHCV3.1b with a new triplet layout based on 140 T/m NbsSn triplets [49].
HLLHCV1.1 is based on HLLHCV 1.0, but with some modifications to take into account the results of design
studies for D2, energy deposition studies for the passive protection of the superconducting elements, hardware
integration studies, and updated naming conventions [54][55], and corresponding optical configurations.
HLLHCV1.2, builds up on HLLHCV1.1, but with a new triplet layout based on longer 132.6 T/m Nb3Sn
triplets [51], which implied a rearrangement of the area from the triplet up to Q4. The correctors’ layout and
strength have been updated [56] and the masks in front of D2 and, tentatively, Q4 have been removed, thanks
to thicker jaws of the newer TCLX collimator [57]. Necessary layout and naming convention modifications
have been applied following a detailed integration study [58].

HLLHCV1.3 features a further rearrangement in the triplet area of IR1 and IRS5, including a small
reduction of L*, new integration solutions to maintain all the triplet Beam Position Monitors (BPMs) far enough
from long-range encounters to allow their operation with nominal bunch spacing [59-61]. In the matching
section of IR1 and IR5 the layout has been updated to include the new baseline modifications following the
project re-scoping in summer 2016, namely:

- the MQYY+2xMCBY'Y assembly for Q4 is replaced by with an MQY+4xMCBY assembly operated at
1.9 K based on MQY spares and a new production of MCBY magnets. The reduction of the aperture of
Q4 might imply the installation of an additional protection mask on the IP side of this quadrupole. This
has been included in the present layout.

- the Q6 (MQML) magnet is operated at 4.5 K as no request for high beta operation has been made
[62][63]

- the number of crab cavities is reduced from 4 to 2 per IP, side and beam while the space for installing 4
cavities is maintained [27]

The layout of IR6 has been modified and a solution with a single MQY, modified for operation at 1.9 K, per
IR side has been retained for the Q6 quadrupole instead of the previous solution consisting of two MQY
quadrupoles operated at 4.5 K per IR side [64].

Table 2-2 presents an overview of the main features of the layouts SLHCV3.1b to HLLHCV1.3 and of
the corresponding optical configurations. The modifications to the baseline and the updated values of the
mechanical tolerances for the construction and installation of the cold bore and shielded beam screens lead to
a reduction of the B* reach for both the round and flat optics. The minimum * achievable for the round optics

is limited by the triplet aperture while the minimum B* achievable for the flat optics is limited by the aperture
of the Q4 magnet [23][24][27][28][53].
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Table 2-2: Main HL-LHC optics variants currently under study. The baseline collision optics corresponds
to = 20 cm in both transverse planes (round optics) with a full crossing angle of 510 prad. Other
collision optics are available, round or flat, for dedicated studies. The values of 5 refer to IP1 and 5 and

those reported in parentheses refer to solutions available for studies.

SLHCV3.1b | HLLHCV1.0| HLLHCVI1.1 | HLLHCV1.2 HLLHCV1.3 (Baseline)
(P}%u:ri: ;g ZE’ Round: 15 cm
40 (’:m) ’ Round: 15 cm, (10 cm). Flat: (30/7.5) Round: 20 cm (15 cm).
Collision g Flat: 30/7 5.cm Flat: 30/7.5cm, (20/5 cm) with cm Flat: 40/15 cm (30/7.5 cm)
) T HV, VH crossing. with HV, VH with HV, VH crossing.
(20/5 cm) with crossin
HV, VH crossing. &
Pre-squeeze | 40 cm, (2 m) 44 cm 48 cm 50 cm
Injection B 5.5m (11 m) 6 m (15m) 6 m 6 m
Maximum
operating 150 T/m 140 T/m 132.6 T/m
triplet gradient
Triplet Q1-Q3:7.685m | AU~ QI-Q3: Q1-Q3: 420 m x 2
magnetic Q2: 6577 m 4.002m x 2 40mx?2 Q2:7.15m
length U Q2:6.792 m Q2:6.8m T
Nested nonlinear
Triplet cqrrector' package Superferric, non-nested nonlinear corrector package with additional as, bs, as
corrector with additional as, .
corrector coils
package bs, a¢ corrector
coils
. D2 moved towards the IP by 15 m.
Insertion
region dipoles The magnetic length of D1 [55] and D2 has been reduced.
MQYY type for Q4 in IR1, IRS. IR1, IRS:
Q5 moved towards arc by 11 m. Q4,Q5: MQY @ 1.9K
Additional MS in Q10 of IR1 and IRS. Q6: MQML @ 45K
Insertion Q4 and Q5 moved towards arc
region . Q4 moved towards arc by 8 M. 1 by 10 m and 11 m respectively
quadrupoles MQYL type for Q5 in IR1, IRS, MQY @ 1.9 K type for QS5 in Additional MS in Q10 of IR1
IR6. IR1, IRS.
and IRS
IR6: IR6:
Crab cavities 3 4 2

The current baseline layout incorporates various optimizations, and has been made compatible with the
latest hardware parameters and constraints. The magnetic elements in the region between the IP and Q5 (Figure
2-3) have been positioned to optimize the strength requirements for the magnets and for ancillary equipment.
For instance, moving the Q4 quadrupole changes the value of the beta functions at the location of the crab
cavities, thus improving their efficiency.

In the triplet region (between 20 m to 80 m in Figure 2-3) the Q1 and Q3 magnets are split in two and
the dipole corrector magnets (used to create the crossing and separation schemes) are implemented in a nested
configuration for both planes. The corrector package close to Q3 consists of superferric magnets. The
specifications and performance of the non-linear correctors (used to compensate the field quality effects of the
triplets and D1 separation dipoles on both sides of the IP) are reported in Refs. [65][66]. Detailed numerical
simulations indicate that additional corrector types are needed to cope with the pushed performance of the HL-
LHC, so the layout of the correctors will not be a simple carbon copy of the existing layout.
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Figure 2-3: Overall layout of the insertion region between the IP and Q4. The dark blue and red areas
represent the 2 obeam envelope for the $*=20 cm round optics. The light regions correspond toa 12 o
value of the beam envelope for a normalized emittance of 3.5 um with a tolerance of 20% for beta-
beating, 2 mm of radial closed orbit distortion [67] and +2 mm to allow IP transverse position
adjustments based on Run 1 and Run 2 operational experience. The shaded grey areas in the triplet
region represent the locations of the parasitic beam-beam encounters in which the BPM (in blue) should
not be installed. Additional aperture margins are needed in the matching section to be compatible with
flat optics operations.

The block of two separation dipoles has been changed with respect to the nominal LHC layout,
decreasing their separation. The D2 area is particularly delicate for several reasons. First, there are space
constraints because of the need for protection devices such as the absorber for neutral debris from the collisions.
Second, the transverse separation is not yet the nominal one (see Table 2-4), leading to a reduction in the
amount of iron between the two apertures of the D2, as well as to reduced beam and mechanical apertures,
because of the large values of the beta functions at this point. Downstream of D2, the situation is not much
easier, as the crab cavities impose tight constraints on the space between D2 and Q4, as well as on the values
of the beta functions.

Detailed work has been performed to specify the strengths of dipole orbit correctors in the triplets and
the D2 and Q4 magnets [68-69]. Initially, significantly stronger dipole correctors were required in D2 as
compared to those in Q4 to close the crossing bumps at the D2 dipole and avoid a non-zero closed orbit at the
location of the crab cavities. The review of the RF and alignment aspects for the crab cavities [70] has led to a
correction scheme requiring a reduced integrated strength, closing the orbit bumps further downstream from
the D2 separation dipoles. In the current layout, the orbit strength required is obtained by two MCBY dipole
correctors per plane of the Q4 quadrupole operated at 1.9 K. Both Q4 and Q5 quadrupoles will consist of
MQY-type quadrupoles modified to be operated at 1.9 K (see Table 2-3 and Table 2-4).

The implementation of the ATS scheme requires hardware changes in other parts of the LHC ring. In
particular, an additional lattice sextupole (MS) magnet should be installed in Q10 in IR1 and IRS. Moreover,
Q5 in IR6 must be upgraded. The current baseline envisages the operation of the MQY-type quadrupole Q5 at
1.9 K after the formal proposal of a double MQY was proven not to be as cost effective as anticipated [64,71].

Table 2-3 lists the key parameters of the quadrupoles (new or refurbished) to be installed in IR1 and
IR5, while Table 2-4 gives the corresponding parameters for the separation dipoles and orbit correctors. Table
2-5 gives the parameters for the multipolar correctors. The shape and inner size of the beam screens for the
new magnets, which defines the region available for the beam, is based on preliminary design [72]. These have
been updated recently [28] and the estimated mechanical tolerances will have to be refined following the
development of hardware prototypes. The minimum B* reach has been assessed based on the available
mechanical aperture of the beam screens (including the mechanical tolerances) and tacking into account optics
and orbit errors based on the experience gained with LHC operation so far [67]. It has been also assumed that
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the collimation system can protect an aperture of 12 ¢ (for a normalized emittance of 3.5 um) for elements
protected by tertiary collimators (TCTs) and 17 o for the rest of the machine [73]. For the computations
reported in here, mechanical, alignment and beam tolerances are added linearly and accounts for about 13% of
the triplet aperture. A reduction of these tolerances during the design, construction and operational phases
could allow a further reduction of B* [74]. Recent experience in the LHC has also shown that it is possible to
protect a smaller aperture by reducing the phase advance between the beam dump kicker and the horizontal
TCTs and therefore reducing the required retraction of the TCTs with respect to the TCDQ absorber [75][76].
Optics solutions have been worked out for the nominal LHC optics and proposed and implemented for the
ATS optics [77]. This solution could allow extending the B* reach.

The description of the shapes is made by providing the dimensions corresponding to the
horizontal(H)/vertical(V) and 45° cuts for octagons; diameter (d) and gap (g) for rectellipses [78]; radius for
circles. The values represent the inner dimensions of the beam screen including mechanical tolerances. This is
different to what is done in, e.g., Ref. [79], where the nominal sizes of the beam screens are reported. The
orientation of the rectellipse cross section depends on the IP side and beam type and it has been chosen to
optimise the beam aperture in collision. The alignment tolerances are represented as a racetrack shape of radius
(R), and horizontal (H), vertical (V) extent, respectively. The values provided include ground motion and
fiducialization tolerances [80].

Table 2-3: New or refurbished quadrupoles for HL-LHC, all operating at 1.9 K, apart from Q6.

Inner triplet (single aperture) Matching section (two-in-one)
Magnet Q | Q@ | o3 Q4 | Q5 | Q6
Number per side per insertion 2 1
Type MQXFA | MQXFB | MQXFA MQY MQML
Magnetic length [m] 4.2 7.15 4.2 34 4.8
Maximum Gradient [T/m] 132.6 200 160
Coil aperture [mm] 150 70 56
Aperture separation [mm] NA 194
Beam screen shape Octagon Rectellipse
Beam screen aperture [mm] 995 50(()2/5\3))/ 1113 60(2(}411/5\3))/ 57.8(d) /48.0 (g) 45.1(d)/35.3(g)
é:}%%n)e?ggfranm 0.6/1.0/1.0 0.84/1.36/0.6 As built

Table 2-4: Separation and corrector dipole magnets for HL-LHC, all operating at 1.9 K. The orbit
correctors can be nested or consecutive as indicated. The order of the correctors refers to IP5 right of
Beam 1 starting from the IP5.

Separatlon{recombmatlon Orbit correctors
dipoles
Corrector

Assembly D1 D2 Package Q2 D2 Q4 Q5
Nurpber per side | | 1 ) ) 4 3

per 1sertion

Configuration HV nested | HV nested Hv . VHVH HVH.

consecutive | consecutive | consecutive

Type MBXF MBRD MCBXFA | MCBXFB MCBRD MCBY MCBY
?ﬁ{a]gne“c length 6.27 7.78 22 1.2 1.89 0.9 0.9
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Integrated field
[Tm]

35

35

4.5

2.5

5.0

2.7

2.7

Coil aperture
[mm]

150

105

150

150

100

70

70

Aperture
separation [mm]

NA

188

NA

NA

194

194

194

Beam screen
shape

Octagon

Octagon

Octagon

Octagon

Octagon

Rectellipse

Rectellipse

Beam screen
aperture [mm]

115.0(H/V)
106.0(45°)

83.0(H/V)

74.0(45°)

115.0(H/V)
106.0(45°)

115.0(H/V)
106.0(45°)

83.0(H/V)
74.0(45°)

57.8(d)
48.0 (g)

57.8(d)
48.0 (g)

Alignment
tolerances
(R/H/V) [mm]

0.6/1.0/1.0

0.84/1.36/0.6

0.6/1.0/1.0

0.6/1.0/1.0

As built

Table 2-5: New multipolar superferric correctors for HL-LHC, all operating at 1.9 K.

Number

1

1

1

1

1

1

1 1

1

Number of
poles

4

12

12

10

10

8

8 6

6

Normal/skew

Skew

Normal

Skew

Normal

Skew

Normal

Skew

Normal

Skew

Type

MQSXF

MCTXF

MCTSXF

MCDXF

MCDSXF

MCOXF

MCOSXF

MCSXF

MCSSXF

Magnetic
length [m]

0.807

0.43

0.089

0.095

0.095

0.087

0.087

0.111

0.111

Integrated field
[mT m] at 50
mm

1000

86

17

25

25

46

46 63

63

Coil aperture
[mm]

150

Beam screen
shape

Octagon

Beam screen
aperture (H/V)
[mm]

115.0/106.0

Alignment
tolerances
(R/H/V) [mm]

0.6/1.0/1.0

As already mentioned, protection devices are required for the new layout of the IR1 and IRS5 regions.
The current LHC layout has only a TAS in front of Q1, to protect this magnet from collision debris, and a TAN
to protect D2 from the neutrals produced at the IP. For the HL-LHC, these two devices will have to be upgraded
to withstand much larger luminosities. Furthermore, additional masks are envisaged to protect other magnets
in the matching section. A summary with the characteristics of these devices can be found in Table 2-6.
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Table 2-6: New absorbers for HL-LHC, all operating at room temperature.

Inner triplet Matching section
(single aperture) (two-in-one)
Function Main secondary | Main neutral Mask Q4 Mask Q5 Mask Q6
absorber absorber

Aperture 1 2 2 2 2
Type TAXS TAXN TCLMB TCLMB TCLMC
L [m] 1.8 3.5 1.0
Aperture separation [mm] NA 149-159 194
Aperture shape Circle Circle Rectellipse
Aperture [mm] 60.0 (d) 85.0 (d) Zg'.%(((l;)/ Zg._%)(((l;)/ 155'.13(((2)/
Alignment tolerances (R/H/V) [mm] 2.0/0.5/0.5 0.6/1/1 0.6/1/1

Figure 2-4 shows example optics configurations for injection and collision. Several configurations have
been provided in addition to the nominal (i.e. round) optics.

Table 2-7 gives the main sets of §* values (including the optical parameters corresponding to the ion
runs). Since IR2 and IR8 are running with increased strength of the triplets at injection, a so-called pre-squeeze
has to be applied at top energy to reduce the strength of the triplets at constant value of beta function at the IP.
It is also planned to perform part of the pre-squeeze of the high luminosity IR optics during the ramp to
minimize the turn-around time.

Table 2-7: Available optical configurations for the baseline layout. IR3 and IR7 are not included as they
have static optics from injection to collision and do not take part in the ATS scheme. IR4 and IR6 take
part in the ATS and this is highlighted here, where the “No ATS” configuration corresponds to an
injection-compatible optics kept constant up to top energy. The telescopic squeeze factors are indicated
in parenthesis. Some alternative configurations are also shown. The pre-squeeze up to 70 cm could be
implemented during the ramp. In alternative also part of the ATS squeeze could be anticipated during
or after the ramp if enhanced octupoles effect is needed.

Optics IR1 IR5 IR2 IRS IR4 IR6
Injection B =6m f=6m B =10m B =10m No ATS No ATS
End of ramp B =6m f =6m B =10m B =10m No ATS No ATS
Pre-squeeze B =50cm | B'=50cm B =10m B =3m No ATS No ATS

. - . B =10m, ATS| £ =3 m, ATS ATS ATS
Collision round Pars=20em| Fars=20em|™ o 5 5'su) | (2.5%,2.5%) | (2.5%,2.5¢) | (2.5%,2.5%)
Collision ions Bf'=50cm | B'=50cm B =50cm B =50cm No ATS No ATS
Collision VDM B =30m B =30m B =30m B =30m No ATS No ATS

Alternative configurations

N B ats = Bats= | B =10m, ATS| f* =3 m, ATS ATS ATS
Collision Flat 15/40 cm 40/15cm | (3.33x, 1.25%) | (3.33%, 1.25%) | (1.25x%, 3.33x)| (1.25%, 3.33%)

B B ats = Bats= | B =10m, ATS| f* =3 m, ATS ATS ATS
Collision FlatHV 40/15 cm 15/40 cm | (1.25%,3.33%) | (1.25%, 3.33%) | (3.33x, 1.25)| (3.33x, 1.25%)
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Figure 2-4: Optical functions at injection (upper - 3*=6 m), collision (middle - *=0.2 m) and for the
configuration required for Van der Meer scans (lower - 3*=30 m) with nominal round optics in IR1 and
IR5 for Beam 1.

Finally, it is worth mentioning additional studies that have looked at alternative layouts. Options have
been studied based on triplets using 120 T/m and 170 T/m gradients [81][82], and an additional Q7 for crab
cavity kick enhancements [83] without upgrading the matching section layout [84]. The latest results can be
found in Ref. [85].
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There are numerous constraints on the layout of components, arising from various considerations. The
constraints and the associated issues are described in Chapter 15.

2.3.2 Circuit specifications

Performance and beam dynamics considerations guide some aspects of the selection of topology, power
converter type, quench protection requirements for the new circuits, in particular:

- time required to perform a machine cycle, in particular squeeze, ramp-down or pre-cycle to optimize the
turn-around time;

- time required to perform orbit corrections (operator adjustment or continuous feedback);
- time required to vary beam parameters (e.g. the time to reduce the separation between the two beams;

- reproducibility of the beam parameters between fills and during the year (e.g. to avoid additional optics
correction campaigns);

- stability of the beam parameters during the cycle to limit emittance growth and luminosity losses;

- Precision and resolution in the adjustment of the beam (e.g. to perform optics measurement via k-
modulation.

The transition between the various optical configurations has been studied in detail [86-88]. The
sequence of gradients during the squeeze is available for HLLHCV1.0 and HLLHCV1.2 (limited to low-beta
optics) and it has been used to perform first estimates of the hysteresis effects. Moreover, the time required to
accomplish the squeeze has been estimated and compared with existing LHC circuits [89][90]. The results
indicate that Q5 discharge dominates the squeeze duration for IR1 and IRS5, while the triplets’ discharge
dominates the ramp down time. Several hardware solutions to reduce the duration, which has a direct impact
on the turn-around time and therefore integrated luminosity, have been proposed and are currently under study
[91]. The above estimates are being reviewed HLLHCV 1.3 for which the squeeze sequence is being produced.

As far as the triplet is concerned, the ramp down time depends on the powering layout, where three
different schemes have been considered (see Figure 2-5):

- QI-Q3 and Q2a-Q2b in series;
- all triplet magnets in series (Q1-Q2-Q3);
- QI1-Q2a and Q2b-Q3 in series (Q1-Q2a Q2b-Q3).

The current rating for the different schemes is summarized in Table 2-8. Recently the second scheme
has been endorsed as new baseline [26] together with 2-quadrant power converter to reduce the ramp-down
time (see Chapter 6B).

Q1-03 Q2a-Q2b Q1-Q2a Q2b-Q3
Q1-02-Q3 O .
" PC1116.5 ki
PCZ12KA PCH £0.12 PC3 42 KA . —— PC2 42 kA PC3 42 kA
o o A chj 0.12 kA (5 o &
o 3 o E e
O 'S O O
PC1416.5 ki PCLE16.5 kA PC1+16.5 kA PC1£16.5 kA

Figure 2-5: Possible layouts for the IT powering.

The tolerances on the current modulation have been specified based on what can be achieved with the
LHC class 1 Power Converters (PC), whose performance is summarized in Table 2-9, and on the different
powering schemes proposed in Table 2-8 [92-95]. Two regimes are distinguished: a low frequency regime
(<0.1 Hz), where the current is directly controlled (current-control regime) and a high frequency regime (>0.1
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Hz), in which the voltage is directly controlled (voltage-control regime) [96-97]. Those estimates are being
reviewed thanks to new measurements [98].

Table 2-8: Nominal current of main and trim power supplies for the different powering schemes
assuming a maximum triplet gradient of 132.6 T/m, a magnet inductance of 8.21 mH/m, and the
HLLHV1.3 layout [92][93]. The power converter and the circuits are rated for equal or higher current
(see Chapter 6B, Table 6B-3 and 6B-4).

PC1 PC2 PC3 PC4
16.5 kKA 16.5 kA +2.0 kA +0.12 kKA

Q1-Q3 Q2a-Q2b circuit: Q1-Q3 circuit: Q2a-Q2b circuit: Q3 circuit: Q2b
inductance: 138 mH inductance: 117 mH inductance: 69 mH inductance: 59 mH
16.5 kA +2.0 kKA +2.0 kKA +0.12 kA

Q1-Q2-Q3 (Baseline)|circuit: Q1-Q2-Q3 circuit: Q1 circuit: Q3 circuit: Q2b
inductance: 255 mH inductance: 69 mH inductance: 69 mH inductance: 59 mH
16.5 kA 16.5 kA +2.0 kA +2.0 kA

Q1-Q2a Q2b-Q3 circuit: Q1-Q2a circuit: Q2b-Q3 circuit: Q1 circuit: Q3
inductance: 128 mH inductance: 128 mH inductance: 69 mH inductance: 69 mH

As model for converting the PC output modulation to a modulation of the magnetic field experienced
by the beam, the following has been assumed in the case of voltage-control regime

dB(f) = TVacuum(f) X TltoB(f) X TVtoI,load(f) X dV(f): (2'5)

where dV (f) is the voltage modulation, Tyoy10ad(f) the transfer function of the load (circuit) seen by the
power converter, modelled by a RL circuit, and Ty,cuum(f) the transfer function of the cold bore, absorber,
beam screen etc., with Ty,cqum (f) < 1. In the current-control regime the above equation reduces to

dB(f) = TVacuum (f) X TitoB (f) X dl(f): (2-6)

dI(f) being the amplitude of the current modulation.

Table 2-9: Tolerances on the current modulation achievable with Class 1 and Class 2 power converters
in the current- and voltage-control regime, respectively. For the voltage-control regime, the values are
given as 1 o R.M.S. values, while for the current-control regime the units ppm are used, meaning that

dl [ppm] = Inoise,PC[A]/Imax,PC[A]'

Frequency range Frequency Class 1 PC Class 2 PC
Current-control regime <0.1 Hz. random, Gaussian +1 ppm +10 ppm
50 Hz 32mV
300 Hz, 20 kHz 10.0 mV
Voltage-control regime >0.1 Hz 600 Hz, 40 kHz 2.5mV
10 MHz 1.0 mV
all other frequencies 0.5mV

In the current control regime the tolerances are defined by the required tune stability, where the highest
stability is needed for §*-measurements performed with K-modulation [99]. As a first estimate, a stability of
approximately AQ = 107> is needed [100][101]. With the current class 1 PCs, a tune shift AQ > 5 x 107>
can be achieved (see Table 2-10), where the smaller tune shifts can be obtained for the baseline and alternative
powering scheme Q1-Q2a Q2b-Q3.
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Table 2-10: Tune shift induced by uniformly distributed random current error of +1ppm for different
powering schemes, assuming Imax=17.4 KA and nominal field gradient of 140 T/m for all IT magnets. The
simulations have been performed for HLLHCV1.0, with round optics and "=0.15 m, and, for the sake of
comparison, also for LHC V6.503, with round optics and 3*=0.55 m. The results can be approximately
extrapolated to HLLHCV1.3 by scaling with the ratio of the maximum current, namely 16.5/17.4.

Powering Scheme Nominal LHC | Q1-Q3 Q2a-Q2b | Q1-Q2-Q3 Q1-Q2a Q2b-Q3
R.M.S.(Qxy-Qxory0) [107] 0.25 1.37 0.67 0.54

In the voltage-control regime, the tolerances are defined by beam quality, with the requirement that the
tune modulation due to the triplet magnet and matching section quadrupoles PCs should not lead to its
degradation. The beam stability can be assessed in terms of dynamic aperture (DA) described in more detail in
Sec. 2.3.3. To determine the tolerance on the power supply ripple, particles have been tracked for 10° turns and
different configurations, namely with and without beam-beam, with and without crab crossing, with beam-
beam and crab crossing [93-95]. For the numerical simulation, the SLHCV3.1b layout has been used, assuming
round collision optics and p"=0.15 m. The effect of the power supply ripple can be quantified in terms of the
amplitude of the induced tune ripple, which is depicted in Figure 2-6, calculated for the different frequencies
using the tolerances listed in Table 2-9 the powering schemes with parameters from Table 2-8, and an
inductance of about 2.9 mH for Q4.

Tolerances from DA simulations
e ~ : T —

107l

4

104 =
10”° BN
10%E

107k
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108::

10° = 103-020020 + Ga
o] — 04
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10-11 | — 0Q102a-0Q2603
— 0102Q3
1012 [{ === tolerances single freq. from DA
tolerances freq. spectrum from DA

10-13 T | T Ll
w* W w? At et 1ot 100 g3 > 100

frequency [Hz]

10°

Figure 2-6: Maximum tune-ripple amplitude, resulting from noise on power converters at typical
frequencies (see Table 2-9) The yellow curve represents the maximum tune-ripple amplitude, including
the whole frequency spectrum, compatible with a negligible impact on DA (the power converter noise
spectrum has been assumed to scale linearly with respect to that described in Table 2-9). In case of tune
ripple at a single frequency, the maximum tolerable amplitude is represented by the blue bars (the
horizontal size is only for better visibility). The impact on DA has been evaluated by taking the worst
case among several configurations including beam-beam and crab crossing. The DA simulations have
been performed for SLHCV3.1b and round collision optics (f*=0.15 m). For the sake of comparison, the
amplitude of the ripple for different powering scenarios is also shown using, however, the HLLHCV1.1
layout and round collision optics with f*=0.15 m. In the voltage control regime all ripple frequencies
are in phase, while in the current control regime the tune modulation is random and the maximum tune-
ripple amplitude is shown in this case [93-95].

As simulation input for the ripple amplitude either the frequency spectrum given in Table 2-9 scaled by
a factor 1 to 100 (yellow line in Figure 2-6) has been used, from which the tolerance on the voltage spectrum
can be derived, or only a single frequency used and the ripple amplitude adjusted to yield a tune shift of 10
to 107, from which a tolerance for the individual frequencies can be attained (blue bars in Figure 2-6).
Moreover, all ripple frequencies are in phase in the voltage-control regime, while in the current-control regime
the tune modulation is random. In the DA simulations, only the frequencies in the voltage-control regime have
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been taken into account. All powering schemes lie below the limit obtained for the voltage spectrum, whereas
the limit from the individual frequencies indicates that for 300 Hz the tune shift lies close to the obtained limit
and a reduction by a factor 10 of the frequency is suggested. Comparing the different powering schemes, the
baseline features the lowest tune shift. In the previous baseline, the power supply ripple from Q4 induced
comparable tune ripple as that generated by the whole triplet because of the low inductance (2.9 mH) of the
MQYY design based on a single-layer coil. The present baseline with the MQY type magnet should offer
superior performance provided that a Class 1 PC is used.

In summary, the baseline triplet powering scheme achieves overall the best performance meeting the
tolerances requirements for the voltage-control regime, whereas a reduction of the amplitude of the 300 Hz
component is recommended. In the current-control regime the ripple performance of class 1 PCs s marginal
and it is being reviewed with the power converter experts taking into account that tune ripple could have a
detrimental effect on luminosity lifetime in particular in presence of large beam-beam tune spreads. More
realistic models of the transfer function of the complex cold-bore/beam screen are required for a more precise
assessment of the ripple effects.

The trim in Q2a will be needed to compensate for transfer function difference from MQXB magnet and
in particular for k-modulation in Q2 for increasing the accuracy of the optics measurements. This will require
an acceleration of ~1A/s?,

In order to ensure sufficient orbit stability Class 1 PC should be used for D1/D2/MCBX/MCBRD
dipoles. The MCBX, MCBRD and MCBY corrector circuits should allow large enough acceleration to be
compatible with the orbit feedback. A preliminary summary of the target specifications for the dipole circuits
are given in Table 2-11. Ramp rates and acceleration rates for the orbit correctors are calculated by matching
the performance in terms of deflection ramp and acceleration rates of the MCBY correctors to be compatible
with the operation as part of the orbit feedback. In addition, the specifications of the MCBX and MCBY circuits
are also compatible with the requirement of reducing the beam separation from 2 o to 0 in less than 3 seconds
as specified for beam-beam effects [102][103]. Ramp rate and acceleration rate for MBRD and MBXF are
given to be similar to MBX and MBRC.

Table 2-11: Preliminary circuit specification for HL-LHC separation and corrector dipoles.

MCBXFA MCBXFB MCBRD MBRD MBXF
Integrated field [T m] 4.5 2.5 5.0 35.0 35.0
Nom. Current [A] 1600 1600 430 12000 12000
Max. Ramp rate [A/s] 15.0 15.0 2.0 20.0 20.0
Field Rate [mTm/sec] 42 23 23 58 58
Angle Rate [urad/sec@7TeV] 1.8 1.0 1.0 2.5 25
Ramp Acc. [A/s?] 5.0 5.0 1.0 2.0 2.0
Field Acc. [mTm/s?] 14.1 7.8 11.6 5.8 5.8
Angle Acc. [prad/s’@7TeV] 0.60 0.33 0.50 0.25 0.25
Time to max. ramp rate [sec] 3.0 3.0 2.0 10.0 10.0

2.33 Target field quality and dynamic aperture

The DA specifies the minimum stable amplitude in terms of R.M.S. beam size over a given number of turns in
the machine. It has been used since the initial steps of the design of the LHC [78] to determine the required
field quality of the various magnet classes. For computation of the DA in the HL-LHC, particles are tracked
over 10° or 10° turns, depending on whether beam—beam effects are included or neglected, respectively. The
initial momentum co-ordinate is set to two-thirds of the bucket height (2.7 x 10™* and 7.5 x 107 for collision
and injection energy, respectively). Sixty implementations of the random components in the magnets,
corresponding to sixty realizations of the LHC lattice, are considered in the numerical simulations. Eleven
phase space angles have routinely been used (although for special studies up to 59 values have been probed),
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while thirty particle-pairs per 2 ¢ amplitude step have been used. All these parameters have been specified
during the design stage of the LHC. Since then, the amount of available computing power has increased, thanks
to the increased CPU power of the CERN batch system and because of the use of volunteer-based computing
resources [104]: this has enabled an increase of the number of directions considered in the studies, making the
DA estimate more accurate. Note that the number of turns and random seeds affects the accuracy of the DA
calculation, which is at least £0.1 ¢ in this case.

For reference, the multipole expansion used to describe the magnetic field is given as in [78]:

o n—1
By + 1By = Bre Xy (by +ia,) (2) 2-7)

To

where By, By, and B are the transverse magnetic field components and the reference field,
respectively. The coefficients a,, b, are the skew and normal field components, and ry is the reference radius.
In the framework of the LHC studies, the magnetic errors are split into three components, namely systematic
(S), uncertainty (U), and random (R), such that a given multipole is obtained by:

¢
by, = by, + %bnu + $pbny, (2-8)

where &, g are Gaussian-distributed random variables cut at 1.5 ¢ and 3 o, respectively. The &
variable is the same for all magnets of a given class, but changes from seed to seed and for the different
multipoles. On the other hand, &5 also changes from magnet to magnet.

The target value of the DA differs between injection and collision energies. At injection, where the
beam—beam effects can be neglected, the focus is on the impact of magnetic field quality. For the LHC design
[78], a target value of 12 ¢ (for a normalized emittance of 3.75 pm) was assumed. The best model of the LHC,
including the measured field quality of the magnets and the sorting of magnets, provides a DA slightly lower
than 11 o [105]. No signs of issues due to DA limitations have been observed during operation or dedicated
studies in Run 1 and Run 2.

At top energy, beam—beam effects cannot be neglected and the DA has to be evaluated, including both
magnetic field imperfections and head-on and long-range beam—beam phenomena (see Section 2.4.2). Hence,
the approach taken consists of probing the impact on DA of the field quality of the new triplet magnets and
asking that all the other new magnets have an impact on the DA that is in the shadow of the triplet quadrupoles.
Eventually, the beam—beam effects are also included, providing the final DA value.

Studies for the field quality of the new magnets started from the top energy configuration and with an
earlier version of the layout, SLHCV3.1b [48]. This allowed first estimates of the required field quality to be
derived, which were then improved by including consideration of the injection energy, where the beam size
reaches its maximum and the field quality is worse, due to the persistent current effect. The newer layout
HLLHCV1.0 [49] has been extensively used following its release and it is the reference for the DA studies. It
is worth stressing that given the CPU-time required by these studies, it is not always possible to keep them
synchronised with the development and evolution of the layout. Moreover, in some cases the differences
between the various layout versions are sometimes not relevant in terms of impact on DA.

In the numerical simulations consideration is made of the machine as built, i.e. the best knowledge of
the measured magnetic errors is assigned to the magnets as installed, while, for the magnets that will be
replaced according to the upgrade plans, the expected error table, with statistical assignment of errors, is used.
This is the baseline configuration of the LHC ring to which magnetic field errors of other classes of magnets
can be selectively added.

In these studies the acceptable minimum DA was set to 10 o (for a normalized emittance of 3.5 pm) at
top energy, based on experience from the LHC (for which the design DA was set to 10 o [78]). The DA
calculation was performed using long-term tracking in SixTrack [106][107], neglecting beam—beam effects
and the impact of large chromaticity and large detuning with amplitude resulting from Landau Octupoles.
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Determination of the required field quality based on DA computations is intrinsically a non-linear problem.
The field quality obtained from electromagnetic simulations is used as an initial guess. Then, optimization of
the field quality essentially involves determining the Jacobian of the DA as a function of the multipoles around
the initial value of field quality. For this reason, it is of paramount importance to have a reliable estimate of
the expected field quality from detailed electromagnetic simulations and measurements (see Chapter 3). The
resulting error tables can be found in the official optics repositories [108][109] and are collected in Ref. [110]
as well as in Annex A.4.

The previous triplet specifications at 7 TeV [111] were updated to take into account the additional triplet
correctors for as, bs, ag errors. These specifications will be referred to as IT errortable v66. An estimate of
the D1 field quality is based on magnet design and referred to as D1_errortable_v1 [112] Due to the evolution
of the D2 dipole design, three versions of the D2 field quality were used in the study: these are referred to as
D2 errortable v3, v4[113], and v5 [114]. Estimates for the Q4 and Q5 magnets are based on a scaling of
the measured field of the existing MQY quadrupole and referred to as Q4 errortable v1 and Q5 _errortable vO0,
respectively.

The systematic studies of the impact of the IR magnets field quality on the DA started using SLHCV3.1b
layout and round collision optics, first. Then, injection energy was considered and as soon as the layout
HLLHCV1.0 was made available, the studies were resumed using this layout. The field quality estimates also
evolved based on the results of the numerical simulations of DA.

The main result is that the expected field quality is compatible with the request of having a minimum
dynamic aperture over the sixty realisations of the field errors around 10 ¢ (without beam-beam) [115].

The DA at injection energy, however, is about 1 ¢ smaller than the DA of the nominal LHC as-built.
Since the IR magnets do not limit it and since in the design of the ATS optics the phase advances between IP1
and 5 were not specified based on any optimisation criterion (currently the values are p/2m=31.195 and
1,/27=30.368) possible optimizations have been studied. Tune scans indicate an effect of the 7™ order
horizontal resonance close to the current tune (62.28, 60.31). Reducing the horizontal and vertical tunes by
about 0.01 would increase the DA by about 0.5 o. These results are being complemented by refined scans of
the phase advance between IP1 and 5. A rather weak dependence on the vertical phase advance is found, while
DA is more sensitive to the horizontal value of the phase advance. Figure 2-7 shows the behaviour of the
minimum (left) and average (right) DA as a function of the horizontal and vertical IP1-5 phase advance [116].
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Figure 2-7: Beam 1 DA as a function of horizontal and vertical IP1-5 phase advance at injection energy.
Both the minimum (left) and the average value (right) are given.

The optimised phase advance, corresponding to p/2n=31.08 and p,/2n=30.06, can increase the
minimum DA from 9.73 ¢ to 10.65 o and the average value from 10.36 ¢ to 11.06 o, which represent an
interesting and cost-free gain.

The situation in collision energy is radically different [115]. The field quality of the new triplets has
been scrutinised, by means of detailed dynamic aperture simulations, performed without the inclusion of beam-
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beam effects. The latest estimates of the field quality as provided by WP3 have been probed. The harmful
impact of the increased multipole components bjp and b4 has been clearly observed, with the minimum
dynamic aperture approaching 9 c. Note that measured magnetic field errors are known up to a;s and b;s and
these are the highest-order multipoles included in tracking simulations as the accuracy of even higher-order
multipoles from measurements are not deemed precise enough. The field quality of the latest cross section of
the triplet magnets has partly addressed the above issues and new simulations will be performed with the most
recent data. These will be completed by the analysis of the impact of the field quality in the presence of beam-
beam effects in order to assess the needs of a revision of the field quality specifications.

The quadrupolar component of fringe fields of triplet quadrupoles has already been considered and found
non-problematic in Ref. [117]. Preliminary analytical results [118] indicate that, albeit small, the detuning with
amplitude induced by the fringe fields is not completely negligible, thus calling for a second level of study.
This should include long-term numerical simulations to study the non-linear effects generated. This opens the
wide field of symplectic integrators, as, in the presence of 3D magnetic fields, the standard approach based on
multipoles cannot be applied anymore. Work is underway to study the best integration schemes and their
implementation [119][120], before starting the real numerical work.

In the meantime, estimates of the field quality for the heads of the triplet magnets have been provided
[121] and models to perform tracking studies using this new information have been developed. At injection,
the impact of the new models is negligible, while at collision energy, the situation is different and while the
round optics is less sensitive to the addition of the effect of the triplet magnets’ heads, the flat one is more
affected [122]. All subsequent tracking campaigns have included the effects of the heads and the following
results will be based on these new models. Additionally, the possibility of simulating the dynamics of Beam 2
has been opened also for HL-LHC, based on extended versions of the routines used to generate the error
distributions of magnet families. Therefore, the impact of the field quality of the orbit correctors in the triplet
region as well as the sensitivity of DA on the field quality of individual magnets’ classes has been assessed
using these two new features, i.e., triplet magnet head effects and Beam 2 DA.

The comparison of the dynamic aperture for Beam 1 and Beam 2 has been performed by adding one by
one the HL-LHC magnet families, at injection and collision energies. The results of these simulations are
summarised in Figure 2-8.
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Figure 2-8: DA at injection and collision for Beam 1 and Beam 2. The different families of HL-LHC
magnets are included one by one in the simulations. The markers refer to the average DA over seeds and
phase space angles, while the error bars represent the DA distribution for the various seeds.

The behaviour of Beam 1 and Beam 2 remains very similar and no systematic difference between the
two beams is found both at injection and in collision.

The impact of the magnet classes is clearly visible, with a large drop when adding magnetic errors to
the D2 separation dipoles for the case with zero-strength Landau octupoles although the field quality of the D2
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separation dipole has been significantly improved. Studies are currently on going to find the dominant
contribution to this drop and whether the non-linear correctors in the corrector package could correct the D2
field quality. A second drop in DA is observed when adding magnetic field errors to the triplets.

Another campaign of DA simulations has been performed to investigate the effect of the inclusion of
the MCBXF field quality to the dynamic aperture. The MCBXF error tables used can be found in [123], which
so far only contains systematic errors. The results of these studies are shown in Figure 2-9.
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Figure 2-9: DA for Beam 1 in collision (round optics) for various configurations of the MCBXF field
quality.

At a first glance, the impact of the MCBXF seems perfectly under control, as there is even a small
increase of DA due to some internal compensation between the magnetic field errors of the various magnet
classes. However, this result is obtained allowing the magnets in the corrector package to compensate for the
MCBXF field quality. This is an overly optimistic situation, as in the simulations the correction algorithm has
all exact information on the magnet field qualities, which is not the case in reality. For this reason, it was
deemed useful to perform simulations without correcting the MCBXEF field errors, which results in a reduction
of the DA of 0.91 o. Further investigations have resulted in two important conclusions on the nature of this
drop in DA. First, the drop is fully dominated by the a3 and bs multipole components as it can be seen in
Figure 2-9, where different configurations are compared. The field quality of the MCBXF magnets has no
harmful impact on DA, provided the non-linear corrector package is used to compensate their field quality
(second configuration from the left), while if such a correction is not performed, then a sizeable reduction in
DA is visible (third configuration). If only uncorrected, high-order magnetic multipoles are used, then the DA
is almost unaffected (fourth configuration), indicating that the low-order multipoles are the harmful ones. The
last two configurations indicate that MCBXFA is the magnet family with the largest impact on DA. Second,
of the two magnet classes that make up the MCBXF magnets, the MCBXFA gives the dominant contribution
to the DA drop (see Figure 2-9).

With the detailed specification of the operational conditions, it has been possible to launch the study of
the evolution of the dynamic aperture during the squeeze and for various running conditions, mainly
chromaticity and octupole settings [115]. The dependence of the dynamic aperture without beam-beam effects
on the value of B* is shown in Figure 2-10. A linear behaviour is clearly observed. Flat optics configurations
have been studied too and the corresponding dynamic aperture value is very close to that of the round p*

configuration corresponding to ,/Bx By .
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Figure 2-10: Dependence of the Beam 1 dynamic aperture on * during the ATS squeeze. The markers
refer to the average DA, while the error bars refer to the minimum and maximum DA over the seeds.
Flat optics configurations have also been considered.

The dependence of the dynamic aperture at top energy on the linear chromaticity is shown in Figure
2-11. Also in this case a linear behaviour is found, showing that high chromaticity values are detrimental for
the single-particle beam stability. In the same plot both round nominal and flat optics configurations are shown.
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Figure 2-11: Dependence of the Beam 1 dynamic aperture on linear chromaticity at the end of the ATS
squeeze. Flat optics configurations have also been considered.

The impact of the Landau octupoles on the DA has been also checked with numerical simulations. It
turned out that the minimum DA of the round optics is modestly reduced, about 0.6 o, by full strength, negative
octupoles; however, it falls below 8 6. The average DA reaches 9 o, with a much larger reduction (2 o)
indicating a smaller DA spread among different seeds. The impact of the octupoles is stronger on flat optics
for which the minimum and average DA are below 7 ¢ and 8 o, respectively. These values are obtained for a
chromaticity Q’=+3. In case a larger value (Q’=+18) is used, then the DA is further reduced just below 7 .
Another interesting feature to mention is that the presence of the strong octupoles makes the DA, both average
and minimum, a nonlinear function of B*. The above observations are clearly favouring a working point with
lower chromaticity and low octupoles’ strength in particular for the smaller values of B*. A strong dependence
of the DA on the sign of the octupoles (the positive sign being the worst case), at least for the nominal f* value
of the round optics configuration has been observed.

The non-linear correctors are key ingredients to maintain an acceptable dynamic aperture at the
minimum B* [66]. So far, their strength was set in numerical simulations based on the knowledge of the field
quality of the other IR magnets in the area between D1 left and D1 right. In reality, the knowledge of the field
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quality of these magnets and the transfer functions of the non-linear correctors will be limited and it may not
allow a straightforward determination of the required strength of these special correctors. For this reason, a
series of numerical simulations has been performed in which the strength of the non-linear correctors is varied
in the interval 0.7-1.3 around the nominal strength. These miss-powering effects have been simulated assuming
uniform distributions and the various correctors, both normal and skew, have been varied independently from
each other. Overall, the impact on the average DA is modest, smaller than 0.3 o, while that on the minimum
DA ranges from -0.7 ¢ to +0.3 ¢ [116].

Also at collision energy, a gain in DA can be achieved by optimising the phase advance between IP1
and 5, which is set to p/27=31.210 and p,/21=30.373. A massive campaign of numerical simulations for the
round optics configuration has been performed (no octupoles powered). In this case, the DA features a stronger
dependence on the vertical phase advance than on the horizontal one and the situation is shown in Figure 2-12.
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Figure 2-12: Beam 1 DA as a function of horizontal and vertical IP1-5 phase advance at collision energy
for round optics. Both the minimum (left) and the average value (right) are given.

Optimisation can be carried out by using as figure of merit either the minimum or the average DA and
slightly different results are obtained. In both cases, the minimum DA can be increased above 10 ¢ although
for slightly different values of the phase advance. The gain in DA due to the special phase advance is of the
order of 0.4 ¢ if the Landau octupoles are included in the numerical simulations and are set to their maximum
value of -570 A. This indicates that the DA is dominated by the effect of the octupoles, in this case. The
optimised phase advance determined for the round optics has only a limited impact, at the level of few tens of
sigma, on the minimum DA (while the average remains mostly unaffected) for the flat optics configuration.
This suggests that the phase advance optimisation should be performed also for the flat option [116].

Additional field quality and dynamic aperture studies are in progress and will be pursued in future studies
along several lines, including:

- Dedicated studies to assess the impact of field quality of triplet quadrupole magnets, D1, D2, Q4 and Q5
on linear optics, knowing that the distortion of the optical parameters can stem from both the b, component
and the feed-down from b3 and a3 via the crossing scheme bumps.

- Dedicated studies to assess the impact of transfer function errors for the non-linear triplet correctors and
how they should be set during the physics cycle.

- Specification of crab cavity field quality: preliminary results [124-127] seem to indicate that the estimated
field quality should be good enough to prevent any impact on DA.

Finally, it is important to stress that as soon as magnet prototypes will be built and field quality
measurements will be carried out, studies should be launched to establish the impact of the measured field
quality on DA (including beam-beam effects), possibly with the aim of providing feedback to the magnet
designers and builders.
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2.4 Performance

2.4.1 Beam stability

Transverse instabilities have been observed in the LHC during Run 1 with 50 ns beams and during Run 2 with
25 ns beams [128-130]. These have implied operating the machine with high chromaticity (Q’ ~ + 15) and
high Landau octupole strength (close to the maximum current achievable by these circuits at top energy, i.e. +
570 A in the LOF octupoles), and with maximum gain and bandwidth of the transverse feedback (50 turns and
20 MHz). The observations have evidenced that in several cases the observed instabilities are occurring as a
result of the interplay of various mechanisms and it is important to take all of them into account. For that
reason, on one side a significant effort has been spent in studying experimentally and by simulations cases in
which some of these effects can be neglected and, on the other side, the models and the simulation codes are
being gradually upgraded to take into account an increasing level of complexity. The effects of beam coupling
impedance, electron cloud, head-on and long-range beam-beam forces, realistic transverse feedback and
machine optical parameters like tunes, linear coupling, linear and non-linear chromaticity, Landau octupole
strength and other non-linearities are gradually being included.

During 2015 and 2016 systematic measurements have been performed with single bunches (see Figure
2-13) to characterize the present LHC impedance model. These show a good agreement between the expected
current of the Landau octupoles required to stabilize the beam and the measured values as a function of the
chromaticity over values at which it is planned to operate HL-LHC (Q’ > +2 units). The same agreement
between measurements and simulations has been obtained with a bunch train consisting of 72 bunches after a
period of operation with 25 ns beams that has led to a reduction of the SEY [130][131].
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Figure 2-13: Overview of single-bunch measurements of the instability threshold (in Landau octupoles
current vs. chromaticity) performed in 2015, plotted alongside DELPHI [132] predictions for different
damping times. Not shown are three truncated points for Q" ~ 0 that are slightly below 800A (see
discussion below). FT stands for Flat Top and EOS stands for End Of Squeeze.

The effective impedance of HL-LHC without considering the crab cavities and in the absence of
impedance reduction measures would not be dramatically higher than that of the LHC [133], and the Carbon-
Fibre-Carbon (CFC) collimators would represent the highest contributors to the HL-LHC impedance over a
wide range of frequencies. Given the higher bunch population and brightness of the beams required for HL-
LHC and the fact that almost the maximum values in chromaticity and Landau octupoles current have been
used since 2012, we cannot afford to increase the transverse impedance of the machine and indeed we have to
reduce it to achieve better conditions for beam stability. Among the CFC collimators, the secondary collimators
(TCSGs) are the main contributors to the transverse impedance. New jaw materials for these collimators have
been therefore explored, for example: Molybdenum (Mo), Molybdenum graphite (Mo-Gr, also written
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sometimes MoC), Titanium nitride (TiN), and Titanium di-boride (TiB2). The HL-LHC baseline includes the
installation of new Mo-Gr collimators with a 5 um Mo coating in LSS7 only as the contribution from LSS3 is
marginal due to the larger gaps at which these collimators are operated. The current HL-LHC impedance
relative contributions for the horizontal and longitudinal planes are depicted in Figure 2-14 [134]; the vertical
dipolar impedance is very similar to the horizontal one. It can be seen that for the transverse planes the
collimator resistive wall impedance is still the first contribution (for both real and imaginary parts) and the
beam screen is important mostly at low frequency and for the real part of the impedance. The relative variation
of the vertical dipolar impedance vs. frequency is depicted in Figure 2-15, where it can be seen that above few
MHz the impedance is significantly reduced. The horizontal impedance is similar to the vertical one within
+ 10-20% depending on the frequency. The fact that at low frequency the real part of the impedance is higher
is due to the fact that a good conductor keeps the induced current closer to the beam, and the gain in
conductivity is lower than the loss in distance to the beam [135]. This is however not worrying as the transverse
damper can easily cope with this small decrease in instability rise-time, in particular at low frequency as the
first unstable betatron line is around 8 kHz.
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Figure 2-14: Contributions to the real (left) and imaginary (right) parts of the (upper) horizontal
dipolar, and (lower) longitudinal impedances in HL-LHC for Beam 1 without considering the crab
cavities (for the case of B* = 15 cm). The vertical dipolar impedance is very similar to the horizontal
one. A similar result is obtained for Beam 2.
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Figure 2-15: Relative variation of the real (continuous line) and imaginary (dashed line) vertical dipolar
impedance by replacing the secondary (TCSG) CFC collimators with Mo-coated (5 um) Mo-Gr
collimators in LSS7 only (blue) or in both LSS7 and LSS3 (black).

The corresponding stability limit obtained by conservatively scaling from 2012 data is plotted in Figure
2-16 for a scenario without crab cavities, a chromaticity Q’ of + 15 units; a damping time of the transverse
damper of 50 turns and for the maximum current of the Landau octupoles (using the negative polarity, i.e.
- 570 A in the focusing octupoles). The stability limit without and with Mo-Gr collimators is shown. The
negative current in the Landau octupoles (which provides more stability for the impedance induced single-
beam instabilities) was chosen after analysis of the interplay between octupoles and beam-beam long-range
during the squeeze, as discussed below. As can be seen from Figure 2-16, it is necessary to replace the CFC
collimators in LSS7 to reach beam stability for the beam parameters considered for HL-LHC (standard 25 ns,
BCMS and 8b+4e — see Table 2-1 and Table 2-17).
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Figure 2-16: Stability limits obtained by scaling from 2012 data (without crab cavities) for a
chromaticity Q" of +15 units, for a damping time of the transverse damper of 50 turns and for the
maximum current of the Landau octupoles (using the negative polarity, i.e. -570 A). The number of
protons per bunch is plotted in the vertical axis, while the transverse R.M.S. normalized emittance is
plotted in the horizontal one. Stability is achieved for the bunch parameters for which the corresponding
points lie below the plotted curves.

Special attention should be paid to the impedance of devices in high 3 regions such as the crab cavities
and unshielded elements. In the present HL-LHC operational scenarios [136] chromaticity is close to +3 units
to provide the largest stability margin based on the present impedance model and assuming no interplay with
other mechanisms such as electron cloud, which can lead to both coherent and incoherent effects. This scenario
is being reviewed taking into account the experience gained in 2015-16 showing that dedicated scrubbing runs
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at injection are not sufficient to suppress electron cloud in the dipoles and additional scrubbing during physics
is necessary. Operation for physics with an increasing number of bunches at nominal bunch population in the
presence of electron cloud in the dipoles can be achieved compatibly with the available cryogenics power if
the machine is operated at high chromaticity and by powering the Landau octupoles [137]. Furthermore, the
feasibility of controlling the chromaticity along the cycle within few units (1 to 2) remains to be demonstrated
in operation. For that reason, an operational scenario with high chromaticity must be foreseen at least for the
ramp-up phase where conditioning of the dipole beam screen is required. Crab cavities have a visible impact
on beam stability due to their significant contribution to transverse impedance, their number (4 per acting in
the horizontal plane and 4 acting in the vertical plane on each of the two beams [10]) and because of the very
large B functions achieved during the squeeze at their location [138][139]. The impedance effect is proportional
to the B function and the number of crab cavities (which leads to a symmetric effect between the horizontal
and vertical planes), while the crab angle is proportional to the square root of the 3 function at the crab cavities
for a given $*, the maximum voltage per cavity and the number of cavities (assuming that all cavities have the
same design). Therefore, if we are limited by impedance, an optimum [ function and number of cavities can
be found for a given maximum voltage provided by each cavity. Of course increasing the maximum voltage
would be an advantage. If we are not limited by impedance, we have all the interest to increase the [3 function.
The instability growth rates (and similarly the instability limit) have been estimated [140][141] for the latest
impedance models of the DQW and RFD crab cavities [138][139]. The results of the analysis, considering only
one crab cavity, are represented in Figure 2-17 for both the single-bunch and multi-bunch instabilities, for both
DQW and RFD crab cavity types, computing the required increase of the Landau octupoles current required
to stabilize all the High Order Modes (HOMs) individually. It can be seen that an increase of less than ~ 10 A
in the octupole current is sufficient to stabilize all modes, except one HOM at 920 MHz for the DQW crab
cavities. The effect of this HOM has been also confirmed performing statistical simulations including random
frequency spread of 3 MHz for the HOMs of different cavities. In order to ensure stability it is therefore
recommended to reduce the impedance of this HOM in particular if the option of allowing collisions at
minimum B* and nominal intensity is maintained (e.g. if levelling by parallel separation is implemented as an
alternative to B* levelling).

As for the crab cavities the impedance of all the pieces of equipment being installed in regions with high
B functions (e.g. beam screens, beam position monitors, RF fingers) are being carefully scrutinized and
followed-up with the designers together with modifications foreseen in the experiments and interaction regions
[142].
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Figure 2-17: Required additional current in the Landau octupoles to damp (left) the single-bunch and
(right) multi-bunch instabilities. This particular study was performed for a chromaticity of + 5 units, for
a " of 15 cm and for a single crab cavity. The effect of an ideal transverse damper is also included with
a damping time of 50 turns.
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As a result of the experience gained in 2015 and 2016 and the experiments and studies conducted, the
definition of the working point for HL-LHC has further progressed:

- Itis proposed to operate HL-LHC at injection with the horizontal and vertical fractional tunes 0.27/0.295
instead of 0.28/0.31 and to compensate automatically the Laslett tune shifts during the injection process.
This will allow accommodating the large tune spread created by the high chromaticity and Landau
octupoles values needed to stabilize the beam against electron cloud (see Figure 2-18).

- The ratio between the tune separation and the closest tune approach should be larger than 2 as coupling
can lead to instabilities due to a loss of transverse Landau damping [143]. Two measurements performed
at 6.5 TeV confirmed predictions from simulations [130] that an increase by a factor 4 to 5 of the Landau
octupoles current is required to stabilize the beam if linear coupling is not sufficiently well corrected.
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Figure 2-18: Optimization of the working point at injection to accommodate the large tune spread
created by the high chromaticity and Landau octupole values needed to stabilize the beam against
electron cloud.

A high harmonic (800 MHz) RF system [144-150] in Bunch Shortening Mode (BSM) could provide an
additional margin for longitudinal stability. It could also reduce intra-beam scattering (IBS) emittance growth
rates, beam-induced heating and pile-up density in Bunch Lengthening Mode (BLM), by flattening the bunch
profile. More recently, it has been demonstrated that flattening of the bunch profile could be obtained also in
BSM [151]. A preliminary cavity design for the 800 MHz RF system exists [152] but the proposed installation
is dimensioned for operation in BSM. The installation for BLM operation would require a scaled-up version
of the system. Longitudinal instabilities are not expected to be an issue in the HL-LHC [129] for the nominal
bunch parameters, however, it is being considered to consider 1.2 ns as nominal average bunch length to
guarantee stability even in the presence of bunch-to-bunch parameter variations (intensity and bunch length).
These variations are observed already in the beams delivered by the injectors and they persist after controlled
emittance blow-up during the ramp in the LHC. Single bunch measurements in the LHC at 4 TeV showed an
intensity threshold at 1 x 10'" p/b, for an RF voltage of 12 MV and a longitudinal emittance of 1 eVs (4 o
bunch length of 0.8 ns, scaled from the measurement of the full width at half maximum). Scaling to HL-LHC
parameters (16 MV, 2.5 eVs) leads to an intensity threshold of 3.4 x 10'' p/b. A comparison between recent
measurements and predictions of the loss of longitudinal Landau damping reveals a good agreement (see Figure
2-19), therefore a sufficient margin should exist for the HL-LHC beam parameters and the expected
longitudinal impedance.

The effect of a double (800 MHz) RF system on the single-bunch transverse stability limit has been
studied through HEADTAIL simulations, considering the HL-LHC impedance model without crab cavities
[153][154]. The effects of chromaticity, Landau octupoles, (bunch-by-bunch) transverse damper and a phase
error between the two RF systems (of 5 degrees) were considered. An increase of the single bunch transverse
stability threshold by about a factor 4 can be obtained in BLM if combined with operation with Q’ = 15,
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+ 550 A in the octupoles and a damping time of the transverse damper of 50 turns. In BSM, the impact of the
800 MHz system on the single bunch transverse stability threshold is marginal and it can even lead to a slight
reduction of the threshold according to the chromaticity settings [154].

From the above considerations, an 800 MHz RF system is not expected to be needed from beam stability
considerations in the transverse or longitudinal plane.
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Figure 2-19: Comparison between longitudinal instability measurements and predictions of the loss of
longitudinal Landau damping.

The use of a low harmonic RF system in the LHC (200 MHz) as the fundamental RF system has been
suggested [155] since:

- it could help to reduce IBS, beam-induced heating, and electron cloud effects;
- together with the existing 400 MHz RF system, it could be used for luminosity and pile-up levelling;
- it also has a beneficial effect for ions and the momentum slip-stacking scheme in the SPS [156].

A new design has been proposed for a compact superconducting cavity [155] and the potential benefits
have been studied showing that this option could allow operating the machine within the available cryogenics
power if SEY < 1.4 cannot be obtained by scrubbing in the main dipoles [157]. Finally, the expected benefits
of a double RF system should be weighed against the impedance increase and the possible reduced reliability.

Based on the experience from LHC Run 1, the interplay between impedance, Landau octupoles, and
beam-beam is expected to play an important role in defining the stability limits during the betatron squeeze
[128][158]. A detailed analysis of the evolution of the stability diagram in the presence of Landau octupoles
and beam-beam long-range during the betatron squeeze has been done [159]. The result for the negative sign
for the Landau octupoles, preferred for single beam stability, is shown in Figure 2-20. It can be seen that the
maximum reduction of the stability diagram during the betatron squeeze (compared to the case without beam-
beam) is reached for a B* of approximately 40 cm and that below this value, the stability diagram increases
due to the telescopic squeeze increasing the [ functions in the arcs. It was also found that the maximum
reduction of the stability diagram during the betatron squeeze can be compensated by 8% larger 3 at the Landau
octupoles at B*=40 cm.

57



le—4 le-4

14}| — Negative LOF 14| — Negative LOF

T I
1 L}
-~ Positive LOF : -~ Positive LOF :
12}| — PB*=6000mm . | 121| — B*=6000mm X
— p*=700mm ’\ — PB*=700mm !
B* = 400 mm 1 B* = 400 mm "
B* = 150 mm B* = 150 mm

-Im(aQ)

Re(AQ)

Figure 2-20: Evolution of the stability diagram in the presence of Landau octupoles and beam-beam
long-range as a function of f* (in mm) during the betatron squeeze. The curve « Negative LOF » (below
the curve corresponding to f* = 6 m) refers to the stability diagram with Landau octupoles only
(negative current of -570 A in the focussing octupoles). The maximum reduction of the stability diagram
at f* ~ 40 cm (left) can be compensated by 8% larger B function in the Landau octupoles in the arcs
(right).

The study of the stability diagrams during the collapse of the separation bump when going in collision
has identified two minima, at a full separation of ~ 6.5 ¢ and at ~ 1.5 o. It was recommended to cross the most
critical minimum, at ~ 1.5 o, faster than the predicted instability rise-time, i.e. faster than 1 s therefore
providing the specifications for the ramp and acceleration rates for the dipole correctors determining the
separation bump (see Section 2.3.2) [103][130]. No instability has been observed so far at the minimum of the
stability diagram during the regular operational fills, as expected from the rate at which the separation bump
is presently reduced in the LHC and due to the fact that even at minima of stability diagrams, sufficient Landau
damping exists in the presence of the transverse damper.

The operation with 25 ns beam (for both LHC and HL-LHC) relies heavily on beam-induced scrubbing:
the LHC experience in 2015 and 2016 is thus of paramount importance to quantify how effectively scrubbing
can mitigate electron cloud effects. The multipacting thresholds and heat loads have been already estimated
and the induced heat loads from the electron cloud are discussed in Section 2.4.3 [160]. The detailed study of
the impact of the shielding of the pumping holes (“baffles”) has been performed and the conclusion is that the
electrons impacting on the cold bore (without baffle plates) contribute significantly to the multipacting inside
the chamber. The resulting additional heat load on the cold bore would be non-negligible and therefore the
recommendation was made to include shielding baffles behind the pumping slots in the design of the beam
vacuum system for the HL-LHC triplet magnets [161]. The full electron cloud suppression should be possible
for the arc dipoles, but it still needs to be confirmed, whereas it seems very unlikely for the quadrupoles. The
expected heat load on the beam screen corresponding to that situation is estimated within the cryogenic cooling
capacity while the impact on beam quality/stability is being assessed. First results revealed that after the
reduction of the SEY through beam-induced scrubbing below 1.3, the electron cloud should not drive the beam
unstable but the interplay between the electron cloud induced tune spread and the other sources of tune spreads
and impedance/beam-beam effects still needs to be studied in depth. The tune spread due to electron cloud in
the quadrupoles is shown in Figure 2-21, for the estimated SEY after scrubbing (SEY close to 1.3, see cross in
Figure 2-21 left): an important tune spread of ~0.01 is expected, starting from an initial uniform e-cloud
distribution. First tests performed with the electron cloud distribution from build-up simulations revealed
significant changes with respect to the corresponding cases with uniform initial distribution and therefore, the
instability thresholds and tune footprints are being updated with self-consistent distributions [162].
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Figure 2-21: (Left) estimated electron cloud density in the dipoles and quadrupoles as a function of SEY
and (right) associated tune footprint at the end of the scrubbing (assuming SEY close to 1.3, see cross in
the left plot) starting from an initial uniform electron cloud distribution.

As foreseen, electron cloud effects have determined the pace of the intensity ramp-up both from the heat
load (see Section 2.4.3) and beam stability point of view [163][164], in particular in 2015 after LS1 when most
of the machine beam screens and vacuum chambers were vented to air for interventions. Coherent beam
instabilities are observed at injection in the presence of electron cloud. These require to use high values of
chromaticity (Q’ ~ + 15 units) in both planes, high transverse damper gain (damping times of ~10 turns) and
high Landau octupole strength (corresponding to a current of +40 A in the LOF octupoles) with the presently
available BCMS beams. These beams have emittances comparable to the nominal HL-LHC beam at injection
but half the bunch population [165]. Considering only the effect of the impedance, a few Amps in the Landau
octupoles should be enough to stabilize the beam. Simulation studies including electron cloud effects are
currently being performed to see if only electron cloud is responsible for this effect or if some interplay between
different mechanisms is involved. It is necessary to check first the scaling of the instability properties with
bunch population to predict the behaviour of the HL-LHC beams.

A vertical instability (so called “pop-corn instability”) affecting the tail of the 72 bunches trains
delivered by the injectors has been observed after a few hours in collision for beams consisting of more than
600 bunches [166]. A mechanism involving electron cloud effects has been proposed to explain this
observation [164][167][168] and the simulations have allowed identifying chromaticity as a means to control
the instability, as already tested at injection [169]. A detailed analysis of this mechanism is still under study.

In case of issues with transverse instabilities in the future, other remedies exist such as the introduction
of a larger transverse tune spread (for Landau damping) using the second order chromaticity (Q”) or an
additional RFQ [170], or the suppression of the intra-bunch motion by a wide-band feedback system [171]. In
particular, the latter could be of interest in case of instabilities resulting from electron clouds. Note that the last
two mitigation methods require new hardware and they are not part of the baseline and they are still in a study
phase.

2.4.2 Beam-beam effects

The beam—beam interaction is known to be an important factor limiting the performance reach of present
particle colliders. Two of the most significant effects of beam—beam interactions are: i) the induced particle
losses due to crossing of excited resonances, enhanced by the large beam-beam tune-spread. These particle
losses decrease the beam lifetime, create a high background load for physics experiments, and elevated heat
and radiation load on the collimation system; and ii) the degradation of beam quality manifesting itself through
the beam size blow-up, most commonly driven by noise effects, that decreases the luminosity delivered to
particle physics experiments.
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Owing to the broad theoretical and simulation campaign during the design of the LHC collider, the
beam-beam effects in the present machine are extensively studied [172]. In addition, the present LHC has
surpassed the beam-beam tune-shift thought to be the limit based on experience with past colliders [172].
However, the HL-LHC represents a quantitative as well as a qualitative leap into unknown territory with
respect to beam—beam effects. The baseline configuration makes use of some novel concepts that have not
been used to their full extent in hadron colliders so far and thus require careful evaluation. The concepts related
to beam—beam effects are: 1) luminosity levelling by variation of the beta function at the IPs; ii) tilting bunches
in the main IPs with the use of RF crab cavities; iii) significantly higher value of the head-on beam—beam tune
shift.

Hence, the expected impact of beam—beam interactions on HL-LHC machine performance has been
evaluated in order to provide an insight into possible limitations. The studies were mostly performed with the
use of the weak—strong approximation (i.e. assume that single particles representing the "weak" beam are
affected by the electromagnetic field of the "strong" beam) and employed the SixTrack and Lifetrac codes,
which have been successfully used for the design and optimization of past and existing colliders [173][174].
Both codes are capable of calculating the area of stable motion in phase space (the dynamic aperture), and
hence a direct comparison of the results is possible. Additionally, the evolution of macroscopic beam
parameters including intensity, emittance and luminosity lifetime were simulated with Lifetrac. The
performance reach for weak—strong codes is a few million turns, which is equivalent to a few minutes of
machine time. Where necessary (i.e. for evaluating coherent effects and the influence of noise), strong—strong
simulations with BeamBeam3D, COMBI and a code by K. Ohmi [30,175-187] were carried out.

In the evaluation of the HL-LHC, the criteria used for establishing satisfactory beam dynamics behaviour
were similar to those in the LHC design study. In particular, the target value for the one-million turn DA was
6 o (for the nominal HL-LHC emittance of 2.5 pm) or more for a particle with relative momentum deviation
of 2.7 x 10™*. The motivation for the choice of such a margin is explained in Ref. [173] and it has been validated
with experiments in the LHC [177]. In short, the beam—beam driven diffusion at small amplitudes is quite
slow, and the 10° turns of tracking typically does not represent the real long-term stability boundary. In the
majority of studies, the 6 ¢ DA corresponds to a true stability boundary of about 4 ¢ with the appearance of
chaotic motion [173]. The DA limit considerations are currently under scrutiny, based on the observed
behaviour of the LHC during Run 1 and Run 2 [188] and in particular the ability to operate with lower crossing
angle then the one anticipated. There is finally an effort to complement the calculations of DA with multi-
particle simulations of bunch parameters, which are appreciably slower but produce directly measureable
quantities [189].

In the baseline HL-LHC scenario (25 ns spacing) presented in the previous version of the Technical
Design Report (TDR) [3], bunches begin colliding with 2.2 x 10" p/b and transverse normalized emittance of
2.5 um. The bunches are tilted by four crab cavities per beam and per side at each of the two main IPs to ensure
head-on collisions despite the trajectories crossing at an angle. The luminosity is levelled at the constant value
of 5 x 10°** ecm ™2 s™! by varying the beta function from ~69 cm at the beginning of the fill to 15 cm at the end,
in the case of constant crossing angle of 590 urad. Assuming negligible transverse emittance growth, the
separation of beams at parasitic crossings thus varies from 26 ¢ at the beginning of the fill to 12.5 ¢ at the end.
The levelling process was evaluated from the point of view of beam—beam effects at several stages along the
fill for the baseline luminosity of 5 x 10** cm™s™ as well as the ‘ultimate’ luminosity of 7.5 x 10**cm™s™. The
parameters of these stages are presented in Table 2-12. The simulations for the updated baseline scenario
presented in this TDR are ongoing.
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Table 2-12: Parameters of simulation cases for evaluation of beam-beam effects during luminosity
levelling, for the scheme with four crab cavities (full crabbing).

B [cm] | N[10' | Separation [o] | Total head-on tune shift
Baseline luminosity 5 x 10** em™?s!
69 2.2 26 0.021
40 1.7 20 0.017
33 1.55 18 0.016
15 1.1 12.5 0.011
10 0.95 10.5 0.009
Ultimate luminosity 7.5 x 10> cm?2s’!
33 2.0 18 0.02
15 1.35 12.5 0.013
10 1.2 10.5 0.011

For the 4-crab cavities scenario, all simulations were performed with lattice version HLLHCV1.0.
Figure 2-22 summarises the minimum DA values attained during the luminosity levelling. Apparently,
operation at the constant crossing angle of 590 prad provides substantial margin in terms of minimum DA
during the entire levelling process down to =15 cm. This may open several possibilities for improvements:
i) increasing the value of levelled luminosity up to the ‘ultimate’ 7.5 x 10*cm™s™; ii) reducing the crossing
angle down to 450 prad and consequently, the crab cavity voltage; iii) operating at a larger value of
chromaticity if so demanded by the coherent beam stability (preliminary evaluation suggests that it can be
raised by 2-4 units [190]). The inclusion of multipolar lattice errors does not significantly affect the dynamics
[191], as well as the collisions with a finite angle and separation at IP2 and IP8 [190].
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Figure 2-22: Minimum DA during luminosity levelling simulated for the baseline scenario (round optics,
constant crossing angle 590 prad, full crossing angle compensation by crab cavities) as a function of the
beta-function at the IP, simulated with SixTrack beam-beam code. Dashed horizontal line depicts the
target minimum DA of 6 o. Solid lines show the results for machine with no multipole errors, dashed
lines - with multipole errors. Diamonds indicate the effect of collisions at IP2 and 8 according to the HL-
LHC Operational Scenarios described in [136]. The studies were performed with HL-LHC optics V1.0.

For the new baseline proposed in mid-2016 (see Table 2-1), the minimum DA (for HLLHCV 1.2 without
errors but with all IPs) with =20 cm and 1.3 x 10" particles is still comfortable at around 6.2 c. In that case,
the crossing angle is 510 prad. This gives confidence that for the new nominal, but also for the ultimate,
scenario there is adequate margin, either for reducing the crossing angle or for accommodating the impact of
non-linearities, such as multipole errors, high chromaticity and Landau octupoles. A global exploration of the
impact to the DA of all the related parameters including possible compensation of the long-range beam-beam
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effects for alternative scenarios [192] are under study for refining the various operational scenarios and
optimizing the projected HL-LHC performance.

PACMAN effects [183][185][186] have been evaluated and shown not to have a significant impact on
DA and luminosity. The PACMAN effects are expected to be strongest at the end of the fill (8° = 20 cm), and
will be weaker than the nominal LHC case due to a larger normalized long-range beam—beam separation
(12.5 o compared to 9.5 ¢). With an intensity of N = 1.1 x 10'! p/b and a normalized long-range beam-beam
separation of 12.5 o one expects a maximum orbit offset at IP1 and IP5 of about 0.3 ¢ and it is only slightly
increased (0.4 o) for the new baseline. The long-range variations at IP1 and IP5 result in a very small
asymmetry in the tune footprint thanks to the passive compensation of the long-range effects via the alternating
crossing [185], and no impact on long-term tracking has been noticed [181].

Beam-beam effects can induce beam emittance growth and related luminosity lifetime degradation via
a variety of mechanisms. Weak—strong simulations of multi-particle bunches were used to evaluate the
emittance growth due to beam—beam related betatron resonances. The results predict that the luminosity
lifetime due to beam—beam effects will be more than 80 h even in the worst case [186][189]. A more significant
mechanism of emittance degradation can be related to the interplay between the nonlinearity of the beam—
beam interaction and various sources of noise. In particular, the phase errors of crab cavities and the ripple of
dipole magnet power supplies lead to fluctuations in normalized long-range beam—beam separation. Strong—
strong beam—beam simulations have been carried out for the HL-LHC parameters with a large crossing angle
and crab cavity compensation [30][187]. A detailed damper model was included in the simulations. Both
levelling and crab cavity levelling were simulated including crab cavity noise and dipole power supply ripple
[187]. For white random phase and relative voltage amplitude noise in the crab cavities, simulations suggest
that the R.M.S. noise amplitudes should be kept around the level of 10~ rad and 107, respectively, in order to
maintain a luminosity degradation rate below 1% / hour in the presence of a transverse feedback with a
damping time of 20 turns. This tolerance limit might over-estimate the crab cavity phase noise level since the
real phase error will have some spectral distribution different from white noise. For the present studies, the
spectrum was sampled at a number of frequencies near the betatron frequency. Simulations suggest that strong
emittance growth would occur with noise frequencies near the fractional tune of 0.30 and 0.31. The phase
errors with those frequencies should be kept as small as possible. The 600 Hz dipole noise was found to have
negligible effect on the beam emittance. These studies have to be re-evaluated for the new baseline, although
the lower number of cavities is expected to relax the mentioned tolerances.

243 Beam-induced heat load

The circulating beam can deposit a significant amount of power on the structures exposed to it mainly through
three different mechanisms: synchrotron radiation, impedances and electron cloud [129]. The impedance-
induced heat loads with the HL-LHC beam parameters [22] for several key systems are summarized in Table
2-13. In the analysis, it is assumed that no forward physics detectors (e.g. ALFA and TOTEM) will be installed
during the HL-LHC era.

In the superconducting arcs an important contribution to the heat load on the beam screens is given by
synchrotron radiation, which amounts to 0.66 W/m/beam for HL-LHC beam parameters, whereas the
longitudinal impedance of the beam screen introduces a further contribution of 0.47 W/m/beam.
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Table 2-13: Summary of the impedance-induced heat load computations for several key systems.

Element

Expected heat load [W]

Conclusion/comment

Equipment with RF
fingers [193]

Negligible for conforming RF fingers.

Robust mechanical and quality control required
during the installation phase.

Experimental beam
pipes (resonant
modes) [194-199]

ATLAS: none expected.
ALICE: potentially” ~ 2 kW.
CMS: potentially” ~ 700 W.
LHCb: potentially” ~ 500 W.

The temperature of the existing large-diameter
regions of the ALICE vacuum chambers (where
the HOM are localized) is being monitored to
benchmark the simulations and allow
extrapolations to the HL-LHC parameters.
These did not reveal any issue so far. The design
is being followed-up with the experiments to
assess the impact of these expected heat loads
on hardware integrity and outgassing. Particular
attention requires the new VELO design.

Triplet beam screens
([200] and Table 2-
14).

See Table 2-14 where the power losses
have been computed vs. temperature
(between 20 K and 70 K). An option
with two welds is also considered. The
impact of the carbon coating is
negligible.

The effects of the beam screen longitudinal
weld, the two counter-rotating beams, and the
magneto-resistance have been taken into
account. Decoupling of the cryogenics for the
IR elements and the RF will provide more
margin for acceptable heat load in the arcs.

Triplet beam position
monitors [201]

~45 W for a stripline of 63 mm diameter
(worst case), which would be mostly
dissipated through the elements
connected to the stripline.

This assumes no interferences between the two
beams’ electromagnetic fields (worst case) and
copper coating.

New collimators with
integrated BPMs and
ferrites [202]

~100 W (of which ~5 W would be
dissipated in the ferrites and 4 W in the
RF fingers).

Experience so far has shown no heating issue
for these new collimators.

Injection kickers
(MKIs) [203][204]

Between ~125 W/m and ~191 W/m
(based on measurements of 9 MKIs
upgraded to have the full complement of
24 screen conductors and hence averaged
over the length of an MKI). For
comparison, most of the MKIs before
LS1 had an average power deposition of
~ 70 W/m (which did not limit LHC
operation). Simulations indicate that the
power deposition is highly non-uniform
and ~500 W/m are predicted to be
deposited in the upstream cell.

Based on simulations and experience, following
long physics fills, the upstream ferrites would
exceed their Curie temperature (120°C) — by up
to 100°C — and would require significant time to
cool down. For the HL-LHC, we are looking at:
(i) further reducing the power deposition in the
upstream ferrite cells; (ii) improving the
cooling; (iii) using high Curie temperature
ferrites.

Crab cavities [205]

Potentially” multi kW range.

The design should allow detuning the
longitudinal modes from multiples of 20 MHz
by ~0.5 MHz.

Injection protection
dump (TDI) [197]

The devices installed in Run 1 and in
2015 suffered from beam-induced
heating (in the kW range for the injection
settings) with nominal LHC parameters,
due to inefficient cooling and material
non-conformity.

The present TDI installed in the 2015-16 YETS
with copper-coated graphite absorbers shows
much lower beam induced heating. A new
absorber (TDIS) is presently being designed for
installation in LS2, with a significantly
improved cooling efficiency.

Synchrotron radiation
monitor (BSRT)
[206]

The power deposited in the ferrite
absorbers (heated at ~ 250°C to 350°C
according to simulations and 2012
measurements) could not be efficiently
transferred, leading to damage.

A new design has been installed during LS1 for
operation with nominal LHC beams. The
validity of this design for HL-LHC is being
assessed after Run 2.

*If the longitudinal modes overlap with beam harmonic frequencies.
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The remaining contribution from electron cloud effects will depend on the Secondary Electron Yield
(SEY) of the beam screen surface that can be achieved through beam induced scrubbing. Figure 2-23 shows
the heat load from the electron cloud simulations as a function of the bunch intensity for both an arc dipole and
an arc quadrupole, for different SEY values (where the multipacting process is modelled as described in [207]).
An SEY of 1.3 is sufficient to suppress the electron cloud in the dipoles, while much lower values are needed
for the quadrupoles, hardly achievable by beam induced scrubbing. During Run 2, the LHC is being operated
with 25 ns bunch spacing, accumulating a significant electron dose on the beam screen surfaces. Nevertheless,
to this date a significant heat load from electron cloud can still be measured on the arc beam screens as shown
in Figure 2-24. The figure also shows a significant difference in the conditioning state of the different sectors
of the machine, the origin of which is presently not understood.

In the case in which a sufficiently low SEY cannot be achieved, e-cloud effects can be mitigated by
using specially conceived filling patterns. The underlying idea is to use the flexibility of the injector complex
to build bunch trains with long enough gaps interspersed, to prevent the build-up of electron cloud along the
beam. An alternative scenario (referred to as 8b+4e [208]) based on very short trains with 25 ns spacing has
been conceived to reduce the electron cloud effects in the HL-LHC and has been considered as part of the HL-
LHC operational scenarios [8]. The effectiveness of the 8b+4e scheme for electron cloud suppression has been
proven experimentally in the LHC in 2015 [209]. Moreover, operation with a 200 MHz main RF system would
allow for significantly longer bunches in the LHC with a significant reduction of the heat load from impedance
and electron cloud [155][157][210]. The performance for both these schemes is presented in Section 2.5.
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Figure 2-23: Simulated heat load from electron cloud in the arc main magnets as a function of bunch
intensity and SEY.
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Figure 2-24: Heat load measured in the LHC arcs during a physics fill with beams consisting of 2040
bunches distributed in trains of 72 bunches in 2016. The heat load values are in Watts per half-cell. The
dashed line shows the heat load expected from impedance and synchrotron radiation.

In the insertion regions, the synchrotron radiation contribution to the heat load is found to be negligible

[211-213] while the impedance contribution is strongly dependent on the beam screen operating temperature
as illustrated by Table 2-14.

Figure 2-25 shows the heat load expected from electron cloud along the triplet assemblies at the
experimental IPs. It can be noticed that the least efficient multipacting (lower heat load) occurs at the locations
of the long-range encounters (vertical dashed lines) and that the heat load values in the D1 dipole are

comparable to the values in the quadrupoles. Figure 2-26 shows the total heat load expected per triplet
assembly.

Table 2-14: Impedance-induced heat loads for the different types of beam screens (including the effects
of the longitudinal weld, two counter-rotating beams, and the magneto-resistance) vs. temperature:
values are given for the 25 ns beam.

Power loss [W/m] 20K 30K 40 K 50 K 60 K 70 K
QI (49 mm, 6.9 T) 0.23 0.24 0.28 0.34 0.40 0.47
Q2-Q3 (59 mm, 8.3 T) 0.19 0.20 0.23 0.28 0.33 0.38
DI (59 mm, 5.6 T) 0.17 0.19 0.22 0.27 0.32 0.38
D2 (42 mm, 4.5 T) 0.25 0.27 0.32 0.39 0.47 0.54
Q4 (32 mm, 3.7 T) 0.34 0.37 0.44 0.54 0.64 0.74
Q5 (22 mm, 4.4 T) 0.59 0.63 0.72 0.86 1.01 1.16
Q6 (17.7mm, 3.5 T) 0.79 0.84 0.96 1.14 1.32 1.51
Q7(17.2mm, 3.4 T) 0.82 0.87 1.00 1.18 1.37 1.56
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Surface treatments (e.g. amorphous carbon coating) are foreseen on the beam screens of the triplet and
D1 magnet assemblies for IP1/2/5/8 in order to achieve SEY of 1.1 or lower (these technologies are presently
being validated at the COLDEX experiment at the SPS). This condition will lead to heat loads from e-cloud of
the order of approximately 150 to 200 W per triplet or lower.

The heating mechanisms for the beam screens of the twin-bore cold magnets have been studied in detail
and the estimated heat loads for all the insertion regions are reported in [214]. Figure 2-27 shows the total
expected heat load on the beam screens of the twin-bore cold magnets for all the IRs. The red and blue bars
show the values obtained assuming SEY=1.3, which could be obtained through beam induced scrubbing, and
SEY=1.1, which would be provided by a low SEY treatment of the beam screen surface. The present baseline
includes the surface treatment of the beam screens of the elements that will be installed in the matching section
of the high luminosity IPs (D2, Q4 and Q5 and associated correctors). The need of coating additional elements
in the IP2 and IP8 matching sections (D2, Q4, Q5 and associated correctors) are being assessed taking into
account the heat load estimates and the available cryogenics power during the HL-LHC era.
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Figure 2-27: Simulated total heat load on the beam screen of the twin-bore cold magnets for all the IRs.
Both impedance and e-cloud effects are included.

The above estimates rely strongly on the dependence of the SEY on the electron energy [207] that
determines, among others, the scaling of the heat load on the bunch population. The validation of these
simulations with measurements at bunch populations close to the nominal HL-LHC one will be carried out
after LS2, when these beams will be available from the injectors. This is vital for the validation of the HL-
LHC performance [215].

2.4.4 Luminosity performance

The peak performance at 7 TeV has been estimated in Table 2-1. The estimate of the integrated [uminosity
requires determining the luminosity evolution during a fill. The beam intensity evolution has been evaluated
taking into account burn-off due to luminosity considering a total cross-section of 111 mb [5,7,216-218].

The emittance evolution has been determined including: intra-beam scattering (IBS) (based on Run 1
experience, no coupling has been assumed), radiation damping and an additional (unknown) source of vertical
emittance blow-up with a lifetime of 40 h (based on observations during Run 1). A finite difference method in
steps of 5 min has been implemented to model the intensity evolution and the evolution of the IBS lifetime as
a function of the bunch population. Figure 2-28 shows the evolution of the main parameters for the nominal
scenario for the standard filling scheme with parameters listed in Table 2-1. As a result of the reduction of the
number of crab cavities, the line-density of pile-up events has increased for the nominal HL-LHC levelled
luminosity as compared to the scenario presented in [3] and levelling on the pile-up density has to be applied
in order not to exceed the maximum value acceptable by the experiments (1.3 events/mm/crossing). This
implies a slightly lower levelled luminosity than 5.3 10** cm™ s in the last hour of the levelling process. The
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crossing angle is assumed to be constant during the fill. f* levelling has been considered as levelling
mechanism and it has been applied when the pile-up deviates by more than 2% from the target value [219]. It
is also assumed that longitudinal blow-up is applied to keep the longitudinal emittance and bunch length
constant throughout the fill.
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Figure 2-28: Evolution of the main machine and beam parameters the nominal scenario.

Alternative (or complementary) luminosity levelling scenarios include:

- crossing angle variation to increase the geometric reduction factor at the beginning of the fill;
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- crab cavity RF voltage variation to have a partial crossing angle compensation at the beginning of the
fill;

- dynamic bunch length reduction;
- controlled variation of the transverse separation of the two colliding beams.
The first two options have the disadvantage of increasing the line pile-up density at the start of the fill.

Table 2-15: Integrated performance estimate for the nominal scenario.

Levelling | Optimum fill Integrated Lumi [fb™V/y] Maximum mean pile-up Maximum mean
time length for n =50%, optimum fill density pile-up
[h] [h] length [events/mm/ crossing] [events/ crossing] in
IP1/1PS in IP1/IP5 IP1/1PS
5.2 7.2 239 1.3 140

The performance estimates for the nominal scenario is presented in Table 2-15. The parameters used for
the estimates of the HL-LHC integrated performance are listed in Table 2-16.

Table 2-16: Parameters assumed for HL-LHC performance estimate.

Scheduled physics time for p—p luminosity production/year (7s) [days] | 160
Minimum turnaround time [h] 3
Performance efficiency — goal [%] 50
Pile-up limit IP1/IP5 [events/crossing] 140/200
Pile-up limit IP8 [events/crossing] 4.5
Pile-up density limit — [P1/IP5 [events/mm/crossing] 1.3
Visible cross-section IP1/IP5 [mb] 81

2.5 Variants and options

The HL-LHC project includes the study of various alternatives to the present baseline configuration with the
aim either of improving the potential performance of the machine or of providing options for addressing
possible limitations or changes in parameters. These are briefly described in the following sections.

2.5.1 Flat optics

To improve the performance a flat optics might be used with IP 3 functions of 15 cm and 40 cm (limited by
the aperture of the Q4 MQY-type magnet) in the separation and crossing planes, respectively. A crossing angle
of 11.9 ¢ could be reached at the end of the fill for bunch populations of 1.1 x 10" p/bunch as shown in DA
studies including beam-beam effects (but only in IP1 and IP5 and in the absence of magnetic errors, with no
crab cavities and without working point optimization) [220-222]. The operation at ultimate luminosity might
not be possible unless beam-beam long-range compensation schemes are implemented. The performance for
this configuration is shown in Figure 2-29 and it approaches the HL-LHC nominal performance in terms of
integrated luminosity but with lower peak pile-up density.

2.5.2 8b-+4e alternative filling scheme

The 8b+4e filling scheme provides larger bunch charge with about 30% fewer bunches (see Table 2-17) [208].
The 4 empty buckets are expected to highly suppress the formation of the electron cloud [155]. The 8b+4e
filling scheme consists of PS trains of 56 bunches with 2.3 x 10'" p/bunch and an emittance of 2.2 um. The
lower number of bunches of the 8b+4e scheme implies a lower peak luminosity at the same number of pile-up
events per crossing . The peak pile-up density reaches 1.30 events/mm, the same than the baseline. Thanks
to the larger bunch population and lower emittances, the yearly-integrated luminosity is only reduced by about
25% as shown in Figure 2-30.
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Figure 2-29: Evolution of the main parameters for two scenarios: baseline (round optics) with *=20
cm (red) and flat optics (f*=40 cm/15 cm blue) with the crab cavity voltage of 6.8 MV per IP side and
per beam.
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Figure 2-30: Performance comparison of the HL-LHC baseline (red) to the alternative 8b+4e filling
scheme (blue). A reduction on the integrated luminosity of about 25% is observed in the 8b+4e
scenario.
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Table 2-17: Parameters of the HL-LHC baseline scenarios and main alternatives.

Baseline No CC

Parameter Round Flat 8b+4e | 200MHz No wire Wire
Beam energy in collision [TeV] 7 7 7 7 7 7
Particles per bunch, N [10'!] 2.2 22 2.3 2.2 22 2.2
INumber of bunches per beam 2748 2748 1968 2748 2748 2748
[Number of collisions in IP1 and IP5 2736 2736 1960 2736 2736 2736
Niot [10'] 6.0 6.0 4.5 6.0 6.0 6.0
Beam current [A] 1.10 1.10 0.82 1.10 1.10 1.10
Crossing angle in IP1 and IP5 [prad] 510 344 480 510 344 281
INorm. long-range beam—beam sep. [o] 12.5 11.9 12.5 12.5 11.9 9.7
Minimum £, [cm] 20 40 20 20 40 40
Minimum §," [cm] 20 15 20 20 15 15
& [um] 2.5 2.5 2.2 2.5 2.5 2.5
L [eVs] 2.5 2.5 2.5 2.5 2.5 2.5
R.M.S. energy spread [0.0001] 1.08 1.08 1.08 1.00 1.08 1.08
R.M.S. bunch length [cm] 8.1 8.1 8.1 15.0 8.1 8.1
IBS horizontal [h] 18.8 17.3 13.6 334 17.3 17.3
IBS longitudinal [h] 20.6 21.1 16.9 31.7 21.1 21.1
Piwinski parameter 2.53 1.20 2.5 4.69 1.20 0.98
IRo w/o crab cavities at min. B 0.369 0.623 0.369 0.210 0.623 0.692
IR, with crab cavities at min. B* 0.715 0.907 0.740 0.383 N/A N/A
Beam-beam per IP [102] 1.00 1.07 1.23 0.67 0.77 0.86
Peak luminosity w/o CC [10°*cm?s *!] 6.52 9.00 5.8 3.71 9.00 9.99
Peak luminosity with CC [10%° cm%s ] 1.26 1.31 1.16 0.68 N/A N/A
Pile-up without levelling and CC 172 237 213 98 237 263
Levelled luminosity [10**cm™s] 5.3 5.3 3.8 5.3 5.3 5.3
Events/xing p (with levelling and CC) 140 140 140 140 140 140
Peak pile-up density [events/mm] 1.3 1.07 1.3 1.3 1.3 1.3
Levelling time [h] 5.14 5.03 6.2 2.36 4.47 4.22
Integrated luminosity [fb™!] 239 241 181 206 214 225
INumber of collisions P2 2452 2452 1163 2452 2452 2452
INumber of collisions IP8 2524 2524 1868 2524 2524 2524
IV at injection [10"!] 2.3 2.3 24 2.3 2.3 2.3
Maximum n. of bunches per injection 288 288 224 288 288 288
N0t per injection [10'%] 6.6 6.6 5.4 6.6 6.6 6.6
& at SPS extraction [um] 2 2 1.7 2 2 2

253 Sub-harmonic RF system 200 MHz

A 200 MHz RF system in the HL-LHC might allow to provide bunches as long as 20 cm. Simulations have
shown that this bunch length highly suppresses electron cloud in the dipoles [223]. Figure 2-31 shows that a
15 cm bunch length mitigates the heat load for an SEY of 1.4. Electron cloud is most critical at injection for
emittance dilution (due to the lower beam rigidity) and during the energy ramp for the total heat deposition in
the beam screens (due to the reduction of the bunch length at the beginning of the ramp and to the increasing
number of seed electrons generated by photoemission on the beam screen wall from synchrotron radiation).
Once at flattop the bunch length could be optimized to find a balance between electron cloud effects and
luminosity production, possibly allowing levelling luminosity with bunch length. 6 MV in the 200 MHz RF
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system and 3 MV in the 400 MHz system are required to have 20 cm bunch length along the cycle. Shortening
of the bunch length down to 8.1 cm would require a stronger 400 MHz system, closer to the current LHC
configuration. It must be noted that operation with longer bunches will imply a different mode of operation of

the triplet BPMs that will entail a reduction of their precision.
LHC_AreDip_450GeV_hi2.20e11ppb
200
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Figure 2-31: Heat load per half-cell and per aperture at injection induced by electron cloud in dipoles
versus SEY for 4 different bunch lengths: 7.5, 11.2, 15 and 19 cm (corresponding to a 4c bunch duration

of 1, 1.5, 2 and 2.5 ns). A very low heat load is achieved already for an SEY of 1.4 and a bunch length
15 cm.

Figure 2-32 compares the HL-LHC baseline fill evolution to the 200 MHz alternative assuming 15 cm bunch
length and the possibility of reducing the bunch length along the fill. The parameters for the considered
scenario can be found in Table 2-17. If electron cloud would not allow for the reduction of bunch length below
15 cm the integrated luminosity would be about 14% lower.
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Figure 2-32: Performance comparison of the HL-LHC baseline (red) to the alternative of 200 MHz (blue)
in order to suppress the electrons cloud effects. A bunch length of 15 cm is assumed at the start of the
fill and then reduced to maximize luminosity.

2.54 Flat optics without crab cavities

SPS tests, machine protection issues, crab cavity impedance, or emittance growth due to RF phase noise might
eventually suggest that crab cavities cannot be operated in the HL-LHC. In this scenario, it is possible to
recover partially the performance loss by resorting to flat optics with larger beam size in the crossing plane at
the IP. Current bearing wires or electron beams [224-226] might be installed in order to compensate for the
long-range interactions allowing for a reduction of the crossing angle and therefore increasing the luminous
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region. The configuration of the wires is still not finalized as these might require to be installed closer to the
beam than the tertiary collimators. To make this possible an electron beam wire might be used or a compromise
between wire position and settings of the nearby tertiary collimators could be found.
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Figure 2-33: Performance comparison of two alternatives without crab cavities using flat optics with
beam-beam long-range compensation (blue) and without (red).

Figure 2-33 compares the performance of the two scenarios considered above with and without long-
range compensation. The peak pile-up density is limited to 1.3 events/mm. The configuration for the case
without wire compensation has been derived from simulations in [220-222] for a crossing angle of 11.9 sigma
and flat optics with p’=40/15 cm as discussed in Section 2.5.1. For the case using wire compensators
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simulations in [226] suggest that a 280 urad crossing angle provides sufficient DA with B*=40/15 cm in the
presence of beam-beam effects although only IP1 and IP5 have been considered in the simulations and no
magnetic field errors have been assumed.

The absence of crab cavities reduces the baseline performance by about 11%, while the beam-beam
long-range compensation allows reducing the crossing angle and it improves the performance (luminosity loss
only of 6%, instead of 11%) at constant peak pile-up density. The beam and machine parameters corresponding
to these cases can be found in Table 2-17.

2.5.5 80 bunch filling scheme

The number of bunches in the PS trains could be increased from 72 to 80 in order to increase the integrated
luminosity without affecting peak pile-up density [227]. In [228] various fillings schemes have been considered
offering an increase in integrated luminosity of 2.3% in IP1 and IP5 and of 6.7% in IP8. Further optimizations
in [P1 and IP5 result in a large penalty for IPS. The only drawback of the 80 bunch filling scheme is the slightly
larger number of bunches at injection (from 288 to 320) to be considered for machine protection matters.
Nevertheless, this represents only an 8% increase in transverse beam density.

2.5.6 Pile-up density control

Pile-up density control can be achieved without any extra hardware only slowing down the baseline B levelling
to ensure a pile-up density below a pre-defined value. Since in the baseline the largest peak pile-up is reached
for a short time at the end of the levelling process, it is possible to reduce this largest peak pile-up with little
or negligible impact in the integrated [uminosity [155][223].

Crab kissing [229] uses flat bunches in the longitudinal plane and additional crab cavities in the
separation plane to maximize the luminous region. The flat bunches might be generated with a higher harmonic
of the RF system or by introducing an RF phase modulation [230]. Crab kissing requires 4 crab cavities per IP
side, per beam and acting in both of the transverse planes.

Control of the pile-up density becomes even more important for the operation at ultimate luminosity
with a larger maximum average pile-up of up to 200 events per bunch crossing. The reduction of the pile-up
density can be obtained by just slowing the reduction of B". In this configuration, an integrated luminosity of
271 fb™" per year could be attained by levelling at a maximum pileup density of 1.74 events/mm. Figure 2-34
summarizes the performance for the scenarios discussed in this Section.
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Figure 2-34: Summary chart showing pile-up (top) and integrated luminosity per year (bottom) versus
peak pile-up density for the various scenarios considered Section.
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2.6 The HL-LHC as a nucleus—nucleus collider

The LHC’s second major physics programme provides nucleus—nucleus (full stripped lead ions ***Pb®**) and
proton—nucleus collisions to ALICE, ATLAS and CMS. The principal overall goal of the programme is
ultimately to accumulate 10 nb~' of Pb—Pb luminosity in the ALICE experiment from LS2 to LS4 [156,231-
233] with some heavy-ion rums devoted to p-Pb or reference p-p data taking. The requirements of the other
experiments are assumed to be similar. The shorter p-Pb operational period is not considered here but the
successful run in this mode in 2013 shows that the luminosity goals are within reach [156, 234-235]. The
heavy-ion programme also requires p—p runs at specific energies to provide reference data (see Section 16.5.1)
and further special Pb-Pb runs. Nuclei other than **Pb®** have not been requested by the experiments but they
remain as possible options with potential performance to be evaluated.

The heavy-ion luminosity upgrade aims at increasing integrated rather than peak luminosity and is
therefore focused mainly on injecting the maximum beam current possible. With the expected upgrade to
remove the event rate limit of the ALICE experiment [232], luminosity levelling will no longer be a necessity
but may be employed to mitigate the rapid luminosity decay due to the large electromagnetic cross-
sections[156][236] Low values of " are required at three interaction points so the ATS optics will not be used.
The main elements of the heavy-ion luminosity upgrade should be in place a few years before those of the
proton—proton part of the project.

Upgrades to the heavy-ion injector chain [237][238] would normally aim to increase both the number
of bunches and the intensity per bunch, but these two quantities are not independent. Injecting long trains from
the SPS lengthens the injection plateau in the SPS, subjecting some bunches to higher losses from the effects
of intra-beam scattering, space charge, and RF noise [156][239]. On the other hand, injecting a larger number
of short trains from the SPS increases the average bunch intensity but leaves more gaps in the LHC bunch train
and increases the LHC’s injection time, reducing overall efficiency and subjecting some bunches to more
emittance growth at LHC injection. In all cases, there is a broad distribution of bunch parameters in collision
in the LHC. Optimization of the injection and filling schemes has to take all these interdependencies into
account [239] and will likely have to be done anew each year as a function of injector performance.

The previous performance estimates were based on an injection scheme that assumes that the maximum
12 PS batches of four bunches are assembled into a batch in the SPS, with a 50 ns bunch spacing achieved by
slip-stacking. This is repeated 26 times to assemble a train of up to 1248 bunches in the LHC (practical filling
scheme details will reduce this by some percent) and yielding a distribution of individual bunch-pair
luminosities at the start of colliding beams as shown in Figure 2-35. Simulation of the evolution of these
individual bunches, taking into account luminosity burn-off, IBS, and radiation damping [239] leads to the
total luminosity shown in Figure 2-36. Depending on the turnaround time (between beam dump and the next
declaration of stable beams for physics), the fill length can be optimized to give the ideal average daily
luminosity shown.
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Figure 2-35: Initial luminosity for each colliding bunch pair along the full train in the LHC.
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Figure 2-36: (a) Total luminosity (red) and integrated luminosity (blue) during a fill starting with the
bunch-pair luminosities shown in Figure 2-35. (b) Average luminosity per day as a function of
turnaround time (dump to next stable beams) when fill lengths are optimized, with lengths varying
between 3 h and 6 h, with the luminosity dependence shown in the left plot.

The rapid luminosity decay is due to the large cross-sections of electromagnetic processes in the
collisions [236][240]. The peak luminosity is expected to be substantially above the quench limit from losses
due to the bound-free pair-production process and new collimators (TCLD) are required in the dispersion
suppressors around IR2 (see Chapter 5, Section 5.2) in the connection cryostat zone. Intensity limitations may
also arise from losses due to collimation inefficiency, which is higher for ion beams, because of the more
complicated nuclear interactions with collimators [241][242][241-242]. These losses should be reduced by the
installation of TCLD collimators in two 15 m long units (each consisting of two 11T dipoles and a TCLD
collimator) replacing two main dipoles on the dispersion suppressors, one on each side of the IR7.

The 50 ns bunch spacing introduces close parasitic beam—beam encounters near to the ALICE
experiment, which may require the half-crossing angle to be increased beyond the 60 prad limit imposed up to
Run 2 for optimum operation of the zero-degree calorimeters. Optimisation of the apertures of injection
elements in IR2 should allow half-crossing angles up to 100 prad. The minimum acceptable value at the low
Pb bunch charge will be determined empirically [156] or, possibly, from future simulation studies. The crossing
angles for ATLAS and CMS are unrestricted and can be taken over from proton operation.

The principal beam parameters determining the luminosity are summarized in Table 2-18. Other
parameters will be similar to those given in Ref. [243].

Higher injected intensities would be required to reach the integrated annual luminosity target of 2.85 nb!
requested by the ALICE experiment [232] in a typical one-month Pb-Pb run, assuming an LHC performance
efficiency of 50%. The required values have been computed [233] with the simplifying assumption that all
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bunches have the same intensity, i.e., the intensity decay along the SPS bunch trains shown in Figure 2-35 has
been eliminated. Parameters for this configuration are given in the last column of Table 2-18 and can be
regarded as specifying a goal for the injectors.

The estimated performance of the injectors after the baseline upgrade has been recently reviewed [238]
and the expected beam parameters at the LHC in collision are listed in the third column of Table 2-18. In the
same table the expected beam parameters for an option (not part of the LIU baseline) based on a 25 ns spacing
beam are also presented (column 4). The feasibility of operating the LHC with 25 ns and a half crossing angle
of 100 urad must still be investigated.

Table 2-18: Average values of principal beam parameters at the start of physics [233][238].

Nominal HL-LHC | HL-LHC
Parameter LH,C HL?LHC (LIU (25 ns HL-I:HC

(design (projected) baseline) option) (required)

report)
Beam energy in collision [TeV] 574 574 574 574 574
][3;:\1;1] energy per nucleon in collision 276 276 276 276 276
Particles per bunch, N [107] 7 10.4 15 15 19
Number of bunches per beam 592 1248 1152 1680 1248
Colliding pairs at [P2 592 1100 1000 1500 1100
Neot [10°] 414 121.7 173 252 2223
Beam current [mA] 6.12 18.0 25.6 37.2 32.8
Minimum £" [m] 0.5 0.5 0.5 0.5 0.5
&n [um] 1.5 1.6 1.6 1.6 1.5
&L [eVs/charge] 2.50 2.50 2.50 2.50 2.50
RMS energy spread [0.0001] 1.10 1.10 1.10 1.10 1.10
RMS bunch length [cm] 7.94 7.94 7.94 7.94 7.94
IBS horizontal [h] 7.7 4.5 2.8 2.8 2.2
IBS longitudinal [h] 13 7.5 4.7 4.7 3.7
Half-crossing angle at IP2 [prad] 60 100 100 100 100
Peak luminosity [10?” cm 2 s7] 1.00 4.5 4.5 6.8 8
Levelled luminosity [10%7 cm™? s7!] - - 6-7 6-7 6-7
Levelling time [h] - - - 0.6 1
?I/llji):trir:;m number of bunches per 54 43 43 56 43

The expected integrated luminosity per year estimated for the beam parameters expected after the LIU
baseline upgrade for a performance efficiency of 50% is approximately 1.9 nb™. This could increase to
2.7 nb"' for the 25 ns optional scenario, approaching the annual target of 2.85 nb' given by ALICE. The
expected integrated luminosity depends on the expected performance efficiency: this was 43% for the 2011
Pb-Pb run and 62% for the 2015 Pb-Pb run.
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3.1

Chapter 3

Insertion Magnets

Insertion magnets

Overview

The layout of the HL-LHC insertion magnets is shown in Figure 3-1 and compared to those of the LHC in
Figure 3-2. The main technical choices can be summarized as follows [1, 2]:

Maintain the distance from the first magnet to the collision point at 23 m. This allows preserving the
most critical boundaries with the detectors.

Increase the quadrupole triplet coil aperture from 70 mm to 150 mm to allow a smaller S°. Nbs;Sn
technology has been selected for the quadrupoles [3], allowing an increase in the aperture while keeping
the magnet length at acceptable values. The choice of a large coil width (about 36 mm, arranged in two
layers of 18-mm-wide cable) aims at reaching maximum performance in terms of gradient [1, 4]. The
operational current has been first set at ~80% of the load line critical current, which is a good
compromise between risk and performance [5, 6]. During the design the margin gradually reduced, with
operating current set at 81% to take into account the details of the heads and of the cross-section.
Therefore, following the suggestion of the design review in December 2014, it has been decided to lower
the operational current to 76% of load line critical current, considering the lack of experience with 7-m-
long coils and the difficulties in reaching the specified critical current for the strand production. This
reduction of gradient from 140 T/m to 132.6 T/m [7] is compensated by a longer coil (from 4.0 to 4.2 m
in the Q1/Q3, and from 6.8 m to 7.15 m in Q2a and Q2b magnets), corresponding to a triplet length of
~31 m, compared to ~24 m in the LHC.

Reduce the critical current specification from 1400 to 1280 A/mm? at 15 T and 4.2 K; this brings the
operational gradient of 132.6 T/m at 78% of the load line critical current. This reduction has been done
to avoid the rejection of non-negligible fractions of the conductor production, i.e. lowering the strand
cost.

To recover the 10 m of additional space allocated to the triplet and the correctors, and gain further space
for inserting the crab cavities (see Chapters 2 and 4), three steps are taken.

o Increase the strength of the separation/recombination dipoles from 26 T-m to 35 T-m, thus reducing
the distance between the D1 and D2 centres from 90 to 75 m and recovering ~15 m.

o Replacing the 20-m-long normal conducting magnet D1 operating at 1.28 T with a superconducting
6.27 m long magnet, operating at 5.6 T [8], thus recovering ~15 m.

o The busbars for the triplet and D1 are not connected through a feedbox placed between D1 and the
triplet as in the LHC (indicated by DFB in Figure 3-2), but through a service module on the non-1P
side of D1 (not shown in Figure 3-1). This allows a shifting of D1 towards the IP by a few metres,
at the price of having the triplet and corrector busbars going through D1.
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Figure 3-1: Schematic layout of the IR region of HL-LHC. Thick boxes are magnets, thin boxes are

cryostats.
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Figure 3-2: Schematic layout of the current IR region of the LHC. Thick boxes are magnets, thin boxes
are cryostats.

The apertures of the magnets between the triplet and the dispersion suppressor have to be increased: D1
from 60 mm to 150 mm, D2 from 80 mm to 105 mm, and Q5 from 56 mm to 70 mm. Q4 aperture is at
70 mm as it is in the LHC today, using MQY spares, and QS is replaced by the present Q4 in the LHC.
For the new dipoles D1 and D2, Nb-Ti superconductor has been chosen [1, 2], since requirements are
within reach of this technology, and the potential performance improvement given by Nbs3Sn is not
sufficient to justify the additional cost and complexity. Since the size of the magnet is limited by the
cryostat, and the aperture is enlarged, we selected a one layer coil reusing the LHC outer dipole cable
(15 mm width) to have enough space for the iron yoke to magnetically separate the apertures and to
reduce fringe fields in the tunnel. Using the LHC cable allows to reduce the risks (the cable properties
are well known), to ease the schedule (lengths are already available) at the price of a larger operational
current.

All new magnets, plus Q4 and QS5, will operate at 1.9 K to have the maximum superconductor
performance. This is an important change with respect to the LHC, where the D2, Q4, Q5, and Q6
operational temperature is 4.5 K. For Q6, there is no requirement of additional strength and therefore
operational temperature is kept at 4.5 K to minimize the cost and the workload.

Three horizontal/vertical orbit correctors are required in the triplet. The strength is increased from
1.5 T-m (LHC value) to 2.5 T-m for the correctors close to Q2a/b, and to 4.5 T-m for the corrector close
to Q3. The position with respect to the quadrupole magnets is the same as in the LHC layout, with the
exception of the corrector between Q2a and Q2b, which is moved to between Q2b and Q3. Correctors
are nested (like in the present LHC), providing both horizontal and vertical field in the same longitudinal
location, to keep a compact triplet layout.

A skew quadrupole is used to correct the triplet tilt, as in the LHC. Non-linear correctors of the order 3,
4, 5, and 6 are required, both normal and skew. With respect to the LHC layout, normal and skew
decapole correctors and a skew dodecapole corrector are added. Experience with LHC operation and
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field quality of the triplet short models will confirm whether these correctors are needed. Anyway, the
longitudinal space required for a single corrector is about 15 cm, and therefore it does not have a large
impact on the layout.

- Horizontal and vertical orbit correctors are also required close to D2 and to Q4 (note that they were
present only in Q4 in the LHC) with a nominal strength of 5 T-m. For D2, we will use a canted costheta
design (CCT), whose field is limited to 2.65 T due to the magnetic cross-talk between the apertures,
giving a 1.89 m magnetic length. Four MCBY units, each giving 2.7 T-m in each plane, will be
assembled in the Q4 cold mass.

- With an ultimate luminosity 7.5 times larger than the nominal design goal of the LHC, a new absorber,
using 8- and 16-mm-thick tungsten (W) shielding attached to the outer surface of the beam screen
(Figure 3-3) is foreseen to reduce the effect of collision debris. For nominal integrated luminosity, the
tungsten shielding will limit in the region Q1 to D1 the radiation dose to 20 MGy in most parts of the
coils, with few locations reaching 40 MGy (see Chapter 10). A switch of the crossing angle plane
between IP1 and IP5 allows to further reduce the dose by 30%. All magnets components are designed
to withstand a radiation dose of 35 MGy. The peak energy deposition is 2 mW/cm?, i.e. about half of the
nominal LHC [9]. These values are similar to the expected heat load and radiation doses for the nominal
LHC [10]. The cryogenic system from the triplet to D1 has to absorb 1.3 kW steady-state at ultimate
luminosity. Approximately half of this is intercepted by the cold mass at 1.9 K and half by the beam
screen at 40-60 K. For the region D2 to Q6, the maximum dose is 20 MGy and the peak energy
depositions are 2 mW/cm®.

The main parameters of the magnets are listed in Table 3-1.

Figure 3-3: Beam screen (grey) with tungsten shielding (dark brown) and cooling tubes in Q1 (lefthand
side) and in Q2-D1 (righthand side).

3.2 Low-B Quadrupoles

Function, operational modes, and powering: The triplet magnets, denoted by MQXF, ramp with the energy
of the LHC, with a nominal gradient of 8.5 T/m at 450 GeV, and a maximal operational gradient of 132.6 T/m
at 7 TeV. During squeeze, its gradient is constant or decreases by not more than 10%. The triplet quadrupoles
are powered in series, with a 2 kA powering trim acting on Q1 and another one on Q3. A 120 A trim is acting
on Q2b, to compensate for differences in the gradient between Q2a and Q2b of the order of 0.1% or less. The
quadrupoles Q1 and Q3 are developed by US-LARP and Q2a and Q2b by CERN.
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Table 3-1: Overview of the main parameters of the insertion magnets - see the text for definitions of

footnotes.
Short orbit ~ Long orbit ~ Separation Recomb.  Orbit Largeap.Q Orbit Large ap. Q
Triplet ~ Triplet ~ corrector corrector dipole dipole  corrector 2-in-1 correcto 2-in-1
Q1/Q3  Q2alb D1 D2 Q4 Q5
MQXFA MQXFB MCBXFB MCBXFA MBXF MBRD MCBRD MQY MCBY MQY
Aperture (mm) 150 150 150 150 150 105 105 70 70 70
Field (T) 2.10 2.10 5.58 4.50 2.80 3.00
Gradient (T/m) 132.6 132.6 200 200
Magnetic length (m) 4.20 7.15 1.20 2.20 6.27 7.78 1.8 3.4 0.9 3.4
Int field (T m) 2.5 4.5 35.0 35.0 5.0 2.7
Int gradient (T) 557 948 680 680
Number of apertures 1 1 1 1 1 2 2 2 2 2
Distance between apertures’  (mm) 188 188 194 194 194
Number of circuits 4 4 16 8 4 4 16 8 16 8
Units needed 16 8 8 4 4 4 8 4 16 4
Spares 4 2 2 2 2 2 4 - -
Cable data
Material Nb;Sn  Nb;Sn Nb-Ti Nb-Ti Nb-Ti Nb-Ti Nb-Ti Nb-Ti Nb-Ti Nb-Ti
Cable thick. in.® (mm) 1.462 1.462 0.819 0.819 1.362 1.362 1.129 0.77 1.129 0.77
Cable thick. ou.® (mm) 1.588 1.588 0.871 0.871 1.598 1.598 1.441 0.92 1.441 0.92
Cable width® (mm) 18.15 18.15 4.37 4.37 15.10 15.10 8.30 8.30 8.30 8.30
Ins. thick radial* (mm) 0.145 0.145 0.105 0.105 0.155 0.150 0.08 0.08 0.08 0.08
Ins. thick azimuth.* (mm) 0.145 0.145 0.105 0.105 0.135 0.130 0.08 0.08 0.08 0.08
No. strands 40 40 18 18 36 36 22 34 22 34
Strand diameter’ (mm) 0.850 0.850 0.480 0.480 0.825 0.825 0.735 0.48 0.735 0.48
Cu/NonCu 1.20 1.20 1.75 1.75 1.95 1.95 1.25 175 1.25 1.75
Filling factor’ 0.31 0.31 0.25 0.25 0.24 0.24 0.34 026 0.34  0.26
Coil design
N. layers 2 2 242 242 1 1 2 3 2 3
N. turns/pole 50 50 139/ 187 139/ 187 44 31 22 52 22 52
Cable length/pole (m) 470 750 420/560 700/920 600 I 500 200 404 200 404
Operational parameters
Peak field® (T) 11.4 11.4 4.1 4.1 6.6 5.1 3.1 7.6 3.6 7.6
Temperature (X) 1.9 1.9 1.9 1.9 1.9 1.9 1.9 1.9 1.9 1.9
Current (kA) 16.47 16.47 1.60/1.47 1.60/1.47 12.00 12.05 0.43 4.51 0.088 4.51
j overall’ (A/mm®) 462 462 331 /304 331 /304 445 450 369 531 369 531
Loadline fraction® (adim) 0.78 0.78 0.50 0.50 0.76 0.65 0.82 0.82
Temperature margin (X) 5.0 5.0 4.1 4.1 2.5 3.0 1.6 1.6
Stored energy/m (MJ/m) 1.17 1.17 0.100 0.100 0.342 0.281 0.435 0.435
Inductance/m (mH/m) 8.21 8.21 15.2/242 152/242 4.01 3.51 21.7 21.7
Stored energy9 MJ 4.91 8.37 0.122 0.223 2.15 2.19 1.48 1.48
Mechanical structure
Forces x (MN/m) 2.47 2.47 0.322 0.322 1.53 0.64
Forces y (MN/m)  -3.48 -3.48 0.402 0.402 -0.64 -0.40
Finae stress'” (MPa) 114 114 135 135 100 50
Protection
Circuit inductance' (mH) 138 117 18/29 32/51 27 25 73.8 73.8
Coil energy density'” (/mm*)  0.082 0.082 0.007 0.007 0.072 0.042 0.076 0.076

I Aperture is the coil inner diameter at room temperature, excluding ground insulation, cold bore, and beam screen; distance between
apertures is given at 1.9 K.

ZMagnetic length is given at 1.9 K.

3Strand/cable dimensions are given at room temperature, in the case of Nb3Sn before reaction.

“Insulation dimensions are given at room temperature.

SFilling factor is defined as the fraction of superconductor in the insulated cable.

Peak field in the coil is given including the contribution of the strand where the peak is located.

"Overall current density is the average over the whole cross-section of the insulated cable at 1.9 K (i.e. including voids or
impregnation and insulation, but not copper wedges).

8Load line fraction is the ratio between the operational current and the critical current on the load line.

9Stored energy is given for the whole magnet: in the case of independently powered apertures or nested magnets, stored energy is
given for both circuits powered with maximum nominal current.
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10Stress is an estimate given by the accumulation of the azimuthal Lorentz forces at nominal current divided by the coil radial width —
the impact of the structure, preload, and bending is not considered.

"Circuit inductance is the differential inductance of the circuit at maximum nominal current.

2Energy density is given over the coil volume at 1.9 K, including insulation but not coil parts such as copper wedges and pole pieces.

Conductor: The Nb3Sn cable has 40 strands, with 0.85 mm diameter [7]. The main specifications are:

- A minimum non-copper critical current density of 1280 A/mm? at 15 T and 4.2 K; this value has been
lowered in 2015 with respect to the initial specification of 1400 A/mm? to avoid the rejection of a
significant part of the production.

- The cable keystone angle has been lowered from 0.55° to 0.40° to reduce the critical current degradation
below the 5% specified value. This entails a minor change in the cross-section, keeping the same 4
blocks with the same number of turns per block. The short model program will have ~10 coils with the
first cross-section, and from 2015 the new cross-section will be produced.

- A strand RRR larger than 150, and a Cu/no Cu ratio of 1.2 (54.5% of copper in the strand). The cable
has S2™ glass braided insulation, whose thickness is 145 um at 5 MPa before reaction. The cable
contains a 12-mm-wide, 25-um-thick stainless steel core to control and reduce the dynamic effects.

Coil, current density, and margin: with two layers one can reach the operational gradient of 132.6 T/m at 78%
of the short sample limit on the load line (i.e. 22% of load line margin). Each layer has a copper wedge to tune
field quality.

Lengths and transverse size: the triplet is made of Q1 and Q3 magnets, each unit requiring a magnetic length
of 8.4 m; plus Q2a and Q2b, each one with a 7.15-m-long magnetic length. The US-LARP collaboration, in
charge of Q1 and Q3 development, has proposed splitting both Q1 and Q3 into two 4.2-m-long magnets
assembled in the same cold mass. The Q1, Q2, and Q3 cross-sections are identical, and make use of the same
design, technologies, and components. These lengths refer to the new operational gradient of 132.6 T/m,
described in the previous section. The first long prototype of Q1/Q3 will have a length of 4.0 m (previous
design), while the successive prototypes will all be 4.2 m long. The Q2a/b will have the length of 7.15 m
already in the first prototype. The cold mass cross-section has a 630 mm diameter, i.e. 60 mm more than the
LHC dipoles including the stainless steel vessel.

Al shell

- Axial rod

Titanium

Alignment ==  pole

pin location,

kiy

. Al bolted
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Agsembly,
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Figure 3-4: Sketch of triplet quadrupole magnet cross-section.
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Figure 3-5: 200 mm slice of MQXF used to test assembly procedures and validate mechanical structure.

Mechanical structure: the quadrupole makes use of a shell-based structure developed at LBNL and within the
LARP collaboration with a series of short models called TQS [11]. The structure scale-up to a length of 3.4 m,
was demonstrated in the LARP LR and LQ quadrupole models [12], and features to assure alignment in
operational conditions have been included in the 120 mm aperture HQ short model quadrupole [13]. The
MQXF cross-section is a scaling up of the HQ design. Coils are mainly pre-stressed by the Al shell during
cool-down, acting as the structure to contain the Lorentz forces during powering up. The level of stress is fine-
tuned during the loading of the coil, which is done at room temperature using water-pressurized bladders and
interference keys. Typically one has ~70 MPa of azimuthal coil compression at room temperature, which
becomes ~150 MPa at 1.9 K thanks to the interplay of the thermal contractions of the different components.
The structure keeps the coil under compression up to the ultimate current, corresponding to 143.2 T/m (8%
above nominal).

Protection: the energy density in the coil is ~0.08 mJ/mm® (including insulation, but excluding wedges), which
is ~50% larger than the LHC main magnets [14]. This makes quench protection challenging. Since the circuit
inductance is of the order of 100 mH, only a small fraction (~5%) of the energy can be extracted on a dump
resistor. Therefore we have to rely on quench heaters on the outer layer of the coil, and no dump resistor is
included in the circuit. Quench heaters are 25 pm stainless steel strips with a 50 pm polyimide layer to ensure
proper insulation. The heaters will have heating stations of 40 mm length, separated by 120 mm sections with
lower resistance due to a 10 um copper cladding (see Figure 3-6, left). The width of the heating stations is 20
mm, and a 7.15-m-long magnet will have ~40 heating stations. Two independently powered strips will cover
the two blocks of the outer layer. The typical time needed to quench the coil at nominal current is of the order
of 15-20 ms following heater firing [15]. Assuming 5 ms for detection time, a validation window of 10 ms and
a few ms for switch opening, this brings the hotspot temperature to ~350 K [16]. To reduce this value and to
ensure some redundancy, we are studying the options of heaters on the inner layer, and the CLIQ system [17],
recently developed at CERN, based on coil heating induced by an induced oscillating current in the magnet.
For the inner layer, heating stations are also needed, with a more complex geometry since ~50% of the surface
must be left free for heat removal. A single strip slaloms between the two blocks, with 25 mm long heating
stations and 40 mm long cladding (see Figure 3-6, right). The CLIQ system has the interesting feature of acting
rapidly on the inner layer, and is therefore complementary to the outer layer quench heaters, with the price of
additional leads and a more complicated circuit. The integration of several units in the triplet circuit is being
studied at the moment of writing this report.
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120 mm —
40 mm

Figure 3-6: Quench heaters for the outer layer (left); a design for the inner layer (right). Stainless steel
(SS) in grey and copper cladding in red. A ~300 mm long portion, out of the 4/7 m long strip, is shown.

Field quality: allowed field harmonics (bs, b19) are optimized for operation at high field, and are expected to
be below one unit in absolute value. Contributions from the coil ends are also taken into account and
compensated when possible through the straight part [18]. Fine-tuning of bs can be done in the short model
phase through small changes to the coil cross-section. Random components are estimated for a 25 pm random
error in the block positioning for non-allowed, and 100 um for allowed (see Table 3-2); most critical
components are low-order harmonics (b3, as, b4, a+). To minimize these components we opted a strategy similar
to that used in the RHIC magnets [19], with magnetic shims to be inserted in the bladder location [20]. This
allows correcting (i) 5 units of b3; (i1) 5 units of as; (iii) £3 units of b4; (iv) =1 units of a4, for a maximum of
two harmonics at the same time, through an asymmetric magnetic shimming.

Table 3-2: Expected field quality in the triplet, multipoles in units at 50 mm reference radius.

Straight part Ends Integral
Systematic Uncertainty Random Q1/Q3 Q2a/b
Normal [Geometric Ass. & cool Saturation Persistent|Injection High Field|Injection High Field|Injection High Field] CS NCS [Injection High Field|Injection High Field|

2 10 10

3 0.000 0.000 0.000 0.000 0.000 0.000 0.820 " 0.820 0.820 0.820 0.000 0.000 0.000 0.000
4 0.000 0.000 0.000 0.000 0.000 0.000 0.570 0.570 0.570 0.570 0.000 0.000 0.000 0.000
5 0.000 0.000 0.000 0.000 0.000 0.000 0.420 0.420 0.420 0.420 0.000 0.000 0.000 0.000
6 -2.200 0.900 0.660 -20.000 [-21.300 -0.640 1.100 1.100 1.100 1.100 8.943 -0.025| -16.692 0.323 -18.593  -0.075
7 0.000 0.000 0.000 0.000 0.000 0.000 0.190 0.190 0.190 0.190 0.000 0.000 0.000 0.000
8 0.000 0.000 0.000 0.000 0.000 0.000 0.130 0.130 0.130 0.130 0.000 0.000 0.000 0.000
9 0.000 0.000 0.000 0.000 0.000 0.000 0.070 0.070 0.070 0.070 0.000 0.000 0.000 0.000
10 -0.110 0.000 0.000 4.000 3.890 -0.110 0.200 0.200 0.200 0.200 -0.189 -0.821| 3.119 -0.175 3.437 -0.148
11 0.000 0.000 0.000 0.000 0.000 0.000 0.026 0.026 0.026 0.026 0.000 0.000 0.000 0.000
12 0.000 0.000 0.000 0.000 0.000 0.000 0.018 0.018 0.018 0.018 0.000 0.000 0.000 0.000
13 0.000 0.000 0.000 0.000 0.000 0.000 0.009 0.009 0.009 0.009 0.000 0.000 0.000 0.000
14 -0.790 0.000 -0.080 1.000 0.210 -0.870 0.023 0.023 0.023 0.023 -0.545 -1.083| 0.033 -0.856 0.106 -0.862

Skew
2 10.000 10.000 |-31.342 -2.985 -2.985 -1.753 -1.753
3 0.000 0.000 0.000 0.000 0.000 0.000 0.650 0.650 0.650 0.650 0.000 0.000 0.000 0.000
4 0.000 0.000 0.000 0.000 0.000 0.000 0.650 0.650 0.650 0.650 0.000 0.000 0.000 0.000
5 0.000 0.000 0.000 0.000 0.000 0.000 0.430 0.430 0.430 0.430 0.000 0.000 0.000 0.000
6 0.000 0.000 0.000 0.000 0.000 0.000 0.310 0.310 0.310 0.310 2.209 0.210 0.210 0.124 0.124
7 0.000 0.000 0.000 0.000 0.000 0.000 0.190 0.190 0.190 0.190 0.000 0.000 0.000 0.000
8 0.000 0.000 0.000 0.000 0.000 0.000 0.110 0.110 0.110 0.110 0.000 0.000 0.000 0.000
9 0.000 0.000 0.000 0.000 0.000 0.000 0.080 0.080 0.080 0.080 0.000 0.000 0.000 0.000
10 0.000 0.000 0.000 0.000 0.000 0.000 0.040 0.040 0.040 0.040 0.065 0.006 0.006 0.004 0.004
11 0.000 0.000 0.000 0.000 0.000 0.000 0.026 0.026 0.026 0.026 0.000 0.000 0.000 0.000
12 0.000 0.000 0.000 0.000 0.000 0.000 0.014 0.014 0.014 0.014 0.000 0.000 0.000 0.000
13 0.000 0.000 0.000 0.000 0.000 0.000 0.010 0.010 0.010 0.010 0.000 0.000 0.000 0.000
14 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.005 0.005 -0.222 -0.021 -0.021 -0.012 -0.012
Magnetic length straight part Q1/Q3 3.459 Q2a/b 6.409 Mag. Len. Ends 0.400  0.341

Cooling: The magnet is in a static bath of pressurized Hell, with a welded stainless-steel shell placed
outside the Al structure acting as a helium vessel. Cooling is ensured via two heat exchangers of 68 mm inner
diameter, in which a saturated Hell bath is formed, housed in the 77 mm diameter holes of the iron located in
the upper part, see Figure 3-4 [21]. The heat exchanger cools the triplet and the short orbit correctors MCBXFB,
with the separation dipole and corrector package on a different circuit (see Section 3.11 for more details). With
this design, one can comfortably remove ~800 W of heat load from the triplet, i.e. 675 W on the cold mass
given by debris (see Table 3-1), plus a 125 W budget for other loads (among them the 25 W load of collision
debris ending on interconnections), at the ultimate peak luminosity. For the Nb-Ti coils in the LHC, the peak
heat deposition target was set at 4 mW/cm?; this has a factor of 3 safety on 12 mW/cm?®, which was considered
to be the hard limit. Later experience showed that the hard limit is at least a factor of two larger. In the HL-
LHC, thanks to the tungsten shielding, we are always below the 4 mW/cm?® target, as shown in Table 3-1. The
NbsSn superconductor in the present MQXF design is expected to have a peak power limit of the order of 50
mW/cm?, i.e. one order of magnitude larger than the load in HL-LHC. The heat loads from the coils, from the
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cold mass and from the beam-pipe area can only be evacuated to the two heat exchangers by means of
pressurized Hell. To this aim the cold mass design incorporates the required helium passages: 1.5 mm annular
spacing between cold bore and inner coil-block, and free passage through the coil pole and subsequent G10
alignment key. The free passage needed through the coil pole and G10 alignment key in the transverse direction
is given by 8 mm diameter holes repeated every 50 mm.

Cryostat: independent cryostats are used for Q1, Q2a, Q2b, and Q3. The Q1 and Q3 cryostats contain two 4.2-
m-long magnets. The Q2a and Q2b cryostats contain each one 7.15-m-long magnet plus the orbit correctors
described below. The cryostat size should be able to accommodate the cold mass, the thermal shielding, and
the cooling pipes. First estimates show that the LHC standard vacuum vessel size of 980 mm (including
flanges) is a tight fit for all of these components. To solve this problem, we use asymmetric centering to make
room for the piping in the upper part of the cryostat (see Figure 3-7).
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Figure 3-7: Cross-section of the cryostat.

3.3 Orbit correctors

Function and operational modes: the orbit correctors are single-aperture magnets. Two versions are required,
providing 2.5 T'm and 4.5 T-m integrated fields. To have a more compact layout in this region where
longitudinal space affects performance, a nested design has been adopted, with the horizontal and vertical
dipole coil in the same cross-section (see Figure 3-8). The field in each plane has been limited to 2.1 T, giving
a maximum combined field of 3 T. Powering will be allowed in a square in the horizontal/vertical plane, with
both positive and negative currents. These magnets generate the crossing angle and correct the quadrupole
misalignment. Orbit correctors are being developed by CIEMAT [23].

Cable: the 4.5-mm-wide Nb-Ti cable developed for the SLHC corrector [24] has been adopted. This is based
on a 0.48 mm diameter strand, arranged in a Rutherford cable with 18 strands.

Coil, current density and margin: with two-layer coils per dipole direction, it can reach the operational field
of 2.1 T simultaneously in both planes at less than 50% of the load line. The two layers allow to increase the
margin and to lower the operational current.
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Lengths and transverse size: the magnetic length is 1.2 m for the short version (MCBXFB) and 2.2 m for the
long one (MCBXFA). The magnet cross-section has a 630 mm diameter, including the stainless steel helium
vessel (not shown in Figure 3-8), i.e. as in the HL-LHC triplet.

Mechanical structure: the magnet makes use of self-supporting collars. Stainless steel collars are used for
keeping the inner and outer coils in place. Their thickness is 25 mm. Due to the nested coil arrangement, a
complex collaring based on two consecutive steps (first the inner, then the outer) is needed. The inner collars
are closed with two round pins; the outer ones will be kept in place by four prismatic keys. A particular
difficulty is that when both horizontal and vertical coils are powered, Lorentz forces push the inner coil towards
the centre of the aperture: this could require a structure between the inner coil of the inner dipole and the cold
bore to prevent movement. Since the size of this movement is at the limit of what is tolerable, a titanium tube
could be inserted to prevent motion, given that its contraction coefficient is lower than those of the other
materials. This feature will be tested on the first prototype.

Protection: The magnet can be protected via quench heaters or energy extraction. A cost and risk analysis is
under way to select one of these two options.

Al shell Cooling channel

Quter collar
Iron

. Inner collar
Ti tube

Coils

Figure 3-8: Sketch of orbit corrector cross-section (short version MCBXFB, in the cold mass of the triplet
magnets Q2a and Q2b).

3.4 High-order correctors

Function, design and operational modes: The high-order correctors (skew quadrupole, normal and skew
sextupole, octupole, decapole, and dodecapole) are specified on the expected field quality and alignment errors
(see Chapter 2), with a safety factor of 2 for the quadrupole, sextupole, and octupole, and 1.5 for the decapole
and dodecapole. The magnets will operate with nominal settings based on the measured field errors of the
triplet and of the separation dipole. To ease operation, a non-nested layout (see Figure 3-9) has been adopted,
using a superferric technology (see Figure 3-10 and Figure 3-11), already developed for the SLHC-PP [25].
Nb-Ti racetrack coils provide the ampere-turns, with iron giving the required field shape. The aperture is
150 mm, as for the triplet and D1. The high-order correctors are being developed by LASA laboratories of
INFN-Milano.

Cable: the cable is a single Nb-Ti strand, of 0.7 mm diameter for the quadrupole and of 0.5 mm diameter for
the higher order multipoles. Insulation is made with a 0.07 mm thick S2 glass. Ground insulation is added on
the external side of the coil.

Coil, current density, and margin: we chose to operate at 40% on the load line. The optimized current density
is of the order of 300 A/mm? [26], with peak fields on the coil in the range 2.0-2.3 T for the nonlinear correctors
and 3.0 T for the skew quadrupole (see Table 3-3). Coils are dry-wound and then vacuum impregnated with
CTD-101®. Currents are in the range of 120-180 A. An iteration of the design is ongoing to bring all these
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currents below 105 A, thus allowing using 120 A power converters already developed for the LHC. This change
can be done either using a larger coil or a wire with smaller diameter.
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Figure 3-9: Layout of the corrector region.
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Figure 3-10: Cross-section of the skew quadrupole (left, with obsolete position of cooling holes at 90°)
and 3D view of a sextupole (right).
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Figure 3-11: Sketch of nonlinear corrector cross-sections of (a) normal sextupole; (b) normal octupole;
(c) normal decapole; (d) normal dodecapole correctors.
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Lengths and transverse size: the magnet coil lengths are ~0.1 m for the sextupole, octupole, decapole, and

skew dodecapole (see Table 3-3). The normal dodecapole and the skew sextupole require greater strengths,

giving a coil length of ~0.45 m and ~0.84 m, respectively. The skew quadrupole needs a 460 mm diameter
iron yoke that has to include the cooling holes for the D1 heat exchanger and orbit corrector. The nonlinear

correctors can have an iron yoke diameter of 320 mm, which fits inside the cooling holes. Spacers are required
to match the transverse size of the correctors to the same value of the MCBXFA orbit correctors, and to
maintain alignment within the cold mass. Heat exchangers will go through these spacers to cool the whole cold

mass.

Mechanical structure: the mechanical support for the correctors coils are under study. The forces are of the
order of 60 kN/m for the quadrupole and 10-30 kN/m for the other magnets.

The main parameters of the correctors are given in Table 3-3.

Table 3-3: Overview of the main parameters of the triplet corrector magnets.

Unit MCQSX | MCSX/MCSSX MCOX/MCOSX | MCDX/MCDSX MCTX MCTSX
Order 2 3 4 5 6 6
Aperture [mm] 150 150 150 150 150 150
Integrated strength’ [T m] 1.000 0.063 0.046 0.025 0.086 0.017
Coil length? [mm] 841 123 99 107 449 102
Gradient [T/m™'] 25 11 3690 50600 640000 613000
Number of apertures 1 1 1 1 1 1
Number of circuits 1 2 2 2 1 1
Units needed 4 8 8 8 4 4
Spares 2 4 4 4 2 2
Cable data
Strand diameter [mm] 0.700 0.500 0.500 0.500 0.500 0.500
Insulation thickness [mm] 0.070 0.070 0.070 0.070 0.070 0.070
Cu/No_Cu 2.3 2.3 2.3 23 23 23
Coil design
Material Nb-Ti Nb-Ti Nb-Ti Nb-Ti Nb-Ti Nb-Ti
N. turns/pole 320 214 344 256 154 172
Cable length/pole [m] 604 79 88 67 144 42
Operational parameters
Coil peak field [T] 2.97 2.33 2.41 2.34 2.04 2.01
Temperature [K] 1.9 1.9 1.9 1.9 1.9 1.9
Current [A] 182 132 120 139 167 157
j overall® [A/mm?] 303 353 314 360 259 284
Loadline fraction 0.60 0.60 0.60 0.60 0.60 0.60
Differential inductance [mH] 1247 118 152 107 229 52
Stored energy [kJ] 24.6 1.24 1.41 1.39 4.35 0.92
Dose and heat load
Heat load cold mass [W] 70
Heat load beam screen [W] 45
Peak dose [MGy] 35

Integrated strength is defined as the field at the 50 mm reference radius times the magnetic length.
2Coil length refers to the physical coil length, and not to magnetic length.
3The overall current density includes 0.07 mm thick strand insulation and the coil ground insulation.
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3.5 Separation dipole D1

Function and operational modes: the separation dipole is ramped with the energy of the LHC, and is constant
during squeeze. On each side of the IP, D1 is individually powered. The option of powering D1 in series with
D2 is considered since, notwithstanding different operational fields, their nominal currents turn out to be the
same within 1%. In this case, allowing to reduce both the number of power converters and the total current of
the links, a fine tuning of D2 magnetic length will be done to have agreement of the D1 and D2 nominal
currents within 0.01%. The separation dipole is being developed by KEK.

Cable: the 15-mm-width Nb-Ti cable used for the outer layer of the main LHC dipole is adopted. The required
unit length is smaller than the main LHC dipole outer cable unit length (780 m).

HX holes S

_ GFRP wedge

Iron yoke

Tron stack tube 38

Protection
heater,

. insulation,
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SS collar SS shell

Figure 3-12: Sketch of separation dipole cross-section (left) and yoking test (right).

Coil, current density and margin: for the initial choice of 70% operational level, the magnet length was slightly
longer than the KEK test station [8, 27]. We therefore fixed the operational current at 76% of the load line,
with a bore field of 5.6 T. This allows fitting the vertical test station without significantly increasing the risk
related to the lower margin.

Lengths and transverse size: Magnetic length is 6.27 m. The magnet cross-section has a 570 mm diameter,
including the stainless steel vessel, i.e. the same as the LHC dipoles. A larger diameter has been excluded to
be able to reuse the yoking tooling used for J-PARC at KEK.

Mechanical structure: Forces are contained by the iron yoke, with thin spacers between the iron and the coil,
as the J-PARC [28], RHIC magnets [29], and LHC Q1/Q3 [30]. Here the pre-stress is given by the iron
laminations, horizontally split, that are locked through keys (see Figure 3-12). A thin stainless-steel collar acts
as a spacer between the coil and the iron yoke. An alignment notch at 90° and 270° has been added after a first
collaring test. An average pre-stress of 90 MPa is given at room temperature during the so-called ‘yoking’.
During cool-down the pre-stress lowers to 70 MPa, which is enough to counteract the Lorentz forces during
powering.

Protection: the initial baseline of protection through a dump resistor has been changed to quench heaters due
to the lower cost. Simulations show that with LHC dipole-like quench heaters the hotspot temperature in the
adiabatic approximation is 220 K for the nominal current of 12 kA. CLIQ [17] is also considered as an
alternative option.

Field quality: the main issue here is the saturation component [8], which is optimized via the iron shaping (see
Table 3-4). Following the analysis given in Refs. [31, 32], the random components are estimated through
random positioning of the coil block with different amplitudes for each family of harmonics, namely 40 um
for the allowed ba,+1, 30 um for the even skew ay,, 15 pm for the odd skew aj,+1,and 10 pm for the even normal
multipoles ban.
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Cooling: the magnet is in a static bath of pressurized Hell, with a stainless steel shell acting as a helium vessel.
First baseline, showed in Figure 3-12, had cooling is ensured via two heat exchangers, of 49 mm inner diameter,
housed in the 60 mm diameter holes through the iron. Later studies on interconnection proved that the heat
exchanger position should be the same as in the triplet. An iteration on the yoke design is ongoing at the
moment of writing.

Cryostat: the cryostat has the same geometry as the triplet cryostat (see Figure 3-7).

Table 3-4: Expected field quality of D1, multipoles given in units at 50 mm reference radius. Straight
part.

Systematic Uncertainty | Random
Normal Geometric | Saturation Persistent Injection High Field Injection High Field Injection High Field
2 0.000 0.000 0.000 0.000 0.000 0.200 0.200 0.200 0.200
3 -1.800 0.900 -14.200 -16.000 -0.900 0.727 0.727 0.727 0.727
4 0.000 0.000 0.000 0.000 0.000 0.126 0.126 0.126 0.126
5 0.500 -0.500 -1.000 -0.500 0.000 0.365 0.365 0.365 0.365
6 0.000 0.000 0.000 0.000 0.000 0.060 0.060 0.060 0.060
7 1.600 -1.200 -0.700 0.900 0.400 0.165 0.165 0.165 0.165
8 0.000 0.000 0.000 0.000 0.000 0.027 0.027 0.027 0.027
9 -0.680 0.090 0.020 -0.660 -0.590 0.065 0.065 0.065 0.065
10 0.000 0.000 0.000 0.000 0.000 0.008 0.008 0.008 0.008
11 0.440 0.030 0.000 0.440 0.470 0.019 0.019 0.019 0.019
12 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.003 0.003
13 0.000 0.000 0.000 0.000 0.000 0.006 0.006 0.006 0.006
14 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001
15 -0.040 0.000 0.000 -0.040 -0.040 0.002 0.002 0.002 0.002
Skew
2 0.000 0.000 0.000 0.000 0.000 0.679 0.679 0.679 0.679
3 0.000 0.000 0.000 0.000 0.000 0.282 0.282 0.282 0.282
4 0.000 0.000 0.000 0.000 0.000 0.444 0.444 0.444 0.444
5 0.000 0.000 0.000 0.000 0.000 0.152 0.152 0.152 0.152
6 0.000 0.000 0.000 0.000 0.000 0.176 0.176 0.176 0.176
7 0.000 0.000 0.000 0.000 0.000 0.057 0.057 0.057 0.057
8 0.000 0.000 0.000 0.000 0.000 0.061 0.061 0.061 0.061
9 0.000 0.000 0.000 0.000 0.000 0.020 0.020 0.020 0.020
10 0.000 0.000 0.000 0.000 0.000 0.025 0.025 0.025 0.025
11 0.000 0.000 0.000 0.000 0.000 0.007 0.007 0.007 0.007
12 0.000 0.000 0.000 0.000 0.000 0.008 0.008 0.008 0.008
13 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.002 0.002
14 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.003 0.003
15 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001

3.6 Recombination dipole D2

Function and operational modes: the recombination dipole is ramped with the energy of the LHC, and is
constant during squeeze. The two D2 apertures are in series. In D2, the fields point in the same direction in
both apertures; this makes field quality control much more challenging than in the LHC dipoles, where the
fields point in opposite directions. The design of the recombination dipole is being studied by INFN-Genova,
that is also in charge of the model and prototype construction.

Cable: the 15-mm-wide Nb-Ti cable used for the outer layer of the main LHC dipole is adopted. The required
unit length is not longer than that of the LHC main dipole’s outer layer unit length (780 m).

Coil, current density and margin: we selected a conservative margin, operating at 65% of the load line with a
15 mm width coil, and an operational field of 4.5 T. In these conditions, the approach used in the present D2
design, that is using iron to magnetically decouple the two apertures, leads to large saturation effects. An
alternative approach using left-right asymmetric coils was therefore adopted [33] to compensate for the cross-
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talk between the two apertures (see Figure 3-13). A very careful optimization is needed to find the best solution.
After several iterations, a cross-section was found where the left-right asymmetry is only given by the angles
of the blocks, but the number of cables per block is the same [34]. This allows for much simpler coil heads.

Lengths and transverse size: the magnetic length is 7.78 m. The magnet requires an adequate iron thickness
to reduce the fringe field. An elliptical iron yoke is proposed, of 570 mm vertically and 630 mm horizontally.

Mechanical structure: The accumulation of Lorentz forces corresponds to a pressure in the midplane of about
40 MPa. A self-supporting stainless-steel collar, one per aperture, is considered. The two apertures are then
inserted in a Al skin providing the relative alignment. The whole pack is inserted in the iron. Peak stress during
collaring is of the order of 100 MPa [35].

Protection: protection will be based on quench heaters using the standard LHC dipole technology (used also
in D1). Hotspot temperature is estimated to be below 250 K.

Field quality: this is the main issue for this magnet: the square design of the central aperture in the iron is
imposed by field quality optimization, namely the reduction of the field harmonics due to saturation. Cross-
talk is optimized via the asymmetric cross-section, and the saturation through an iron shaping. The field quality
estimate is given in Table 3-5.

Table 3-5: Expected field quality of D2, multipoles given in units at 35 mm reference radius.

Straigth part Ends Integral
Systematic Uncertainty Random
Normal |Geometric|Saturation|Persistent| Injection [High Field| Injection [High Field| Injection [High Field| CS NCS Injection [High Field|

2 -0.800 1.800 0.000 -0.800 1.000 0.200 0.100 0.200 0.100 94.000 | -64.800 2.118 3.729

-2.400 3.000 -14.000 | -16.400 0.600 0.727 0.300 0.727 0.300 2.500 0.200 -14.524 0.697
4 0.800 -0.400 0.000 0.800 0.400 0.126 0.040 0.126 0.040 -5.500 0.800 0419 0.060
5 0.800 -0.400 -1.000 -0.200 0.400 0.365 -0.040 0.365 -0.040 -9.600 -6.700 -1.056 -0.518
6 0.000 0.000 0.000 0.000 0.000 0.060 0.060 0.060 0.060 -0.600 1.500 0.030 0.030
7 0.200 0.100 -0.700 -0.500 0.300 0.165 0.165 0.165 0.165 -4.000 -0.200 -0.699 0.018
8 0.000 0.000 0.000 0.000 0.000 0.027 0.027 0.027 0.027 -0.700 1.000 0.002 0.002
9 0.000 0.090 0.020 0.020 0.090 0.065 0.065 0.065 0.065 -2.700 -4.200 -0.331 -0.268
10 0.000 0.000 0.000 0.000 0.000 0.008 0.008 0.008 0.008 -0.040 0.500 0.020 0.020
11 0.000 0.030 0.000 0.000 0.030 0.019 0.019 0.019 0.019 -2.500 -3.100 -0.288 -0.261
12 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.003 0.003 -1.600 1.600 -0.026 -0.026
13 0.000 0.000 0.000 0.000 0.000 0.006 0.006 0.006 0.006 -1.900 -1.900 -0.199 -0.199
14 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001 -0.090 0.800 0.030 0.030
15 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.002 0.002 -0.070 -0.700 -0.035 -0.035

Skew

2 0.000 0.000 0.000 0.000 0.000 0.679 0.679 0.679 0.679 -14.500 | 0.000 -0.878 -0.878
3 0.000 0.000 0.000 0.000 0.000 0.282 0.282 0.282 0.282 0.500 0.000 0.030 0.030
4 0.000 0.000 0.000 0.000 0.000 0.444 0.444 0.444 0.444 5.500 0.000 0.333 0.333
5 0.000 0.000 0.000 0.000 0.000 0.152 0.152 0.152 0.152 -1.000 0.000 -0.061 -0.061
6 0.000 0.000 0.000 0.000 0.000 0.176 0.176 0.176 0.176 -1.400 0.000 -0.085 -0.085
7 0.000 0.000 0.000 0.000 0.000 0.057 0.057 0.057 0.057 0.000 0.000 0.000 0.000
8 0.000 0.000 0.000 0.000 0.000 0.061 0.061 0.061 0.061 0.200 0.000 0.012 0.012
9 0.000 0.000 0.000 0.000 0.000 0.020 0.020 0.020 0.020 0.200 0.000 0.012 0.012
10 0.000 0.000 0.000 0.000 0.000 0.025 0.025 0.025 0.025 -0.200 0.000 -0.012 -0.012
11 0.000 0.000 0.000 0.000 0.000 0.007 0.007 0.007 0.007 -0.100 0.000 -0.006 -0.006
12 0.000 0.000 0.000 0.000 0.000 0.008 0.008 0.008 0.008 0.000 0.000 0.000 0.000
13 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.002 0.002 0.000 0.000 0.000 0.000
14 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.003 0.003 0.000 0.000 0.000 0.000
15 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000

Magnetic length straight part 6.966 Mag. Len. Ends 0.471 0.343 [Total length)  7.78

Cooling: the magnet is in a static bath of pressurized Hell. Cooling is ensured via two heat exchangers, of
51 mm diameter, housed in a 60 mm diameter hole in the iron, located in the upper part.
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Cooling channel

68 S . Single collar
Iron yoke

0 20 40 60 80 100 120 140 160 180 Aluminum alloy ring

Figure 3-13: Sketch of recombination dipole cross-section. Asymmetric coil (left) and magnet cross-
section (right). Note the elliptical shape of the yoke.

3.7 D2 correctors

Function and operational modes: D2 needs orbit correctors for each beam and each plane (horizontal and
vertical), with an integrated strength of 5 T-m, and an aperture of 105 mm. These correctors are used to control
the crossing angle and to correct the closed orbit, and therefore they should be powered in any configuration.
The large electromagnetic coupling and the stringent field quality requirement (for all combinations of
currents) limit the main field to 2.65 T; this gives a magnetic length is 1.89 m. Horizontal and vertical correctors
share the same longitudinal position for beam 1 and 2 respectively, and are followed by a vertical (beam1) and
horizontal (beam?2) corrector. In this configuration the magnetic cross-talk is less severe than in a case with
horizontal-horizontal (or vertical/vertical) correctors in both beams (see Figure 3-14). These requirements
make the D2 corrector as the ideal test bed for the canted cos-theta design, which provides the advantage of
low operational current, and simple components and assembly procedures [36]. It will be the first time that a
magnet based on this design will be used in a high energy physics accelerator.

Cable, current density, and margin: First concepts consider with a single wire wound on 5 layers, with the
0.825 mm strand of the LHC outer layer cable. This gives an operational field of 2.6 T, peak field of 3.1 T, and
an operational current below 500 A, and a loadline margin of 50%.

Field quality: the challenge in these magnets is the cross-talk between the apertures. Since for D2 the beam
distance is 188 mm, and the aperture is 105 mm, little space is left for the iron to decouple the two apertures
[37]. No optimization can be made through the coil cross-section as is the case in D2, since these magnets have
to be powered with any combination of currents. The solution is to keep a thin coil, and to maximize the iron
thickness. Requirements on field quality are stringent, especially on b3 where the tolerance is of the order of
1.5 units.

Cooling: the magnets will share cooling with D2, so will have heat exchangers in the same position.
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Figure 3-14: Cross-section of D2 orbit corrector (left) and 3D view of the short model coil (right).

3.8 Q4,Q5and Q6

The Q4 magnet will be the LHC 70 mm aperture MQY [38]. As for D2, orbit correctors of 5 T-m integrated
field in H and V respectively are needed: the MCBY correctors provide 2.7 T-m at 1.9 K, so two of them in
each plane are needed. The magnet Q4 could work at 4.5 K, since the integrated gradient satisfies the 440 T
requirement, but in this case we would need three MCBY per plane. For this reason the operational temperature
is fixed at 1.9 K. Four new cold masses (two per IP side) will be built, each one containing one MQY and two
MCBYH and two MCBY'V (see Figure 3-1).

The present LHC Q4 cold mass will be reused as Q5, with a modification to make it able to operate at 1.9 K.
This allows to satisfy the integrated gradient requirement of 680 T, with 200 T/m operational gradient, an
operational current of 4510 A and 20% margin on the loadline. As for Q4, apertures of Q5 are independently
powered. The four new Q5 cold masses also contain three MCBY correctors, see Figure 3-1. They will be
recovered from IP1 and IP5 in the Q4 position during LS3, modified and installed in Q5 location.

The Q6 magnet will not be modified, and will be operated at 4.5 K as it is today in the LHC.

For Q4, a 90 mm aperture magnet is also under study; this magnet, called MQY'Y, is not in the baseline, but it
is included in the R&D part of the project. This would give more aperture margin, required for the flat beams
operational mode. A short model will be developed by CEA-Saclay [39], and two prototypes will be build by
industry within the QUACO EU supported initiative based on the Pre-Commercial Procurement (PCP) scheme
(Grant Agreement no. 689359). The magnet will be a scale up of the MQM LHC magnet, with two layers coil,
separate mechanical structure based on collars, 4 kA operational current and 20% margin on the loadline. IT
would provide 120 T/m over a magnetic length of 3.67 m to satisfy the beam dynamics requirement of 440 T
integrated gradient. A cross-section is shown in Figure 3-15.

Shell s ]

Figure 3-15: MQYY 90 mm aperture cross-section.
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3.9 Other interventions: Sextupole (MS) in Q10 and QS5 in IR6

The four cold masses of Q10 around IP1 and IP5 require a modification to include a lattice sextupole (MS)
corrector.

For Q5 in IR6, an increase in the strength is needed; in the LHC the cold mass includes a MQY units
operating at 4.5 K, giving an integrated gradient of 544 T. First option considered the use of a new cold mass
with two MQY, operating at 4.5 K, doubling the integrated gradient. Later on, the option of a simple increase
of gradient from 544 to 680 T through lowering the operational temperature to 1.9 K has been retained. This
has the advantage of not requiring two additional MQY, and reusing the present cold mass with a simple
modification to make it able to operate at 1.9 K, as done for the Q5. Modifications of the QRL service modules
will be necessary, too.

3.10 Resistive magnets

Few of the MBW and MQW in IR3 and IR7 will have in the HL LHC era a radiation dose above the safe limit
[40]. Besides some consolidation actions taken to make these magnets able to survive the expected integrated
luminosity of the LHC, four MQW (plus two spares) able to resist the radiation dose will be built and installed
in LS3. For MBW, four magnets will be refurbished with new radiation resistant coils and installed in LS3.
This action, increasing reliability, will also reduce the risk to expose workers to the high dose in this area in
case of unforeseen maintenance.

3.11 Powering

The powering is from the non-IP side of D1, allowing a more compact layout with respect to the LHC, where
this is done through a distribution feedbox taking a few metres between the triplet and D1. This choice
improves performance at the price of having triplet and corrector cables going through (or along) the separation
dipole. The second important choice is that magnets are fed by a superconducting link: therefore the transition
from superconducting to resistive leads is displaced from the LHC tunnel to the new underground service
gallery UR (Chapter 15). The baseline of the powering scheme of the triplet is shown in Figure 3-16, with Q1
Q2a, Q2b and Q3 in series on one 18 kA power converter, plus a 2 kA trims on Q1 and Q3 and 120 A trim on
Q2a, and plus the CLIQ unit cables option. Diodes are required to reduce the voltage during quench within
acceptable limits.
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Figure 3-16: Baseline for triplet powering.

Besides the triplet, for each side of IP1 and IP5 one has two 13 kA circuit for D1 and D2, six 2 kA
circuits for the orbit correctors, plus the nine correctors rated at 200 A (possibly lowered at 120 A). In the
baseline case, one has a total of ~45 kA of current to bring in and out of the triplet-D1 area through the link
(see Chapter 6B). The D2 is fed by a second superconducting link, bringing current to the D2, and the orbit
correctors.

For the busbar the baseline is to place it inside the magnet (as in the LHC main cell), through the iron
holes that are not used by the heat exchangers; two other options are also under study:
- busbar inside the cryostat, but outside the cold mass, in a separate line (as the M line in the LHC cell,
carrying some correctors busbars);
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- busbar outside the cryostat in a separate cryostat, in this case each magnet is fed by a bypass of the
busbar cryostat.

3.12 Cooling

The whole string of magnets from Q1 to Q5 will be cooled at 1.9 K, while keeping only Q6 at 4.5 K. The static
heat load on the cold mass is mainly due to collision debris: 430 W on the triplet, 75 W on the corrector
package, and 135 W on the separation dipole. These numbers refer to the nominal luminosity of 5 x 10** cm?
s '; the system must be able to remove the heat load, without margin, at the ultimate luminosity of 7.5 x 10%*
cm 2 s~!. The heat load on the triplet is removed via two 68 mm inner diameter heat exchangers, ultimately
providing the ability to remove up to 1000 W (see Figure 3-17). To cope with these high heat loads, an
additional low pressure pumping is added between Q2a and Q2b to keep the two-phase vapour flow velocity
below 7 m/s, above which the HXs would not function correctly. These heat exchangers also cool the 1.2 m
long orbit corrector. Simulations show that a solution with one (or more) heat exchangers cooling the whole
string triplet-D1 is not viable. Therefore, a second system of heat exchangers is used to cool the corrector
package and D1. Here the baseline is to have two heat exchangers of 49 mm inner diameter, able to remove
250 W. One heat exchanger would provide only 125 W. Additional low pressure pumping is added between
Q2a and Q2b.

The beam screen receives ~500 W in the triplet—correctors—D1 region (see Table 3-1, including 55 W
from the interconnections). Given the 100 W budget for the residual effect of electron cloud, and the 50%
margin for getting to ultimate luminosity, the system has to remove ~1000 W over 55 m, i.e. ~17 W/m. Heat
is removed at 40-60 K [41]. The cooling tubes inner diameter is ~7 mm, due to an increase of the pressure of
the helium to 18 bar. This choice is more challenging for the piping system but allows minimization of the
space taken by the cooling pipes, which reduce the aperture available to the beam.

Additional low
pressure pumping
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Figure 3-17: Sketch of the cooling system.

For the stand-alone magnets it has been decided to adopt a glove type of heat exchanger and not the
previously adopted solution of bayonet heat exchanger. This provides more flexibility in the jumper
positioning, making it independent from the slope. This choice cannot be taken for the triplet, because of the
highest heat load to be evacuated. So the jumper is on the D1 side, requiring an additional return pipe.

3.13 Instrumentation

We give here a short summary of the instrumentation foreseen for the IR magnets.

- Quench protection requires voltage taps; for dipoles and quadrupoles we foresee the possibility of
monitoring the voltage on each coil. Quench detection is therefore based on an analysis of the difference
between signals of different coils, thus allowing cancelling of the inductive voltage.
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- Beam loss monitors will be located inside the triplet cold mass to have the possibility of monitoring
beam losses closer to the beam pipe and to the coil. Installation of special beam loss monitors in one of
the iron holes not used by the heat exchangers or by the busbars is foreseen.

- Temperature sensors: one per cold mass, plus a spare, as in the LHC.

- Beam position monitors will be placed in the interconnections between Q1 and Q2a, Q2b and Q3, Q3
and the corrector package, and between the corrector package and D1. Moreover they will be present at
positions close to D2, Q4 and Q5.

3.14 Test

In general, magnets will be tested individually in a vertical test station, and then horizontally in the final cold
mass assembly within the final cryostat, with the exception of Q2 and D2 whose length does not allow vertical
testing. In some cases the first test will be possible in laboratories collaborating with CERN (for instance BNL
for vertical test of Q1/Q3, FNAL for horizontal test of Q1/Q3, KEK for vertical and horizontal test of D1,
LASA for vertical test of correctors). The second test will be carried out at CERN. A string including the
magnets from Q1 to D1 will be assembled in the CERN test facility (SM18) (See Chapter 16). Magnetic
measurements at 1.9 K with the rotating coil technique will be carried out for all main magnets and for all the
low-order (dipole and quadrupole) correctors.

3.15 Summary of baseline modifications with respect to the previous version of the Design Report
Major changes:

- For the Q4, one MQY magnet and four MCBY correctors will be reused from LHC to build four new
cold masses, operating at 1.9 K. Therefore the aperture will be 70 mm, with respect to the 90 mm option
considered in the initial phase of the project.

- The Q6 will be kept at 4.5 K operational temperature.

- The Q5 in IR6 will reuse the present cold mass, lowering operational temperature from 4.5 K to 1.9 K,
providing a 680 T integrated gradient. Previous baseline was to building a new cold mass containing
two MQY, with 4.5 K operational temperature and 1088 T integrated gradient.

- All dump resistors have been removed (Triplet, D1, D2), and protection relies on quench heaters. Dump
resistor still considered as an option for MCBXFA and for the D2 correctors.

- The triplet will be on one 18 kA circuit with three trims, instead of on two 18 kA circuits.

- The design of D2 corrector magnet has been changed from a Rutherford cable to a canted cos theta
concept, lowering the current from 3 kA to 500 A.

Fine tuning:

- The specification on the critical current of the Nbs;Sn strand has been lowered by 10% to avoid rejecting
large quantities of strand. The reason is the reduction of cost (keeping the previous value would have
significantly increased the strand cost).

- The operational current of the triplet has been lowered by 6.4%. The lower gradient is compensated by
a 5% longer length of the magnet, with a loss of performance of the order of 1%. The reason is the
reduction of risk associated to the performance of long Nb3Sn coils. Taking into account of the gradient
reduction and of the critical current reduction, the loadline margin is increased from 19% to 22%.

- The keystone angle of the cable has been reduced from 0.55° to 0.4° degrees. This gives minor changes
in the angles of the four blocks making the magnet coil. Therefore we will have 10 short coils for models
manufactured with a first generation cross-section using the 0.55° keystone angle cable, followed by the
second generation. The reason is the reduction of critical current degradation due to cabling.
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The strength of the D2 and Q4 correctors has been increased from 4.5 to 5.0 T-m. This has been realized
with a 0.30 m increase of the magnetic length, keeping the same operational field. The reason comes
from the beam dynamics studies.

The number of spares for the resistive magnets MQW have been reduce from 4 to 2, so 6 magnets plus
one prototypes will be needed. We will not have new MBW magnets but new coils will be installed in
the present available spares.

The number of spares MCBXFB has been increased from 2 to 4; the number of spares sextupole,
octupole and decapole correctors have been increased from 2 each to four each. In both cases the new
baseline is to have enough two full IP sides as spares.

The D2, Q4, Q5 heat exchanger design has been changed from bayonet type to glove type and the magnet
will be therefore cooled by conduction.
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Chapter 4
RF Systems

4 RF systems

4.1 Introduction

Deflecting (aka crab) RF systems are a part of the HL-LHC upgrade to potentially enhance the integrated
luminosity performance by a factor of 5-6 per year. Crab cavities are used for compensation of the geometric
crossing angle at the interaction point (IP) to recover the loss in luminosity.

Additional harmonic RF systems are under investigation for bunch manipulation and longitudinal beam
stability which includes the option of a lower frequency towards an operation with longer bunches. An upgrade
of the transverse damper for higher bandwidth, power and low noise is also studied. At present, only the crab
cavities are considered baseline while the other two systems are studied as optional. The above RF systems are
described with relevant technical details below. The beam and machine parameters from Appendix A are used
to design the RF systems.

4.2 Crab cavities

The HL-LHC will use a 45 m common focusing channel plus 21 m common drift space and 6.7 m common
dipole channel on each side of the interaction region (IR), where the two counter-rotating beams have to be
separated transversely to avoid parasitic collisions. Separation is accomplished by introducing a crossing angle
at the interaction point (IP), which needs to increase with the inverse of the transverse beam size at the collision
point in order to maintain a constant normalized beam separation. The non-zero crossing angle implies an
inefficient overlap of the colliding bunches. The luminosity reduction compared to that of a zero crossing
angle, assuming a Gaussian distribution, can be conveniently expressed by a reduction factor,

, (4-1)

where @ = 0,¢/0, is the aspect ratio of the longitudinal (o,) to the transverse (g, ) beam sizes multiplied by
the half crossing angle ¢; @ is also known as the Piwinski angle [1]. Alternatively the reduction can be viewed
as an increase in the transverse beam size at the collision point to effective beam size given by Oeg =

V02 + o2¢?and a reduction of the luminous region. For HL-LHC beam parameters, the reduction compared
to the case of a head-on collision can be 70% or larger, depending on the final * value and the beam emittance.
Therefore, the effective gain in luminosity by simply reducing the beam size at the collision point diminishes
rapidly.

To recover the loss, it was first proposed and used [2, 3] RF deflectors (also known as crab cavities).
The time-dependent transverse kick from an RF deflecting cavity is used to perform a bunch rotation, in the
x—z plane or y—z plane depending on the crossing angle orientation, about the barycentre of the bunch (see
Figure 4-1). The kick is transformed to a relative displacement of the head and the tail of the bunch at the IP
to impose a head-on collision while maintaining the required beam separation to minimize parasitic collisions.
The upstream RF deflector is used to reverse the kick to confine the bunch rotation to within the IR. The crab
crossing scheme in a global compensation using only a single cavity per beam was successfully implemented
at the e'e” collider at KEKB in Japan to achieve record luminosity performance [4].
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Figure 4-1: Bunches colliding with a crossing angle without crab crossing (left); with the crab crossing
(right).

Since the luminosity gain is substantial, the crab crossing scheme is adopted as a baseline for the HL-
LHC upgrade. The time-dependent transverse kick can equally be used to regulate the crossing angle at the IP
and therefore allows for a natural knob to control the total number of events per crossing (luminosity levelling),
a feature highly desired by the experiments. Levelling by means of collision offsets is already used at LHCb
and ALICE. More sophisticated means of levelling to control the density of the events along the luminous
region by means of crab cavities are under investigation [5].

4.2.1 Beam and RF system parameters

The required HL-LHC crossing angle together with the beam optics requires crab cavities to provide a total
voltage of 12-13 MV per beam per side of each collision point at a frequency of 400.79 MHz. Since the
crossing plane in the two experiments is different, a local crab cavity system is a prerequisite. The nominal
configuration will use a two-cavity cryomodule as the basic unit providing a deflecting voltage of 6.8 MV (3.4
MYV each). A total CC voltage of ca. 11-12 MV is required per IP side per beam to perform the complete bunch
rotation. Assuming a maximum voltage of 3.4 MV per, only a partial compensation w.r.t the initial plan of four
cavities will be possible. However, only half the system, 16 cavities, are to be installed after the re-baselining
in 2016. Space will be reserved to optionally install the second half at a later stage after LS3.

_ D2 Crab Cavities ECin_gride_ Q4
I (optional) !
1 - G ———:————:—ﬂBD.
P _L S
- | Lo

L=66m
Figure 4-2: Schematic layout of the crab cavities in the LHC Point 1 and 5 w.r.t the interaction point.

Two spare cryomodules (four cavities) are required: One designed for horizontal crossing and the other
for vertical crossing for P5 and P1, respectively. The low frequency of 400.79 MHz is required to minimize
the RF curvature for the long LHC bunches (see Appendix A). The machine constraints near the interaction
region require cavities with a transverse dimension compatible with the location of the adjacent beam pipe
which is only 194 mm centre to centre. The RF and machine parameters directly relevant to the crab cavities
are shown in Table 4-1. An operating temperature of 2 K is chosen as a baseline. A pressure stability on the
cavity surface should be minimized to less than 1 mbar. The static and dynamic heat load is expected to be
approximately 30 W to the 2 K bath for a two-cavity module. A cavity vacuum level to better than 10'° mbar
is required to assure stable performance.

The input RF power of 80 kW, provided by the Inductive Output Tubes (I0Ts), is required to power
each of the eight cavities to their nominal voltage with sufficient margin to cope with potential beam loading
caused by beam offset. The low level RF (LLRF) will include a regulation loop around the IOT amplifier (to
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reduce the RF amplitude and phase noise in a band extending to a few tens of kHz), plus an RF feedback to
control the vector sum precisely on the two sides of the interaction region to cancel the crab kick elsewhere in
the ring. Eight longitudinal pickups (PUs) located close to the crab cavities (one per IP per side and per beam)
are used to regulate the slow drifts of the deflecting voltage with respect to the average bunch centre. To stay
within the specified RF power limits the total orbit offset including mechanical tolerances must not exceed 1
mm with stable beams at flat-top. The cavity is kept on tune at all times. The resonant frequency should be
precisely controlled by a tuning system to a level well below 80 Hz (approximately one tenth of the cavity
bandwidth) to be compatible with the RF power limits.

Table 4-1: Relevant RF parameters for HL-LHC crab cavities.

Characteristics Units Value
Resonance frequency [MHZz] 400.79
Bunch length [ns] 1.0 (4 0)
Maximum cavity radius [mm] < 145
Nominal kick voltage [MV] 3.4
R/Q (assumed, linac convention) [Q] 400
Qo >1 x 10
Qexe (fixed coupling) 5 x 10°
RF power [kW] 80
LLRF loop delay [ps] ~ 1
Cavity detuning (if parked, optional) [kHz] ~ 1.0

4.2.2  RF cavity design

In order to sustain the surface fields at the required Continuous Wave (CW) kick voltage of 3.4 MV cavity for
the LHC, crab crossing superconducting technology is essential; space restrictions, voltage requirements, and
impedance considerations strongly rule out a normal conducting option. ‘Conventional’ superconducting
elliptical cavities, which have already been used at KEK, have significant integration problems in the LHC at
the operating frequency of 400 MHz due to their transverse size.

This led to the concept of ‘compact’ cavities. These cavities have unconventional geometries not widely
used in superconducting technology. A few concepts with complex shapes exist primarily in the field of heavy
ion acceleration. Such structures fit within the LHC space constraints in the existing tunnel and reveal
significantly better surface field characteristics than the conventional cavities for beam deflection. As a result
of an intense R&D programme within the EuCARD and LARP programmes and with other external
collaborators during the past four years, three compact designs at 400 MHz have emerged as potential
candidates. Their topologies are shown in Figure 4-3 The three proposed designs are at least four times smaller
in the plane of crossing compared to an elliptical cavity with a ratio of the kick gradient to the peak surface
fields lower by a factor of 2.

As a part of the R&D phase, it was decided to prototype full-scale cavities for all three designs for a
field validation at the nominal kick voltage. Following the recommendation by the Crab Cavity Advisory Panel
prototype cryomodules in a two-cavity configuration of the same type will be tested with beam in the SPS
machine with LHC type beams [6]. These tests will help validate the cavity performance and operation with
beam and understand the effects on protons as well as relevant machine protection aspects. The three prototype
cavity types were fabricated in 2012-2013 and their performance validated at or beyond the nominal kick
voltage [7-9]. The cavity designs including the fundamental power coupler and higher order mode couplers
have evolved significantly from the prototype to meet the impedance requirements of the LHC. Following the
recommendation of the May 2014 technical review [10], only two of the cavity designs have been considered
for SPS testing, the Double Quarter Wave (DQW) and the RF Dipole (RFD).
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The development of a two-cavity cryomodule for the SPS tests in 2018 is at an advanced stage. An
overview of crab cavity planning spanning approximately ten years until full installation in the LHC is shown
in Table 4-2. A more detailed plan for the SPS and the LHC, including the pre-series and series production,
can be found in Ref. [11]. Since the 2015 LIU and HL-LHC Cost & Schedule review, a new baseline has been
established with the installation of only 16 cavities in the long shutdown 3 (LS3).

(b) ()

Figure 4-3: Compact cavities. (a): Double quarter wave cavity (DQW), Brookhaven National Lab. (b)
RF dipole cavity (RFD), Old Dominion University. (¢) Four-rod cavity, Lancaster University.

Table 4-2: Overview of crab cavity planning from R&D to installation in the LHC.

2013-2015 2015-2018 2017-2021 20202024 2024-2025

Cavity testing and SPS cryomodule SPS tests and LHC LHC cry(?module . .

prototype e . .. construction and LHC installation
fabrication pre-series cavities .

cryomodule SM18 testing

4.2.3 Beam loading and RF power

In deflecting cavities operated in the crabbing mode, the RF phase and the RF component of the beam current
are in quadrature (¢p; = 0, synchrotron convention). For a beam transversely centred, there is no beam loading:
the RF generator does not pass power to the beam. With a superconducting cavity (negligible surface losses)
the RF power required to maintain the cavity voltage decreases monotonically with Q;. Therefore, with a
perfectly centred beam, the choice of Q; only requires sufficient bandwidth for unavoidable frequency
transients due to external perturbations (see 4.2.10.4).

The situation is different for a beam circulating at an offset Ax. The beam-induced voltage due to an
orbit offset is given by

AV=1b-g—T-QL- Ax, (4-2)
0

where Iy, is the average beam current, Rt is the transverse shunt impedance in Q, and Ax is the offset. A
sufficient bandwidth and the corresponding RF power are required to compensate for the unavoidable orbit
offsets and frequency drifts. Figure 4-4 shows the required forward power as a function of the Q; for a beam
that is centred (red), off-centred by 1 mm (green) and 2 mm (blue). It is expected that the orbit will be kept
within 0.5 mm at top energy of the LHC; another 0.5 mm should be added for mechanical tolerances. At
injection and ramp, the operating voltage is kept to 10-15% of the nominal voltage. Therefore, the tolerance is
relaxed to 3 mm with the available RF power.

The required RF power has a broad minimum (< 40 kW) from a Q; of about 3.0 - 10° to 1.5 - 10° for
an offset specification of < 1 mm. Selection of an optimal Q; value in the broad minimum is a compromise
between the feasible tuning precision and the minimization of the field fluctuations from the amplifier
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electronics. For larger bandwidth (leading to more stability), lower Q; values are favoured — the cross-hatched
area in Figure 4-4 was chosen as a compromise. A lower @, is also favourable for the tuning system as it
relaxes the precision needed by a mechanical system and the power needed to compensate for fast frequency
changes. The input RF power of 80 kW specified above will leave enough margin to cope with the specified
offset and with short excursions even beyond this limit.

100
80 \
2 60
=
g
& 40
20 no offset —
Ax=1.0mm —
Ax=2.0mm —
0 - —
10° 10° 107
QL

Figure 4-4: Forward power vs. cavity Q;, for centred (red), 1 mm offset (green), and 2 mm offset (blue)
beams. Assumed Rt/Q = 400 Q, 3.4 MV RF, 1.1 ADC.

4.2.4 RF power coupler

The RF power coupler was designed in view of the HL-LHC requirements; additional constraints (common
platform) were introduced to limit the variances between the alternative designs in view of the SPS tests.

The adopted crab cavity power coupler will use a single coaxial disk-type window to separate the cavity
vacuum and the air side. The antenna shape is specific to each cavity type as the coupling mechanisms for the
different cavities are not identical. However, a common platform starting from the cavity flange followed by
the ceramic and double wall tube is imposed. To comply with the common platform, the inner antenna has a
27 mm diameter with an outer coaxial line of 62mm diameter for a maximum power capability of
approximately 100kW. The double-wall tube is Stainless Steel 316LN with the inner surface coated with
copper. The vacuum-to-air separation is achieved with a coaxial ceramic window (Al,Os3) with an outer flange
made of titanium. The rest of the items are built from massive Oxygen Free Electronic (OFE) 3D forged copper
blocks. The coupler body is made of a conical with an increased diameter near the ceramic to limit arcing with
the primary aim to maximize the air side diameter while keeping the 62 dimensions for the input antenna on
the vacuum side. A coaxial-to-waveguide transition is implemented with a half-height WR2300 waveguide
with proper impedance matching (see Figure 4-5).

The air side of the coupler will be air-cooled while the antenna itself will be water-cooled. The
waveguide design includes the possibility of DC polarization in order to suppress multipacting.

Each coupler is equipped with one single port for a vacuum gauge. The vacuum gauge is mandatory to
protect the window during conditioning as well as during operation. It will be oriented along the air line in
order to minimize the cryomodule flange size.

Special quarter-wave test boxes to condition the couplers were designed (see Figure 4-5) and built. The
coupler ports are designed to come out on the top of the cryomodule, perpendicular to the beam axis for ease
of integration with the WR2300 waveguide transition. The cavity’s helium vessel is designed to withstand the
weight of the couplers and the waveguide (approximately 35 kg). The alternating crossing angle scheme will
require that the orientation of a coupler assembly be robust for horizontal and vertical deflections.
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Figure 4-5: (left) Input coupler assembly; (right) test box for RF conditioning.

4.2.5 Coupled bunch instabilities, Fundamental Mode

The crab cavities must cope with the various modes of the collider cycle: filling, ramping, and physics. During
filling of the nominally 2748 bunches into the LHC, energy ramping, or operation without crab cavities, the
system will be inhibited by making the cavities transparent to the beam (crabbing off). Since more than one
cavity is used, counter-phasing to make the effective kick voltage zero while always keeping accurate control
of the cavity field is used as the baseline scenario. The counter-phasing ensures both zero effective voltage and
beam stability on tune — in fact, it has been found that this is the preferred scenario [12]. Another possibility to
operate with ‘crabbing off” can be achieved by detuning the cavity; but a small field should be kept for the
active tuning system. This is referred to as ‘parking’. Parking the cavity half the distance between two
revolution frequency sidebands would be ideal for stability.

If detuning is used with a positive non-integer tune (Q, = 64.3), the cavity should be tuned above the
RF frequency to make the mode | = —64 stabilizing [12]. Although RF feedback is not mandatory for stability
with a detuned cavity, it is preferred for accurate knowledge about, and control of, the cavity’s resonance
frequency and field. Active feedback will also keep the beam-induced voltage zero if the beam is off-centred.
The additional RF power is used as a measurement of beam loading to guide beam centring. The RF signal
picked up through the HOM couplers might also be used.

On the flat-top detuning can be reduced (but keeping the total kick voltage initially at zero). The RF
feedback keeps the cavity impedance small (beam stability) and compensates for beam loading as the cavity
moves to resonance. Once the cavity detuning is reduced to zero, we drive counter-phasing to zero and use the
functions to synchronously change the voltage in all crab cavities as desired (crabbing on). In a physics run,
with crabbing on, the active RF feedback will continue to provide precise control of the cavity field. The RF
feedback reduces the peak cavity impedance and transforms the high Q resonator to an effective impedance
that covers several revolution frequency lines. The actual cavity tune then has no big importance for stability
anymore. The growth rates and damping rates are much reduced, and we have no more dominant mode as
shown in Figure 4-6.
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Figure 4-6: (left) Real part of the deflecting mode impedance with a detuning of 1.5 kHz from 400 MHz.
The vertical lines represent the difference in R{Z} evaluated at 0.3 f,..,, for the computation of damping
rate (mode [ = —64). (right) Modulus of the cavity impedance seen by the beam with the RF feedback
on (red) and off (blue) normalized to the cavity impedance at the fundamental mode.

4.2.6 Impedance budget, Higher Order Modes

On resonance, the large impedance of the fundamental deflecting (dipole) mode is cancelled between the
positive and negative sideband frequencies, which are symmetric around wgg. The active feedback will reduce
the growth rates by a large factor.

For higher order modes (HOMs), both narrowband and broadband impedance should be minimized
during the entire machine cycle as the LHC will accelerate and store beams of currents exceeding 1.1 A (DC).
Tolerances are set from impedance thresholds estimated from Ref. [13].

The longitudinal impedance has approximately a quadratic behaviour vs. f in the region of interest with
the minimum threshold value at 300-600 MHz. The total maximum allowed impedance from each HOM,
summing over all cavities in one beam, assuming that the HOM falls exactly on a beam harmonic, is set at
<200 kQ, so if all 8 cavities have identical HOM frequencies, the longitudinal impedance must not exceed
25kQ per cavity. For frequencies higher than 600 MHz, the threshold is higher (x f 5/3), but the same threshold
was imposed. Modes with frequencies above 2 GHz are expected to be Landau-damped due to natural
frequency spread and synchrotron oscillations.

In the transverse plane, the impedance threshold is set by the bunch-by-bunch feedback system with a
damping time of 7p = 5 ms [13]. Eight effective cavities per beam per transverse plane (16 total per beam)
are assumed due to the alternate crossing angles at the two experiments. The single bunch studies show that
integrated R /Q over the frequency for all the HOMs per cavity should be suppressed to below 2kQ/m (without
accounting for S-function) from stability considerations [15]. From multi-bunch considerations and assuming
the pessimistic case that the HOM frequency coincides with the beam harmonic and identical HOM frequencies
between the cavities, the maximum total impedance in each plane is set to be 160 kQ/m [15]. Assuming well
separated HOM spectrum and including beam size levelling at the IP, the allowed impedance per cavity can
be relaxed to 0.5 MQ/m. Analogous to the longitudinal modes, frequencies above 2 GHz are expected to be
Landau-damped due to natural frequency spread, chromaticity, and Landau octupoles.

Due to the very tight impedance thresholds, the distribution of HOM frequencies as mentioned above
due to manufacturing errors can help relax the tolerances. The beam power deposited in the longitudinal HOMs
can become significant when the frequencies coincide with bunch harmonics. The HOM couplers were
dimensioned to accept a maximum of 1 kW to be able to cope with HL-LHC beams [14].

4.2.7 Higher order mode couplers

The first design goal of the HOM filter is to block the transmission of the main deflecting mode, while
transmitting all remaining HOMs. Several HOM coupler designs were developed and optimized for different
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cavity geometries. Two high-pass filter designs, incorporating a notch filter at the fundamental frequency, are
shown in Figure 4-7 with both HOMs using hook-like antennae to couple to the HOMs.

Simulations show that the HOM coupler must have a superconductive surface due to the high fields of
the fundamental mode. A second design constraint requires that HOM couplers be able to efficiently remove
the power in the HOMs (up to 1 kW) and the heat dissipated by the fundamental mode in the inner part of the
HOM coupler from the cavity. High purity bulk niobium with sufficient cooling can ensure this. The required
cooling may be possible by conduction, but the possibility of actively cooling with superfluid liquid helium or
immersion in a small He tank is also under study.

Figure 4-7: HOM filter for the RFD (left) and the DQW (right).

4.2.8 RF multipoles

The crab cavity designs presently considered are such that they lack axial symmetry. Therefore, they can
potentially exhibit all higher order components of the main deflecting field. Due to the placement of the cavities
at high beta-function locations, the higher order components of the main deflecting mode can affect long-term
particle stability. RF multipole components b,, of the RF deflecting field can be approximated and hence
expressed in a similar fashion to magnets [16]:

b, = fOL%Ff dz [Tm?™]. (4-3)

The quadrupolar component b, is zero in the case of perfect symmetry; due to fabrication errors and ancillary
components it is non-zero — it must be smaller than 10 units leading to a tune shift in the order of AQ ~ 10™%.
The first systematic multipole is the sextupolar component, b;. Long-term simulations with the optical
functions of the HL-LHC indicate that the b3 component should be limited to approximately 1000 +10% units,
which results in an acceptable degradation of the dynamic aperture below 1 o for orbit offsets of 1.5 mm [13].
Both the DQW and the RFD conform are below the specified tolerance for b;. No specifications are yet
provided for higher order terms, but it is expected that they can be controlled to smaller values than the
neighbouring D2 dipole magnet.

For n > 4, assuming a very approximate scaling of the additional kick from an orbit offset via b,,, the
b,, must be kept below & 0(10™). Better estimates are pending; results from long-term tracking are needed to
confirm the exact specifications.
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4.2.9 Lorentz force detuning and multipacting

When the cavity contains RF fields there is a Lorentz force on the cavity surface resulting from the high
radiation pressure on the cavity walls. This results in a detuning of the cavity frequency. The Lorentz force
detuning is kept small (< 0.6 kHz) at the nominal field.

Another common problem in complex RF structures is multipacting. This is a resonant phenomenon
where the electrons will absorb RF power, limiting the field to a finite level and depositing additional heat load
in the walls. Multipacting was modelled in all cavities and couplers using two codes with different
methodologies to identify multipacting. CST Particle Studio® uses particle tracking with accurate secondary
emission models to simulate the growth in electrons with time, while Track3P tracks a single particle in the
RF fields and looks for resonant trajectories.

In CST, three secondary electron yield (SEY) models were used to look at the effect of surface
cleanliness. The models were for wet-treated, baked, and processed niobium surfaces. While multipacting in
all cavities was found for the wet-treated and baked models, no multipacting trajectories were found for the
processed surface, suggesting that any multipacting would be soft and easily processed. Similarly, Track3P
found multipacting at low field. This is in good agreement with the results from the prototype tests, where
multipacting was observed and could be processed away easily.

4.2.10 Cryomodule and integration

4.2.10.1 Temperature choice

The Bardeen-Cooper-Schrieffer (BCS) resistance of niobium at 4.5 K and 400 MHz is around 50 nQ), which is
more than 10 times larger than the value at 2 K. The complex shapes of the cavities may also be susceptible to
microphonics caused by liquid He boil-off, hence operation below the lambda point of He is preferred. For
these reasons operation at 2 K is baseline. This will require the provision of liquid He at 2 K to the crab cavity
location in the LHC. The current heat load limits for the LHC are not currently known, but are likely to be
around 3 W of dynamic load per cavity at 2 K.

4.2.10.2 Cavity interfaces and cold mass

Following the recommendation of the May 2014 technical review [10], only two cavity designs are considered
for the engineering design towards the SPS tests and ultimately the LHC (DQW and RFD). The cavities were
dimensioned to cope with several mechanical constraints: ensure elastic deformation during maximum pressure
as well as during all transport and handling conditions; maximize tuning range; minimize sensitivity to pressure
fluctuation; avoid buckling due to external pressure; and maximize the frequency of the first mechanical natural
mode. The final mechanical design of the cavities including all external interfaces is shown in Figure 4-8.

Figure 4-8: Schematic view of the cavity with interfaces (left) DQW; (right) RFD.

The superconducting resonators are fabricated from bulk niobium sheets by electron-beam welding of
deep-drawn parts. A final thickness of 4 mm was calculated to be acceptable in order to cope with all the
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mechanical constraints as well as minimizing the cost of cavity production. The cavities are bath-cooled by
saturated superfluid helium at 2 K. Each cavity (aka dressed cavity) is equipped with: a helium tank, internal
magnetic shield, a tuning system, a fundamental RF power coupler, a field probe, and two or three HOM
couplers. Functional specifications including all tolerances for the cavities with their interfaces to develop
manufacturing drawings for the DQW and the RFD are shown in Figure 4-9 and Figure 4-10, respectively.

061,87 r0.1 we—|¢|v0.5]a-B]c
o alaale T l_.eus? .o_1al_‘ - | c Rle-aAa[E]
\ 10.6]A- sl
1
NS N A - ~ .
} [¢[o0.4]a-8]c 1 ) [+]o.4]a-8]c
} \
) ) I See nota * ! ¥
s — ~ 0.5 "
Jo.s] %30 SR “lo.8/a-Blc| -I 4x|2108
~ 0.8 a-8|c) - 1 T
o See nota * T | [0.8 @
w [ -
o [0.8|a-B[C o
o = . 0.6 See nota w o~
] .y E [foisase - s 'B
\ . (Y e P '
\ oy ) D | -
: ¥ \ —— . y +
. ~rzo.24) Yojo.a I/ =
' / 1 (.
] | \ \ ;
{R20.24) [7[o.3] (R10.22) | \ \ 3
p | T P 1 I
Cylinder for A reference LJ @ ¥ \ LJ f
\ - B / 0.8/A
@ @ ~ ,
s ] [ :
H o | “F

Cylinder for B reference

[41.?4]L

*
S (R14.81)
-

o
@
| L3
29w
o
&

(-386.3)

Figure 4-9: Dimensional plot with tolerances of the DQW cavity.
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Figure 4-10: Dimensional plot with tolerances of the RFD cavity.

4.2.10.3 Helium vessel and dressed cavity unit

The helium tank will contain saturated superfluid helium at 2 K, cooling the cavity and allowing the extraction
of the heat dissipated in the cavity and adjacent cold components. Superfluid helium is an excellent thermal
conductor for small heat flux. Above a critical heat flux, the temperature increases drastically and eventually
superfluidity is lost. The geometry of the helium tank has been determined to allow this maximum heat
extraction while optimizing the quantity of the helium to be used.
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Two choices of material have been studied for the helium tank: stainless steel and titanium. Titanium
has the advantage of nearly the same thermal contraction as niobium (in the order of 1.5 mm/m from ambient
temperature to 2 K), while the thermal contraction of stainless steel is twice as large, leading to larger thermal
stresses. The advantage of stainless steel is the manufacturability and thus the cost. However, for the
unconventional geometries of the crab cavities, titanium grade 2 was chosen as the optimum material for the
helium tank, allowing for rigid connection of cavity ports to the helium vessel. An initial design based on fully
welded joints is now replaced with a bolted design with additional leak proof welds to minimize the stress on
the cavity during the assembly of the Helium vessel Figure 4-11. A dummy prototype for the DQW cavity is
under fabrication to validate the principle and its functioning at nominal operating temperature with superfluid
Helium.

The helium tank has a structural role, and its rigid connection to the cavity ports ensures optimum
boundary conditions for the cavity during mechanical loading, in particular during maximum pressure loading
and tuning. The helium tank geometry was chosen to limit the maximum stress on the cavity to tolerable values
[13]. Figure 4-11 shows a qualitative stress distribution in the cavity wall during maximum pressure for the
DQW cavity. The red colour indicates only small areas of high stress, which are tolerable. This distribution,
as well as the maximum values, are directly influenced not only by the cavity geometry but also by the helium
tank configuration. Similar calculations were carried out for the RFD cavity and validated.

Figure 4-11: Schematic of the Helium vessel assembly of the bolted design (left). Mechanical stress
induced by maximum pressure on the DQW cavity inside its helium tank (right). Red indicates regions
with highest stress, which can be tolerated if confined to small areas.

A major concern for the mechanical design was the transitions from the helium tank to all of the adjacent
components, in particular the main coupler, HOM couplers, and the flanges for connection to the beam pipes
and helium pipes. All flange connections are stainless steel to stainless steel connections. Due to its proximity,
the second beam pipe had to be integrated inside the helium vessel and consequently will be at 2 K; it is
proposed to use a niobium beam pipe. A schematic view of the DQW and RFD cavities inside their helium
tanks and equipped with the required ancillary equipment are shown in Figure 4-12 and Figure 4-13.
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Figure 4-12: (left) The DQW cavity inside its helium tank with the field probe port (front), beam port
(right) and tuner frame around. (right) Sectional view of the DQW cavity inside its helium tank with
the power coupler (top right, orange), HOM coupler (left, top and bottom), and tuner (centre, top, and
bottom).

Figure 4-13: (left) The RFD cavity inside its helium tank with the field probe port (centre left), beam
port (centre right), tuner frame around helium vessel and tuner actuation (top centre). (right)
Schematic sectional view of the RFD cavity inside its helium tank with the power coupler (orange)
and HOM coupler (violet).

4.2.10.4 Frequency tuning

The final resonance frequency of the cavity will depend on a number of fabrication and handling steps and
cool-down (shifts by hundreds of kHz). A ‘slow’ mechanical tuning system is required to compensate for the
uncertainties of the above steps by altering the cavity shape — this will dominate the tuner requirement. At 2K
it must be possible to tune the cavity to fres = foperation T Afrrp, Where Afypp denotes Lorentz force detuning
occurring during cavity filling. In the SPS, the operating frequency can vary by an additional 60 KHz (see
4.2.18.5). Despite the large resulting tuning range (=+200 kHz) the resolution of the tuner should allow at
least ten steps inside the cavity bandwidth (=800 Hz); backlash and hysteresis must be small.

The tuning system, similar for both cavities (DQW and RFD), is shown in Figure 4-12 and Figure 4-13.
It consists of an actuation system that is placed outside the cryomodule, and operated at room temperature and
at atmospheric pressure, which makes it accessible and thus maintainable. The actuation system consists of a
stepper motor, a harmonic gearbox, a roller screw, and linear guide bearings. The concept is based on a design
developed and already in use at JLAB. The details of the prototype actuation system are shown in Figure 4-14.
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Since the cavity will be operated in continuous wave mode and frequency variations are expected to be small,
active tuning with piezoelectric actuators may not be needed in the final design. A piezo is, however, foreseen
for the first cavity tests to validate this assumption.

Actuation induces a relative movement between two titanium cylinders. The inner cylinder is directly
connected to the top of the cavity, the outer cylinder to the bottom via a titanium frame. A symmetric
deformation is thus applied simultaneously to the top and bottom of the cavity.

A stepper motor drives with a high resolution (1.8 deg/step) a harmonic gearbox with a 100:1 ratio. A
roller screw, allowing smaller pitch (1 mm) compared to a ball screw with less friction, transforms the rotation
in a linear motion, guided by linear roller bearings on precision guides. The estimated mechanical resolution
of the tuning system at the connection to the cavity is estimated to be in the order of 10nm or less, which is
equivalent to a few tens of Hz for both cavities, allowing for at least 10 micro-steps inside the cavity RF
frequency bandwidth. The cryostat vacuum exerts a non-negligible force on the tuner mechanism, as it remains
floating with respect to the vacuum vessel. A pressure compensation feature is added to minimize this force.
A study is also underway to orient the tuner mechanism in the horizontal direction using flexure guides to
alleviate space constraints directly on top of the cavity.

(b)
Figure 4-14: (a) Actuation system of the prototype tuning system for DQW and RFD cavities. (b)
Cross-section. (c) The prototype tuning system manufactured for the test in SM18 vertical test.
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Figure 4-15: Forward power required as a function of Q,, for different frequency detuning of the cavity
from its nominal value. The cross-hatched area indicates the nominal range of Q..
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Low frequency mechanical resonances (below 150 Hz) should be avoided to minimize cavity
perturbation due to both helium pressure fluctuations O(1 mbar) and external noise sources. Resonances
above 150 Hz are considered to be benign. If fast-acting tuners (piezos) are deemed necessary, they should be
able to compensate for deformations of <10-20 um to reduce the RF power overhead (see Figure 4-15).

4.2.10.5 Space, modularity, and the second vacuum chamber

Machine architecture and integration studies for the LHC led to the choice of housing two individual cavities
in one stand-alone cryomodule, individually connected to a cryogenic distribution line cryostat running in
parallel with the main line. The nominal configuration will use a two-cavity cryomodule as a basic unit. As a
consequence, a total of eight cold-to-warm transitions for the beam tube and four connections to the cryogenic
distribution line are required for one side of an LHC interaction region (Figure 4-16).

The length of the cryomodule depends on the cavity type and, for the longest cavity, results in a total of
6.7 m for four cavities (two cryomodules) per side of the LHC interaction region for both beams including gate
valves from the interconnection plane, as shown in Figure 4-16. For each two-cavity module, two gate valves
inside the cryomodule vacuum (see Figure 4-17) and two valves outside at ambient temperature are foreseen.
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Figure 4-16: Cryomodule layout for one side of the interaction region in the LHC.

A detailed view of the cryomodule containing two DQW and RFD cavities is illustrated in Figure 4-17.
The fixed RF coaxial coupler, with a single ceramic window, providing 80 kW average power, is mounted
onto the cavity via a ConFlat® flange assembly equipped with a specific vacuum/RF seal designed at CERN
and widely used elsewhere.

Figure 4-17: Cryomodules for (left) DQW cavity; (right) RFD cavity.

The RF coupler is mounted on the cavity in the clean-room, constraining the assembly of subsequent
components of the cryomodule due to its size. The vacuum vessel is designed in two main parts — a lower
vacuum tank and a top plate — with lateral windows for access to each cavity. It uses a top-down assembly
procedure for the cavity string inside the vessel [18]. This allows the possibility of cavity alignment with optical
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devices (laser trackers, for example) while making fine adjustments through the adjustable supports before
closing the cryomodule lateral covers.

The cavity supporting concept uses the external conductor of the RF coupler as the main mechanical
support of the dressed cavities. An additional supporting point to keep cavity alignment stability within
requirements is obtained by the inter-cavity support. In the RFD cavity, the power coupler is transversely offset
from the cavity axis, which requires additional vertical support, as shown in Figure 4-17.

For the LHC cryomodule, two options are considered. The baseline consists of two cryomodules per
side per IP, each with two cavities similar to the SPS test prototype cryomodule. This would have the advantage
of a topology similar to that having been tested in the SPS. The overall design would probably become simpler
than for the SPS test prototype cryomodule. As a second option, a single four-cavity cryomodule could be
considered, optimized for LHC operation requiring less access and minimizing cold-to-warm transitions.

Currently only the SPS test cryomodule exists with full technical specifications. The cryomodules are
designed to have a rectangular outer vacuum vessel with removable side panels such that the dressed cavities
remain accessible [18]. Loading of the complete cavity string into the vacuum vessel is from the top, with plug
valves fitted with closing end-plates integrated in the cavity string. All external connections except the beam
pipes are on the top of the cryomodule. The cavities are supported by the power couplers. This allows easy
access to the cavities and ancillaries, as required for a prototype. The vacuum vessel is fitted with stiffening
ribs to keep the stress within reasonable limits when placed under vacuum pressure and during cool-down. The
designs for both cavity variants are kept as similar as possible. The second beam pipe for the counter-rotating
beam is missing in the SPS DQW prototype.

4.2.10.6 Magnetic and thermal shielding

Assuming a cavity geometric factor of = 100 €, the additional surface resistance due to trapped flux Rumag is
required to be below 1-2 nQ in order to stay in the shadow of the total surface resistance specification of 10n().
To achieve this, magnetic shielding in the cryostat should reduce the external magnetic field on the outer
surface of the cavity by a factor of at least 100 (reducing the earth’s magnetic field to <1 puT).

The external warm magnetic shield is made of 3 mm thick mu-metal and will be directly attached to the
vacuum vessel. Due to the large apertures in the shielding for couplers and beam pipes, this layer on its own is
not sufficient to completely shield the earth’s magnetic field to the required level with sufficient safety margin.
Figure 4-18 (right) shows the magnetic field amplitude inside a two-cavity cryomodule without an internal
shield for an applied external shield of 60 uT in the longitudinal direction. To meet the magnetic field
requirements a second shield is required close to the cavity. In order to reduce the size of the holes in the
internal shield the cold magnetic shielding will be integrated inside the helium vessel, as presented in Figure
4-18. The internal shield is 1 mm thick and will be made from Cryoperm® or Aperam Cryophy®™. Magnetization
of both materials is adversely affected by stress. Hence, degradation of the shielding material during assembly
and handling should be carefully studied and monitored. Effects of weight and thermal stresses were modelled
in ANSYS. The simulations indicate that while the maximum stress is 439 MPa in the titanium supports, the
stress on the shield is kept to less than 150 MPa. It is possible that this may affect the magnetization locally,
but the effect is comparable to that of a small hole in the shield. Simulation results from OPERA, assuming
the worst case field orientation, show that the use of the proposed two-layer shielding solution to achieve
magnetic fields well below 1 puT is feasible, as shown in [19].

The thermal shield is made of rolled aluminium sheets. The shield is suspended from the vacuum vessel
via flexible guides made from titanium alloy that also copes, through angular movements, with its thermal
contractions. The absence of mechanical contact between the shield and the string of cavities eliminates the
risk of interference with the alignment of the cavities induced by differential contractions and cooling
transients. The cryomodule contains a single thermal shield, actively cooled in the LHC between 50 and 80 K
by a cryogenic cooling line containing pressurized helium gas. For the SPS tests, similar solution using
pressurized He will be applied and will replace initially foreseen N, circuit. A 30-layer prefabricated Multi-
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Layer Insulation (MLI) blanket protects the thermal shield whereas a 10-layer blanket is mounted around each
helium vessel.

[ Y

Figure 4-18: (left): Cold magnetic shielding inside the helium vessel; (right): magnetic field amplitude
inside the two-cavity CM without the second internal cold magnetic shield, scale 0 to 1 uT. An external
field of 60 uT in the direction parallel to X (longitudinal) is used.

4.2.10.7 Cavity Alignment and support

Successful operation of the RF cavities depends on their correct position. The transverse and longitudinal
alignment tolerances described in the LHC performance requirements [13] define the configuration constraints:

- Cavity rotation in the X-Y plane (“roll”, R,, Figure 4-19) — it is required that this rotation has to be
<0.3°=5.2 mrad (2 o) per cavity;

- Cavity “yaw” (Ry) and “pitch” (Rx) with respect to the cryostat axis should be less than < 1 mrad =
0.057° (3 0), Figure 4-19. Similar tolerances are assumed for the alignment between cryostats.

- Transverse displacement of cavities w.r.t each other inside a cryostat: intra-cavity alignment in the
transverse plane with respect to the cryostat axis should not exceed the 0.5 mm (3 o) tolerance set by
the multipolar effects.
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Figure 4-19: Crab-cavities alignment tolerances inside the cryostat.

The dressed cavity’s geometry can only be measured accurately by means of CMM (Coordinate
Measurement Machines) at room temperature. After cool-down the CMM data is corrected through models
using the materials contraction coefficients. This is not trivial considering the nonlinear behaviour of the
materials’ contraction coefficients and the complex design of the cavities. However, the use of Titanium that
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has a contraction coefficient similar to Niobium and the fact that the cavity is much less stiff than the tank
should make the change in shape as linear as possible. The temperature gradient between the sensor head and
the object may have impact on the result of the measured values. Therefore, non-contact methods are preferred.
The components of the monitoring system will have to be radiation hard and keep stable properties over time.
Before operation, the orientation and position of the cavity is adjusted by means of a plate rigidly connected
to the dressed cavity. Such a plate is supported isostatically in 3 points (Figure 4-20). Its position and altitude
can be modified by setting the position of these 3 support points. The rigid connection between the cavity and
the alignment plate is obtained by means of the fundamental power coupler (FPC) and a set of additional
supports as shown in Figure 4-20.

A ‘blade’ type flexure arrangement is used for the supporting system on the dressed cavities. This
arrangement gives an increase in overall stiffness whilst still allowing for thermal contraction on cool-down to
2 K towards the fixed point, which is the input coupler. Further analyses with detailed models of each cavity
type are foreseen following the complete integration of the vacuum vessel. This will assess the final
deformation expected as well as tuning vibration modes to ensure excitation of the cavities is minimised.

The Frequency Scanning Interferometry (FSI, [21]) is chosen as a baseline solution crab cavity
alignment system in the LHC. The FSI system offers absolute interferometric distance measurement capability
at sub-micron level. Only passive components (mirror, collimator, fibres) are needed at the points of
measurement, which makes the application suitable for a high radiation level of operation. FSI is a
measurement technique that allows the determination of absolute distances (0.2-20 m) with high accuracy with
a measurement uncertainty (95%) of 0.5 pm/m. The FSI unit consists of a reference interferometer and a
measurement interferometer that use tuneable lasers (from 1410 nm to 1510 nm). An additional second laser
tuned in the direction opposite to the reference laser is required to remove the errors arising from drifts and
account for internal frequency and phase changes from the laser itself. The gas cell ensures stability of the
reference interferometer. Each cavity features several FSI heads (8 per cavity) and several lengths between the
FSI system heads and the reflective targets are measured in order to determine the position of the dressed
cavities (Figure 4-20).

Hall Mounted

helium tank

Fsl Head
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Figure 4-20: (left) Alignment plate in blue with the supports used for attitude and position actuation.
(right) Frequency scanning interferometry (FSI) system for alignment monitoring.

In order to verify the performance of the FSI system during the preliminary prototype tests, a second
solution based on the Brandeis CCD Angle Monitor (BCAM) is chosen [22]. The BCAM system is not
radiation-hard and only allows to control the crab cavities position during the installation and preliminary tests.
The basic concept is the creation of a closed geometrical network continuously monitored using a set of opto-
electronic sensors linked to external references defined in the cryostat coordinate system. The positions of the
cavities are measured in this geometrical frame. Double-sidled BCAM cameras installed on precise
metrological tables on the cryostat sides look at each other and at four target “fingers” attached to the cavities.
Therefore, two external lines of sight are created, allowing the reconstruction of the position of the cavities.
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4.2.10.8 Vacuum Vessel

The main constraints in the design of the vacuum vessel are the integration steps. The shape and the openings
must allow the assembly and positioning of all the system in their right location. The dimensions of the vessel
have to conform to the maximum available envelope in the LHC tunnel, including all systems external to the
vacuum vessel, Figure 4-21:

- 2900 mm longitudinally for the RFD, 2750 mm for the DQW
- 1050 mm laterally (and proper position with respect to the beam for both axis)
- 2350 mm height (1400 mm above the beams, 950 mm below)

The detailed design also depends on the deformation induced by the difference of pressure between the
outside (atmosphere) and the inside (vacuum); the design should limit the deformation to a minimum. Special
care is required at each interface with the dressed cavity through the support and alignment. Figure 4-22 shows
a trapezoidal concept adopted for the SPS tests with a top plate assembly of the dressed cavity string which is
lowered into the vacuum vessel.
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Figure 4-21: A section layout in the LHC for Beam 1 and Beam 2 with a two-cavity cryomodule (left).
Maximum vertical envelope for the cryomodules including the RF and cryogenic services with interfaces
on the top.

Figure 4-22: The design of the vacuum vessel for the SPS tests with lateral plates in Aluminium for
maximum access to the cavity components during assembly and maintenance (left); Assembly concept
of the dressed cavity string on the top plate of the vacuum vessel (right).

The use of ribs is foreseen in order to limit the deformation and control the total mass. Preliminary
calculations, however, show that the deformation at the interface with the cavity support is about 100 um. The
thickness of the plates (in stainless steel) is 15 mm with the ribs thickness of 50 mm.
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4.2.11 RF powering and control architecture

The overall architecture and approximate volume of the RF infrastructure is shown schematically in Figure
4-23 . Near P1 and PS5, the existing caverns closest to the cavity (RR caverns) are approximately 80 m away,
while requiring a large space in the tunnel to pass the RF transmission lines along this distance. Radiation
concerns rule out the installation of highly sensitive RF electronics in those caverns. A baseline surface option
for the RF services is now replaced by a common underground service gallery (see chapter 15). In the present
baseline, the circulators are placed in an RF gallery placed directly above the LHC tunnel with Im diameter
pits connecting the RF power lines. The circulator to cavity transmission lines will be waveguide WR2300
whilst amplifiers to circulators transmission lines will be coaxial lines. The RF gallery is then connected to the
main service gallery via a perpendicular tunnel, which is used to host power amplifiers and LLRF and also
used for passage (see Figure 4-24). The caverns shall be accessible at any time and adequate shielding is
foreseen.

An independent powering system using SPS-type 400 MHz IOT, of 80 kW is assumed. In the SPS, the
power requirement is approximately 40 kW for the maximum beam current foreseen for the beam tests. Recent
advances in solid-state technology could eventually lead to power sources in the required power range and may
provide a flexible platform.

The IOTs provide adequate power overhead in a compact footprint. This scheme would also allow for
fast and independent control of the cavity set point voltage and phase to ensure accurate control of the closed
orbit and the crossing angle in the multi-cavity scheme. Most importantly, fast control of the cavity fields will
minimize the risk to the LHC during an abrupt failure of one of the cavities, ensuring machine protection before
the beams can be safely extracted. For such fast and active feedback, a short overall loop delay between the
RF system and the cavity is required [12].
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Figure 4-23: Schematic of the RF system layout (four per IP side) in the underground cavern above the
LHC tunnel lateral view (top); and top view (bottom); Note that these are only estimated values of space
requirements.

To provide strong feedback, the low-level RF system requires the total loop delay to be approximately
< 2us, including the group delay from the driver, amplifier, circulator, and cable delays. Therefore, a distance
of less than 100 m is desired for the separation between the amplifier, electronics, and the cavity in the tunnel.
Such a short delay is already in place for the ACS main RF system in P4 (650 ns loop delay) with a service
gallery running parallel to the tunnel.
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Figure 4-24: Preliminary sketch of a high-power RF, controls and LLRF layout in the underground RF
cavern.

The controls and driver electronics are required to be located in a radiation-minimized zone. Assuming
one IOT per cavity to provide 80 kW and electronics racks required for drivers, PLC, LLRF, and fast interlocks
for eight cavities per IP side, an area of approximately 100 m? is needed near the cavities. The high-voltage
power supplies and the power controls would need an additional 85 m*. Both the high power and the low level
control systems are placed in the nearby underground gallery (UA). The proximity of the circulator and RF
loads in the present configuration allows for smaller RF transmission lines from the amplifier to the circulators.
The required electrical interfaces are specified in Ref. [20]. Despite the reduction of cryomodules to be installed
after the re-baselining in 2016 the space required for a full installation will be maintained.

4.2.12 Low level RF architecture and operational scenarios

The RF control system, also commonly referred as the low level RF system (LLRF), includes several
functionalities. First, a tuning control is required to keep the cavity resonant frequency on-tune with the beam
during the crabbing operation. If required, the LLRF also has to ensure that the cavity is safely parked at an
optimal detuned position during filling, ramping, and collisions without crabbing. This system also
synchronizes the phase of the RF kicks with the exact passage of the bunches for both beams. The LLRF
includes a regulation loop around the amplifier (to reduce the RF amplitude noise and phase noise in a band
extending to a few tens of kHz), plus an RF feedback to precisely control the cavity field. The feedback loop
consists of both a local loop around the cavity-amplifier and a global loop regulating the vector sum of voltages
on the two sides of the interactions’ region. The global loop will reduce beam perturbation following a single
cavity trip, by quickly reducing the field in the companion cavities to track the uncontrolled voltage in the
faulty cavity. The beam dump system has a three-turn (270ps) response delay.

For each ring, the eight accelerating cavities (ACS) are driven from a single reference generated in a
surface building above IP4. These two signals must be sent over phase-compensated links to IP1 (ATLAS)
and IP5 (CMS). The up to eight crab cavities of a given ring at each IP are coupled with an 8-in, 8-out multi-
cavity feedback (MFB). Figure 4-26 shows the proposed architecture. Operation with the initially installed
four crab cavities for one IP and beam is equally possible.
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Figure 4-25: Proposed LLRF architecture for one ring at one IP for operation with a final installation of
eight cavities. The same architecture is used for the initial stage of four cavities per IP.

A central controller receives measurements from all relevant cavities on each ring and IP, and makes
corrections to the drive of each individual RF transmitter (TX). If the field starts changing in a cavity, the MFB
will adjust the field in the other cavities on both sides of the IP, such that the orbit distortions remain local. As
described in Section 4.2.5 on flat-top, counter-phasing is nulled while keeping the voltage set point small. The
RF feedback keeps the cavity impedance small (beam stability) and compensates for beam loading as the cavity
moves to resonance. The voltage set points are ramped to synchronously change the voltage in all crab cavities
as desired. Any levelling scheme is possible. With a circulator between amplifier and cavity, the TX response
is not affected by the cavity tune.

At present the spacing between LHC bunches within a batch is strictly constant along the ring. A large
amount of RF power is used in the ACS system to fully compensate the transient beam loading caused by the
3us long abort gap and the smaller gaps required for the injection kicker (“half detuning”). This scheme cannot
be extended into the HL-LHC era as it would require excessive RF power. The power required is minimized
by optimally detuning the cavity (‘full detuning’) and adapting the cavity set-point phases bunch by bunch. It
results in bunch arrival time modulation of up to £ 42ps [25]. This may be acceptable given the 1 ns bunch
length. There is no effect on the luminosity as the modulation is identical in both beams, only the vertex
position is modulated around the nominal vertex by a maximum of 1um over one turn. The bunch-to-bunch
variation within a batch is at least an order of magnitude smaller. If not, the LLRF must synchronize the bunch-
by-bunch crabbing field with the actual phase modulation.

The “slow” control is based on programmable logic controllers (PLC) similar to that of the ACS and
LINACH4 cavities with the primary role to ensure safety and protection of the RF system. This includes the RF
veto and vacuum signals, amplifier control, cavity tuning, high power interlocks, HOM interlocks, beam
interlocks, cavity cryogenic interface and access in the RF zone. Each two-cavity cryomodule will be equipped
with a single PLC controller with the hardware. The expected PLC cycle time is estimated to 2 ms and the fast
interlock cycle time is 15pus. Remote operation and monitoring will be provided using the standard CERN
infrastructure.

4.2.13 Cavity failure scenarios

Crab cavity failures can lead to a fast voltage and/or phase change with a short time constant. This can lead to
large, global head-tail oscillations, or coherent betatron oscillations with a change in transverse beam
trajectories of 1.7 ¢ for a single cavity failure; the effect is cumulative with the number of failing cavities.
These failures can be broadly classified into two categories.

- Fast failures, single or few turns. For example, a sudden cavity quench or breakdown.
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- Slow failures, several tens of turns or greater (caused by vacuum degradation, voltage and phase drifts,
or similar).

Due to the relatively high quality factor in the superconducting cavity, the stored energy inside the cavity
can typically only be extracted with a time constant determined by Q;, which results from the strong coupling
to the cavity via the power coupler. The stored energy will decay with a time constant T = 2Q; /w,. For Q; =
5 X 10°, the time constant is approximately 400ps. The three turn delay time (267ps) for a beam dump trigger
is an important consideration during a RF source failure, where the cavity field decays to roughly half its value
before the beam can be safely aborted. In the case of a quench, the time constant of field decay may be
dominated by the quench dynamics rather than Q;. The situation is similar to strong and sudden electron
loading due to multipacting or other phenomena.

The cavity quench mechanism described above and the measurements from KEKB crab cavities [26]
indicate that typically a quench is a slow thermal process (typically of the order of several milliseconds). Once
the temperature of a sufficiently large area exceeds the critical temperature of niobium, the quench can
propagate very quickly to completely quench the cavity or cause RF breakdown. However, any change in
cavity quality factor well before reaching a critical temperature limit could be easily detected from the
requested forward power (fast) or changes in the cavity temperature bath (slow). An interlock on the forward
power, except due to induced orbit excursion, can cut the RF to slow down or stop quench propagation. A
beam abort, if required, can be triggered simultaneously (a few us) for machine protection.

4.2.14 Failure scenario mitigation

The choice of low operating temperature (2 K) and moderate surface field levels allow operation with ample
margin over quench temperature and field limits. The significantly better thermal conductivity of superfluid
helium should also improve the thermal performance and stability of the cavity. Additional measures in the
cryomodule design are being considered to dimension the helium enclosures with sufficient margin for heat
flux. The cavity thermal and RF stability will be thoroughly tested in the SM18 test facility and during the SPS
beam tests.

To minimize the perturbation on the beam during a cavity failure, the MFB will adjust the field in the
other cavities on both sides of the IP, such that the orbit distortion remains local. Figure 4-26 shows the cavity
control of two cavities across the IP with one cavity failure and the RF controller to adjust the second cavity
to follow. The rapid change in field will also result in a detuning of the cavity; however, the mechanical tuning
system is unable to adjust the tune within 400us. Since a rapid breakdown of a failed cavity may become
unpredictable, it is probably safest to ramp down the cavities synchronously. However, small and slow changes
in one of the cavities can be adjusted for without aborting the beam.
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Figure 4-26: Voltage response with strongly coupled cavities across the IP as a function of time [us]. At
50 ps, one cavity trips (red trace) and the other one is forced by the RF controller to follow (blue trace).
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The cavities can be equipped with a fast tuning system such as a piezo mechanism. If the speed of such
tuning devices is sufficient, it could compensate for Lorentz force detuning during transients and thus keep the
tune within the bandwidth of the feedback system. If the SPS tests show fast tuning to compensate for cavity
transients, piezo stacks can be added to the actuation within a limited range.

An additional mitigation to avoid large beam losses (and hence deposited energy) in the case of single
or multiple cavity failures is a robust measurement and interlocking of the tail population and eventual head—
tail oscillations. The addition of halo depletion methods (e.g. a hollow electron lens) for cleaning of the bunch
tails to ensure a low particle density in the beam halo and interlocking with improved diagnostics like fast
head-tail monitors and/or fast beam loss monitors (e.g. diamond monitors) are under investigation.

4.2.15 Heat loads and cryogenics

The cavities are housed in individual titanium helium tanks connected by a 100 mm diameter two-phase He
pipe placed above the cavities along with a 20 mm diameter cool down bypass lines placed below the tanks.
The two-phase pipe ensures that the liquid is fed to the cavities by gravity, and is also used as a pumping line
for gaseous helium. A saturated helium bath maintains the cavities operating temperature at 2 K. Liquid helium
is supplied to the two-phase pipe through a 10 mm supply line. It is proposed to fill the cryostat from one single
point at the extremity opposite to the pumping outlet of the two-phase pipe, and to control the He level at about
half of the two-phase pipe diameter.

The bottom bypass of 20 mm diameter will be used during cool down for parallel helium distribution to
two helium tanks allowing for progressive cavity cool down from the bottom to the top. This bypass will have
also the function to equilibrate the quantity of helium between two tanks in cases when the two-phase pipe will
be out of this function (transients — e.g. filling, special tests). The static plus dynamic heat loads are expected
to be approximately 30 W to the 2 K bath for a two-cavity module. The cryogenic limits in the LHC are not
precisely known at this time. However, the 15 W per cavity heat load at 2 K is small compared to the LHC
heat load capacity; the total heat load of the LHC crab cavity systems is estimated at 0.5 kW at 2 K.

4.2.16 Vacuum system

The crab cavity system has three independent types of vacuum systems: the cavity vacuum, the adjacent beam
pipe, and the cryostat. The two-cavity common vacuum is pumped at room temperature with two ion pumps
mounted at each end of the modules. However, at 2 K, the cryogenic pumping of the cavity walls is the
dominating feature, with a pumping speed of 10 000 L/s. The background pressure without RF is expected to
be much better than 10"'” mbar and likely limited by the measurement devices such as Penning gauges. Pressure
signals provided for RF control are a hardware interlock from the ion pumps to cut the high voltage and readout
from the Penning gauges, one per coupler, to limit the RF power. The cavity vacuum can be isolated by four
all-metal valves at the ends of each module (two interior and two exterior to the cryomodule), to maintain
vacuum during transport and installation.

The second beam pipe for the counter-rotating beam has to pass through the cavity helium vessel due to
its proximity. It is planned that this will be made of niobium and will remain superconducting at close to 2 K
to preserve the same surface conditions as in the cavity. The use of carbon coating in the warm regions near
the crab cavities to reduce the pressure and to avoid electron cloud effects is currently not considered; this
would risk contamination of the cavities.

The insulation vacuum is less demanding in terms of pressure, the modules being pumped to 10~ mbar
before being cooled down. When cold, the insulation vacuum also benefits from the cryogenic pumping of the
cold surfaces and the operating pressure will decrease tol0” mbar. Turbo molecular pumps are used and
pressures are measured using Penning gauges.
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4.2.17 Interlocks for machine protection

Due to the immense stored energy of the beam (>700 MJ), the transient behaviour of the crab cavities is of
concern. The crab cavity system will be equipped with several levels of interlocks both for machine protection
and to protect the RF system itself. Slow and fast interlocks, including specific RF interlocks (reflected power,
signal level, arc detection, etc.) will ensure safe operation under all conditions and cope with transients; the
interlock system will be fully embedded in the overall machine interlock system. All RF systems, including
amplifiers, circulators, and loads are designed to withstand full reflection in the case of a malfunction in the
RF chain.

4.2.18 SM18 and SPS beam tests

The addition of crab cavities to the LHC should ensure robust functioning through the entire sequence of the
LHC physics cycle. Since crab cavities of this type have yet to be realized and used with hadrons, beam tests
with a prototype two-cavity cryomodule are a prerequisite to identifying potential risks from the technology to
safe and reliable operation of the LHC. Therefore, an essential milestone for a crab cavity in the SPS is to
demonstrate the operational reliability, ensure machine protection and cavity transparency. All RF
manipulations and cavity-beam interactions will first be validated and commissioned in the SPS with the
prototype module. The beam tests are planned as machine development studies during the run 2018-2019.
Successful validation of the crab cavities in the SPS is a prerequisite for installation in the LHC.

4.2.18.1 Tests before installation

The two-cavity cryomodule will be assembled in SM18 with the cold masses (cavities, helium vessels, HOMs,
and tuner) with contributions from the USLARP and UK collaborations. The cold masses are first tested and
qualified to their final specification at the SM18 facility. The assembly of the power coupler is foreseen as a
final assembly step prior to the string assembly of the two cold-masses in the SM 18 clean room due to the risk
associated with damage during transport.

The SPS cryomodule in its final assembly, along with all of the other major components, will be tested
for vacuum integrity, RF performance, and operational reliability in the SM18 horizontal bunker to their
nominal specifications prior to installation in the SPS. The RF control and interlock system will also be
validated in SM18 as intense gamma radiation could be produced during cavity RF conditioning and operation
of high fields.

4.2.18.2 SPS environment

The LSS6 region in the SPS ring will be equipped with a set of Y-chambers with mechanical bellows that
allow for transverse displacement. This allows for a test module to be moved out of the beam line during
regular operation of the SPS and only be moved into the beam line during the periods dedicated to machine
development with crab cavities. This is essential both due to aperture limitations of the crab cavities and the
risk associated with leaving the cavities in the beam line with different modes of operation in the SPS. The
cryomodule is placed on a motorized transfer table that can move sideways by 510 mm (see Figure 4-27). The
transfer table will also support the Y-chambers, the two RF circulators and loads and a cryogenic valve box.
Due to limited space, hosting the RF and cryogenic refrigeration systems in the tunnel is not feasible. RF power
amplifiers will be installed in the surface building BA6 and RF power routed via coaxial cables to the
cryomodule. To limit heat losses and ease integration, the warm part of the cryogenic refrigeration system
(compressor, oil removal system) is installed in BA6, while a cold-box is installed in an underground alcove
to provide the required liquefaction capacity. Liquid helium will be routed to the cryomodule viaa 110 m long
cryogenic distribution line. A local dewar and two helium pumps for 2 K refrigeration complete the proximity
cryogenics. Oxygen Deficiency Hazard detectors and acoustic alarms will cover the zone to protect personnel
against cold helium release in the tunnel.
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Figure 4-27: Top view of the integration of the cryomodule, RF assembly, and the cryogenics in the SPS-
LSS6 region. The zone marked in red and green are stay clear zones for transport and cabling
respectively.

Beam vacuum layout will be modified, creating a new vacuum sector for the cryomodule and beam by-
pass. To reduce Secondary Electron Yield for electron cloud mitigation, thus ensuring the low vacuum
conditions required for crab-cavity operation, all vacuum chambers adjacent to the cryomodule will be carbon-
coated. Suitable interlocks for circulating beam and beam extraction with respect to the transfer table position
and status will ensure machine protection.

The relevant cryomodule envelope dimensions for the SPS tests is given in Table 4-3. In general, the
SPS constraints are tighter than those of the LHC.

Table 4-3: Cryomodule envelope dimensions.

Description Distance [mm]
Cryomodule length (plug gate valve to plug gate valve) 3000
Horizontal distance cavity axis to inner edge of cryomodule volume 420
Vertical distance, floor to cavity axis 1200
Maximum height above cavity axis 1200
Inner diameter of cavity beam pipe 84
Horizontal distance cavity axis to bypass beam pipe axis 510

4.2.18.3 SPS RF system and operation

Specially designed WR2300 waveguides will feed the RF power from the circulator to the respective cavity.
An LHC-type circulator, although over-dimensioned, is preferred for reasons of maintenance and spares policy.
Smaller coaxial lines will ensure the RF transmission from each amplifier to the respective circulator and load.
A 3D integration of the cryomodule and the RF assembly is shown in Figure 4-28. To avoid stresses on the
waveguides, the feeding coaxial cables are fixed on the transfer table.

=t

Figure 4-28: (left) Cryomodule and RF system layout; (right) a modified SPS-IOT at 400 MHz under
test.
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In the LHC, the two cavities per IP side and beam are always powered on tune, initially with a small
voltage (10%—15% of the nominal) and counter-phased with active feedback to guarantee maximum beam
stability during the entire cycle. Therefore, beam injection with counter-phased cavities with low voltage
requires testing in the SPS. Other issues related to beam loading and transient effects with and without RF
feedback and slow orbit control will be studied to evaluate the stability and tolerances required from the
feedback systems. Induced RF trips and their effects on the beam will be studied in detail to guarantee machine
protection and to devise appropriate interlocks. Long-term effects with crab cavities on coasting beams at
various energies will also be tested.

4.2.18.4 SPS cryogenics requirements

With the aim of covering both the SPS crab-cavity testing program and to allow for cold operation of the LHC
ACS in point 4 independently of the magnet cooling, a new mobile refrigerator is under procurement. The
compressor, located at the surface in BA6, will be connected to the cold-box underground by two warm lines
for high and low pressure gas. Integration is studied to allow for removal and relocation of both the warm
equipment and the cold-box, with the remaining infrastructure remaining in place. The capacity of the new
cold box was specified to cover crab cavity static and dynamic heat losses including a contingency factor of
1.5 (at least 48W at 2 K, equivalent to 2.06 g/s. Nitrogen precooling of the cold-box is under study. With this
approach all operations at 4.5 K such as cool down and filling should be performed reliably. The first limitation
from the new system is expected to be on low pressure helium pumping for normal operation at 2 K: careful
design of all connections will help minimizing the global heat loss.

4.2.18.5 SPS tuning requirements

For beam tests in the SPS a slow mechanical tuner system is required to bring the cavity on resonance in the
energy range of the SPS (0 — 60 kHz). In addition, the tuner must allow detuning of the cavity to its parking
position, and it has to be precise enough to work together with the RF feedback. Table 4-4 summarizes the
potential energies at which the SPS can be operated for crab cavity tests and their corresponding RF frequencies
compared with that of LHC operation.

Table 4-4: Detuning ranges for the LHC and SPS.

Parameter Unit LHC SPS

Energy GeV 450-7000 120 270 450
Frequency MHz 400.79 400.73 400.78 400.79
f—r kHz 0 —58.2 12.2 —2.4
Bandwidth kHz 0.4-4 0.4-4 0.4-4 0.4-4
Max Detuning Hz +5.5 +21.7

The detuning required to tune the cavity in its parking position (between betatron lines) is approximately
+21.7 kHz in the SPS. The detuning requires a resolution of at least one-quarter of the final cavity bandwidth
due to available power limits. Additional studies are required to determine the need for tuning system than that
possible with the present mechanical tuner if limitations arise from feedback and/or orbit control.

4.2.18.6 SPS test objectives

A detailed report on the potential of the SPS test program with crab cavities can be found in Ref. [24]. The test
programme objectives in the SPS are given below.

- Demonstrate cavity deflecting field with proton beam including injection, energy ramp, and coast at
energies ranging from 26-450 GeV.

- Verify and control the cavity field (amplitude and phase), frequency, tuning sensitivity, input coupling,
power overhead, and HOM signals. Establish and test operational cycle with crab cavities.
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Demonstrate the possibility to operate without crab cavity action (make them invisible) by both counter-
phasing the two cavities or by appropriate detuning (to parking position) at energies ranging from
26-450 GeV. The precision phasing between the two cavities including the cable delays to represent
the LHC scenario of cavities separated across the IP will be tested.

Measure beam orbit centering, crab dispersive orbit, and bunch rotation with available instrumentation
such as BPMs and head—tail monitors.

Demonstrate MFB operation.

Demonstrate non-correlated operation of two cavities in a common cryomodule — trigger quench in one
cavity without inducing quench in the other.

Define and implement interlock hierarchy. Verify machine protection aspects and functioning of slow
and fast interlocks.

Test HOM coupler operation with high beam currents, different filling schemes, and associated power
levels. Measurement of impedance and instability thresholds for nominal mode and HOMs.

Measure emittance growth induced by the crab cavities as far as possible.

4.2.18.7 Outline of an SPS test programme

4.3

Initial RF commissioning with the cryomodule with high power RF in the out-of-beam position (no
dedicated Machine Development (MD) required).

RF commissioning with low-intensity beam, single bunch to a few bunches. Establish the proper RF
parameters, including cavity tune, operating frequency, amplitude, and phase. Verify crab cavity active
and invisible.

High intensity single bunches to trains of bunches to investigate the effect of cavity performance,
impedance, and machine protection; and characterize the transient behavior of the crab cavity system as
a function of beam current. Verify cavity stability over many hours (as relevant for LHC physics fill).

Long-term behavior of coasting beams in the SPS with relatively low intensity to study the effects of
cavity drifts, emittance growth and possibly non-linear effects such as RF multipoles

Harmonic systems

A harmonic cavity is presently not part of the HL-LHC baseline. However, two types of harmonic systems are
considered as options [25], [27].

A higher harmonic (800 MHz) system can be used either for changing the bunch profile (in bunch
lengthening mode (BL)) or for increasing the synchrotron frequency spread (in BL or bunch shortening
mode (BS)). Depending on the mode of operation, this RF system can help to reduce the beam-induced
heating, effect intra-beam scattering, improve longitudinal beam stability, and in some scenarios
increase or level luminosity.

A sub-harmonic (200 MHz) system could either completely replace the existing main RF system or
work jointly with the 400 MHz RF system, which in this case will act as the second harmonic. The lower
harmonic RF system will improve the capture efficiency for longer SPS bunches with very high
intensity. The benefits of the combined 200 MHz and 400 MHz system are similar to the above double-
harmonic system but with the primary aim of luminosity improvement.

For the higher harmonic system (800 MHz), a maximum of 8 MV longitudinal voltage can be provided

from approximately four to ten cavities depending on the mode of operation [25]. The relevant RF parameters
are listed in Table 4-5. A maximum of 300 kW input power assumed to be feasible [28]. The BS mode, with
the full-detuning scheme in the fundamental 400 MHz cavities, requires significantly lower RF power.
Therefore, a four-cavity system is more than adequate to provide the required 8 MV with a maximum power
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of 300 KW per cavity. In the BL mode, the required RF power at 1 MV already exceeds 300 kW. Therefore,
approximately 10 cavities are needed to provide for the 8 MV required to stay below the RF power limit.

Table 4-5: Relevant RF parameters for 800MHz RF cavities.

Characteristics Units Value

Resonance frequency MHz 801.58

Total accelerating voltage MV 8.0

Number of Cavities 4 (BS), ~ 10 (BL)
Residual resistance Ry n{) ~ 250

R/Q Q ~ 45

Qo >1x 10°

Qext - 10° (BS), ~ 10* (BL)
RF power per cavity kW 105 (BS), ~ 10* (BL)
Operating temperature K 4.5

Replacing the existing acceleration system with a sub-harmonic system (200 MHz) will require a
minimum of 3 MV of longitudinal voltage to capture, accelerate, and store the HL-LHC beams [29]. This can
be provided from two to four compact quarter wave cavities, where the number of cavities also depends on
power requirements and technology constraints [25]. Some relevant RF parameters for the 200 MHz cavities
are listed in Table 4-6.

Table 4-6: Relevant RF parameters for 200 MHz RF cavities.

Characteristics Units Value

Resonance frequency MHz 200.4
Total accelerating voltage MV 3-6
Residual resistance R n{} <10
R/Q Q ~ 50

Qo >1 x 10%°
Qext ~ 2 x 10°
RF power (assumed) kw 500
Operating temperature K 4.5

The total static and dynamic heat load for either system has to be evaluated in detail during the
engineering phase of the cryomodule. A cryogenic sectorization of two cavities per cryomodule is assumed for
modularity, maintenance, and reliability. For 200 MHz, a preliminary estimate of 120 W for a two-cavity
module at 4.5 K can be assumed where each cavity operates at 3 MV. The cavity technology (bulk niobium or
Nb-coated copper cavities) can play a role in the final quality factor of the cavity and hence the heat loads at
the operating gradient.

For the 800 MHz system, the frequency dependence of the surface resistance gives 250 n{) leading to
approximately 50 W at 4.5 K due to dynamic RF losses. This is only 1 W at 2 K. A geometric factor of 230 Q
and a cavity voltage of 2 MV are assumed. Therefore, it is preferable to operate the 800 MHz system at 2 K to
both take advantage of the lower surface resistance and superior properties of superfluid helium. Assuming a
baseline of 4.5 K, approximately 200 W can be assumed as an upper limit for a two-cavity module.

4.4 Transverse damper (ADT) upgrade

The LHC requires a transverse feedback to damp injection oscillations and provide stability for impedance-
driven transverse instabilities, thus guaranteeing preservation of beam intensity and emittance [25]. The
existing coupled bunch feedback system ADT, installed in P4 of the LHC, was fully commissioned in 2010
[31]. It damps transverse instabilities within a bandwidth of 20 MHz, correcting the oscillations of the centre
of gravity of the individual bunches about their orbit.
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For the upgrade of the ADT system, three possible routes have been identified in the past [32]: increase
of kick strength, reduction of noise, and increase of bandwidth. A space reservation of approximately 5 m on
each side was made in the original design of the LHC to install more kickers adjacent to the existing ADTs in
P4 [34].

Following the experience of the LHC Run 1, priority was given to an upgrade of the pick-up and signal
processing systems aimed at reducing the noise floor, one of the options already foreseen in 2006. This includes
new electronics and a doubling of the number of pick-ups, from two to four per beam and plane, with
commissioning foreseen after LS1 [34]. The experience of Run 1 has also shown that an increase in kick
strength may not be required, as injection errors are on average more than a factor of 4 smaller than originally
assumed, and fast damping times of less than 20 turns for the injection errors can be achieved with the existing
system. During Run 1, improvements in ADT signal processing were tested to address single bunch oscillations
observed, which were different in nature from the coupled bunch oscillations typically driven by the resistive
wall impedance, which falls off in frequency towards 20 MHz. The nature of some of these observed
instabilities was not entirely unravelled during Run 1, and new diagnostics such as the multiband instability
monitor (MIM) were added to the LHC to better characterize these instabilities [35]. Improvements in ADT
signal processing tested during Run 1 permit running with a flat frequency response of up to approximately 20
MHz [36]. Beyond 20 MHz, the kicker and ADT power amplifier system cannot be used.

For the HL-LHC, a transverse kicker system with a larger bandwidth than 20 MHz would be an asset in
view of the high bunch intensity.

In the SPS a development was started in 2008 within the USLARP program to design a high bandwidth
transverse feedback system [37, 38] that aims at damping intra-bunch motion. The system consists of pick-
ups, kickers, power amplifiers, and signal processing. Both slot-line and strip-line kickers are studied for this
system; slot-line kickers could offer broadband response of up to 1.2 GHz [39]. The system can also be used
to damp and attenuate intra-bunch motion caused by the electron cloud, impedance-driven instabilities, or other
perturbations driven, for example, by beam—beam effects or crab cavities. With its generic approach the results
of the SPS development are relevant to other accelerators, including the LHC and other large colliders.

At 1 GHz four slotlines, as developed for the SPS LIU project [39], with 2 kW amplifier power per
coupling port can develop a transverse voltage of 37 kV. Consequently, the beam can be kicked by 82 nrad at
450 GeV and 5 nrad at 7 TeV. Assuming a reference beta function value of 180 m, at pick-up and kicker, the
kick strength corresponds to removing 15 um of oscillation at 450 GeV and 0.9 um at 7 TeV, within a single
turn. As a feedback system with a gain corresponding to 500 turns damping time, saturation would occur at

3.7 mm at 450 GeV and 225 um at 7 TeV.

But the Wide Band Feedback system options are, at least for the moment, not part of the LIU and HL-
LHC baseline upgrade ingredients and are only considered as an option for both upgrade projects [40].
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Chapter 5

Collimation System

5 Collimation system
5.1 LHC multi-stage collimation system

5.1.1 Motivation

A variety of processes can cause unavoidable beam losses during normal and abnormal operation. Because of
the high stored energy above 700 MJ and the small transverse beam sizes, the HL-LHC beams are highly
destructive. Even a local beam loss of a tiny fraction of the full beam in a superconducting magnet could cause
a quench, and larger beam losses could cause damage to accelerator components. Therefore, all beam losses
must be tightly controlled. For this purpose, a multistage collimation system has been installed [1-8] to safely
dispose of beam losses. Unlike other high-energy colliders, where the main purpose of collimation is to reduce
experimental background, the LHC and the HL-LHC require efficient beam collimation during all stages of
operation from injection to top energy.

The HL-LHC poses increased challenges to the collimation system. Assuming that primary beam loss
conditions were the same as in the LHC, the factor ~2 increase in total stored beam energy foreseen from the
HL-LHC parameters will require a corresponding improvement of cleaning performance to achieve the same
losses in cold magnets. Total losses might also exceed the robustness limit of collimators. The LHC system
was designed to safely withstand beam lifetime drops down to 0.2 h during 10 s, corresponding to peak losses
of up to 500 kW. As mentioned above, these loss levels scale with the total beam intensity so they will increase
by about a factor of 2 for the HL-LHC parameter set. The collimation system must be upgraded to cope with
these higher loss levels. It is clear that the lifetime control and optimization of beam halo losses will be crucial
for the LHC upgrade.The larger stored energy, together with smaller beam sizes achieved through higher
brightness beams, also imposes more severe challenges for collimator robustness against design loss scenarios
for cleaning. In the case of single-turn beam failures, brighter beams significantly increase thermo-mechanical
loads on collimator materials and components. The higher peak luminosity challenges entail the definition of
new concepts for physics debris cleaning and an overall redesign of the IR collimation layouts. For example,
in the present LHC layout, the inner triplet represents the IR aperture bottleneck and is protected by two
dedicated tertiary collimators per plane per beam. Future optics scenarios might add critical aperture
restrictions at magnets further away from the IP, requiring additional cleaning and protection.

Additional concerns for the HL-LHC collimation system are raised by possible beam instabilities
triggered by the large electrical resistivity of the materials used for LHC primary and secondary collimators.
As discussed in Chapter 2, given the higher bunch population and brightness of the beams required for HL-
LHC and the fact that almost the maximum values in chromaticity and Landau octupoles current have been
used since 2012, it is crucial for HL-LHC to minimize the transverse impedance to better conditions for beam
stability. The identification of collimator materials greatly improving their electrical conductivity while
maintaining the structural robustness of existing LHC collimators is therefore a crucial objective in the design
of a new low-impedance collimation system. Note the HL-LHC also relies significantly on operational
efficiency as it is based on a levelled luminosity. Improvements of the collimator setup time and of downtimes
from collimator faults also call for an update of the present system.
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To meet the new challenges, the HL-LHC collimation system therefore builds on the existing LHC
collimation system, with the addition of several upgrades.

5.1.2 Collimation system inherited from the LHC

The backbone of the HL-LHC collimation system will remain, as for the current LHC, the betatron (IR7) and
momentum (IR3) cleaning systems installed in two separated warm insertions [1]. A very efficient halo
cleaning, as required to operate the LHC with unprecedented stored beam energies in a superconducting
collider, is achieved by very precisely placing blocks of materials close to the circulating beams, while
respecting a pre-defined collimator hierarchy that ensures optimum cleaning in a multi-stage collimation
process. This is illustrated schematically in Figure 5-1. Most collimators consist of two movable blocks referred
to as ‘jaws’, typically placed symmetrically around the circulating beams. The present system, deployed for
LHC operation between 2010 and 2013, provided a cleaning efficiency of above 99.99% [2], i.e. it ensured
that less than 10~* of the beam losses are lost in superconducting magnets. Even if there are important upgrades
foreseen for HL-LHC, addressing several potential limitations of the present system, about 30-40 % of the
present system will have to remain operational throughout the HL-LHC era as part of the HL-LHC system.
These collimators will need to be kept fully operational to ensure an efficient operation of HL-LHC.

The LHC collimators are built as high-precision devices. With beam sizes as small as 200 pm,
outstanding mechanical precision is needed in order to ensure the correct hierarchy of devices along the 27 km
ring. Details of the collimator design can be found in [9]. Key features of the design are (i) a jaw flatness of
about 40 um along the 1 m long active jaw surface; (ii) a surface roughness below 2 um; (iii) a 5 pm positioning
resolution (mechanical, controls); (iv) an overall setting reproducibility below 20 um[10]; (v) a minimal gap
of 0.5 mm; (vi) capability of evacuating heat loads of up to 6 kW in a steady-state regime (1 h beam lifetime)
and of up to 30 kW in transient conditions (0.2 h beam lifetime). Two photographs of the present LHC
collimator are given in Figure 5-2 and Figure 5-3, where a horizontal collimator and a 45° tilted collimator are
shown. An example of the tunnel installation layout for an IR7 collimator is given in Figure 5-4. The complete
list of collimators, including injection protection collimators in the transfer lines and in the ring (TCDIs, TCLIs,
TCDD), is given in Table 5-1. For completeness, the injection protection TDI absorbers and the one-side beam
dump collimator TCDQ (which are part of beam transfer system (see Chapter 14) rather than of the LHC
collimation system, but designed with a similar concept) are also listed. The full system deployed for the LHC
Run 2 in 2015 comprises 118 collimators, 108 of which are movable and 10 of which are fixed-aperture
absorbers.

Since the collimator jaws are close to the beam (e.g. the minimum collimator gap during the 2012 run
was 2.1 mm, i.e. jaws were 1.05 mm from the central orbit of the circulating beam), the collimation system
also has a critical role in the passive machine protection in case of beam failures that cannot be counteracted
by active systems. Primary and secondary collimators in IR7 are the closest to the beam; their jaws are mainly
made of robust carbon-fibre carbon composites (CFC), and are designed to withstand beam impacts without
significant permanent damage from the worst failure cases such as impacts of a full injection batch of 288 x
1.15 x 10" protons at 450 GeV and of up to 8 x 1.15 x 10! protons at 7 TeV [11]. Given the low electrical
conductivity of CFC and their vicinity to the beam, these collimators contribute significantly to the machine
impedance, which is particularly critical at top energy. Impedance constraints determine the smallest gaps that
can be used in IR3 and IR7 and hence may become an additional limiting factor for the minimum £ in the
experiment [3]. Other absorbers and tertiary collimators are positioned at larger gaps in units of the local beam
size. They can be less robust, in term of resistance to beam impacts, compared to primary and secondary
collimators because they are less exposed to beam losses. Thus, metal-based jaws that are more effective in
absorbing particles can be used. For example, tertiary collimators, with jaws made of a heavy tungsten alloy
(Inermet 180), protect efficiently the inner triplet magnets around the experiments.
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Figure 5-1: Schematic illustration of multi-stage collimation cleaning at the LHC. Primary and secondary
collimators (darkest grey) are the devices closest to the circulating beam and are made of robust carbon-
fibre composites. Shower absorbers and tertiary collimators (lighter grey) sit at larger apertures and
are made of a tungsten alloy to improve absorption. Collimators of different families are ordered in a
pre-defined collimation hierarchy that must be respected to ensure the required system functionalities.
The collimator hierarchy is ensured by defining collimator settings in units of local beam size at the
collimator location.

Table 5-1: Collimators for the LHC Run 2, starting in 2015. For each type, acronyms, rotation plane
(horizontal, vertical or skew), material and number of devices, summed over the two beams, are given.
For completeness, movable injection and dump protection devices are also listed. In addition, the
collimation system comprises 10 fixed-aperture absorbers in IR3 and IR7 to reduce total doses to worm
magnets of the cleaning insertions.

Functional tvpe Name Plane Number | Material
Primary IR3 TCP H 2 CFC
Secondary IR3 TCSG H 8 CFC
Absorber IR3 TCLA H,V 8 Inermet 180
Primary IR7 TCP H,V,S 6 CFC
Secondary IR7 TCSG H,V,S 22 CFC
Absorber IR7 TCLA H,V,S 10 Inermet 180
Tertiary IR1/IR2/IR5/IR8 TCTP H,V 16 Inermet 180
Physics debris absorbers IR1/IR5 TCL H 12 Cu, Inermet180
Dump protection IR6 TCDQ H 2 CFC
TCSP H 2 CFC
Injection protection (transfer lines) TCDI H,V 13 Graphite
Injection protection IR2/IR8 TDI A\ 2 hBN, Al, Cu/Be'
TCLI A% 4 Graphite, CFC
TCDD A% 1 Copper

" During the end-of-year technical stop 2015-16, the TDI collimator absorbing materials were changed to Gr,
Al, CuCrZr.
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The initial LHC collimator design has been improved by adding two beam position monitors (BPM
pickups) on both extremities of each jaw [12]. Eighteen collimators (16 TCTP and 2 TCSP) were already
upgraded with this new design during LS1. This concept allows for fast collimator alignment as well as a
continuous monitoring of the beam orbit at the collimator, while the alternative BLM-based alignment can
only be performed during dedicated low-intensity commissioning fills. The BPM pickups will improve
significantly the collimation performance in terms of operational flexibility and §* reach [3]. The BPM
collimator design is the baseline for future collimation upgrades, and the BPM design is equally applicable to
all collimators regardless of the jaw material. The concept has been tested extensively at the CERN SPS with
a collimator prototype with BPMs [13—15]. An example of a CFC jaw prototype with in-jaw BPMs is shown
in Figure 5-4.

Figure 5-2: (a) horizontal LHC collimator; (b) skew LHC collimator. The latter has the vacuum tank open
to show the two movable CFC jaws.

Figure 5-3: Photograph of the active absorber TCLA.B6R7.B1 as installed in the betatron cleaning
insertion.
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Figure 5-4: New CFC collimator jaw with integrated BPMs at each extremity (‘buttons’) to be installed
as the secondary collimator in the dump insertion IR6. A detail of the BPM is given on the left-hand side.
A variant of this design, made with a Glidcop support and tungsten inserts on the active jaw part, will be
used for the tertiary collimators in all IRs.

In addition to beam halo cleaning, the collimation system fulfils other important roles.

- Passive machine protection: the collimators are the closest elements to the circulating beam and
represent the first line of defense in case of various normal and abnormal loss cases. Due to the damage
potential of the LHC beams, this functionality has become one of the most critical aspects for LHC
operation and commissioning. In particular, it must be ensured that the triplet magnets around the
experiments are protected during the betatron squeeze [3].

- Active cleaning of collision debris products: this is achieved with dedicated collimators (TCL) located
on the outgoing beams of each high luminosity experiment, which catch the debris produced by the
collisions. These collimators keep losses below the quench limit of the superconducting magnets in the
matching sections and dispersion suppressors close to the interaction points.

- Experiment background optimization, i.e. reduction of perturbations from halo- and machine-induced
signals in the detector measurements: this is one of the classical roles of collimation systems in previous
colliders like the ISR, the SppS, and the Tevatron. For the LHC, the contribution to background from
beam halo has always been expected to be small due to effective IR7 collimation cleaning that induces
only limited losses close to the experiments. The initial run confirmed this expectation [4].

- Concentration of radiation losses: for high power machines, it is becoming increasingly important to
be able to localize beam losses in confined and optimized ‘hot’ areas rather than having a distributed
activation of equipment along the machine. This is an essential functionality to allow easy access for
maintenance in the largest parts of the machine.

- Local protection of equipment and improvement of its lifetime: dedicated movable or fixed
collimators are used to shield equipment. For example, eight passive absorbers are used in the
collimation insertions in order to reduce the total dose to warm dipoles and quadrupoles that otherwise
would have a short lifetime in the high-radiation environment foreseen during nominal LHC operation.

- Beam halo scraping and halo diagnostics: collimator scans in association with the very sensitive LHC
beam loss monitoring system proved to be a powerful way to probe the population of beam tails [5, 6],
which were otherwise too small compared to the beam core to be measured by conventional emittance
measurements. Thanks to their robustness, the present primary collimators can also be efficiently used
to scrape and shape the beams, as in Ref. [7].

In order to fulfil all these functionalities, the LHC collimation system features an unprecedented
complexity compared to the previous state-of-the-art in particle accelerators. The Run 1 system required
managing about 400 degrees of freedom for collimator movements [8]. As a comparison, the Tevatron
collimation system had less than 30 degrees of freedom. For this reason, the possibility of reliably operating
the collimation system has always been considered to be a major concern for LHC performance. Upgrade
scenarios must address improved operational aspects, as the HL-LHC goal relies on machine availability.
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5.2 Baseline and option upgrades to the LHC collimation system

To cope with the increased challenges in the HL-LHC, several of the functionalities of the LHC collimation
system must be upgraded. In the following sections, we discuss technical solutions to improve the cleaning
performance, the impedance, and the collimation in the experimental IRs. Here, for each upgrade topic, we
present what is part of the ‘baseline’ and what is an ‘option’ upgrade. The latter are not part of the present
project budget plan as at this stage we cannot yet determine, based on the LHC operation experience during
Run 1, if and which ‘option’ items are needed for HL-LHC. A graphical view of the different items is given in
Figure 5-5. This includes also the list of present LHC collimators that will be used for HL-LHC. In Figure 5-6,
the same scheme of the project items is shown using the equipment code of each hardware type.

Technical solutions are under study both for baseline and options upgrade categories. It is planned to
decide about baseline and option items during the LHC Run 2 at 6.5 TeV, after enough operational experience
with high-intensity beams will be accumulated. In particular, it is important to address the analysis of beam
losses, the experimental verification with beam of superconducting quench limits, the measurements of
collimator impedance with beam and the analysis of beam losses with ion beam operation.

LHC operation in Run 2 started with rather relaxed collimator settings and f* in 2015, and deployed
tighter settings in 2016, which were closer to the HL-LHC baseline and hence more useful for studies of
potential limitations. Note in particular that in 2016 the LHC has been limited in total intensity (maximum
number of bunches is 2220 and maximum bunch population of about 1.1 10'" protons). Some beam studies
have already been performed at 6.5 TeV on these mentioned topics [70,72,73,74], however, firm conclusions
cannot yet be drawn. The duration of this process will be determined by the progress of the LHC operation in
Run 2.

5.2.1 Upgrades for cleaning improvement

5.2.1.1 Upgrades of the betatron and momentum cleaning systems

Protons and heavy ions interacting with the collimators in IR7 emerge from the IR with a modified magnetic
rigidity. This represents a source of local heat deposition in the cold dispersion suppressor (DS) magnets
downstream of IR7, where the dispersion starts to increase (see Ref. [16] and references therein): these losses
are among the highest cold losses around the ring. They may pose a certain risk for inducing magnet quenches,
in particular in view of the higher intensities expected for the HL-LHC. Although the intensities of heavy-ion
beams are lower, they undergo numerous nuclear and electromagnetic interactions with the material of the
primary collimators that can change their mass and charge. Collimation of heavy-ion beams is therefore much
less efficient than that of proton beams.
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Figure 5-5: Block chart with baseline (white background boxes) and option (grey) collimation upgrade
items. The LHC collimators that will continue to be part of the HL-LHC collimation system, which at this
stage are considered to be adequate for the HL-LHC beam parameters, are also shown (brown).
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Figure 5-6: Diagram as that of Fig. 5.5 where equipment codes are used — when already available - as
labels instead than the equipment functionality.

A possible solution to this problem is to add local collimators in the dispersion suppressors, which is
only feasible with a major change of the cold layout at the locations where the dispersion starts rising. Indeed,
the present system’s multi-stage cleaning is not efficient at catching these dispersive losses. Clearly, the need
for local collimation depends on the absolute level of losses achieved in operation and the quench limit of
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superconducting magnets. In this design phase, where the quench limits and the operational performance are
not yet known accurately enough at beam energies close to 7 TeV, it is important to take appropriate margins
to minimize the risk of being limited in the future (LHC operation at beam intensity above nominal design,
and even more in the HL-LHC era).

A strategy to strongly reduce any risk of quench is the installation of DS collimators, referred to as
TCLD collimators, where the dispersion has already started rising. In order to make space for the new
collimators, it is envisaged to replace, for each TCLD, an existing main dipole with two shorter 11 T dipoles
with the TCLD in between, as shown in Figure 5-7. This is a modular solution that can be applied to any dipole
without additional changes to the adjacent superconducting magnets or other cold elements, should a space in
the continuous cryostat be needed for any reason in the future [17].

(©)

Figure 5-7: (a-b) Schematic view of the assembly of two shorter 11 T dipoles with a collimator in
between, which can replace one standard main dipole. (c) 3D model of a TCLD assembly showing the
collimator (in grey, at the centre), the two short dipole cryostats and the connection cryostat. Note the
very tight space available for the collimator unit.

Extensive tracking and energy deposition simulations have been performed to assess the effect of the
TCLDs [18-22]. The options of adding one or two TCLDs per side of P7 have been studied in detail, based on
the assumption that the dipoles MB.B8R7 and optionally also MB.B10R7 are substituted for cleaning B1, and
MB.B8L7 and optionally MB.B10L7 for cleaning B2. The different layout options are illustrated in Figure 5-8
and an example of the simulated power deposition in the DS magnets for the case of 0.2 h lifetime in the
nominal LHC beam is illustrated in Figure 5-98 for the case of two TCLDs, compared to the case without.

More quantitatively, the proton energy deposition profile over the various DS elements, as simulated
with FLUKA [69], is shown in Figure 5-10, assuming nominal LHC parameters at beam lifetime of 0.2 h (the
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relative gain factors are expected to be similar for HL-LHC, while the absolute values of power deposition are
expected to be about a factor 2 higher). The presence of one local DS collimators reduces the peak power
deposition from 13.4 mW/cm?® (found in cell 8) to 3 mW/cm® in (in cell 11). Effectively, this brings the power
load in cells 8 and 11 down to about the same level, providing an overall gain factor of about 4.5.

With two TCLDs, the gain in local power deposition is minor compared to the case with one TCLD
only, since the power leak in the 11T dipole in cell 10, caused by the shower from the TCLD, is not so much
lower than the previous peak in a standard dipole. However, a relevant gain is still expected, since the quench
limit of the 11T dipoles is expected to be higher than for the standard dipoles. Furthermore, TCLD collimators
also make the cleaning performance more robust against various errors of the collimation system, of the optics,
and of the orbit [22], as they remove the off-momentum particles at the first high-dispersion location
downstream of IR7. This is of particular concern for the baseline HL-LHC optics solutions based on the
Achromatic Telescopic Squeeze (ATS), which requires modified optics in the cold arcs. Indeed, for the HL
baseline optics, the second TCLD almost eliminates additional losses predicted around the ring coming from
the telescopic squeeze [51].
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Figure 5-8: Schematic layout in the P7 DS without TCLDs (top), with 1 TCLD in cell 8 (middle) and with
2 TCLDs in cells 8 and 10 (bottom).
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Figure 5-9: Illustrative scheme with power deposition profiles in the horizontal plane of the P7
dispersion suppressor (B1). The map makes a comparison between the present layout without TCLD

collimators (top) and a layout with two TCLDs (bottom). Results correspond to relaxed collimator
settings. Beam direction is from the right to the left. From Ref. [19].
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Figure 5-10: Proton energy deposition profiles in DS downstream of IR7 simulated with FLUKA, for the
cases of no TCLDs (top), 1 TCLD (middle) and 2 TCLDs (bottom). Nominal LHC beam parameters are
assumed and about a factor 2 higher numbers should be expected for HL-LHC. [69].
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Furthermore, the improvement in cleaning could be very beneficial for LHC operation even if this is not
limited by the collimation losses. For example, a better cleaning performance might allow relaxation of the
opening of some secondary collimators with a subsequent reduction of machine impedance. It should also be
noted that the DS collimation solution might also mitigate issues related to radiation damage to cold magnets
protected by the TCLD collimators and the activation of near-by components.

The TCLDs could also be very beneficial for heavy-ion operation. Heavy ions hitting the primary
collimator undergo fragmentation processes and a number of isotopes with different magnetic rigidities can
scatter out of the collimator. Like single-diffracted protons, these isotopes could pass the secondary collimators
and instead hit the aperture in the DS region where the dispersion increases. The heavy-ion collimation
inefficiency in this region has been measured and simulated to be two orders of magnitudes worse than that of
protons [52][53] because of the significant cross sections for nuclear fragmentation. This could become a
limiting factor for the attainable luminosity, in spite of the much smaller heavy-ion beam intensities.

The quench limit of the DS magnets was probed using Pb beams in a dedicated test in 2015 at 6.37 Z
TeV [70]. In this test, using the standard operational collimator settings in 2015, high losses were excited on
the primary collimator and the debris leaking out of IR7 caused the dipole MBB.9L7.B2 to quench. The quench
occurred at a beam power loss of around 15 kW on the primary collimator. A simple scaling of the experimental
result gives at hand that, assuming a beam lifetime of 0.2 h, the maximum possible Pb ion intensity is less than
50% of the request for HL-LHC [70]. On top of this comes the scaling down of the quench limit from 6.37
TeV to 7 TeV, which makes the intensity limitation even lower.

It is therefore very important that solutions are found to improve the cleaning inefficiency for ions in
the DS around IR7. Tracking simulations show that this could be achieved with the installation of TCLDs
[52][71], where the solution with two TCLDs gives the best cleaning. However, final conclusion of the
effectiveness of one or two TCLDs with ions have to be drawn based on energy deposition studies underway.

It is clear from the present state of the art of experimental and theoretical studies that the best solution
for both protons and heavy ions is to install two TCLDs and the last collimation project review recommended
that the preparation of DS collimation in IR7 be pursued with a high priority [23]. However, firm conclusions
for the need of two units per beam cannot be drawn until more operational experience at 6.5 TeV, and if
possible at 7 TeV, has been accumulated, including in particular further quench tests with beam for both
particle types. Given this uncertainty, and the significant cost of producing more units of the 11T magnets, it
is a reasonable compromise between cost and performance to include only one TCLD per beam in the HL-
LHC baseline, scheduled for installation already in LS2.

In conclusion, it seems at this stage that one TCLD per beam can be acceptable for the performance; on
the other hand this should be reviewed later in light of the Run 3 performance. The present baseline allows the
technology for the 11 T dipoles to be developed and demonstrated in LS2, so that and if future studies show a
strong need to install also the second TCLD in each beam, this could be done still be done in LS3 or even LS4.

The TCLD collimators design is derived from one of the standard LHC collimators [24]. In particular,
it incorporates the latest design improvements, such as in-jaw BPMs; The absorbing elements of the two TCLD
jaws are made of Inermet 180; each jaw is independently actuated by two motors, maintaining two degrees of
freedom in the horizontal plane, as in standard collimators, while the suppression of the vertical adjustment
permitted to reduce the jaw height to roughly a half of a standard collimator. In spite of less demanding thermo-
mechanical requirements, partly because of lower losses compared to other collimators, the system design is
made particularly complex by the very limited space allowances, imposed by the configuration of the
surrounding cryogenic equipment. The key design parameters are listed in Table 5-2.

The new baseline that relies on shorter 11 T dipoles has been reviewed from the integration point of
view [25]. Given the limited space budget, the length of all components and transitions must be carefully
optimized. The present baseline is that the TCLD will have an active jaw length of 600 mm, which has proved
to be sufficient to improve cleaning in all relevant cases. Tungsten heavy alloy is assumed for the material
because the TCLD will rarely be exposed to a large beam load, so there is no need at this stage to consider
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advanced materials. From the RF view point, a design with transverse RF contacts (as in the present system)
has been favoured over ferrite tiles to absorb high-order modes (as in the collimators with BPMs). Present
design is shown in Figure 5-11, where a detail of the collimator jaw extremity is given.

Table 5-2: Key parameters of TCLD collimators.

Characteristics Units Value
Jaw active length [mm] 600
Jaw absorbing material - Inermet 180
Flange-to-flange distance [mm] 1080
Number of jaws - Two
Orientation - Horizontal
Number of BPMs per jaw - Two
RF damping - RF fingers
Cooling of the jaw - Yes
Cooling of the vacuum tank - No
Minimum gap [mm] <2
Maximum gap [mm] 50
Stroke across zero [mm] 5
Number of motors per jaw - Two
Angular adjustment - Yes
Transverse jaw movement (fifth axis) - No

Figure 5-11: Detail of one extremity of the TCLD collimator to be installed in the DS between two new
11 T dipoles. The present design foresees a 60 cm-long jaw made of tungsten heavy alloy (the first of
three 20 cm Inermet 180 blocks is shown) and will have two jaws. The longitudinal RF contacts, based
on Copper-Beryllium contacts and fingers, are also shown.

5.2.1.2  Upgrades for improved cleaning of physics debris in the matching section

The collimators on the outgoing beams, downstream of the experiments, must intercept both scattered primary
beam particles and secondary particles created by the collisions, in order to protect the magnets downstream.
In Run 1, this was done by a single horizontal collimator in cell 5, called TCLS5, in IR1 and IR5. No physics
debris collimators were installed at the low-luminosity experiments in IR2 and IRS.

For Run 2, starting in 2015, the collimation system in IR1 and IRS has been upgraded with additional
TCLs in cells 4 and 6 (8 new collimators), in order to cope with the expected higher luminosities and
requirements from forward-physics experiments. Energy deposition studies [25][55] have shown that the Run

160



COLLIMATION SYSTEM

2 layout with three TCLs should provide sufficient protection against luminosity debris also for proton
operation in HL-LHC, provided the TCL4 is upgraded to have thicker jaws, with the active part made of
Tungsten heavy alloy instead of copper [55-57]. This collimator is preliminarily called TCLX.

As a first design sketch of the TCLX, together with the present, thinner TCL, is shown in Figure 5-12.
This illustrates the needed thickness of the jaw for sufficient protection, according to the FLUKA model of the
TCLX. It should be noted that the jaw material is changed from copper to tungsten heavy alloy for better
protection. The region between the D2 separation dipole and the TAXN, where the beams are recombined in
a common vacuum chamber, is particularly critical from the integration point of view. Detailed studies [64]
have shown that the TCLX with thicker jaws would not easily fit into this region because of transverse
integration conflicts with the pipe of the other beam, which is larger at the HL-LHC than that of the LHC. A
similar problem occurs for the horizontal tertiary collimator in this region, see below. In order to overcome
this problem, a new two-in-one collimator design has been conceived. A preliminary drawing of this new
design is shown in Figure 5-13. A single vacuum tanks houses at the same location the movable jaws acting
on one beam and the vacuum chamber of the opposing — non collimated — beam. Details like the vacuum
coupling of the two beams as well as the impedance budget of these design need to be studies in detail, but this
proposed solution seems suitable for HL-LHC.

With the TCLX, no fixed masks are needed in front of D2 or Q4, allowing valuable gains in longitudinal
space. Nevertheless, the longitudinal integration required the TAXN to be shortened somewhat compared to
its previous design. Considering the total TAXN length of 3.33 m, this should not have any impact on the
protection that the TAXN provides. Additional fixed masks are still needed on the IP side of Q4, Q5 and Q6.

The power deposition profile with this baseline layout, as simulated with FLUKA, is presented in detail
in Chapter 10. The simulations show that the protection is adequate both for damage caused by long-term
irradiation, as well as the instant heat load from physics debris that could bring the D2 close to the quench
limit. It should be noted, however, that the transverse integration in this complex region is not yet fully
finalized. Simulations will need to be repeated for the final layouts. While some changes might be revealed,
we believe that the satisfactory performance of the proposed layout will be confirmed.

Old TCL4 design:
Copper jaw,

active part: 2 cmx 3.4
cm transversally

New TCLX design:
Tungsten jaw
(INTERMETI180),
active part: 4 cm x 7
cm transversally

Figure 5-12: A schematic of the transverse cross section of the TCL design, as implemented in FLUKA
(top), together with a first guess on the TCLX design (bottom), including thicker jaws, where the jaw
material should be changed from copper to tungsten heavy alloy. Figure from Ref. [55].
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Figure 5-13: Design of new two-in-one collimator with a common vacuum tank housing both the
movable jaws (left part) and the vacuum chamber of the opposing beam. This new design is required
for the horizontal collimators to be installed in the regions of IR1/5 between D2 and TAXN, where
transverse integration constraints prevent installing the standard single-beam collimators.

5.2.1.3 Upgrades for luminosity-generated losses in the dispersion suppressor

When heavy ions undergo ultra-peripheral interactions in the collision points of the experiments, secondary
ion beams with a modified magnetic rigidity are generated [28][27]. These ions represent a source of local heat
deposition in the adjacent dispersion suppressor regions where the dispersion function starts rising. The
dominating processes are bound-free pair production (BFPP), where electron—positron pairs are created and
one (BFPP1) or two (BFPP2) electrons are caught in a bound state of one of the colliding nuclei, thus changing
its charge, and 1- or 2-neutron electromagnetic dissociation (EMD1 and EMD2) where one nucleus emits one
or two neutrons, thus changing mass. Further photon-induced processes also take place, but the four
mechanisms mentioned here have the higher cross-sections. An example of ion beams produced in collisions
of *®Pb*?* nuclei in IR2 is given in Figure 5-15

As can be seen, these secondary beams are lost very locally due to the big and sudden change of magnetic
rigidity gained at the interaction with the opposite beam. After the LS2 ALICE upgrade, aiming at a peak
luminosity of 6 x 10”7cm™ s™' (about six times higher than the nominal one), the dominant BFPP1 beam can
carry about 155 W, resulting in a power load in the coils of the MB.B10 dipole of about 44 mW/cm® [29] on
both sides of ALICE. Similar ion losses also occur in the DS regions around ATLAS and CMS, however at
different locations than in IR2. A beam loss experiment carried out during the 2015 Pb-Pb run at 6.37 Z TeV
[76] confirmed the long-standing presumption that BFPP1 ions risk to quench magnets [27][28]. The
experiment was carried out around CMS because it was running at higher peak luminosity than ALICE. During
standard operations, special bumps were deployed around ATLAS and CMS to steer the BFPP1 losses into the
locations of the connection cryostat. In the quench experiment, BFPP1 losses were deliberately shifted inside
a dipole using an orbit bump, and the heat deposition in the magnet was selectively increased in steps by
reducing the beam separation [76]. The dipole eventually quenched at a luminosity of 2.3 x 10°’cm™?s™". First
results from particle shower simulations indicate that the peak power achieved during the test was around 15
mW/cm?® [76]. Studies continue to assess in more detail the loss conditions that led to the quench. Nevertheless,
the test confirmed that BFPP1 ions would limit the luminosity below the HL-LHC target of 6 x 10°’cm ™ s™'
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and therefore the full exploitation of the ALICE detector upgrade. Note also that the beam energy was lower
than nominal in this test.
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Figure 5-14: 1 o envelope of the main Pb82+ beam (violet) together with the dispersive trajectories of
ions undergoing BFPP1 (red) and EMD1 (brown), coming out of the ALICE experiment (IP2). The DS
collimator jaws appear as a black lines. The green line indicates the shifted BFPP1 orbit using a closed
orbit bump, which is necessary to intercept the beam with the collimator. The EMD1 beam can be
intercepted with the other jaw.

A strategy to eliminate any risk of ion-induced quenches in the DS next to IR2 is the installation of
TCLD collimators, as shown schematically in Figure 5-15. One collimator per side of the ALICE experiment
is sufficient to intercept the secondary beams from the most dominant processes (BFPP1 and EMDI1) in a
location where these ions are well separated from the main beam. Instead of substituting a dipole with a TCLD
and a pair of 11T magnets like it is foreseen around P7, the baseline for IR2 is to install the collimators in the
connection cryostat in cell 11. Since the BFPP ions would impact on the magnet aperture upstream of the
connection cryostat, this solution requires the implementation of a closed orbit bump which makes the BFPP1
beam miss the first maximum of the locally generated dispersion since IP2 and redirects the beam onto the
TCLD jaw. At the same time, the EMD1 beam, which carries ~56 W at a luminosity of 6 x 10”’cm s, could
be intercepted with the other jaw. The feasibility of operating with closed orbit bumps of a few mm over more
than 100 m has been successfully demonstrated in the 2015 Pb-Pb run [75].

In order to minimize design and production efforts, the same collimator length (60 cm) and material
(heavy tungsten alloy Inermet 180) is chosen as for the TCLDs around IR7. Particle shower simulations suggest
that with such jaws the power deposition in the coils of downstream magnets are expected to remain below 1
mW/cm?® and therefore safely below the quench level if the BEPP1 and EMDI1 beams impact at least 2 mm
from the collimator edges [77][78]. The simulations further show that showers from the collimator pose no
risk of quenching the bus bars in the newly designed connection cryostat [78].

Because of a different optics than in IR2, an alternative solution without collimators is envisaged for the
DSs next to IR1 and IRS. As the BFPP1 loss location is close to the connection cryostat in cell 11, bumps allow
redirecting the losses directly onto the cryostat beam screen. Such bumps have been routinely used in the 2015
Pb-Pb run, where a peak luminosity of 3-3.5x10?’cm ™ s~' was reached in IP1 and IP5 [75]. Simulation studies
as well as the operational experience in 2015 suggest that the power deposition in the coils of downstream
magnets and in bus bars would still remain safely below the quench level at the HL target luminosity 179[79].
Losing the ions in the connection cryostat also reduces the total heat load to be evacuated by the cryogenic
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system [79]. A significant fraction of the power is expected to be deposited in the Pb shielding of the connection
cryostat, which is less critical than the power deposited in the cold mass of magnets as the Pb shielding is
mainly thermalized to the thermal screen (~60-65K) [79].

Like for heavy ion operation, losses in the DS regions also occur during proton operation. Protons that
changed their magnetic rigidity due to interactions with the other beam cannot be efficiently intercepted by the
TCLs installed in the matching section, where the dispersion is still low. These losses may pose a certain risk
for quenching magnets next to IR1 and IR5. As a possible solution the losses could be reduced with two TCLD
collimators per IR side. The need for such an implementation depends on the dipole quench limits and on the
effectiveness of the physics debris reduction with TCL collimators. Layouts based on TCL collimators only
might be sufficient but this requires further studies with the latest HL-LHC layouts that will estimate the peak
energy deposited in the DS magnets. If required, the TCLDs would then complement the present system with
TCLs. For the moment, simulation results indicate that the TCLDs around IR 1/5 are not necessary for operating
HL-LHC reliably below quench limits. These collimators are therefore not in the baseline.

522 Upgrades for impedance improvement

The LHC impedance budget is largely dominated by the contribution of the LHC collimators. For this reason,
the present collimation system has been conceived in a way that can be easily upgraded to reduce the impedance
[30]. Every secondary collimator slot in IR3 and IR7 features a companion slot for the future installation of a
low-impedance secondary collimator. A total of 22 slots (IR7) and 8 slots (IR3) are already cabled? for a quick
installation of new collimators — referred to as TCSPM in the present database naming convention — that can
either replace or supplement the present TCSG collimators. Partial preparation of these slots has been carried
out in LSI.

The importance of minimizing the machine impedance for the HL-LHC has been emphasized in [31—
33] and during a LHC collimation review [23]. It is also important to stress that each new TCS collimator will
also add the BPM functionality for a faster setup, which will be important to maximum the time for physics at
the HL-LHC. We therefore foresee that, by the time of the full HL-LHC implementation (LS3), some or all of
the available TCSMP slots might be equipped with advanced collimators using new materials, and possibly
coatings, to reduce the machine impedance. A staged installation using the various technical stops and
shutdowns after LS1 should be possible according to actual needs. Simulations predict that beam stability can
be re-established for all HL-LHC scenarios if the CFC of present secondary collimators is replaced, at least in
the betatron cleaning insertion, with a jaw material having an electrical conductivity a factor of 50 to 100
higher than CFC [34], [35]; this improvement would be easily achieved if the jaw material were made of highly
conductive metals such as copper or molybdenum.

However, secondary collimators in IR7 also play a crucial role in LHC machine protection and might
be exposed to large beam losses. Therefore, collimator materials and designs must also be robust against beam
failure (at the least those exposed to horizontal losses). The driving requirements for the development of new
materials are thus: (i) low resistive-wall impedance to avoid beam instabilities; (ii) high cleaning efficiency;
(ii1) high geometrical stability to maintain the extreme precision of the collimator jaw during operation despite
temperature changes; and (iv) high structural robustness in case of accidental events like single-turn losses.

The latter requirement rules out the possibility to employ high-Z metals because of their relatively low
melting point and comparatively large thermal expansion that impairs their resistance to thermal shocks [36].
The present baseline for the upgraded secondary collimators relies thus on novel carbon-based materials such
as molybdenum carbide-graphite (MoGr), a ceramic composite, jointly developed by CERN and Brevetti
Bizz®, in which the presence of carbides and carbon fibres strongly catalyses the graphitic ordering of carbon
during high temperature processing, enhancing its thermal and electrical properties (see Figure 5-16) [37],

? Present installations include cabling for the collimator controls but not for the read-out of the in-jaw BPMs,
which were not part of the collimator design when these slots for system upgrade were prepared. Also missing
are the last meters of radiation-hard cabling from the tunnel cable trails to the collimators.
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[38]. To further improve their surface electrical conductivity, these materials could possibly be coated with
pure molybdenum or other lower Z refractory coatings. Replacing all present CFC secondary collimators in
both IR7 and IR3 with bulk MoGr or MoGr coated with 5 pm-thick pure Mo would reduce the total LHC
impedance by 40% and 60% respectively (Figure 5-17), allowing, particularly if coating is adopted, to recover
beam stability in practically all operation modes.

(a) (b)

Figure 5-15: (a) MoGr components for a jaw prototype. Left: jaw extremity, dimensions: 147 x 88 x 25
mm3; right: jaw absorbing block, dimensions: 125 x 45 x 25 mm3. A jaw assembly includes 2 jaw
extremities (taperings) and 8 blocks. (b) Detail of the microstructure, where the graphite matrix is
visible together with molybdenum carbide grains of about 5 um.
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Figure 5-16: LHC machine impedance versus frequency: impedance ratio with respect to present CFC
jaw of bulk MoGr (black) and 5 pum Mo-coated MoGr (blue) for the real (solid) and imaginary (dotted)
parts [35]. The impedance is increased below ~ 1 MHz, but this not expected to be a problem because
this frequency range is well within the transverse damper bandwidth of 20 MHz.

The new collimator design [39] along with novel materials and possible coatings alternatives must be
validated for operation in the LHC. For these purposes, a rich programme of validation is in progress,
involving:

- tests at HiRadMat, covering both material samples as well as full jaw validation;
- mechanical engineering prototyping;

- beam tests at the LHC, planned for 2017 (collimation installation in the 2016 year end technical stop);
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- validation of new materials for operation with HUV and at high radiation doses.

HiRadMat tests were carried out very successfully in 2015 [65], demonstrating that a full-scale MoGr
jaw could withstand without apparent damage the impact of a full injection train of brilliance beyond that of
the LIU parameters (total intensity was still limited to about 60 % of the HL-LHC target, though). A CuCD
jaw was also tested, showing that it is at least 15 times more robust than the Inermet jaw tested in HiRadMat
in 2012. Irradiation tests of MoGr and other materials are also well advanced, thanks to ongoing collaborations
with GSI and BNL [66]. Firm conclusions on the comparison between MoGr and CFC from the viewpoint of
radiation resistance are expected by the beginning of 2017. It is also noted that the construction of a TCSPM
collimator for beam tests in 2017 is well advanced.

In addition to the impedance improvements, the new TCSPM also feature a number of improvements in
the mechanical design (Figure 5-18) [39]. They incorporate the BPM button design. The key hardware
parameters are listed in Table 5-3.

(b)

Figure 5-17: Design of the TCSMP jaw (a) and of its cross-section (b). The jaw assembly features 8 MoGr
blocks. Also note that the jaw tapering is lengthened, further reducing its contribution to HOM RF
instabilities in the geometrical transition zones.

Table 5-3: Parameters of TCSMP collimators.

Characteristics Units Value
Jaw active length [mm] 1000

Jaw material - MoGr
Flange-to-flange distance [mm] 1480
Number of jaws - 2
Orientation - Horizontal, vertical, skew
Number of motors per jaw - Two
Number of BPMs per jaw - Two

RF damping - Fingers
Cooling of the jaw - Yes
Cooling of the vacuum tank - Yes
Minimum gap [mm] <1
Maximum gap [mm] 60
Stroke across zero [mm)] 5
Angular adjustment - Yes

Jaw coating - To be decided
Transverse jaw movement (fifth axis) [mm] +10

523 Upgrades to the collimation of the incoming beam in the experimental IRs

The LHC Run 1 operation has shown that protection of the IR superconducting magnets and experiments is a
key asset for machine performance: the available aperture, to be protected in all operational phases, determines
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the collimation hierarchy. The present tertiary collimators (target collimator tertiary with pick-up (TCTP)) are
located at positions that protect the triplet and are made of a heavy tungsten alloy (Inermet 180). They
effectively protect the elements downstream but are not robust against high beam losses, in particular during
very fast beam failures that might occur if the beam dumping system does not trigger synchronously with the
abort gap (an asynchronous beam dump). Settings margins are added to the collimator hierarchy to minimize
the risk of exposure of these collimators to beam losses in case of such failures [3]. A design with improved
robustness would allow the reduction of these margins and, as a result, push further the #* performance of the
LHC, in particular for the HL optics baseline (ATS) that features an unfavourable phase between dump kickers
and triplet magnets.

In addition to improvements from increased robustness, the HL-LHC layout has additional aperture
constraints [2][3] because the aperture of the magnets up to Q5 is now smaller than in the present layout. Thus,
up to four more tertiary collimators might be required in IR1/IRS to protect the Q4 and Q5 quadrupole magnets,
in addition to those installed to protect the triplet (two TCTP collimators — one horizontal and one vertical).
The present baseline under study includes also a pair of new collimators in front of Q5. Ongoing studies are
addressing: (i) the need for additional Q4 protection; and (ii) the need to keep tertiary collimators at the present
locations in case additional tertiaries are added upstream.

A new design of tertiary collimators, referred to as target collimator tertiary with pick-up metallic
(TCTPM), is under study to address the new challenges. This design will be based on novel materials to
improve collimator robustness while ensuring adequate absorption, adequate cleaning, and protection of the
elements downstream. The TCTPM design and material choice must also take impedance constraints under
consideration to keep the collimator impedance under control.

Note that the present Inermet design is expected to undergo severe damage requiring a collimator
replacement if hit by one single LHC nominal bunch of 10" proton at 7 TeV. Other advanced materials are
being studied as possible alternatives to further improve the robustness. The HL beam parameters with bigger
charge and smaller emittance pose additional challenges in terms of beam damage potential.

Several alternative materials are currently considered for the new design; these include MoGr and
Copper-Diamond (CuCD). The experimental experience of beam impacts on collimator material samples at
HiRadMat [40] indicates that MoGr can improve the TCTP robustness by a factor of several hundreds. On the
other hand, CuCD, compared to MoGr, features higher density (and hence better cleaning efficiency) and larger
electrical conductivity. It may be considered particularly if the expected worst accident scenarios do not exceed
an intensity equivalent to one full LHC bunch at 7 TeV.

A summary of the technical key parameters is given in Table 5-4.

For HL-LHC, with the larger B-functions in the high-luminosity insertions, the TCTs have to be opened
to rather large gaps in mm to achieve the smaller normalized design openings in 6. To keep a maximum
operational flexibility, it is desired to have the possibility of opening the TCTs to the same normalized aperture
of the triplet, which could be as large as 14 o for the baseline optics with =15 cm. In this case, a half gap of
33 mm, which goes up to 39 mm for flat optics [59]. These numbers account for the centre offset coming from
the crossing and separation bumps, as well as an additional 3 mm tolerance for orbit variation. Even larger half
gaps may be required if the optics is changed in order to have larger B-functions at the crab cavities, which
would also result in larger B-functions at the TCTs. With the present TCT design, the half gap is limited to 30
mm, which means that the design has to be modified for HL-LHC. It may also lead to potential integration
issues in the transverse plane, which is presently under study. Similar considerations apply also to the TCLs
mentioned in Sec. 5.2.1.2. Indeed, it is also planned that the horizontal collimator in the D2/TAXN region uses
the two-in-one design shown in Figure 5-13.

It is important to note that some collimators of type TCTP or TCL to be installed in cells 4, 5 and 6
might re-use the present TCTP collimators with BPM that are essentially of the same design. We believe that
up to 8 collimators can be recuperated from the ones built for the present LHC (units installed in the machine
or operational spares). For example, one could use the present Inermet TCTPs as vertical collimators — not
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exposed to beam dump failures at top energy — or as single-beam horizontal TCLs that are at settings above
10 6 — and built collimators based on advance materials for the horizontal TCTP slots. The other collimators
for the IRs — TCLX, TCTPM, TCL collimator and masks, for a total of 20 movable collimators and 12 fixed
masks — have to be built for HL-LHC. The decision to re-use existing collimator for HL-LHC was triggered
by budget restrictions in June 2016. Clearly, evaluation of this proposed strategy must be made in due time,
taking into account the extrapolation of radiation doses of collimators that will be operational until Run 3.

Despite being less critical because of the larger 5” values, upgraded TCTP’s are under consideration also
for IR2/8 because various luminosity scenarios in there IRs require the usage of tertiary collimators, although
at relaxed settings compared to IR1 and IRS5. For the time being, new collimators in IR2/8 are not considered
part of the baseline because those IRs are not part of the high luminosity plan within HL. Clearly, the present
collimators in these IRs must remain operational throughout the HL-LHC lifetime. Thus, adequate
consolidation programs for these collimators must be ensured.

Table 5-4: Equipment parameters of the TCTPM.

Characteristics Units Value

Jaw active length [mm] 1000

Jaw material - To be decided (CuCD, MoGr or other)
Flange-to-flange distance [mm] 1480 (to be reviewed)
Number of jaws - Two
Orientation - Horizontal, vertical
Number of motors per jaw - Two
Number of BPMs per jaw - Two

RF damping - Fingers
Cooling of the jaw - Yes

Cooling of the vacuum tank - Yes
Minimum gap [mm] <1
Maximum gap [mm] >80

Stroke across zero [mm)] >5

Angular adjustment - Yes

Jaw coating - No
Transverse jaw movement (fifth axis) [mm] +10 mm (at least)

5.3 Advanced collimation concepts

In this section we discuss new, more advanced, collimation concepts and designs that still require R&D and
are therefore not in the baseline. However, depending on the results of Run 2, some of these concepts may
become an important asset for the LHC and the HL-LHC. In particular, in the present budget baseline a certain
level of R&D on crystal collimation and hollow e-lenses is included, while the deployment of these solutions
is part of the non-baseline options. These advanced solutions address in different ways the cleaning upgrade
in IR7 and could therefore represent alternatives to the scheme based on 11 T dipoles and local DS collimation.
The latter is considered as baseline at this stage because this technology is more mature, whereas more
feasibility studies are deemed necessary before relying on crystals and hollow e-lenses as baseline.

5.3.1 Halo diffusion control techniques

The 2012 operational experience indicates that the LHC collimation would profit from halo control
mechanisms. The operation at the beginning of Run 2 showed a less severe impact from halo losses however
the scaling to HL-LHC beam parameters are sources of concerns. Halo control mechanisms were used in other
machines like HERA and the Tevatron. The idea is that, by controlling the diffusion speed of halo particles,
one can act on the time profile of the losses, for example by reducing rates of losses that would otherwise take
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place in a short time, or simply by controlling the static population of halo particles in a certain aperture range.
These aspects were recently discussed at a collimation review on the possible usage of the hollow e-lens
collimation concept at the LHC [36], where it was concluded that hollow e-lenses could be used at the LHC
for this purpose. In this case, a hollow electron beam runs parallel to the proton or ion beam that is on the axis
of the cylindrical layer of electron. This hollow beam produces an electromagnetic field only affecting halo
particles above given transverse amplitudes, changing their transverse speed. The conceptual working principle
is illustrated in Figure 5-19(left). A solid experimental basis achieved at the Tevatron indicates this solution is
promising for the LHC ([37] and reference therein).

primary  secondary shower absorber shower
collimator collimator absorbers absorbers
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channeled
crystal halo beam
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Figure 5-18: lllustrative view (left) of the collimation system with integrated hollow e-lens or equivalent
halo diffusion mechanism; (right) an ideal crystal-based collimation. A simplified collimator layout to
that in Figure 5-1 is adopted to show the betatron cleaning functionality only (one side only). Halo
control techniques are used to globally change the diffusion speed of halo particles, and rely on the full
collimation system remaining in place. Crystals entail a change of concept where the whole beam losses
are concentrated, ideally, in one single beam absorber per plane.

The potential advantages of the electron lens collimation are several.

- Control of the primary loss rates, with potential mitigation of peak loss rates in the cold magnets, for a
given collimation cleaning. Peak power losses on the collimators themselves can be optimized as well.

- Controlled depletion of beam tails, with beneficial effects in case of fast failures.
- Reduction of tail populations and therefore peak loss rates in the case of orbit drifts.
- Beam scraping at very low amplitudes (>3 o) without the risk of damage, as for bulk scrapers.

- Tuning of the impact parameters on the primary collimators with a possible improvement in cleaning
efficiency.

- Controlled depletion of beam tails, opening the possibility to tighten primary collimator setting for a
smaller 3 reach.

Since the main beam core is not affected, hollow electron beam (HEB) operation should in theory be
transparent for the luminosity performance if this technique works as designed. This was demonstrated at the
Tevatron for DC powering of the electron beams and is also expected at the HL-LHC for the proposed S’
shape design that allows compensating edge effects at the entrance and exit of the e-beam.

The use of HEB requires the collimation system to be in place in order to dispose of the tail particles
expelled in a controlled way. No losses occur at the HEB location and the tail control mechanism can be put
in place in any ring location. Larger beam size locations are favourable as they entail reduced alignment
accuracy for the hollow beam. IR4 is considered to be the best candidate for two HEB devices due to the larger
than standard inter-beam distance (which eases integration of the device on the beam), cryogenics availability,
low-radiation environment, and quasi-round beam.
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While the functionality of HEB will provide clear benefits for LHC operation, the real need for such a
scheme at the LHC and the HL-LHC has to be addressed after gaining sufficient operational experience at
energies close to 7 TeV on quench limits, beam lifetime, and loss rates during the operational cycle and
collimation cleaning. Fast failure scenarios for the crab cavities require a low tail population above about 4
beam o: HEB is the only technique solidly validated experimentally in other machines that could in this case
ensure safe operation [67].

The HEB is targeted at enabling active control of beam tails above 3 beam o, with tail depletion
efficiencies of the order of 90% over times of tens of seconds, in all phases of the operational cycle, specifically
before and after beams are put into collision.

The HEB implementation should ensure:

- the possibility of pulsing the current turn-by-turn (as required to drive resonances in the linear machine
before beams are in collision);

- a train-by-train selective excitation (leaving ‘witness’ trains with populated halos for diagnostics and
machine protection purposes).

The main systems/components of a HEB can be summarized as:
- electron beam generation and disposal: electron gun and collector, with the required powering;

- several superconducting and resistive magnets: solenoids, dipoles, and correctors to stabilize and steer the
electron beam;

- beam instrumentation for the optimization of the electron beam.

The parameters listed here are extracted from the conceptual design document [38] compiled by
colleagues from FNAL who worked on this topic within the LARP collaboration. A detail engineering design
is now on-going at CERN. The first goal will be to define the volumes for a full integration into the LHC. The
present status of the 3D design of the LHC hollow e-lens is shown in Figure 5-20.

Figure 5-19: 3D design of the LHC hollow e-lens. An ‘S’ shape is proposed instead than the more
conventional ‘U’ shape used at the Tevatron in order to compensate the contribution to the emittance
growth from the asymmetry of the electron beams at entry and exit of the proton beam. Courtesy of
D. Perini.
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Table 5-5: Hollow electron beam equipment parameters.

Parameter Value or range
Geomelry
Length of the interaction region, L [m] 3
Desired range of scraping positions 41-8
Inner/Outer cryostat diameter, [mm| 132 /= 500
Inner vacuum chamber diameter, [mm]| 100 (80)
Magnetic fields and magnet parameters
Gun and collector solenoid (resistive), Bg [T] 0.2-04
Main solenoid (supcﬁonducting), Bm [T] 2-6
Compression factor, Bm/Byg 22-55
Main solenoid current [A] 200-250
Electron gun
Inner/outer cathode radius [mm] 6.75/12.7
Peak yield at 10 kV, | [A] 5
Cryogenic requirements
Static heat load [W] =5
Dynamic heat load from clectric powering [W] <05
Dynamic heat load from beam effects negligible
High-voltage modulator
Cathode-anode voltage [kV] 10
Rise time (10%—90%) [ns] 200
Repetition rate [kHz] 35

Source: Ref. [38]

At the collimation review [36], it became clear that, if loss spikes were limiting LHC performance after
LS1, the hollow e-lens solution would not be viable because it could only be implemented in the next long
shutdown at the earliest (driven by the time for integration into the cryogenics system). It is therefore crucial
to work on viable alternatives that, if needed, might be implemented in an appropriate time scale. Two
alternatives are presently being considered:

- tune modulation through a ripple in the current of lattice quadrupoles;
- narrow-band excitation of halo particles with the transverse damper system.

Though very different from the hardware point of view, both these techniques rely on exciting tail
particles through resonances induced in the tune space by appropriate excitations. This works on the
assumption of the presence of a well-known and stable correlation between halo particles with large amplitudes
and corresponding tune shift in tune space (de-tuning with amplitude). Clearly, both methods require a solid
experimental verification in a very low noise machine like the LHC, in particular to demonstrate that this type
of excitation does not perturb the beam core emittance. Unlike hollow e-lenses, which act directly in the
transverse plane by affecting particles at amplitudes above the inner radius of the hollow beam, resonance
excitation methods require a good knowledge of the beam core tune even in dynamic phases of the operational
cycle, so the possibility of using these techniques at the LHC remains to be demonstrated. For this purpose,
beam tests at the LHC were preformed to address the feasibility of alternative halo control method. While
preliminary results are promising [68], it is clear at this stage that a viable alternative solution that fulfils all
the functionality of hollow e-lenses has not been satisfactorily demonstrated yet. Ideally, these measurements
would profit from appropriate halo diagnostic tools. We are, however, confident that conclusive measurements
could be achieved in Run 2 with the techniques described, for example in Ref. [5].
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532 Crystal collimation

Highly pure bent crystal can be used to steer high-energy particles that get trapped by the potential of parallel
lattice planes. Equivalent bending fields of up to hundreds of tesla can be achieved in crystals with a length of
only 3—4 mm, which allows in principle steering of halo particles to a well-defined point. As opposed to a
standard collimation system based on amorphous materials, requiring several secondary collimators and
absorbers to catch the products developed through the interaction with matter (Figure 5-1), one single absorber
per collimation plane is in theory sufficient in a crystal-based collimation system [39]. This is shown in the
scheme in Figure 5-19 (right). Indeed, nuclear interactions with well-aligned crystals are much reduced
compared to a primary collimator, provided that high channelling efficiencies for halo particles can be achieved
(particles impinging on the crystal to be channelled within a few turns). This is expected to significantly reduce
the dispersive beam losses in the DS around the betatron cleaning insertion compared to the present system,
which is limited by the leakage of particles from the primary collimators. Simulations indicate a possible gain
of between 5 and 10 [40], even for a layout without an optimized absorber design. The crystal collimation
option is particularly interesting for collimating heavy-ion beams thanks to the reduced probability of ion
dissociation and fragmentation compared to the present primary collimators. SPS test results are promising
[41].

Another potential advantage of crystal collimation is a strong reduction of machine impedance due to
the facts that: (i) only a small number of collimator absorbers are required; and that (ii) the absorbers can be
set at much larger gaps thanks to the large bending angle from the crystal (40-50 prad instead of a few prad
from the multiple-Coulomb scattering in the primary collimator). On the other hand, an appropriate absorber
design must be conceived in order to handle the peak loss rates in case of beam instabilities: the absorber must
withstand continuous losses of up to 1 MW during 10 s while ensuring the correct collimation functionality.
This is a change of paradigm compared to the present system, where such losses are distributed among several
collimators. Other potential issues concern the machine protection aspects of this system (such as the
implications of a crystal not being properly aligned and therefore channelling a large fraction of the total stored
energy to the wrong place) and the operability of a system that requires mechanical angular stability in the sub-
urad range to be ensured through the operational cycle of the LHC (injection, ramp, squeeze, and collision).

Promising results were achieved in dedicated crystal collimation tests at the SPS performed from 2009
within the UA9 experiment [41-43]. On the other hand, some outstanding issues about the feasibility of the
crystal collimation concept for the LHC can only be addressed by dedicated beam tests at high energy in the
LHC. For this purpose, a study at the LHC has been proposed [44]: two goniometers housing crystals have
been installed in IR7 during LS1 for horizontal and vertical crystal collimation tests. The main purpose of
beam tests at the LHC is to demonstrate the feasibility of the crystal-collimation concept in the LHC
environment, in particular to demonstrate that such a system can provide a better cleaning of the present high-
performance system throughout the operational cycle. Until a solid demonstration is achieved, crystal
collimation schemes cannot be considered for future HL-LHC baseline scenarios.

First beam tests at the LHC were very successfully carried out in 2015 and 2016. For the first time,
channelling of 6.5 TeV proton beams was observed [80]. Channelling of ion beams was also seen at the record
energy of 450 Z TeV (PB ion beam). These promising results also validated critical hardware component like
the high-precision goniometer that allows controlling the crystal orientation with sub-prad resolution. Tests
will continue in 2016 to assess the cleaning performance of a crystal-based system.

5.3.3 Improved optics scenarios for collimation insertions

Alternative optics concepts in IR7 can be conceived in order to improve some present collimation limitations
without major hardware changes. For example, non-linear optics schemes derived from the linear collider
experience [45] were considered for IR7. The idea is that one can create a ‘non-linear bump’ that deforms the
trajectories of halo particles and effectively increases their transverse amplitudes in a way that allows opening
the gaps of primary and secondary collimators. These studies are well advanced from the optics point of view
but at the present time it is not possible to easily find a layout solution providing the same cleaning as the
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present system [46]. These studies, and others aimed at increasing the beta functions at the collimators, are on-
going.

534 Rotatory collimator design

The rotatory collimator design developed at SLAC under the LARP effort proposes a ‘consumable collimator’
concept based on two round jaws with 20 flat facets that can be rotated to offer to the beam a fresh collimator
material in case a facet is damaged [47]. This design features a low impedance and is based on standard non-
exotic materials. It was conceived for high-power operation, with a 12 kW active cooling system to withstand
the extreme power loads experienced by the secondary collimators in IR7. A photograph of this device before
closing the vacuum tank is given in Figure 5-21, where the rotatory glidcop (a copper alloy) jaws are visible.
The first full-scale prototype of this advanced collimator concept has been delivered to CERN [48] and is being
tested in preparation for beam tests. The ultimate goal is to validate the rotation mechanism after high intensity
shock impacts at the HiRadMat facility, aimed at demonstrating that the concept of consumable collimator
surfaces can indeed work for the LHC beam load scenarios. The precision accuracy of this prototype and the
impedance are also being tested together with its vacuum performance. The vacuum measurements indicated
that the SLAC prototype is suitable for installation in the SPS or even the LHC. An optimum strategy for beam
tests is being established based on these new results.

Figure 5-20: Photograph of the SLAC rotatory collimator prototype jaws before assembly in the vacuum
tank.

5.4  Other collimators from the present system required in the HL-LHC

It is important to realize that 30-40 % of the present LHC collimators, which are not to be modified or replaced
in the HL collimation upgrade baseline described above, must remain reliably operational for the HL-LHC era.
Even devices whose design is deemed adequate for the HL-LHC parameters can hardly survive for the lifetime
of the LHC machine without appropriate maintenance, substitution, or revamping. A long-term strategy must
be put in place in order to ensure that the LHC collimation system can meet the performance and availability
challenges of the HL-LHC project. In this section, the present LHC collimators that will also be needed for the
HL-LHC, possibly with improved design and features, are described.

54.1 IR3 and IR7 primary collimators (target collimator primary and TCP with pick-up)

Carbon-based primary collimators, the target collimator primary (TCP), are used in the LHC to define the
primary beam halo cut in the momentum and betatron cleaning insertion. One TCP collimator per beam is used
in IR3 (horizontal orientation) whereas three collimators per beam are used in IR7 (horizontal, vertical, and
skew orientations) for a total of eight primary collimators in the LHC. Since these collimators are closest to
the circulating beams, their jaws are built with a robust carbon-fibre composite (CFC) that is designed to
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withstand the design LHC failure scenarios at injection (full injection train of 288 bunches impacting on one
jaw) and at 7 TeV (up to eight bunches impacting on one jaw in the case of an asynchronous dump) [1]. The
need to improve the TCP collimator design in view of the updated beam parameters for the HL-LHC design is
being assessed.

The LHC primary collimator might need to be upgraded for the HL-LHC if the present design:

- proves not to be adequate to cope with the design LHC failure scenarios updated for the upgraded HL-
LHC beam parameters (larger bunch intensity and smaller emittances);

- proves not to be adequate for standard operational losses with a larger stored beam energy in the HL-
LHC: for the same assumed minimum beam lifetime in operation, the total loss rates expected on the
collimators might be up to a factor of 2 larger for the HL-LHC than for the LHC,;

- can be improved in a way that the HL-LHC could profit from, e.g. improved materials or alignment
features (integrated BPMs) for a more efficient operation.

The primary collimators are a fundamental element of the LHC multi-stage collimation hierarchy and
are required in all operational conditions with beam in the machine. These are therefore high-reliability devices
that must be compatible with operation in very high radiation environments and withstand standard operational
losses and relevant failure cases without permanent damage that could jeopardize their functionality.

Note that a design with BPM-integrated jaw for primary collimators is currently being built for future
consolidation of the TCPs. This design, referred to as TCP with pick-up (TCPP) currently uses the same CFC
materials for the jaw but provides greatly improved operational features in terms of alignment speed and beam
position monitoring. A new design that uses MoGr, as for the new secondary collimators, is also being
produced. This design is also being considered for HL upgrades.

54.2 IR3 and IR7 secondary collimators (target collimator secondary graphite)

Carbon-based secondary collimators (target collimator secondary graphite (TCSG)) are used in the LHC for
the secondary stage of the beam halo cut in the momentum and betatron cleaning insertion. Four secondary
collimators per beam are used in IR3 whereas 11 collimators are used in IR7 for a total of 30 TCSG collimators
in the LHC. Horizontal, vertical, and skew orientations are used in different locations. Since these collimators
are among the closest to the circulating beams, their jaws are built with a robust CFC that is designed to
withstand the same design LHC failure scenarios at injection and at 7 TeV as the primary collimators.

The present baseline for the HL-LHC is that new secondary collimators, TCSPM, based on advanced
robust and low-impedance materials will be added in IR7, using existing TCSM slots [2]. In this scenario, the
need to maintain the operability of the present CFC secondary collimators remains to be assessed. This
depends, for example, on whether the new TCSPM collimators will be able to withstand the injection failure
scenario. These aspects are presently under study. For IR3, the present TCSG collimators will not be replaced
by a low-impedance design so adequate consolidation and spare policy must be established for these devices
to ensure an efficient operation throughout the HL-LHC era.

543 IR3 and IR7 active shower absorbers collimators (target collimator long absorber)

Tungsten-based shower absorbers collimators (target collimator long absorber (TCLA)) are used in the LHC
for the third or fourth stage of cleaning of beam halos in the momentum and betatron cleaning insertion. Four
TCLA collimators per beam are used in IR3 whereas five collimators are used in IR7, with a total of 18 TCLA
collimators in the LHC. Horizontal and vertical orientations are used depending on the location. Operationally,
these collimators are not supposed to intercept primary or secondary beam losses. They are therefore built
using a heavy tungsten alloy that maximizes efficiency in cleaning but which is not robust with respect to a
beam impact of considerable power. The need to improve the TCLA collimator design in view of the updated
beam parameters for the HL-LHC design is being assessed.

174



COLLIMATION SYSTEM

As for the previous case, the upgrade of the LHC shower absorber collimators might be needed for the
HL-LHC if the present design proves not to be adequate for the standard operational losses with a larger stored
beam energy in the HL-LHC and/or if it can be improved in a way from which the HL-LHC could profit
(improved materials, BPM features).

The TCLA collimators are an important element of the LHC multi-stage collimation hierarchy and are
required in all operational conditions with beam in the machine. Operation might continue temporarily in the
case of isolated TCLA failures, but we assume here that HL operation for physics without TCLA collimators
will not be possible. These are therefore high-reliability devices that must be compatible with operation in very
high radiation environments and withstand standard operational losses and relevant failure cases without
permanent damage that could jeopardize their functionality.

A joint study by the collimation team and the beam dump team has indicated the addition of two TCLA
collimators per beam in IR6 in order to improve the protection of the Q4 and Q5 magnets immediately
downstream of the dump protection devices [49]. The results indicate that this improvement was not necessary
for post-LS1 operation.

54.4 IR6 secondary collimators with pick-up (target collimator secondary with pick-up)

Carbon-based secondary collimators with pick-up buttons (target collimator secondary with pick-up (TCSP))
are used in the LHC IR6 insertion as a part of the LHC protection system. Two collimators are used in the
LHC, one per beam, as auxiliary dump protection devices in the horizontal plane. In LS1, the TCSG design
without integrated beam position monitors (BPMs) was replaced with the new one with BPMs for improved
alignment and local orbit monitoring. Since these collimators are among the closest to the circulating beams,
and are expected to be heavily exposed to beam losses in case of asynchronous dumps, their jaws are built with
a robust CFC that is designed to withstand the design LHC failure scenarios at injection (full injection train of
288 bunches impacting on one jaw) and at 7 TeV (up to eight bunches impacting on one jaw in case of an
asynchronous dump). The need to improve the IR6 TCSP collimator design in view of the updated beam
parameters for the HL-LHC design is being assessed.

5.4.5 Passive absorbers in IR3 and IR7 (TCAPA, TCAPB, TCAPC, TCAPD)

Tungsten-based passive shower absorbers collimators (target collimator absorber passive (TCAP)) are used in
the LHC as fixed-aperture collimators in the momentum and betatron cleaning insertion to reduce radiation
doses to the warm quadrupole and dipoles in these insertions. Two TCAP collimators per beam are used in IR3
whereas three collimators are used in IR7 for a total of 10 TCAP collimators in the LHC. Four variants of these
collimators exist to match the dimensions and orientations of the aperture of the adjacent warm magnets:
TCAPA, TCAPB, TCAPC, TCAPD. Operationally, these collimators are not supposed to intercept primary or
secondary beam losses but rather to absorb shower products generated by halo particles impinging on primary
and secondary collimators. They are built using a heavy tungsten alloy that maximizes shower absorption,
surrounded by copper. The need to improve the TCAP collimator design in view of the updated beam
parameters for the HL-LHC design is being assessed.

The TCAP collimators ensure that doses on warm magnets in the cleaning insertions are minimized.
Doses are determined by the integrated luminosity and therefore the possibility to improve the warm magnet
protection must be envisaged for the HL-LHC Iuminosity goal. The upgrade of the passive absorber collimators
might be needed for the HL-LHC if the present design proves not to be adequate for HL-LHC operational loss
cases and/or if it can be improved by increasing the lifetime of warm magnets due to radiation wear (e.g. new
materials or improved layouts/designs).

As a part of the consolidation program of the warm magnets of type MQW and MBW in IR3 and IR7,
it is planned to improve the passive cleaning of these magnets against large radiation doses. This work will
require the preparation of new fixed-aperture absorbers to be installed next to the magnets. This activity already
started in LS1 when 2 TCAP were added in IR3 to improve the passive protection of the Q5.
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54.6 Tertiary collimators with pick-up in the experimental regions (target collimator tertiary with pick-
up)

As discussed above, tungsten-based tertiary collimators with pick-up buttons (target collimator tertiary with
pick-up (TCTP)) are used in the LHC to protect the superconducting triplets and the experiments in each
experimental insertion against horizontal (TCTPH) and vertical (TCTPV) beam losses. A complete re-design
of IR1 and IRS collimation is imposed by the layout changes foreseen in the HL-LHC for LS3. The need to
improve the present TCTP collimators in IR1/IRS in view of the updated beam parameters for the HL-LHC
design is also being assessed. In particular, consideration is being given to the possibility of replacing the
TCTPs with more robust ones based on novel materials, at least in the horizontal plane, which is affected by
beam dump failures.

547 Physics debris collimators in the experimental regions (Target Collimators Long (TCL))

Physics debris absorbers are used already in the present LHC to protect the matching sections and the
dispersion suppressor of IR1 and IR5 from beam losses caused by collision products. The LHC IR layouts as
of 2015 feature three horizontal (TCL) collimators per beam and per IR, for a total of 12 TCL collimators,
installed in cells 4, 5, and 6. Their jaws are made of copper (TCLs in cells 4 and 5) and Inermet 180 (cell 6),
as the latter were installed by recuperating tertiary collimators replaced in LS1 with the new TCTPs. Indeed,
the tungsten based TCT can serve as TCL without design changes. The present baseline foresees changing all
TCLs for HL by adding the BPM feature. The HL-LHC layouts require new TCLX design in the region
between TAXN and D2. The present TCL collimators might be re-used for the HL-LHC by being moved to
new layout positions, however the preferred solution (presently in the baseline) is to build new ones that feature
the BPM design. Mechanical and radiation hardware should be studied for this scenario.
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Chapter 6A

Cold Powering of the superconducting circuits

6A. Cold Powering of the superconducting circuits

6A.1 Overview

The electrical feed of the approximately 1700 Large Hadron Collider (LHC) superconducting (SC) circuits
requires the transmission of more than £ 1.5 MA of current from the power converters to the magnets. This is
done via conventional copper cables, for the room temperature path between power converters and current
leads, and via High Temperature Superconducting (HTS) or resistive currents leads for the transfer to the 4.5
K liquid helium bath. Nb-Ti bus-bars operated in liquid helium at 4.5 K or in superfluid helium at 1.9 K provide
the connection to the SC magnets. In the present LHC configuration, the power converters and the current
leads are both located in underground areas: the former mainly in tunnel enlargements or alcoves situated
adjacent to the machine tunnel, and the latter in cryostats that are near the LHC interaction points and in most
cases in line with the SC magnets — only the leads housed in the five DFBL distribution feedboxes are in tunnel
alcoves. The 60 A power converters for the dipole orbit correctors are located in the tunnel, underneath the
main dipole magnets. Power converters and current leads at each of the eight interaction points feed the
magnets occupying half of the two adjacent machine sectors. Some equipment in the tunnel is exposed to
significant levels of radiation.

For the HL-LHC upgrade, novel superconducting lines (hereafter called “links™) are being developed to
supply current to the magnets from remote distances [1]. The electrical layout originally envisaged the location
of the power converters and current leads in surface buildings some hundred meters away from the tunnel.
More recently power converters and leads have been located in underground areas (the so-called double decker
solution (DD)) [2]. However, also in the chosen solution of locating the power converters in a technical gallery
running aside the LHC tunnel, the current transport to the magnets is performed via SC links containing tens
of cables feeding different circuits. A link will carry all together up to about |150| kA. The benefits of this
remote powering via SC links are several and can be summarized as follows:

- Access of personnel for maintenance, tests and interventions on power converters, current leads and
associated equipment is in radiation free areas, in accordance with the principle of radiation protection
that optimizes doses to personnel exposed to radiation by keeping them As Low As Reasonably
Achievable (ALARA);

- Removal of the current leads and associated cryostats from the accelerator ring, thus making space
available for other accelerator components. In the baseline hardware layout of the HL-LHC Interaction
Regions (IR) around P1 and P5, no space is used for current leads and very limited one is taken by the
cryostats in line with the magnets. Also, there is no space in the existing underground alcoves for
locating the power converters feeding the HL-LHC circuits;

- Location of the power converters in radiation free, easy access areas. Access to this area may even be
granted, under certain conditions, also during the HL-LHC run.

The Cold Powering work-package (WP6A) is presently focused on the development of SC links for
potential integration at the LHC interaction Point 1 (P1), Point 5 (P5). A study was initially performed also for
point 7 (P7).
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Development of radiation hard power converters is carried out by the Power converters for
superconducting magnets work-package (WP6B). In certain case, like P7, they can be effective solutions,
however in other cases like for P1 and PS5, the SC links offer a more complete approach for increased
availability and reduced radiation dose to personnel.

6A.1.1 Cold Powering Systems
A Cold Powering System consists of:

- Current leads, located as near as possible to the power converters in a radiation free zone at about a
hundred meters distance from the LHC tunnel. The leads are connected to the power converters via room
temperature conventional cables;

- A dedicated cryostat (DFH), where the cold terminations of the leads are electrically connected to the
cables in the link;

- A link, made of novel type of superconductor, MgB,, in form of round wire arranged in multi-stage
cables, housed in a semi-flexible cryostat (DSH). The link is electrically connected to the leads to the
magnet bus-bar inside a specific cryostat (DF);

- A cryostat (DF) in line with the magnets at the location where the link terminates in the LHC tunnel. In
the DF cryostat, each cable of the link is connected to the Nb-Ti bus-bar feeding a magnet circuit. The
helium cryogen required for the cooling of the Cold Powering System is supplied from this cryostat;

- Cryogenic instrumentation required for control, monitoring and interlock functions as well as electrical
instrumentation needed for protection of superconducting components and current leads.

The Cold Powering System relies on cooling with helium gas. The superconducting part of the system
spans the temperature range from 4.2 K up to 35 K - 50 K. The use of MgB, and HTS materials enables safe
operation of the superconducting components, for which a temperature margin of at least 10 K is guaranteed.

In the tunnel, vapour generated in the DF cryostat from a two-phase helium bath is conveyed inside the
superconducting link cold mass [3]. The gas cools the SC cables in the link and warms up to about 17 K while
absorbing the static heat load of the cryostat. In the present HL-LHC baseline, the DSH cryostat includes a
thermal shield actively cooled by forced flow of He gas at about 20 K. For the Cold Powering Systems at P1
and P35, the helium flow of the shield and of the cold mass are mixed at the level of the DFH to produce the
flow of He gas, at about 30 K, required for the cooling of the current leads. The system that was studied for P7
did not need mixing - the helium flow in the superconducting link cold mass was sufficient for the cooling of
the leads. The design of the current leads is such that the gas is recovered at room temperature at their warm
end. Studies are under way to see if this last, simpler solution can be adapted also to P1 and P5 links, thus
simplifying the baseline solution.

Until December 2014, activity was focused on the development of the Cold Powering Systems for LHC
P7. Indeed for these systems, integration of the SC links in the tunnel in 2018 was an option. By end 2014, the
following milestones were achieved:

- Concepts [4] and prototype [5] MgB: cables were developed and tested;

- Dedicated cabling machines conceived for production of long unit lengths of novel HTS or MgB, cables
were designed, assembled and operated [6];

- A prototype Cold Powering System was developed and tested [7];
- Integration studies in the LHC were performed [8];

- New concepts of current leads and DFH cryostats optimized for easy transport and integration in the
LHC underground areas at P7.
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In December 2014, was decided not to integrate the SC links at P7 and to proceed with the consolidation
of the power converters. It was nevertheless decided to complete the design study of the Cold Powering System
for LHC P7 and to proceed with the construction and test of a prototype system aiming at validating the design
concept.

The design of the Cold Powering Systems is such as to minimize the work done in the tunnel in terms
of assembly of components. Ongoing design takes into account boundary conditions imposed by transport in
the LHC underground areas. In particular, volumes of individual components have been minimized according
to transport constraints and the main components (SC link, i.e. DSH cryostat with the SC cables inside, current
leads, DFH and DF cryostats) are integrated as complete and pre-tested assemblies. Installation will account
possible necessary tooling for the fixation of the link on the walls and the incorporation of means for length
compensation plus the constraints impose by bends and maximum limited bending radius of the SC link itself.
Activities after installation are limited to splicing between current leads and link and closure of the DFH
cryostat, splicing between SC link and Nb-Ti bus-bar and closure of the DF cryostat, and connection of the
conventional room temperature cables to current leads and power converters.

6A.1.2 Superconducting Link basic design and R&D

The superconducting link is a semi-flexible transfer line, which houses the MgB, cables connecting the
cold end of the current leads to the Nb-Ti bus-bar of the magnet [1]. The transfer line consists of four corrugated
concentric pipes that define the SC link cold mass, the actively cooled thermal shield and the external vacuum
insulation wall.

The number of SC cables contained inside the link and their operating current vary for the different Cold
Powering Systems that are to date under study. Inside the cold mass of each link there are tens of cables rated
at different DC currents ranging from a minimum of 120 A up to a maximum of 18 kA. The cables are grouped
in the form of compact cable assemblies with a total current capability of up to about |150| kA.

At LHC P1 and P5, four superconducting links, two right and two left of each interaction point, are
being considered for integration in the LHC machine (Figure 6-1):

- Two SC links for the powering of the HL-LHC Insertions (low-p quadrupoles, D1 and corrector
magnets);

- Two SC links for the powering of the HL-LHC Matching Sections.

The associated Cold Powering Systems replace or modify the LHC cryogenic feedboxes (DFBX,
DFBL). New current leads and cryostats (DFHX and DFHM) connected to the link in a radiation free area
away from the tunnel, are being developed.

Until the beginning of 2015, the baseline electrical layout envisaged the installation of the power
converters and current leads in surface buildings. This called for development of superconducting links, about
300 m long, including a vertical section of about 80 m. By mid-2015, a global integration study (cryo-
refrigerators, crab cavities, power converters, distribution feedboxes and associated equipment) opted for an
underground installation (DD). Since then, the baseline electrical layout for LHC P1 and PS5 foresees
installation of power converters and current leads in the DD, parallel to the main ring. In this configuration,
the links have a total length of about 100 m.

The baseline proposal envisages using MgB: conductor in the longest part of the SC links (from 4.2 K
to 20 K), and HTS material (YBCO or Bi-2223) in the temperature range from 20 K up to 35 K — 50 K. The
potential low cost of MgB, conductor and the possibility of cooling the superconducting link cold mass with
He gas enabled the development of Cold Powering Systems with improved performance. There is a high
temperature margin, at the benefit of a safer operation, and the total exergetic cost of the refrigeration is lower
with respect to the conventional Nb-Ti solution. Figure 6-2 shows the cross section of the superconducting
cable assembly proposed for the SC links powering the HL-LHC Insertion magnets at LHC P1 and P5.The
total current transferred by these forty-four cables is about| 150/ kA. There are four 18 kA cables that are used
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for powering the low-f insertion Nb3;Sn quadrupole magnets and the Nb-Ti separation dipole (D1), and two
additional 18 kA cables that are integrated as spare units. The inclusion of the 18 kA spare units, made possible
by the new powering lay-out with one main circuit for the low-3 quadrupole instead of two, has seen decided
to mitigate any possible malfunctioning. The other cables feed corrector and trim circuits. Details of the cable
assemblies developed for other Cold Powering Systems are presented elsewhere [1].
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Figure 6-1: Superconducting links at LHC P1 and P5.
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Figure 6-2: Cable assemblies for superconducting links at LHC P1 and P5. From left: a) Sub-unit of the
18 KA cable, ®~6.5 mm, rated for 6 (??) kA; b) Complete 18 kA cable, ®~19.5 mm; c) concentric 2x3 kA
cable, ®~8.5 mm; d) 0.4 KA cable (top) and 0.12 kA cable (bottom), ®<3 mm ; ) 165 KA cable assembly
for LHC P1 and P5 (6x20 KA, 7x2x3 kA, 4x0.4 kA, 18x0.12 kA), ®~65 mm. The cables are made of copper
stabilizer (red) and MgB- wire (green).

Figure 6-3: Cable assembly for superconducting links at LHC P1 and P5 (system powering the HL-LHC
Insertions). From left: cable assembly; cable assembly inside the semi-flexible cryostat. The external
diameter of the cryostat (vacuum wall), which includes an active thermal shield, is ~ 220 mm. The
weight of the cryostat with the |150| kA cable assembly inside is ~ 20 kg/m.

The cable (Twisted-Pair of superconducting tapes or wires) and cable assemblies developed for LHC
P7 were optimized for transport of 1 kA range current. Details of the cable concepts and results from tests
performed in nominal operating conditions are presented elsewhere [5]. The cable assemblies are incorporated
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in a semi-flexible cryostat of the CRYOFLEX® type. The proposal was to integrate in the LHC tunnel the
cryostat with the cable assemblies already pulled in at the surface. To limit the risks associated with high-
current resistive joints operated in helium gas environment, the cables were planned to be assembled in one
single unit length with no splices between cables inside the link.

The main achievements to date are:

- The development of a the first MgB, Powder In Tube (PIT) round wire with electrical and mechanical
performance that permit its use in high-current cables - work done in collaboration between CERN and
Columbus Superconductors, Genova;

- The test of a 3 m long superconducting link of the type needed at LHC P7 [7];
- The design of a Cold Powering System optimized for integration at LHC P7 [6];

- The successful development and test of the first 2x20 m long cable made from MgB; round wire
operated successfully up to 20 kA at 24 K [9].

- The conceptual design of Cold Powering Systems optimized for use of MgB: links.

Figure 6-4 shows the test station designed and successfully operated at CERN for the test of up to 20
m long superconducting links. As in the final configuration, the cables are cooled by forced flow of helium
gas operating at any temperature from about 5 K to 35 K. Temperatures of up to 70 K can be achieved, enabling
appraisal of cables made from different types of conductor.

Current leads S ———
’&r S Current Leads—

Liquid He

Superconducting Link

Figure 6-4: Test station designed and operated at CERN for the test of 20 m long superconducting links.
The cables are cooled by forced flow of helium gas operating at any temperature from about 5 K to 35 K.
Temperatures of up to 70 K can be achieved, enabling appraisal of cables made from different types of
conductor.

6A.2 Cold Powering System design

In essence the Cold Powering System for the powering of the LHC magnets by superconducting links is a
semi-flexible cryostat extended over a hundred metres. The novel design has to face several challenges never
encountered previously.

6A.2.1 Cryostat for the superconducting link

The superconducting link cryostat (DSH) must maintain a stable and well defined cryogenic environment
within which the superconducting cables are cooled by forced flow of helium gas. Unlike the liquid helium
cooled superconducting bus-bars in the LHC machine, the cryogenic stability of the superconducting cables
depends more critically on the cooling efficiency in helium gas environment within the superconducting link
cold mass. The basic cryostat structure consists of an inner vessel surrounded by an actively cooled thermal
shield and enclosed by an outer vessel as room temperature vacuum envelope. At present the reference design
of the cryostat is analogous to the Nexan’s 4-Tube Coaxial CRYOFLEX® transfer line, which can be
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manufactured and delivered in one continuous length compatible to the cold powering requirements. It is
essential to minimise the number of splices between cables inside the SC link cold mass due to their multiple
circuit complexity and cooling challenges for high current resistive joints cooled by gaseous helium. As part
of the HL-LHC design studies, pre-prototype cryostats in 5 m and 20 m lengths have been procured from
Nexans and tested at CERN [9] and at the University of Southampton [7]. The working experiences have been
positive so far and a 60 m long cryostat are being procured for integration tests in configurations similar to
those in the LHC underground areas. However, in the frame of the R&D for SC links also other different and
more simple cryostat configurations are under test. It is worth underling that SC links in the underground areas
will be mostly horizontal — a vertical path of less than 10 m will be required, differently from the original
baseline described in the HL-LHC Preliminary Design Report [10].

The gaseous helium in the cold mass of the SC link provides cooling for (a) steady-state heat load of the
radial heat in-leak (conduction and radiation) from the surrounding thermal shield and heat conduction along
the link and the inner vessel wall from the warmer end at 20 K and (b) transient heat load due to local
disturbances in the link and/or thermal/vacuum instability in the cryostat. Under nominal operating conditions,
the radial heat in-leak is dominant, estimated conservatively at below 0.2 W/m for a thermal shield temperature
of ~ 60 K without multilayer insulation. The thermal shield will be actively cooled by flowing helium gas with
an inlet temperature at 20 K. Further discussions on the cooling requirement can be found in [3].

6A.3 Interfaces to the superconducting link

The SC link has a colder (4.2 K) interface to the LHC machine at one end and a warmer (20 K) interface to the
current leads at the level of the DFH cryostat. The two interfaces are an integral part of the Cold Powering
System due to electrical continuity and synergy in the cooling arrangements.

The present LHC current leads consist of a self-cooled HTS section and a 20 K helium gas cooled
resistive copper section [11]. The former is connected to the Nb-Ti bus-bar in helium and the latter extends
from the warm end of the HTS at 50 K to room temperature. The Cold Powering System design seeks the
integration of the different helium gas flows at the interface between the superconducting links and current
leads.

6A.3.1 Electrical interface between the superconducting link and the current leads

Each of the multiple cables inside the superconducting link is spliced and connected to its corresponding
current lead inside the DFH interconnection cryostat. The cryostat must allow easy access for making the
electrical connections after the deployment of the superconducting link cable assembly in the semi-flexible
DSH cryostat. The primary design focus is the reliable and secure handling of the SC cables via robust tooling
and procedures. In addition, the design ensures in-situ completion of low resistance joints between the SC
cables in the link and the current leads. Effective cooling of the resistive joints via the helium gas inside the
link also requires integrated heat transfer features.

6A.3.2 Cryogenic interface between the superconducting link and the current leads

The interface between the superconducting link and the current leads involves several cryogenic aspects. First
of all, the continuation of the helium gas from the superconducting link into the current leads and its mixing
with additional cooling gas shall be assured. The present cooling proposal for the systems at P1 and P5 [3]
uses the warm exit of the helium gas cooling the SC link thermal shield as the supplementary coolant for the
current leads. Since the exit temperature of the shield cooling gas always exceeds the warm boundary condition
of 20 K for the SC cable in the link, this option implicitly imposes the hydraulic separation of the helium spaces
of the link and the leads. This is likely to be the scenario for P1 and P5, where the superconducting link cold
mass requires ~1 g/s while the current leads require ~10 g/s for a total transfer of about | 150 kA.
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It is envisaged that the superconducting link cryostat (DSH) and current leads share a common vacuum
space. A Paschen scenario will be avoided by ensuring that all the high tension side is surrounded by helium
cooling gas at about 1 bar.

6A.3.3 Control

The stable operation of the Cold Powering System relies on maintaining two temperature boundary conditions,
i.e. 20 K at the splice terminations between the superconducting link and the current leads and about 35 K to
50 K at the cold end of the resistive section of the current leads. The former is controlled by a heater to generate
the required helium boil-off from the DF cryostat in the LHC tunnel while the latter is controlled by a valve at
the helium warm exit of each current lead. If a single helium flow is adopted, like it was studied for P7, then
appropriate override should be devised for the two controllers to work correctly in tandem. Specifically, in
case more flow is required by the current leads, the boil-off heater must allow the temperature in the DF to
drift below the set value of 20 K. Conversely, in case higher boil-off is necessary for the cooling of the
interconnections, a pressure controlled cold bleed will be used to discharge the excess in order to avoid over-
cooling of the current leads.

6A.4 Interface to the LHC machine

6A4.4.1 General

The DF cryostat interfacing the superconducting link to the magnets cold mass performs the role of electrical,
cryogenic and mechanical interface. It includes:

- The required connections to the HL-LHC cryogenic distribution line (QXL);

- A saturated liquid helium bath for the electrical splices between the cables in the link and the Nb-Ti
cables;

- A hydraulic separation with respect to the superfluid helium bath cooling the magnets;
- The instrumentation required for cryogenic process control.

Two different variants of DF cryostats (DFX and DFM) are necessary for the Cold Powering Systems
under study. The DF cryostats are vacuum insulated and equipped with an actively cooled thermal shield
wrapped in multilayer insulation. Vacuum barriers are foreseen to separate the insulation vacuum of the
DF cryostat from that of the link, in order to allow interventions on either equipment without the need for
vacuum conditioning of the full system.

6A4.4.2 Interface cryostat for the HL-LHC Insertions

A continuous cryostat of approximately 60 m in length is foreseen to house the magnets from Q1 to D1 in a
common insulation vacuum, with the interface cryostat to the link (DFX) located at its non-IP extremity, after
D1. This being the most suitable location from the machine optics point of view, it implies on the other hand
that the DFX vacuum vessel and respective supports must be designed to withstand an axial force, of up to 10
tonnes, induced by the unbalanced atmospheric pressure. The DFX will include a jumper to the QXL with
helium piping for the supply of both the superconducting link and part of the continuous cryostat.

The DFX may either be designed as an independent cryostat or as service module integrated in the D1
cryostat. The choice between these two configurations will be made not only on the basis of integration and
engineering considerations, but most importantly taking into account the need for minimizing the residual
radiation doses to personnel during specific interventions such as exchange of a magnet that may occur in the
lifetime of the HL-LHC machine.
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6A4.4.3 Interface cryostat for the Matching Sections

The most compact solution for the Cold powering System of the Matching Sections is to include the connection
to the link in the service module of the magnet cryostat (QQS). From there, a first link cooled by supercritical
helium is routed up to the DFM cryostat that replaces the present LHC DFL feedbox. All cables are then
gathered inside the DFM into a main link, this one connecting the DFM to the DFH in the technical gallery
(UR). The supercritical helium arriving from the link in the tunnel is expanded inside the DFM in order to
generate liquid for the splices and gas for the cooling of the SC link joining the UR. As such, this concept does
not require a connection to the QXL at the level of the DFM.

It should be noticed that in summer 2016 a change to the powering of the MS has been carried, a solution
where part of the exiting powering is kept unchanged. However, given the lack of time to present a complete
and coherent plan for the new MS powering layout, it has been agreed that we keep in this TDR version the
description of the old lay-out. An update description will follow soon.

6A.5 Integration of the Cold Powering Systems at LHC P1 and PS5

Point 1 houses high luminosity insertions that have been totally redesigned to meet the HL-LHC performance
requirements. The Inner Triplet quadrupoles, the D1-D2 separation dipoles and the Matching Sections will be
replaced. Much higher current will be required to power the new magnets. Following the decision taken in
2015 to excavate a new underground gallery for housing the hardware of the high luminosity upgrade (cryo-
refrigerators, crab cavities, power converters and distribution feedboxes), the present baseline configuration
foresees power converters, current leads, distribution feedboxes and associated equipment to be located in this
area. Integration studies, not yet finalized, are being made in the new configuration. The superconducting links
will have a total length of up to about 100 m, with a vertical path of about 8 m.

It should be repeated that the new updated integration of the MS powering for P1 will be available soon.

Figure 6-5, Figure 6-6 and Figure 6-7 show the integration of the power converters and the
superconducting links in P1.

LHC Main ring
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Figure 6-5: View of the LHC underground area at P1: service tunnel, parallel to the LHC main ring, where
power converters and current leads will be located (HL-LHC baseline).
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Triplets Matching Section

Figure 6-6: Schematic view of the LHC underground at P1 with the two superconducting links (red lines)
routed from to the LHC main tunnel to new LHC service tunnel (HL-LHC baseline), where the power
converters and the current leads will be located.

Figure 6-7: Schematic view of the LHC underground with the two superconducting links routed from to
the LHC main tunnel to new LHC service tunnel (HL-LHC baseline). The vertical path of the links covers
a difference in height of about 8 m.
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Chapter 6B

Power converters for superconducting magnets

6B Power converters for the new superconducting magnets

6B.1 Overview

The HL-LHC project has for main objective to increase the luminosity of experiments in Point 1 and Point 5.
This requires new superconducting magnets in the insertion region with stronger magnetic field and larger
aperture to reduce the 3 at the colliding point. These new magnets require higher currents to reach 11-12 T
and a series of power converters needs to be replaced to deliver more current. A new underground infrastructure
will be built to host various service as the cryogenic distribution. This new underground galleries UR (see
Figure 6B-1 and chapter 15) has also been designed to install all the new power converters inside. In an early
stage of the project, all the magnets from the Q1 to Q6 were replaced by new magnets which required 43 new
power converters per interaction point (IP) side. In the last layout, this upgrade was reduced up to D2, leading
to only 25 new power converters per IP side. The individual quadrupoles Q4, Q5, Q6 will re-use existing
magnets and in the frame of the new project strategy they will be powered by the present hardware located in
RR galleries.

6B.2 Superconducting magnets

6B.2.1 Insertion region layout

The new layout of the interaction region comprises the new Inner Triplet magnets (Q1-Q2a-Q2b-Q3)
and associated correctors, the new separation/recombination dipole magnets (D1, D2) and associated
correctors. The matching section (from Q4 to Q6) previously featured the use of new magnets for the Q4 plus
the redeployment of LHC cold masses for Q5 and Q6.The latest layout version make use of LHC
superconducting magnets for all these units. This leads to important saving by removing cost of new magnets,
power converters and reducing the size of the UR galleries by keeping the powering of these magnets from the
present RR galleries. The list of re-used superconducting magnets to be powered from the actual RR galleries
is presented in Table 6B-1.

The list of new superconducting magnets to be powered from the new UR galleries is presented in Table
6B-2.

Table 6B-1: Superconducting magnets powered from the RR galleries.

Optic | DFH Circuit Magnet Number of Operating current
circuits/ IP side 7 TeV [kA]
Q4 DFBL Large aperture 2-inl Quadrupole Q4 MQY 2 4.50
Q4 DFBL Orbit correctors Q4 MCBY 8 0.072
Q5 DFBL | Present LHC Q4 magnet MQY 2 4.51
Q5 DFBL | Orbit correctors present Q4 MCBY 6 0.072
Q6 DFBL | Insertion Quadrupole, 2-inl aperture; Q6 | MQML 2 4.31
Q6 DFBL | Orbit correctors Q6 MCBC 2 0.08
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Table 6B-2: Superconducting magnets powered from the UR galleries.

Optic | DFH Circuit Magnet N.of Operating current
circuits/ 7 TeV [kA]
IP side
IT DFHX | Triplet Q1, Q2a, Q2b, Q3 MQXFA /B 1 16.5
IT DFHX | Trim Ql +2
IT DFHX | Trim Q3 +2
IT DFHX | Trim Q2a +0.12
IT DFHX | Orbit correctors Q2a/b - vertical MCBXFBV 2 1.6
IT DFHX | Orbit correctors Q2a/b - horizontal MCBXFBH 2 1.47
IT DFHX | Orbit correctors CP - vertical MCBXFAV 1 1.6
IT DFHX | Orbit correctors CP - horizontal MCBXFAH 1 1.47
IT DFHX | Superferric, order 2 MQSXF 1 0.182
IT DFHX | Superferric, order 3, normal and skew | MCSXF / MCSSXF 2 0.105
IT DFHX | Superferric, order 4, normal and skew | MCOXF / MCOSXF 2 0.105
IT DFHX | Superferric, order 5, normal and skew | MCDXF / MCDSXF 2 0.105
IT DFHX | Superferric, order 6 MCTXF 1 0.105
IT DFHX | Superferric, order 6, skew MCTSXF 1 0.105
Dl DFHX | Separation dipole D1 MBXF 1 12
D2 DFHM | Separation dipole D2 MBRD 1 12
D2 DFHM | Orbit correctors D2 MCBRD 4 0.5

6B.2.2 Integration and new civil engineering infrastructure

A new underground infrastructure is needed to distribute the cryogenic at both side of the interaction point for
the superconducting magnets and crab cavities (CC) and to host the RF powering and controls of the latest. A
long gallery called UR will be built in parallel of the LHC machine from the left-side CC to the right-side CC
of the experiment (See Chapter 15). The UR gallery has been designed large enough to allow the installation
of all equipment needed for this upgrade and especially all the new power converters as seen in Figure 6B-1.
The layout of the underground galleries is identical for Point 1 and Point 5.
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Figure 6B-1: New HL-LHC underground infrastructure at Point 1, top view.

The power converters and the DFHX and DFHM (electrical feed-boxes) will be placed in the UR gallery
to reduce the length of water-cooled DC cables, see Figure 6B-2. The superconducting (SC) link will bring the
DC current from the UR, through the UL, to the superconducting magnets in the LHC machine. The power
converters will be water-cooled to ease the heat extraction and reduce the air-conditioning requirements. Two
18 kV line will bring electricity in the UR. Two dedicated 18 kV/400 V transformers will supply all the new
power converters separating the feeding of the left and right part of the IP.
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Figure 6B-2: Power converters installed in UR gallery.

6B.3 Circuit layout

The interaction region at Points 1 and 5 will be upgraded with new superconducting magnets. Figure 6B-3 and
Figure 6B-4 show the present right-side magnet layout of the experiment and the new one with HL-LHC. The
main parameters of the new circuits are shown in Table 6B-1. The next paragraphs will detail each circuit.
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Figure 6B-3: Present LHC magnet layout
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Figure 6B-4: New HL-LHC magnet layout (crab cavities not shown).
6B.3.1 Inner Triplet circuit

6B.3.1.1 Present Inner Triplet circuit layout

The baseline powering layout of the LHC Inner Triplets is shown in Figure 6B-5. This powering scheme
consists of a nested circuit with three power converters and free-wheeling protection circuits. At the beginning
of the LHC operation, this specificity generated somewhat longer down-times with respect to the other
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electrical circuits. Thanks to the experience gained and to the development of diagnostic tools, the system has
currently reached a good level of reliability. It should be noted that the ramp-down time of these circuits, which
defines the minimum time before a beam injection, had to be slowed down with respect to that obtained with
the free-wheeling process. This was done in order to avoid trips of the power converters generated by the

nested configuration.
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Figure 6B-5: Powering layout of the present LHC Inner Triplets.

6B.3.1.2 New Inner Triplet circuit layout

The new Inner Triplet circuit layout included the four cryo-magnet assemblies Q1-Q2a-Q2b-Q3. All these
magnets will be powered in series to reduce the hardware cost, to ease the superconducting bus-bar layout
inside the cryostat and to reduce the tune-shift due to current ripple discrepancy between magnets. The
magnetic field needs to be adjusted in each magnet to play different beam optics. Q1, Q2a and Q3 magnets
will have a dedicated trim power converter to adjust independently their current. The circuit layout is presented
in Figure 6B-6.

- Power converters: The main power converter of the Inner Triplet circuit will have a rating of 18 kA.
R&D work is being done to develop a new type of 2-quadrant power converter in order to apply positive
and negative voltage to the magnets which is mandatory to ramp-down the current in the shadow of the
main LHC dipole magnets. Two trim power converters will have a rating of £2 kA and the third one will
be rated £120 A.

- DC cabling: Water-cooled cables will be placed between the power converters and the current leads of
the DFHX,, all placed inside the UR galleries, see Figure 6B-7. The SC Link dedicated for the Inner Triplet
will bring the current to the superconducting magnets through the UL galleries.

Figure 6B-6: Circuit layout of the HL-LHC Inner Triplet (MQXFA,MQXFB).
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18 kA

+2 kA

Figure 6B-7: Connections between the Inner Triplet power converters and the electrical feed-
boxes.
6B.3.2 Inner Triplet orbit correctors

Six orbit correctors are needed (three nested magnet assemblies) for the Inner Triplet magnets (one vertical
and one horizontal for Q2a, Q2b and CP). These corrector magnets will have a rating of £1.6 kA. The circuit
layout is shown in Figure 6B-8.

- Power converters: One 4-quadrant power converter per circuit rated at £2 kA.

- DC cabling: Water-cooled cables will be placed between the power converters and the current leads of
the DFHX, all placed inside the UR galleries. The Inner Triplet orbit corrector cables will be placed inside
the same SC link feeding the main Inner Triplet circuit.

IT Orbit
Corrector

DFHX DFHX

Ay
\_/

+2kA

Figure 6B-8: Circuit layout of each Inner Triplet corrector circuit (MCBXF).

6B.3.3  Inner Triplet high order correctors

Nine high-order correctors (skew quadrupole, normal and skew sextupole, octupole, decapole and dodecapole)
are needed for the Inner Triplet magnets. The second order corrector has a rating of +200 A whereas all the
eight others correctors have a rating of £120 A. The circuit layout of these correctors is shown in Figure 6B-9.

- Power converters: One power converter per circuit rated £200 A or 120 A.

- DC cabling: Copper cables will be placed between the power converters and the current leads of the
DFHX, all placed inside the UR galleries. The Triplet high-order corrector conductors will be placed
inside the same SC link housing the main Inner Triplet circuit.
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Figure 6B-9: High order correctors circuit layout (MCS, MCO, MCD, MCT, and MQSXF).

6B.3.4 Separation dipole D1

The new separation dipole D1 will be a superconducting cryo-magnet assembly substituting the present LHC
six warm magnets. It has a single aperture and each magnet is independently powered. The circuit layout of
these correctors is shown in Figure 6B-10.

- Power converter: One power converter per circuit rated at 13kA. This converter will be 1-quadrant type
since no ramp-down issues are foreseen for this circuit. The time constant of the circuit is relatively low,
estimated at 93 s.

- DC cabling: Water-cooled cables will be placed between the power converters and the current leads of
the DFHX, all placed inside the UR galleries. The D1 circuit cables will be placed inside the same SC
link housing Inner Triplet circuit.

DFHX DFHX

&

13 kA

Figure 6B-10: D1 magnet circuit layout (MBXF).

6B.3.5 Recombination dipole D2

The new recombination dipole D2 will be a superconducting cryo-magnet assembly with two beam apertures.
Each magnet is independently powered, and the two apertures are in series. The circuit layout is shown in
Figure 6B-11.

- Power converter: One power converter per circuit rated at 13 kA. This converter will be 1-quadrant type
since no ramp-down issues are foreseen for this circuit. The time constant of the circuit is relatively low,
estimated at 100 s.
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- DC cabling: Water-cooled cables will be placed between the power converters and the current leads of
the DFHM (second electrical feed-box), all placed inside the UR galleries. The D2 circuit will have a
dedicated SC Link.

DFHM DFHM

Ay
NI

13 kA

Figure 6B-11: D2 magnet circuit layout (MBRD).

6B.3.6 D2 orbit correctors

Four orbit correctors are needed for the D2 recombination cryo-magnet assembly (one vertical and one
horizontal for each aperture). These corrector magnets will have a rating of 600 A. The circuit layout of these
correctors is shown in Figure 6B-12.

- Power converter: One power converter per circuit rated 600 A.

- DC cabling: Copper cables will be placed between the power converters and the current leads of the
DFHM, all placed inside the UR galleries. The D2 orbit corrector circuits will be included in the D2
dedicated SC Link.

D2 Orbit
Corrector

DFHM DFHM

Ay
NI

+ 600 A

Figure 6B-12: D2 orbit correctors circuit layout (MCBRD)).

6B.3.7 Individual powered quadrupole Q4, Q5 and Q6

The rearrangement of the layout of Q4, Q5 and Q6 is part of the latest HL-LHC re-baseline. The scope was
reviewed and for LS3 installation no new superconducting magnets will be developed and the required cold
mass will make use of existing LHC magnets (or LHC magnet design requiring the procurement of few new
units). The powering scheme will remain the existing one through the DFBL and the power converters placed
inside the RR galleries.

- Power converter: One power converter per beam aperture with a common return cable, see Figure 6B-13.
The rating of the converters is 6 kA, 1-quadrant operation. For Q4, four warm cables are used instead of
three to increase the operation margin [1].

- DC cabling: Water-cooled cables are placed between the power converters and the current leads of the
DFBL (electrical feed-box inside RR galleries).
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Figure 6B-13: Q4, Q5 and Q6 circuit layout (no change with respect to the present LHC layout).

6B.3.8 04, Q5 and Q6 orbit correctors

Sixteen orbit correctors are needed for Q4, Q5 and Q6 magnets (six more than the present scheme). Q4 will
have eight corrector circuits, Q5 will have six corrector circuits and Q6 will have two corrector circuits.

- Power converters: One power converter per circuit rated at 120 A, see Figure 6B-14.

- DC cabling and cold powering: Several solutions are being studied in order to provide cold powering
connections for the increased number of correctors. The solutions proposed are either to modify the DFBL
and the DSL, or to provide local powering to the correctors magnets.

Q4/Q5/Q6
Orbit Corrector

DFBL/ DFBL/
Local Local

Ay
_/

+120A

Figure 6B-14: Q4, Q5 and Q6 orbit corrector circuit layout.

6B.4 Power converters

The LHC was built with modular power converters to facilitate maintenance and integrate the redundancy
principle [2][3]. Redundancy was included in power converters rated above 600 A. This has proven to be a
real asset during operation. The n+1 redundancy allows the converter to be operated even with one module in
fault. The advantages are the following:

- in case of fault, only one sub-converter is not operational and usually the fault does not generate a beam
dump;

- the LHC can run with some faulty sub-converters and all interventions for repairing can be performed
during a technical stop of the machine.

With the exception of dipoles, switch-mode technology was chosen for the LHC power converters in
order to minimize their size and assure low output voltage ripple. All LHC power converters rated at currents
above 120 A are water-cooled, inducing a size reduction of the hardware. All these design principles will be
maintained for the new HL-LHC power converters.

198



POWER CONVERTERS FOR SUPERCONDUCTING MAGNETS

6B.4.1 Power converter lists

The list of magnets and corresponding power converters needed for HL-LHC is reported in Table 6B-3. The
list of new power converters to be built for HL-LHC is reported in Table 6B-4.

Table 6B-3: Magnets at each side of LHC P1 and P5.

Optic | Circuit Magnet L R circuit | Operating | Converted | Converted
circuit [mQ] current 7 rated rated
[mH] TeV [kKA] current Voltage
[KA] [Vl
IT Triplet Q1, Q2a, Q2b, Q3 MQXFA / MQFXB 255.0 0.21 16.5 18.00 +8
IT Trim Q1 69.0 1.76 +2 2.00 +10
IT Trim Q3 69.0 1.76 +2 2.00 +10
IT Trim Q2a 69.0 7.97 +0.12 0.12 +10
IT Orbit correctors Q2a/b - vertical MCBXFBV 59.2 2.16 1.6 2.00 +10
IT Orbit correctors Q2a/b - horizontal MCBXFBH 134.8 2.16 1.47 2.00 +10
IT Orbit correctors CP - vertical MCBXFAV 108.5 1.91 1.6 1.60 +10
IT Orbit correctors CP - horizontal MCBXFAH 247.0 1.91 1.47 2.00 +10
IT Superferric, order 2 MQSXF 1247.0 8.53 0.182 0.20 +10
IT Superferric, order 3, normal and skew | MCSXF / MCSSXF 185.0 8.53 0.105 0.12 +10
IT Superferric, order 4, normal and skew | MCOXF / MCOSXF 200.0 5.87 0.105 0.12 +10
IT Superferric, order 5, normal and skew | MCDXF / MCDSXF 187.0 8.53 0.105 0.12 +10
IT Superferric, order 6 MCTXF 576.0 8.53 0.105 0.12 +10
IT Superferric, order 6, skew MCTSXF 126.0 8.53 0.105 0.12 +10
D1 Separation dipole D1; MBXF MBXF 25.0 0.27 12 13.00 8
D2 Separation dipole D2;MBRD MBRD 27.0 0.27 12 13.00 8
D2 Orbit correctors D2 MCBRD 600 2.03 0.5 0.6 +10
Table 6B-4: List of new power converters for Inner Triplet and matching section magnets.

Equipment code Power converter Current Voltage Quantity per IP side Quantity per UR
HCRPAFE Type 1 18k A +8V 1 2
HCRPAFF Type 2 13k A 8V 2 4
HCRPBAA Type 4 +2k A +10V 8 16
HCRPMBA Type 5 +600 A +10V 5 10
HCRPLB Type 6 +120 A +10V 9 18

Total 25 50

6B.4.2  Present LHC power converters

In the present LHC machine, 13 kA, 8 kA, 6 kA, 4 kA, £600 A, £120 A and £60 A power converter types are
already in operation [4].

The HL-LHC project will require the development of two new types of power converters:

- The 2-quadrant converter 18 kA/+8 V, which requires research of new power converter topologies. This
development is mandatory for a ramp-down of the Inner Triplet magnets in less than 30 minutes.

- The 4-quadrant converter +2 kA/+10 V, which will be based on a new topology developed for R2E 600 A
power converters.
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6B.4.3 R&D program

Based on the new integration layout, the length of the warm DC cables, between the power converters and the
electrical feed-boxes is drastically reduced. Present DFBX are placed in the LHC machine close to the
superconducting magnets while the new DFHX will be placed in the UR galleries very close to the power
converters.

As the resistance of the DC cables becomes very low (less than 1 m€2), the time constant of the circuit
T becomes very high (up to thousands of seconds). With classical 1-quadrant converter, the current ramp-down
is done in free-wheeling process and the magnet energy is dissipated in the resistive part of the circuit: the
cables. It takes around 5t for the free-wheeling process to return to the injection current. In order to improve
the ramp-down time, the power converter needs to be able to recover the magnet energy. A way to do so is by
applying negative DC voltage on the magnets. The main power converter of the Inner Triplet circuit should
then be 2-quadrant, the output current is always positive, the output voltage can be either positive or negative.
The different modes of operation for power converters is depicted in Figure 6B-15.

Vmagnet .
Magnet current operation Power converter type

—!}3 av I + —@ -
\")

1-Quadrant mode

Vmagnet

Imagnet 2-Quadrant mode

v —
A ‘b} O
Vmagnet e
- +

Imagnet

——3 In quadrant 2 and 4, the magnet stored energy returns to the power converter.

Figure 6B-15: The power converter type depends upon the operating cycle.

Today at CERN, only thyristor rectifiers can operate in 2-quadrant mode but with the drawback of low-
order harmonics present in the spectrum of the DC voltage. These harmonics generate blow-up of the beam
and shall be avoided to reach the high luminosity performance of HL-LHC.

The 2-quadrant R&D program is targeting power converter topologies able to operate in 2-quadrant
which includes the management of the energy given back from the superconducting magnets to the converter
during the ramp-down.

6B.4.3.1 High current 2-quadrant power converters

A new family 2-quadrant power converters should be developed using switch-mode technology in order to
keep the same good principles of the present LHC power converters. Energy management will be studied to
find the best way to control the recovered magnet energy. The most classical solution is to dissipate in the
resistive part of the circuit but thanks to improvements of electrical storage like the last generation of batteries
(driven by the development of electric vehicles), this energy could be stored and re-used during the next cycle.
The proposed topology is shown in Figure 6B-16.
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The introduction of energy storage brings another advantage by reducing the power taken from the grid.
The sizing could be done as follow: only the losses of the transmission chain (losses in the converter, heat in
the warm DC cables) will be taken from the grid while the magnet energy is provided and recovered by the
electrical storage element. The energy flow between grid, storage and magnet should be optimized in order to
maximize efficiency and lifetime of the storage element.

Researches will be focused on power converter topologies, energy management and energy storage
system. The goal will be to keep reliability as high as possible, while improving size, power quality (harmonics
on the grid as well as current ripple on the magnet) and efficiency. A first demonstration with prototypes is
expected to be built by 2019.

Dol e

Energy storage }

Figure 6B-16: Proposed layout of the new power converter topology.

6B.4.3.2 2kA 4-quadrant power converters

The powering of the corrector magnets usually requires operation in positive and negative current. Three
families of 4-quadrant power converters were developed for the LHC machine to cover all corrector magnet
families, ranked 60 A, 120 A and 600 A. With HL-LHC project, a new family of 4-quadrant power converter
is required as the correction magnets are rated up to 1.6 kA. The present families are made with a unique power
module rated at the maximum current, meaning without modularity nor redundancy. In the high current family,
the redundancy principle has demonstrated all its interest for the maintenance and for the availability of the
machine. In the framework of R2E, the 600 A converter was redesigned with introduction of redundancy. The
power module is rated 300 A and two modules are placed in parallel to reach 600 A, see Figure 6B-17. In case
of fault, and with a magnet current below 300 A, a power module failure will not stop the operation of the
machine, as the second one will keep the magnet current constant. The redundancy is limited to 50% of the
maximum current but most of the correctors operate far below their maximum current. This improvement shall
reduce by 80% the beam dump due to 600 A failure.
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Figure 6B-17: Topology of new 600 A R2E power converter.

For the new 2 kA family, the same redundancy principle will be used. The power converter will be done
with five power modules rated 400 A in parallel. They shall be identical or based on the recently developed
600 A power module.
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6B.5 Power converter control and performances

Two main sets of terms and definitions will be introduced here to help readability and common understanding
of fundamental parameters for the specification of power converter performances. The first set refers to
metrology theory and the second to control theory.

Some useful metrology terms and definition taken from [5]:

Accuracy: Closeness of agreement between a measurement and:
1) the true value of the measurand (absolute accuracy);
ii) an accepted reference value (relative accuracy).
Accuracy is a qualitative concept; it cannot be quantified.

- Uncertainty: Non-negative parameter characterizing the quantity values attributed to a measurand. This
parameter can be a standard deviation (or a multiple of it).

- Error of measurement: Result of a measurement minus the true value of the measurand.

- Precision: Closeness of agreement between measured quantity values obtained by replicate
measurements under specified conditions.

- Repeatability and Reproducibility are associated to the concept of precision and can be defined as the
closeness of agreement between the results of successive measurements of the same measure and carried
out under the same conditions (Repeatability) or carried out under changed conditions (Reproducibility).

In addition to the above stated terms, the following is also often used:

- Stability: It can be defined as an expression of the change in the measurement errors with time. One can
more specifically refer to Gain Stability and Offset Stability. As stability depends on time, when
expressing it, is necessary to state the time span/range of frequencies for which the parameter refers to.

In this chapter relative figures are always expressed in ppm (parts-per-million) of a given reference
value; for circuits currents the reference value is the nominal value of the power converter current (which
usually coincides with the maximum value of current that can be generated by the power converter and, at the
same time, the nominal value of the current that can be measured by the DCCT). As an example the main
power converter of the Triplet Q1-Q2a-Q2b-Q3, the HCRPAFE, is rated 18 kA whereas the operating current
at 7 TeV is 16.5 kA; according to this convention one ppm amounts to 18 mA.

The term Control is hereby used to include two fundamental required functions (referred to a generic
output quantity) [6]:

- Regulation: Ensuring that the effect of (non-decreasing) disturbances on the (plant) output are, in some
sense minimized or eliminated.

- Tracking: Ensuring that the (plant) output tracks a (non-diminishing) reference signal with minimal or,
ideally, zero steady-state error.

The term control therefore is not hereby used as synonym for monitoring or (online) diagnostics.

6B.5.1 [Impact on the beam quality — Requirements from beam physics

Current understanding of requirements from beam physics is still not complete. A thorough review of the
precision and accuracy requirements for all circuit types will be carried out in the coming months. The review
process will aim at fully defining power converter performance requirements in terms of both regulation, or
DC performance, and tracking.
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6B.5.1.1 DC performance

Requirements dictated by beam quality performance are currently based on a rather simplified model of the
full transfer function from power converter output (current or voltage delivered to the load) to the magnetic
field experienced by the beam. The full transfer function is modelled as in the following equation:

B(f) — { Tvacuum(f)XTItoB(f)XI(f) f<f()
Tvacuum (f) X TItoB (f) X TVtoI,load (f) X V(f) f > fO

where f is a parameter set by the (digital) current regulation of the power converter; for frequencies below f;
the current regulation is fully active and the power converter is operating in “current control” mode, whereas
for frequency above f, the electrical characteristics of the circuit dominate over the current regulation loop and
the converter is considered to be operating in “voltage control” mode.

(6-1)

Tyacuum (f) represents the transfer function between the B-field experienced by the beam and B-field
produced by the magnet; this transfer function is associated with cold bores, absorbers, beam screens etc.

Trop (f) represents the transfer function between the B-field produced by the magnet and the current generated
by the power converter and it depends on the magnet characteristics.

Both Tyucuum(f) and Tiop(f) are currently modelled as constant (as for LHC design). This
approximation is rather accurate in the range of frequency where the power converter operates in “current
control” and f; is in the range of few tenths of Hz to few Hz as for LHC and HL-LHC. However this
approximation might be overly pessimistic for higher frequencies where both Ty,qcyum (f) and Tiop (f) can
indeed introduce important attenuations due to different loss phenomena.

From the point of view of the magnetic flux @ linked to the circuit the following equation is deemed
more pertinent:

(1)
s a0 | o T<h ‘s
R R (0)) (6-2)
lzndecInom >

Where Ly = Dpom/Inom 1S the constant “design” inductance of the magnet. This inductance is usually
larger than the “apparent” or “differential” inductance which sets the time constant of the circuit together with
the circuit resistance.

. . . A .
Requirements from beam physics however are usually formulated in terms of FB which could then be
translated into:

1(f)
R o F=p (6-3)
" Buom V() i
5 5 Tvacuum(f) X TVtoB (f) X 27 fLaclnom f > fO

A dedicated task will be devoted to the modelling and experimental characterization of the currently
neglected contributions of T,qcyum (f) and either Tyo5 (f) or Tyrop (f) in collaboration with the relevant other
WPs. The main goal of the task will be avoiding over-specification of power converters ripple which can turn
out in, probably large, over cost for the project.

Precision requirements are summarized in Table 6B-5; latest updates are derived from [7].
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Table 6B-5: Summary of precision requirements per magnet.

Optics Magnet | 24h Uncertainty 2 hour Uncertainty
MQXF?! Q1-Q2-Q3 MQXFA +1ppm | (noise better than) £1ppm
MCBXFA +10ppm +5ppm
MCBXFB +10ppm +5ppm
MCQSX +100ppm +10ppm
MCTX +100ppm +10ppm
MCTSX +100ppm +10ppm
CP MCDX +100ppm +10ppm
MCDSX +100ppm +10ppm
MCSX +100ppm +10ppm
MCSSX +100ppm +10ppm
MCOX +100ppm +10ppm
MCOSX +100ppm +10ppm
DI (*) MBXF +1lppm | (noise better than) £1ppm
D2 (%) MBRD +1ppm | (noise better than) £1ppm
MCBRD +10ppm +5ppm
Q4 (%) MQYY +1ppm | (noise better than) =1ppm
MCBYY +10ppm +5ppm
MQY +10ppm +5ppm
B MCBY +100ppm +10ppm
Q6 MQML +10ppm +5ppm
MCBC +100ppm +10ppm

6B.5.1.2 Tracking

Requirements for maximum allowable error between reference current and actual circuit current during ramp-
up and ramp-down phases will need to be specified in more details in the coming months based on the outcomes
of WP2 optics studies. These requirements will impact mostly on power converter control technology for which
EPC however has already a solution perfectly capable of handling this kind of performance. This system is
based on a 2-degree-of-freedom RST digital control algorithm that has been successfully validated in LHC [3]
and many other accelerators at CERN.

6B.5.2 Control electronics: FGC4

6B.5.2.1 Principles and current status

LHC power converter control is based on an “all-digital approach” [8][9][10]. The hardware that implements
this “all-digital” control is called FGC (Function Generator/Controller); in particular, for LHC more than 1700
FGC2 (see Figure 6B-18 left) units are deployed with two main tasks:

- management of the voltage source state;
- regulation of the circuit current (by means of RST control algorithm).

The network interface of FGC2 is based on WordFIP 2.5 MHz fieldbus (see Figure 6B-19 left). Major
effort was also devoted to make the controller radiation tolerant and capable of guaranteeing very high
reliability.

![7] most recent figures - uniform distribution is assumed for noise
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More recently it has been developed a new version of FGC [11]: FGC3 (see Figure 6B-18 right) which
works with the same principles but is produced with up-to-date analogue and digital components. Its network
interface is based on a dedicated implementation of 100 Mbps Ethernet (see Figure 6B-19 right) called FGC-
Ether which is also used for very low jitter synchronization [12]. In addition to the FGC3 control unit itself a
broad set of dedicated mixed analogue and digital boards have been developed by EPC under the name of
RegFGC3; with this additional dedicated electronics the “all-digital” approach has been extended to the full
control of the power converter (not limited anymore simply to current control).

T —

Figure 6B-18: FGC2 (left) and FGC3 (right) control units.
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Figure 6B-19: LHC FGC2 network infrastructure (left), FGC3 network infrastructure (right).

6B.5.2.2 Upgrade of the control unit - Availability maximization

FGC3 is the outcome of a development phase that spanned from 2006 to 2011 and whose production started
in 2012. It represents the standard for power converter control for current and upcoming accelerators. However,
for HL-LHC, whose installation is foreseen in LS3 (effectively starting in 2024), FGC3 will likely suffer
obsolescence. The development of its successor FGC4 is therefore needed. FGC4 will be based on the same
principles that have been proven effective in LHC such as direct implementation of current regulation and
management/monitoring of the voltage source, but will also allow the full control of the power converter (both
current and voltage sources). This approach will allow complete freedom in the commercial strategies:
procurement of fully functional voltage sources (as per LHC) or procurement “build-to-print” of power
converters fully designed by CERN. In addition to a high reliability design of the control unit itself one of the
main features of FGC4 will be the hardware support for the maximization of the availability of power
converters strategies currently under development.
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6B.5.2.3 Upgraded Monitoring Capabilities

The larger bandwidth offered by the 100 Mbps Ethernet will allow much better monitoring compared to the
WordFIP network fieldbus currently adopted for LHC. New capabilities will be implemented both in hardware
and in software (development of new libraries). These additional features will improve online diagnostics both
for the LHC operators and beam physicists to perform their analysis and for the power converter experts to
potentially speed up commissioning and troubleshooting.

6B.5.3 High precision measurement and regulation

6B.5.3.1 Principles

For operational purposes all LHC converters have been assigned to an “Accuracy Class” which summarizes
its main precision performances. LHC accuracy classes are summarized in Table 6B-6.

The main principles of high precision measurement are depicted in Figure 6B-20 (with special reference
to LHC Class 1) [13]:

- DCCT: DC Current Transformer is the transducer at the heart of the high precision measurement chain
of the circuit current.

- ADC: For Class 1 power converters a special Delta-Sigma ADC is used [13]; the CERN designed DS22
was characterized by unprecedented precision when LHC was built. The final precision is also determined
by the subsequent digital filter implemented in the FGC2 as the output of the DS22 is a 1-bit bitstream
sent to FGC2 via optic fibre.

- Redundancy: Each power converter is equipped with two complete measurement “chains” comprising
DCCTs and ADCs (CERN DS22 for Class 1); in normal operation the average of the two measured values
of the circuit current is used for regulation whereas in case of a faulty component in one of the
measurement chain the regulation can work with the single measurement supplied by the normal operating
chain.

- Remote Calibration: The system is equipped with remote calibration capabilities (based on the CDC —
CERN DCCT Calibrator [13]) in order to perform periodic calibration and keep the overall uncertainty
within the tight limits imposed by Class 1.

Table 6B-6: LHC accuracy classes definition.

Accuracy Class % h stability [ppm] 24h reproducibility [ppm] 1 year accuracy [ppm]
1 5 50
2 10 70
3 10 50 200
4 50 100 1000
BT1 20 50 200
BT2 100 200 1000
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Figure 6B-20: Schematic representation of the full current measurement for the power converters
equipping the main circuits of LHC (accuracy Class 1) including the remote calibration system.

For HL-LHC the same proven principles will be adopted, important R&D activities will be devoted to
the update and potential performance improvement of existing LHC equipment.

6B.5.3.2 R&D DCCT

The DCCT is a mature and highly reliable technology, however some improvement might be achieved
especially in the “current to voltage” conversion where the DCCT current (which can be assumed to be a
known, small, fraction of the measurand current) is converted in voltage readily available for digitization [13].
The R&D activities will mostly focus on the high-precision current sensing resistors (a.k.a. the burden
resistors) which represent a strategic know-how that CERN should keep in house as much as possible. Other
aspects such as noise reduction by bandwidth optimization, minimization of modulation induced perturbations
and optimization of the interface (to maximize common mode immunity) will also be considered.

6B.5.3.3 R&D ADC

The CERN DS22 is a 22-bit resolution Delta-Sigma ADC that currently equip Class1 LHC power converters.
Its working principle, largely discussed in literature, is depicted in

Figure 6B-21. It was designed at the end of the 90’s expressly for LHC; as such it is now close to
obsolescence and an R&D project was already launched with the main objective of its redesign with
components that will need to be still available during HL-LHC operation. Another direction of R&D is a
completely new design with comparable or improved performance; this will include market surveys for
commercial ADCs that might have now filled the performance gap with respect to the CERN DS22.
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Figure 6B-21: Working principle of the CERN DS22 Delta-Sigma ADC.

6B.5.3.4 R&D calibration and test infrastructure

LHC calibration and test infrastructure up to 20 kA is depicted in Figure 6B-22 [14]. Such an infrastructure
was crucial for the performance verification of the high precision DCCTs that equip LHC power converters.
Such an infrastructure is going to be strategic for HL-LHC as well. This test setup is now close to obsolescence
and it will require consolidation in coming years. A new (or refurbished) 20 kA power converter will also be
needed together with new equipment of the reference cell.

1 - 20kA 6V Power Converter
2 - Regulation Cell

3 - Polarity Switch

4 - 20kA Calibration head

5 - Measurement Cell

6 - Reference Cell

Figure 6B-22: LHC 20kA DCCT calibration test station.

6B.5.3.5 R&D control strategies

The main quadrupole circuits for the ITs of LHC comprise three nested circuits [3] (see Figure 6B-5). From
the control point of view, this represents a MIMO (Multiple Input Multiple Output) system. The strategy
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adopted for its control is based on the “decoupling” principle and it is realized by means of a dedicated
hardware board (see Figure 6B-23). For HL-LHC ITs four nested circuits are foreseen in the baseline (see
Figure 6B-6) so a new strategy is to be found. Given the upgraded monitoring and control capabilities of the
control infrastructure based on Ethernet (which is going to drastically reduce “delays”) a fully software solution
is to be developed. This will require the development of new libraries which will extend FGC control
capabilities [15] beyond the current SISO (Single Input Single Output) paradigm.
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Figure 6B-23: Decoupling loop for the LHC Inner Triplets current control.

6B.6 Others performance improvements

The present LHC power converters are installed in underground areas. Of the 1710 total units, 1065 are exposed
to radiation. During machine operation up to 2013, the power converters generated a number of beam-dumps
due to single event effect (SEE). The faults due to SEE represented about 20% of the total power converter
failures. A R2E programme was launched in 2010 to mitigate radiation issues for the whole LHC machine. In
this framework, all power converters connected to the present DFBX (Inner Triplet magnets) were relocated
to reduce their exposure to radiations. More shielding was added inside the RR alcoves to reduce particles
fluences. A new radiation-tolerant version of the FGC system, called FGClite, was developed for integration
in the machine in 2017.

6B.6.1 Radiation-tolerant power converters

The power converters currently in the RR alcoves will be replaced with radiation-tolerant converters. This
development concerns the 600 A and the 4 kA, 6 kA, and 8 kA families. The replacement is planned to take
place during Long Shutdown 2 (LS2). The new power converters will be able to withstand the doses and the
fluences expected during the HL-LHC operation. These radiation-tolerant converters will be used to power the
Q4-Q5-Q6 of the new HL-LHC configuration. No costs are foreseen for this part of the machine.

The present 60 A converters will not withstand the doses estimated during HL-LHC operation. They
were designed for tolerating a maximum total dose of about 50 Gy, and the power converters placed in or close
to the matching sections will receive a dose of up to 32 Gy/year. These converters will be replaced with new
ones designed for withstanding a total dose of 200 Gy. This target corresponds to the maximum dose that can
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be tolerated by a design based on commercial off-the-shelf (COTS) components. A rotation between highly
exposed and less exposed power converters is also foreseen.

The 120 A power converters were not included in the present R2E project but as they are present in the
RR galleries, a new radiation-tolerant version will be needed to guarantee a good availability of the LHC
machine after LS3.

6B.6.2 Power converters and LHC machine availability

Global machine availability is affected by the pre-cycle needed to degauss the magnets and by the magnets
ramp-down time. In the present LHC, the most limiting circuits are those of the Inner Triplet quadrupoles and
of the main quadrupoles. All of these circuits are powered via 1-quadrant converters, which are the cause for
the long ramp-down time. Two upgrades can be envisaged if machine availability needs to be improved:

- replacement of these power converters with 2-quadrant converter types;
- use of external dump resistors to accelerate the discharge.

As an illustration, by replacing the present 13 kA/18 V power converters of the main quadrupole circuits
with two-quadrant 13 kA/+£18 V power converters, the ramp-down of the machine can be reduced by 30
minutes. 2-quadrant power converter rated 6 kA/+10 V could be an option to reduce the squeeze time process.
It is estimated that the replacement of both power converters powering the Inner Triplet quadrupole and main
quadrupole circuits will increase the global availability of the machine by about 4%. More work is necessary
to assess the best solution, also in conjunction with the LHC Consolidation project.

6B.7 References

[1] V. Montabonnet, Y. Thurel, IPQ Circuit Powering Using 3 or 4 Cables, EDMS 1231467

[2] F. Bordry, H. Thiesen, LHC Inner Triplet Powering Strategy, 19th IEEE Particle Accelerator
Conference, Chicago, IL, USA, 18 - 22 Jun 2001, pp.e-proc. 633 (2001). LHC-Project-Report-476

[3] F.Bordry, D. Nisbet, H. Thiesen, J. Thomsen, Powering and Control Strategy for the Main Quadrupole
Magnets of the LHC Inner Triplet System, 13th European Conference on Power Electronics and
Applications, Barcelona, Spain, 8 - 10 Sep 2009, CERN/ATS 2010-022 (2009)

[4] F. Bordry, V. Montabonnet, H. Thiesen, Soft switching (ZVZCS) high current, low voltage modular
Power converter (13 kA, 16 V), 9th European Conference on Power Electronics and Applications, Graz,
Austria, 27 - 29 Aug 2001, pp.9 (2001)

[5] Working Group 1 of the Joint Committee for Guides in Metrology (JCGM/WG 1); Evaluation of
measurement data — Guide to the expression of uncertainty in measurement; JCGM 100:2008

[6] W.A. Wolovich, P. Ferreira, Output Regulation and Tracking in Linear Multivariable Systems, IEEE
Transactions on Automatic Control, 1979

[71 G. Arduini, J. M. Coello de Portugal, R. De Maria, S. Fartoukh, M. Fitterer, M. Giovannozzi, R. Tomas,
Operation and beam dynamics requirements, Conceptual Design Review of the Magnet Circuits for the
HL-LHC, CERN, Geneva (2016)

[8] J.C.L. Brazier, A. Dinius, Q. King, J.G. Pett, The all-digital approach to LHC Power converter Current
Control, 8th International Conference on Accelerator and Large Experimental Physics Control Systems,
San José, CA, USA, 27 - 30 Nov 2001, pp.e-proc. THBT004 (2001)

[9] H. Thiesen, M. Cerqueira-Bastos, G. Hudson, Q. King, V. Montabonnet, D. Nisbet, S. Page, High
precision current control for the LHC main Power converters, 1st International Particle Accelerator
Conference, Kyoto, Japan, 23 - 28 May 2010, pp. WEPDO070 (2010)

[10] L Barnett, D. Hundzinger, Q. King, J.G.Pett, Developments in the high precision control of magnet
currents for LHC, 18th Biennial Particle Accelerator Conference, New York, NY, USA, 29 Mar - 2 Apr
1999, pp.e-proc. 3743 (1999)

210



POWER CONVERTERS FOR SUPERCONDUCTING MAGNETS

[11]

[12]

[13]

[14]

[15]

[16]

D. Calcoen, Q. King, P.F. Semanaz, Evolution of the CERN Power converter Function
Generator/Controller for Operation in Fast Cycling Accelerators, 13th International Conference on
Accelerator and Large Experimental Physics Control Systems, Grenoble, France, 10 - 14 Oct 2011,
pp-939-942 (2013)

S.T. Page, Q. King, H. Lebreton, P.F. Semanaz, Migration from WorldFIP to a Low-Cost Ethernet
Fieldbus for Power converter Control, 14th International Conference on Accelerator & Large
Experimental Physics Control Systems, San Francisco, CA, USA, 6 - 11 Oct 2013, pp.tuppc096 (2013)

M. Cerqueira Bastos, G. Fernquist, G. Hudson, J. Pett, A. Cantone, F. Power, A. Saab, B. Halvarsson,
J. Pickering, High Accuracy Current Measurement in the Main Power Converters of the Large Hadron
Collider: Tutorial 53, IEEE Instrumentation & Measurement Magazine, 2014

F. Bordry, G. Fernquist, B. Halvarsson, J-C. Perreard, J.G. Pett, High-Current Performance Evaluation
of DCCT’s, Electrical Power Technology in European Physics Research : EP2 Forum '98, Grenoble,
France, 21 - 22 Oct 1998, CERN-SL-98-069-PO

Q. King, K. Lebioda, M. Margrans de Abril, M.Martino, R. Murillo, A. Nicoletti, CCLIBS: The CERN
Power converter Control Libraries, 15th International Conference on Accelerator and Large
Experimental Physics Control Systems, Melbourne, Australia, 17 - 23 Oct 2015, pp. WEPGF106 (2015),.
DOI: 10.18429/JACoW-ICALEPCS2015-WEPGF106

H. Thiesen, M. Cerqueira Bastos, G. Hudson, Q. King, V. Montabonnet, D. Nisbet, S. Page, High

Precision Current Control for the LHC Main Power converters, 1st International Particle Accelerator
Conference, Kyoto, Japan, 23 - 28 May 2010, pp. WEPDO070 (2010)

211






Chapter 7

Machine Protection, Interlocks and Availability

7 Machine protection, interlocks and availability

7.1 Machine protection with a 700 MJ beam

The combination of high intensity and high energy that characterizes the nominal beam in the LHC leads to a
stored energy of 362 MJ in each of the two beams. This energy is more than two orders of magnitude higher
than in any previous accelerator. For HL-LHC operation, it will increase by another factor of two as shown in
Figure 7-1. With intensities expected to increase up to 2.3 x 10" p/bunch with 25 ns bunch spacing and
3.7 x 10" p/bunch with 50 ns bunch spacing [1], the damage potential of the HL-LHC beams is significantly
larger than that of today’s nominal beam parameters. Recent calculations that couple energy deposition and
hydrodynamic simulation codes show that the nominal LHC beam can already penetrate fully through a 35 m
long block of copper if the entire beam is accidentally deflected. Such an accident could for example happen
if the beam extraction kickers deflect the beam at an incorrect angle. Hence, it becomes necessary to revisit
most of the damage studies in light of the new beam parameters [2].

The damage limits of superconducting magnets due to instantaneous beam losses need to be determined,
as they represent an important input for the choice of collimator materials and the design of protection
absorbers. In addition, new failure scenarios will have to be considered following the proposed optics changes
and the installation of new accelerator components such as crab cavities, hollow electron beam lenses and long
range beam-beam compensators. Special care is required to find a trade-off between equipment protection and
machine availability in view of the reduced operational margins (e.g. decreasing quench limits and beam loss
thresholds versus increased beam intensity and tighter collimator settings, UFOs, etc.).
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Figure 7-1: Stored beam energy as a function of beam momentum for various particle accelerators. The
beam energy of about 700 M] of each of the HL-LHC beams is shown in red.

Safe operation of the LHC currently relies on a complex system of equipment protection. The machine
protection system (MPS) is designed to prevent the uncontrolled release of energy stored in the magnet system
and damage due to beam losses, with very high reliability. An essential element of the active MPS system is
the early detection of failures within the equipment. In addition, the beam parameters are monitored with fast
and reliable beam instrumentation. This is required throughout the entire cycle, from injection to collisions.
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Once a failure is detected by any of the protection systems, the information is transmitted to the beam interlock
system (BIS), which triggers the extraction of the particle beams via the LHC beam dumping system (LBDS).
It is essential that the beams are always properly extracted from the accelerator via the 700 m long transfer
lines into the large graphite dump blocks. These are the only elements of the LHC that can withstand the impact
of the full beams.

The current machine protection architecture is based on the assumption of three types of failure scenarios

[3].

- Ultra-fast failures: failures within less than three turns, e.g. during beam transfer from the SPS to the
LHC, during beam extraction into the LHC beam dump channel, or during beam extraction as a result of
missing beam—beam deflection (1 LHC turn = 88.9 ps). In the case of failures of this type, passive
protection elements are required to intercept the beams and protect the accelerator equipment from
damage, as no active protection is fast enough.

- Fast failures: failures on a timescale of several LHC turns (longer than 260 ps and less than a few
milliseconds) as a result of equipment failures with a fast effect on particle trajectories. The active
extraction of the beams is completed within up to three turns after the detection of the failure and hence
provides protection against such failures.

- Slow failures: multi-turn failures on timescales equal to or more than a few milliseconds, e.g. magnet
powering failures, magnet quenches, RF failures, etc.

7.2 Protection against uncontrolled beam losses

Equipment failures or beam instabilities appearing on the timescale of multiple turns allow for dedicated
protection systems to mitigate their effects on the circulating beams. Figure 7-2 shows a comparison of the
failure detection times of different protection systems. As shown in the figure, the LHC beam loss monitoring
system (BLM) has the fastest detection time down to 40 pus. The BLM system is complemented with fast
interlocks on the beam position in IR6, fast magnet current change monitors (FMCM) beam current change
monitor (currently under development by the beam instrumentation group at CERN). All of these systems
feature similar failure detection times in the 100 ps to 1 ms range, providing diverse redundancy to the BLM
system.

B CERN Control Center

A Vacuum System

Warm Magnet Interlock Controller

o Powering Interlock Controller

Collimation System

Beam Lifetime Monitor

Fast Magnet Current Change Monitor

Experiment Detectors

S— Beam Loss Monitor System
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Figure 7-2: Some failure detection times at the LHC. The shortest failure detection time is currently
assured by the BLM system, with the fastest integration time of 40 ps, which is equivalent to half an LHC
turn. Very fast beam loss detectors based on diamond detectors can achieve ns rise times. For the
moment these detectors are only used for diagnostic purposes and not interlocked. This may change in
the HL-LHC era.

Adding the additional time required to process the signal in the detection system and to transmit the
detected failure through the LHC beam interlock system, the time required to synchronize the firing of the
beam dump kickers with the abort gap as well as the time needed to completely extract the beam from the LHC
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leads to an equivalent worst case MPS response time of four LHC turns after the appearance of the failure as
depicted in Figure 7-3.
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Figure 7-3: Current MPS response time from failure detection to completion of beam dump.

This reaction time is sufficient in the absence of failures occurring on timescales below 10 LHC turns.
A failure of the normal conducting separation dipole D1 in IP1 and IPS is currently considered the fastest
possible failure with circulating beam. Therefore, this was the basis for the design of major parts of the current
MPS system. Due to their location in areas with high beta functions and the fast decay of magnet current in the
case of a magnet powering failure, these normal conducting magnets can induce fast changes of the particle
trajectory. These changes lead to rapidly increasing beam losses in the LHC betatron cleaning insertion (IR7),
which define the smallest aperture in the LHC. At nominal energy and intensity, the losses after this specific
failure can reach collimator damage levels within just ten turns. Therefore, a dedicated protection system — the
so-called fast magnet current change monitors (FMCM) — has been very successfully deployed on critical
magnets in the LHC and its transfer lines in 2006 [4].

With the HL-LHC upgrade, the optics in the insertion regions will significantly change. For certain types
of the so-called Achromatic Telescopic Squeezing (ATS) optics the S-function at the D1 separation dipole
magnets in IR1 and IR5 will increase up to ~17 000 m, which will enhance the effect of the dipole on the beam
trajectory. However, the replacement of the D1 separation dipole magnets by a superconducting magnet will
significantly increase the time constants of these circuits, hence eliminating the potential of fast failures
originating from these magnets.

For HL-LHC operation, the use of crab cavities will introduce however new failure scenarios that can
affect the particle beams on timescales well below the D1 failure mentioned above [5]. Studies of different
failure scenarios are still ongoing. These studies require considerations of design details that might eventually
be adopted for the crab cavity and the corresponding low-level RF systems. Both components, crab cavities
and their low-level RF systems, have a significant impact on the circulating beams following a system failure,
e.g. cavity quenches, trips of the RF power generator, or instabilities in the low-level RF loops. In addition,
detailed measurements of the quench and failure behaviour of the chosen cavity designs have yet to be
conducted. First experience with similar devices at KEK, however, shows that certain failures can happen
within just a few turns, as depicted in Figure 7-4.
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Figure 7-4: Schematic overview of crab cavity failure categories [5].

While protection against failures with time constants >15 ms is not expected to be of any concern,
voltage and/or phase changes of the crab cavities will happen with a time constant z, which is proportional to
Qext. For a 400 MHz cavity with a Qexe = 1 x 10° this will result in a time constant as low as 800 ps. The
situation becomes even more critical for cavity quenches, where the energy stored in the cavity can be
dissipated in the cavity walls on ultra-fast timescales. Failures, believed to be caused by quenches, observed
in cavities at KEKB show a complete decay of the cavity voltage within 100 ps, accompanied by an oscillation
of the phase by 50° in only 50 ps. Such crab cavity failures can imply large global betatron oscillations, which
could lead to critical beam losses for oscillation amplitudes above 1 onom. The appearance of multipacting in
crab cavities, its timescale and consequences on the cavity voltage and phase has to be studied.

Highly overpopulated transverse tails compared with Gaussian beams were measured in the LHC (beam
scrapings with collimators, van-der-Meer scans in the LHC experiments). Based on these observations the
energy stored in the tails beyond 4 ¢ are extrapolated to correspond to ~30 MJ for HL-LHC parameters. These
levels are significantly beyond the specification of the collimation system, capable of absorbing up to 1 MJ for
very fast accidental beam losses.

Mitigation techniques have to include a fast, dependable, and redundant detection and interlocking of a
crab cavity failure on the mentioned timescales. Appropriate measures must be taken when designing the cavity
and associated RF control to increase as much as possible the failure time constants:

- Avoid correlated failures of multiple cavities (on one side of an IP) through mechanical and cryogenic
separation of the individual modules and appropriate design of the low-level RF [6].

- Investigate the use of fast failure detection mechanisms such as RF field monitor probes, diamond beam
loss detectors, power transmission through input couplers, and head—tail monitors.

- Ensure the partial depletion of the transverse beam tails to reduce the energy stored in the beam halo,
which would potentially be deflected onto the collimation system, below the design value of 1 MJ. For
the current baseline this would require to deplete the halo for 1.7 onom inside the primary collimators (i.e.
from about 4 onom t0 5.7 onom). as this would be the possible transverse beam trajectory perturbation
following an ultra-fast failure of a single crab cavity. An increase of the single cavity voltage will
naturally lead to an increase of the trajectory perturbation, and therefore, has to be studied carefully. It
is important to note that the partial depletion of the beam halo may have a negative effect on the available
time to detect a failure with other machine protection systems like BLMs. All consequences of operation
with a depleted beam halo need to be studied carefully.

- Decrease the reaction time of the MP system for such ultra-fast failures by, e.g. increasing the number
of abort gaps, accepting the triggering of asynchronous beam dumps with potential local damage, adding
direct links to the beam dumping system in IR6, and considering the installation of disposable absorbers.
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7.2.1 Beam interlock system

The beam interlock system (BIS) is a highly dependable fast interlock system and a key element of CERN’s
accelerator machine protection systems. It is currently used in the LHC, SPS, and other parts of the injector
chain at CERN. Its primary objective is to provide a fast and highly reliable link between users requesting a
beam abort and the beam dumping system. The hardware implementation of the system is based on custom-
made electronics, as industrial solutions have not been found to be adequate for the specific requirements of
the system, especially regarding the reaction time combined with the geographical distribution of the system.
Due to the obsolescence of electronics components and potential problems with the optical links the present
system will need to be upgraded. To fulfil the requirements of the HL-LHC, the system will be equipped with
additional input channels to connect additional user interfaces and to provide more flexibility in the
configuration of the various user inputs. The number of required channels is subject to a future functional
specification to be provided by the SPS and LHC machine protection panel (MPP). The possibility of
implementing very fast interlock channels and direct links between the crab cavities and the LHC beam
dumping system will be studied, but the feasibility and necessity cannot yet be confirmed. The new system
will be equipped with advanced diagnostic features for all optical links allowing pre-emptive maintenance, e.g.
in the case of degraded performance due to the enhanced radiation load on the optical fibres in the underground
areas.

7.2.1.1 Equipment performance objective (BIS)

The upgraded Machine Protection System is supposed to reach the same performance level in terms of
reliability as the present system, which qualitatively corresponds to a safety integrity level 3 (SIL3). The safety
critical part of the BIS hardware architecture will be based on well-proven principles and solutions but adapted
to state-of-the-art electronics components and assemblies. It is therefore probably possible to reuse a major
part of the safety critical code, which is very well tested and fully validated. The design goal of the new BIS
hardware is not to cause more than one spurious beam abort per year, in line with the present operational
system.

The new BIS could be equipped with a new hardware controls interface, replacing obsolete architectures
for communication buses and simplifying maintenance and potential upgrades. The BIS hardware will also
feature advanced diagnostic tools for the system hardware and the optical links.

All of the proposed changes will require a major revision of the high-level supervision and controls
software and afterwards the adaptation to the accelerator controls environment as at present.

7.2.2 Fast magnet current change monitor

The main function of the fast magnet current change monitors (FMCM) is to monitor fast current changes in
electrical circuits with normal conducting magnets. A fast current change can be caused by sudden powering
failures or perturbations on the supply network, which change the particle trajectories leading to fast beam
losses. These monitors are required for electrical circuits with a short decay time constant and magnets installed
in regions with high beta functions. Each monitor delivers a permit signal to the beam interlock system to
request the extraction of particle beams before losses occur. Therefore, the FMCM provides a redundant
protection to the beam loss monitors (BLM). A total of 26 monitors are presently installed to protect delicate
parts of the LHC and SPS-LHC transfer lines.

7.2.2.1 Objectives for HL-LHC machine performance

The installation of FMCMs is required to ensure machine protection against powering failures in critical
magnetic elements during all operational phases. Twelve monitors are currently installed in the LHC, namely
for dump septa magnets in IR6, collimation insertion regions in IR3/IR7, Alice compensator circuits in IR2,
and main separation dipoles D1 in IR1 and IR5 [6]. The latter will be replaced by superconducting magnets
and most probably not require FMCMs anymore in the HL-LHC era. Additional input from WP3 (magnets)
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and WP2 (accelerator physics) is required to clarify the necessity of additional FMCM units for the protection
of the new magnet powering in the high luminosity insertion regions IR1 and IRS5. In addition, new failure
modes derived from the introduction of new elements (such as crab cavities) and combined failures need to be
studied to understand the machine protection requirements and to estimate the number of monitors required to
protect the accelerator equipment in the HL-LHC. These information a required by the latest by mid of LHC
Run 3 (~end 2022) to allow sufficient time for design updates and production.

7.2.2.2 Equipment performance objective

FMCMs have successfully operated in the LHC and the SPS-LHC transfer lines for many years, and no missed
dump has been identified since the start of operation. For the protection of the electrical circuits in the HL-
LHC the use of the similar design is recommended. However, a review of the system needs, in view of the HL-
LHC requirements, will be required. The review and potential redesign of the hardware is a mandatory step
due to the aging and obsolescence of the electronics parts used in the current system and needs to be performed
latest by the mid of LHC Run 3 (~ end 2022).

The aim of the upgrade of the FMCM will be to improve the maintainability of the system and to comply
with <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>