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Abstract

This report comprises the outcome of five working groups that have studied the physics potential of the high-
luminosity phase of the LHC (HL-LHC) and the perspectives for a possible future high-energy LHC (HE-LHC).
The working groups covered a broad range of topics: Standard Model measurements, studies of the properties of
the Higgs boson, searches for phenomena beyond the Standard Model, flavor physics of heavy quarks and leptons
and studies of QCD matter at high density and temperature.

The work is prepared as an input to the ongoing process of updating the European Strategy for Particle Physics,
a process that will be concluded in May 2020.
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Preface

The high-luminosity phase of the LHC (HL-LHC) will extend the LHC programme to the second half of the
2030’s, with a major increase in the statistics relative to what has been collected so far. As approved, the HL-
LHC project will deliver (a) pp collisions at 14 TeV with an integrated luminosity of 3 ab—! each for ATLAS
and CMS and 50 fb~—! for LHCb, and (b) PbPb and pPb collisions with integrated luminosities of 13 nb~! and
50 nb~!, respectively. With the newly proposed upgrades of the detector, the LHCb experiment could increase its
target luminosity to 300 fb~!, and an extension of the heavy ion programme could lead to 1.2 pb~! of integrated
luminosity for pPb collisions, with the addition of collisions of other nuclear species.

A large effort has taken place over the last few years, to define the detector upgrades required to sustain the
HL-LHC event rates while maintaining, and often significantly improving, the detectors’ physics performance.
This work, accompanied by the experience gained with the data analyses so far, has made it possible to explore
the HL-LHC physics potential in a realistic, concrete and reliable way. Building on this groundwork, and on the
theoretical progress stimulated by the interpretation of the data from the first two runs of the LHC, the Workshop
documented in this Yellow Report carried out an extensive review of the HL-LHC prospects. Five working groups
covered a broad range of topics:

1. Standard Model measurements

2. Studies of the properties of the Higgs boson

3. Searches for phenomena beyond the Standard Model
4. Flavor physics of heavy quarks and leptons

5. Studies of QCD matter at high density and temperature.

This Report has a companion Volume, collecting the ATLAS and CMS notes that provide additional details on all
reported analyses.

A rich picture has emerged, defining new ambitious targets for critical measurements ranging from the Higgs
couplings and self-coupling, to the W mass, flavor properties, and more. New opportunities have been considered
in the search of new physics, with emphasis on the class of models that lead to the most challenging and elusive
signatures, and which could have evaded detection so far. The goals of precise Quark-Gluon Plasma studies and
the new questions raised by current LHC data have led to the confirmation of the programme of runs with Pb
nuclei and a proposal to collide lighter nuclei in Run 5.

The workshop has made it clear that physics at the HL-LHC will not be just a bare rerun of previous analysis
strategies and techniques. The immense statistics will open the way to new ideas, stimulating creativity and
original thinking, leading to better ways to control the experimental and theoretical systematics, and ultimately to
improve the precision of the measurements and the sensitivity to new physics. It will be the task of the coming
generations of young physicists to uncover and fully exploit the fantastic opportunities created by the HL-LHC!

The possibility of increasing the LHC energy to 27 TeV, by using the 16 T dipoles under development in
the context of the Future Circular Collider project, expanded the scope of the Workshop. Each working group
analyzed the reach of this possible future project (the high-energy LHC, HE-LHC), documenting its findings in
parallel with the presentation of the HL-LHC results.

The HL-LHC projections presented in this Report set a new and very challenging reference benchmark to
assess the added value, and required performance, of future colliders. This was stressed on several occasions
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during the 2019 CERN Council Open Symposium on the update of the European Strategy for Particle Physics,
in Granada. We therefore trust that these HL-LHC projections, together with the studies of the HE-LHC physics
potential, will be useful to the ongoing strategy update process.

The Workshop engaged the LHC experimental and theoretical communities, through a year-long world-wide
effort. We are deeply grateful to the working group conveners for successfully leading this big effort, and to
all participants, for their commitment and substantial contributions. We also thank Angela Ricci, who provided
administrative support and assistance.

The workshop steering committee has been constituted by:
A. Dainese, M. Mangano, A. B. Meyer, A. Nisati, G. Salam and M. Vesterinen
The working groups were convened by:

P. Azzi, S. Farry, P. Nason, A. Tricoli and D. Zeppenfeld
WG1: Standard Model physics at the HL-LHC and HE-LHC
Corresponding convener: Stephen.Farry @cern.ch

M. Cepeda, S. Gori, P. Ilten, M. Kado and F. Riva
WG2: Higgs physics at the HL-LHC and HE-LHC
Corresponding convener: Kado@lal.in2p3.fr

X. Cid Vidal, M. D’Onofrio, P. J. Fox, R. Torre and K. A. Ulmer
WG3: Beyond the Standard Model physics at the HL-LHC and HE-LHC
Corresponding convener: Riccardo.Torre @cern.ch

A. Cerri, V. V. Gligorov, S. Malvezzi, J. Martin Camalich and J. Zupan
WG4: Opportunities in flavour physics at the HL-LHC and HE-LHC
Corresponding convener: Jure.Zupan@gmail.com

Z. Citron, A. Dainese, J. F. Grosse-Oetringhaus, J. M. Jowett, Y.-J. Lee, U. A. Wiedemann and
M. Winn

WGS5: Future physics opportunities for high-density QCD at the LHC with heavy-ion and proton beams
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Abstract

The successful operation of the Large Hadron Collider (LHC) and the excel-
lent performance of the ATLAS, CMS, LHCb and ALICE detectors in Run-1
and Run-2 with pp collisions at center-of-mass energies of 7, 8 and 13 TeV
as well as the giant leap in precision calculations and modeling of fundamen-
tal interactions at hadron colliders have allowed an extraordinary breadth of
physics studies including precision measurements of a variety physics pro-
cesses. The LHC results have so far confirmed the validity of the Standard
Model of particle physics up to unprecedented energy scales and with great
precision in the sectors of strong and electroweak interactions as well as flavour
physics, for instance in top quark physics. The upgrade of the LHC to a High
Luminosity phase (HL-LHC) at 14 TeV center-of-mass energy with 3 ab~ !
of integrated luminosity will probe the Standard Model with even greater pre-
cision and will extend the sensitivity to possible anomalies in the Standard
Model, thanks to a ten-fold larger data set, upgraded detectors and expected
improvements in the theoretical understanding. This document summarises
the physics reach of the HL-LHC in the realm of strong and electroweak in-
teractions and top quark physics, and provides a glimpse of the potential of a
possible further upgrade of the LHC to a 27 TeV pp collider, the High-Energy
LHC (HE-LHC), assumed to accumulate an integrated luminosity of 15 ab™ ',
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1 Introduction

The Large Hadron Collider (LHC) is one of largest scientific instruments ever built. To extend its
discovery potential, the LHC will undergo a major upgrade in the 2020s, the High-Luminosity LHC
(HL-LHC). The HL-LHC will collide protons against protons at 14 TeV centre-of-mass energy with an
instantaneous luminosity a factor of five greater than the LHC and will accumulate ten times more data,
resulting in an integrated luminosity of 3 ab™ '

The LHC results have so far confirmed the validity of the Standard Model of particle physics up
to unprecedented energy scales and with great precision in the sectors of strong and electroweak inter-
actions, Higgs boson as well as flavour physics including top quark properties. The HL-LHC program,
thanks to a ten-fold larger data set, upgraded detectors and expected improvements in the theoretical
understanding, will extend the sensitivity to new physics in direct and indirect searches for processes
with low production cross sections and harder signatures. In addition, a considerable improvement is
expected in precise measurements of properties of the Higgs boson, e.g. couplings measurements at
the percent level, and of Standard Model (SM) production processes. Several of these measurements
will be limited by the uncertainties on the knowledge of the partonic inner structure of the proton, i.e.
Parton Denstity Functions (PDFs). Global PDF fits of several HL-LHC measurements will allow a sig-
nificant improvement in PDF uncertainties and, in turn, in measurements of SM parameters, e.g. the
weak mixing angle and the W boson mass. Anomalies in precision measurements in the SM sector can
become significant when experimental measurements and theoretical predictions reach the percent level
of precision, and when probing unprecedented energy scales in the multi-TeV regime. These anomalies
could give insights to new physics effects from higher energy scales.

Additional studies on the potential of a possible further upgrade of the LHC to a 27 TeV pp
collider, the High-Energy LHC (HE-LHC), assumed to accumulate an integrated luminosity of 15 ab™?,
have also been carried out.

A year long Workshop organized at CERN in 2017-2018 brought together experimentalists from
the ATLAS, CMS, LHCb, and ALICE Collaborations and theorists to study the expected physics reach
of the HL-LHC project and its possible upgrade to the HE-LHC. Studies of the Workshop in the sectors
of electroweak and strong interactions as well as top physics were carried out within the Working Group
1 (WGI1) and the results are summarized in this report that constitutes a chapter of the HL/HE-LHC
Yellow Report volume to be submitted to the European Strategy Group.

The report first introduces the theoretical tools used for the following theoretical projections and
their expected future improvements as well as the experimental performance assumed in the following
experimental analyses. Dedicated sections summarize the results of the studies in the areas of elec-
troweak processes, strong interactions, top physics including effective coupling interpretations, and pro-
poses studies of forward physics that are possible with new forward detectors. The sections focus on
physics projections for the HL-LHC and the expected improvements in measurement precision or kine-
matic reach compared to LHC. In some cases the studies are extended to HE-LHC highlighting the
larger statistics and energy reach of HE-LHC compared to HL-LHC. In the following sections the au-
thors of the theoretical contributions are listed in footnotes to the section titles. Where the authors are
not explicitly indicated, they are the experimental LHC Collaborations.
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2 Theoretical tools
2.1 High Order QCD calculations'

In order to exploit the full potential of the High-Luminosity LHC physics program, the high precision
of experimental data must be compared to theoretical predictions that have the same accuracy. Precision
calculations in QCD are typically classified into fixed-order expansions in the coupling constant ., and
into predictions that resum large logarithms to all orders in «,. The latter are usually also subdivided
into numerical parton-shower approaches and analytic resummed calculations. In recent years, a lot of
work has been devoted also to matching and merging fixed-order and resummed calculations, so as to
have an improved accuracy in all regions of phase space.

The technical ingredients required for a fixed-order calculation to higher orders are the computa-
tion of real, virtual or, from two loop on, mixed real-virtual amplitudes, the calculations of the required
master integrals and a procedure to regularize intermediate soft and collinear divergences. The first
non-trivial contribution is of next-to-leading order (NLO). Here, the basis of master integrals required to
compute any process at one-loop in QCD had been known for a long time, and is now available in public
codes [1,2]. In addition, two general subtraction methods (FKS [3] and CS [4]), well suited for automa-
tion, were developed. The tensor reduction of virtual amplitudes (i.e. the reduction of virtual amplitude
into a combination of master integrals) proved to be the most difficult problem, since the most straight-
forward approaches yielded too complex results for generic processes. Around ten to fifteen years ago,
a number of breakthrough ideas [5—10] led to algorithms for tensor reduction that can be automatized
efficiently. With all ingredients in place, a number of tools to compute NLO cross sections for generic
LHC processes in an automated way were developed. These tools are today heavily used at the LHC
and will be indispensable for future phenomenology. The most widely used tools include GOSAM [1 1],
MADLOOP [12], or OPENLOOPS [10]. It is interesting to note that, in the early days of NLO calcula-
tions, also slicing approaches were suggested to handle intermediate divergences (see e.g. [13]). They
were however soon abandoned in favour of subtraction approaches.

While NLO tools are certainly more appropriate then leading-order (LO) generators to accurately
predict LHC distributions, already with Run-2 data it is clear that an even better perturbative accuracy
is required to match the precision of data. One of the first explicit demonstrations of this fact was given
by the WW cross section [14—16], that raised interest because of discrepancies in the extrapolated total
cross section between theory and data both at 7 TeV and 8 TeV, and both at ATLAS and CMS. The
discrepancy could be resolved thanks to the inclusion of next-to-next-to-leading (NNLO) corrections
and thanks to the observation that the extrapolation from the fiducial to the inclusive cross section had
a larger uncertainty than the estimated one. This example highlights the importance of quoting also
fiducial cross sections, prior to any Monte Carlo based extrapolation, and of including NNLO corrections
when comparing to high-precision data.

Current years are seeing an incredibly fast progress in the calculation of NNLO cross sections
(for recent short reviews see e.g. Ref. [17, 18]). The current status is that all non-loop induced 2 —
2 SM processes are known at NNLO, including dijet production [19] that has the most complicated
subprocess and singularity structure. This breakthrough was possible thanks to the development of
new methods to compute two-loop integrals. One idea that was exploited to a great extent is the fact
that polylogarithmic integrals can be calculated by means of differential equations [20-23]. Currently,
the processes that are more difficult to compute are those that involve internal masses, since they lead
not only to polylogarithms but also to elliptic integrals. Examples include loop-induced processes like
gluon-fusion Higgs or di-Higgs production with full top-mass dependence, or gluon induced di-boson
production.

With the High-Luminosity run of the LHC, it will be possible to explore the Higgs transverse

'Contributed by G. Zanderighi.
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momentum spectrum up to almost 1 TeV, where the large-m, approximation is well-known to fail.
Recently, two-loop NLO results for the Higgs transverse momentum spectrum became available [24,25],
but genuine NNLO predictions for these loop-induced processes are still out of reach.

The calculations of multi-scale two-loop amplitudes with massive internal particles relevant for
Higgs-, top- and vector-boson production, and in particular the mathematical structures beyond multiple
polylogarithms that appear in these amplitudes, is a very active area of research today [26-39]. The
developments of yet new ideas and computational methods are eagerly needed. Approaches for the
full numerical calculation of master integrals also exist (see e.g. Ref. [40—43] and references therein),
requiring however considerable computing power as the complexity increases.

As far as the problem of canceling divergences, quite a number of different approaches are being
pursued now. They can be broadly divided into subtractions methods (antenna subtraction [44], sector-
improved residue subtraction [45—48], nested subtraction [49], colourful subtraction [50], projection to
Born [51]) or slicing methods (gr-subtraction [52], N-jettiness [53,54]). These methods are being scru-
tinized, compared, and refined, and while it is not clear yet which method will prevail, it seems realistic
to assume that, by the beginning of the High-Luminosity phase, the issue of handling intermediate di-
vergences in NNLO calculations will be considered solved. An ambitious goal is in fact to have 2 — 3
NNLO results by the beginning of the High-Luminosity phase. A milestone would be certainly to have
NNLO prediction for ttH production. Motivated by the success at one-loop, a lot of effort is devoted to
extending generalized unitarity and the OPP methods beyond one loop (see e.g. Ref. [55]). Currently,
2 — 3 processes are a very active subject of study, with initial results of 3-jet amplitudes starting to
appear [56-62].

Beyond NNLO, two calculations of LHC processes exist today at N’LO for inclusive Higgs pro-
duction in the large m; approximation [63,64] and for vector-boson-fusion (VBF) Higgs production in
the structure function approximation [65]. The complexity of these calculations suggest that it will be
very hard to extend this level of accuracy to more complicated processes, since the technology they use
explicitly exploits the simplicity of these two processes, and cannot be easily extended to more complex
ones.

Besides fixed-order, also resummed calculations have seen a leap in recent years. The accuracy
with which particular observables can be resummed analytically reaches N°LL (see e.g. Ref, [66-068]),
which means three towers of logarithmic terms down compared to the leading logarithms that arise when
only soft and collinear gluons are correctly accounted for. These results are properly matched to fixed
order NNLO calculations.

Resummed calculations rely either on methods based upon coherent branching [69, 70] or upon
Soft Collinear Effective Theory (SCET) [71]. So far, the two approaches have also been considered as
complementary, in fact both methods proceed by performing a systematic expansion of the contributions
to the cross section. Recent work highlights the connection between the two methods [72].

While the logarithmic accuracy of resummed calculations is impressive, the formal accuracy of
parton showers is much less advanced. Unlike resummed calculations, that are targeted to a well defined
cross section or distribution, Monte Carlo generators make predictions for several kind of observables
at the same time, and, at present, a rigorous way to qualify their accuracy is missing. First studies
in this direction can be found in [73]. Nevertheless, attempts to improve some aspects of the shower
algorithms are the focus of recent work. Different approaches are taken: one can incorporate the spin-
color interference into showers [74], include higher-order splitting functions and 1 — 3 splitting kernels
into showers [75,76] or consider different shower evolution variables [77, 78]. It seems likely that by
the start of the High-Luminosity program we will have a much better theoretical control on the parton
shower evolution and the uncertainty associated to it.

In the same way as the progress in NLO went hand in hand with the development of matching
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procedures of NLO and parton shower, a number of approaches have been suggested recently to match
NNLO calculations and parton showers [79-81]. The bottleneck in these approaches is currently the fact
that they rely on a reweighing procedure that is differential in the Born phase space. Such a reweighing
is possible for relatively simple processes but becomes numerically unfeasible for more complicated
ones. It seems reasonable to expect that in the next years better NNLOPS approaches will be developed
that do not rely on any reweighing to the NNLO. This would make it possible to have NNLO predictions
matched to parton shower (PS), also called NNLOPS, to more generic processes for which an NNLO
calculation is available, as is currently the case at NLO.

2.2 Electroweak corrections’
Existing tools

In the last few years, the automation of electroweak (EW) NLO corrections has witnessed an impres-
sive progress, for what concerns both one-loop and real-emission contributions (and their combination),
by collaborations such as RECOLA [82, 83] with SHERPA [84, 85], OPENLOOPS [10] with SHERPA,
GOSAM [11,86] with either MADDIPOLE [87, 88] or SHERPA, and MadGraph5_aMC@NLO [12, 89].
For most of these codes tuned comparisons have also been published [90, 91], displaying excellent
agreement among them. Although the capabilities and reach in process complexity can differ from one
computer program to another, recent results obtained with these tools [92—117] clearly demonstrate how
automation has made it possible to tackle problems whose complexity is too great to justify their solu-
tions through traditional approaches.

Stemming from these advances, newer applications have become possible, one of these is the
computation of the so-called “complete-NLO” corrections. In general, a given scattering processes can
proceed through n different coupling combinations at LO (for example, ¢¢ or dijet production receives
contributions at order ag, o o and ag); typically only the term with the largest power of «, is retained,
owing to the fact that a; > . This structure generates a similar one at N’LO, with n + p contributions,
and the term “complete-NLO” means the (simultaneous) computation of all the terms entering at LO and
NLO. Among the computer programs cited above, some have been employed for the computation of the
complete-NLO corrections. In most of the cases the impact of the various contributions closely follows
the pattern one would expect from the coupling powers, as it is the case for dijet production [106],
top-pair [113] possibly with one extra jet [116]. However, there exist processes for which the coupling
hierarchy is violated, or even flipped. Examples are same-sign W production with two jets [111], top-
pair production in association with a W boson and four-top production [115].

Corrections beyond NLO

Similarly to the NLO case, also NNLO corrections can be organized in powers of o and «,. At the
moment, (’)(ag) NNLO QCD calculations have been performed for many production processes at the
LHC. Conversely, complete NNLO mixed QCD-EW calculations of O(a ) have not been performed
for any process yet. These calculations are essential in order to pin down the theoretical uncertainties for
processes that at the HL- and HE-LHC will be measured with very high precision. For this reason a great
effort has been already invested for achieving this result and great progress can be expected in the next
years. We recall the calculations that have been performed for Drell-Yan production [118, 119] in the
resonance region via the pole approximation. For this kind of calculations two-loop amplitudes [120—

] as well as regularized double-real emissions [125] are necessary ingredients. Similarly, NNLO
mixed QCD-EW corrections to gluon-gluon-fusion (ggF) Higgs production, which are induced by three-
loop diagrams, have been estimated in ref. [126]. Further recent calculations [127, ] support those

*Contributed by D. Pagani, M. Zaro and M. Schonherr.
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results and, in particular, support the fact that they can be correctly approximated via the so-called
multiplicative approach. In short: NNLO mixed QCD-EW ~ NLO QCD x NLO EW.

The aforementioned multiplicative approach is in general a very good approximation when the
bulk of QCD and EW corrections at NLO is dominated by soft effects and Sudakov logarithms, re-
spectively. Given the current lack of exact NNLO mixed QCD-EW calculations, this approximation is
already being used for estimating these corrections and/or missing higher orders uncertainties of differ-
ent processes. First (N)NNLO QCD calculations including NLO EW corrections via the multiplicative
approach have already appeared [63, 113, 129] and are already necessary for a correct interpretation of
current data; this level of accuracy will be mandatory for more processes at HL. and HE-LHC.

Besides NNLO mixed QCD-EW corrections of O(a,«), non-negligible contributions can emerge
also from large O(a™") corrections with n > 1. These typically involve final-state radiation (FSR) from
massless/light particles and Sudakov logarithms. Both effects can be resummed, (at LL) via shower
simulations (see the following sections on matching with QED showers and with EW showers), or
analytically. In the case of Sudakov logarithms, general methods for their calculation [130, 131] and
techniques for resumming them [132, 133] are already known since quite some time. Based on the study
already performed for 100 TeV proton—proton collisions [134], at the HE-LHC, the resummation of
Sudakov effects may be relevant in the tail of distributions.

Matching with QED shower

Fixed order computations need to be matched to parton showers, which compute a fully differential
numerical resummation and implement the evolution of both QCD and EW particles from the hard scale
to low scales, connecting it to the non-perturbative hadronization stage to arrive at fully differential
particle level that can be subjected to detector level data. This matching has been fully automated for
NLO QCD calculations. At NLO EW accuracy only selected process specific solutions exist [ 135—139].
As all parton showers incorporate a joint QCD+QED parton evolution, general matching procedures,
which are still lacking at the moment, will become available in the near future. This will enable precise
particle level predictions that can be subjected to detector simulations for highly realistic and detailed
studies.

Additionally, first solutions exist to incorporate approximate electroweak corrections in multijet
merged calculations [98, 116, 140]. In these approximations, the universal nature of EW corrections
in the high energy limit, where they are dominated by Sudakov-type logarithms of virtual origin, is
exploited. Thus, these methods will form the cornerstone of precise particle-level predictions at large
transverse momenta, which are at the basis of the increased reach of both the HL— and HE-LHC new
physics search program.

Weak showers

All parton showers publicly available in the major Monte-Carlo event generators HERWIG, PYTHIA and
SHERPA contain both QCD and QED splitting functions to numerically resum the respective logarithms
at (N)LL accuracy. First steps towards parton showers incorporating also weak effects in their splitting
functions have been taken recently [141, 142]. The now complete electroweak splitting functions suffer
from their strong dependence on the helicity of the propagating parton. These parton showers, how-
ever, operate in the spin-averaged approximation, neglecting all spin-correlations. The current effort to
understand the full spin dependence of the electroweak part of the evolution of partons [143, 144] in
analytic resummations is complemented by efforts to keep the full colour and spin structure, including
non-diagonal parts of the (now matrix-valued) evolution equations, in the parton shower community.
In time for the High Luminosity Upgrade fully spin-dependent parton evolution will then be incorpo-
rated in fully differential parton shower resummations that can then produce accurate predictions for the
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emission probabilities of secondary weakly interacting particles and gauge bosons.

2.3 Monte Carlo generators3

The complexity of the final states, together with the complexity of the detectors that analyse them, are
such that a full simulation of an event, yielding a realistic multi-particle final state distribution, is an
indispensable theoretical tool for the physics of high-energy hadron colliders. Driven by the needs of
the Tevatron and LHC, the physics of Monte Carlo (MC) generators has seen steady progress from its
inception to the present, and is, at the moment, a field in active development. The current LHC physics
program, as well as the requirements for its HL-LHC and eventually its HE-LHC phases, has evidenced
several areas of development that need to be addressed by theorists. These are mainly driven by the
quest for higher precision and accuracy, but also by practical issues, such as the need for generating very
large samples for the most abundant LHC processes, and for the efficient handling of the variations of
the input parameters needed in order to study uncertainties.

Much progress in this field takes place within the main collaborations that maintain the widely
used general purpose Monte Carlo generators, i.e. HERWIG [ 145—147], PYTHIA [148,149] and SHERPA [84]
but there is also a large theoretical community that works on more specialised aspects of Monte Carlo
generators, such as formal/theoretical advances to improve the resummation accuracy, and to improve
the fixed-order accuracy in the generation of the primary event and of the hardest radiations accompa-
nying it.

In spite of the several challenges ahead of us, considering the evolution of the field in the last
twenty years, it can be anticipated that considerable progress will be made from now up to the beginning
(around 2025) and in the following ten-fifteen years of the high luminosity program. This progress will
take place in particularly favourable conditions, as the running of the LHC and the data accumulated
will provide continuous feedback to the theoretical work in the field.

It can be can anticipated major developments in the following directions: precision for inclusive
observables, logarithmic accuracy, technical improvements for fast and efficient generation of events,
and improvements in the modeling of hadronization and underlying event.

Precision for inclusive observables

In this context, let us generically refer to “precision” as a measure of the accuracy of the result as well as
of the size of the left-over uncertainties that can be achieved in the computation of inclusive quantities,
i.e. those that can be computed directly in fixed-order calculations. Fixed-order calculation have always
been, and are now, ahead of the precision that Monte Carlo generators can provide for inclusive observ-
ables. Since their wide use started, and up to about twenty years ago, shower MC’s had typically leading
order precision for inclusive observables, while the state of the art for fixed order computations was at
the Next-to-Leading-Order (NLO) level. Thanks to the introduction of general methods for interfacing
shower Monte Carlo to fixed-order NLO calculations, like AMC@NLO [150], POWHEG [151], and
more recently the KRK-NLO method [152], the state of the art for shower MC’s precision has reached
the NLO level. On the other hand, progress in fixed-order computations, including the evaluation of
two-loop amplitudes and the development of several subtraction methods, allowed NNLO calculations
to become available for a rather large set of processes. It is therefore natural to wonder whether general
methods for interfacing Shower generators to NNLO calculation will be available at the start of the
High Luminosity program. NNLO-PS methods have already appeared for relatively simple processes,
typically in the production of massive colourless final states [79, 80, 153—155]. However, the methods
used so far do not seem to have the generality needed to handle processes of increasing complexity, and
it is very likely that new theoretical breakthroughs will be needed.

*Contributed by F. Maltoni, M. Schonherr and P. Nason.
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Achieving NNLO accuracy for a given final state, for example for Higgs production, implies also
the NLO accuracy for the the same final state in association with a jet, i.e. the H.J process in the Higgs
example. In practical applications, the less ambitious goal of having NLO accuracy for inclusive result,
and also achieve NLO accuracy for the final states that also include associated production of jets, thus
achieving an extension of the CKKW [156] method to NLO order, can be extremely useful.

The availability of automated NLO corrections for arbitrary processes including a relatively large
number of associated jets has paved the way to important developments in this direction. Several pro-
posals to merge samples with different jet multiplicity computed at the NLO, usually called “NLO-PS
matrix-element merging”, have been put forward. These are the FXFX method [157], implemented in the
AMC@NLO framework; the UNLOPS method [158], implemented in PYTHIA and the MEPSNLO
method [159], implemented in SHERPA. All methods introduce a separation scale that defines the jet
multiplicity for a given event, and allows to generate inclusive samples out of non-overlapping samples
with different jet multiplicity. Whether these procedures really achieve NLO accuracy for observables
involving different jet multiplicity also when generic (i.e. different from those used at the generation
level) separation scales are chosen, is a delicate question, which is still a matter of debate. Alterna-
tive merging procedures, that consider more carefully the problems that may arise at the boundary of
the merging regions and also aim at improving the resummation accuracy , have been proposed in the
GENEVA approach [160], and presently applied to Drell-Yan production [155,161]. The goal of achiev-
ing NLO accuracy for different jet multiplicity has also been achieved without the use of merging with
the so called MINLO procedure [162, 163].

While NLO-PS generators for standard QCD processes can be obtained with a fairly high level of
automation, there are processes that require particular attention, typically the loop induced ones. An ex-
ample of one such process is Higgs-pair production, that has been implemented firstin AMC @ NLO [164]
using an approximation for the yet unknown two-loop contributions and then in POWHEG and AMC @ NLQO
as soon as the results of the two-loop computation has become available. [166, 167]. There are several
other gg loop-induced processes for which a full NLO+PS implementation is still missing which, thanks
to the quick developments in computation of two-loop amplitudes, are expected to become available in
the coming years.

Another important direction where there has been considerable progress recently is the automation
of the computation of EW corrections [83, 85, 89, 95] to the point that fixed-order NLO QCD and EW
corrections are readily available for virtually all processes of interest. Details can be found in Section 2.2.
An general interface of these calculations to shower generators that correctly account for QED radiation
for these computations, however, is not yet available. The problem in this case is the consistent handling
of photon radiation, that can arise both from the shower and from the fixed-order calculation. These pose
new problems compared to the production of coloured partons, where the presence of individual partons
cannot be required in the final state, and thus showers develop inclusively generating jets from partons.
Photons, on the other hand, can be explicitly detected in the final state, and an NLO+PS scheme should
take care of handling both shower generated photons and those originating in the NLO calculation in
a consistent way, in order to give a reliable description of both collinear photons embedded in jets and
highly energetic isolated ones. A scheme for achieving this in the Drell-Yan case has been presented in
Ref. [136, 137] in the context of the POWHEG method. A scheme using fragmentation functions has
been introduced in Ref. [89].

Finally, it is to be noted that the progress achieved recently to account for intermediate resonant
states in the NLO+PS context [168—170] will likely be essential in the framework of electro-weak cor-
rections. In this case, weak vector bosons are part of the electroweak corrections and their presence
entail a correct handling of their decays also in presence of extra QED radiation. It is expected that
interfacing complete NLO EW-QCD calculations with a shower approach (QED+QCD) will become
standard procedure by the beginning of HL-LHC.
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Accuracy in resummation

As current state of the art, shower generators rely upon the first order Altarelli-Parisi splitting kernels,
together with some appropriate scheme to handle soft emissions, either by angular ordering in parton
shower cascades or using dipole shower algorithms. Several studies have appeared recently aiming
at improving parton showers by increasing the accuracy of specific ingredients, either by developing
novel shower schemes that remain within the standard parton or dipole branching, such as DIRE [77]
and Vincia [78, 171]; by going beyond the typical probabilistic cascade of the shower algorithms and
handling directly the quantum density matrix [172]; and by incorporating higher order splitting functions
[76,152,173-175].

While fixed order improvements in shower MC generators have the clear goal of reaching the same
fixed order accuracy as the corresponding computations for inclusive observables, it is less straightfor-
ward to quantify how improvements in the shower algorithms impact the precision of the description
of observables that require resummation. In a recent study [73], some criteria were proposed in order
to address this problem. In particular, two criteria were examined: the first refers to the ability of a
shower algorithm to correctly reproduce the singularity structure of n-parton matrix elements, while the
second measures the level of accuracy of a shower algorithm in the computation of a general class of
observables that require resummation. It was found that there are regions where commonly used shower
algorithms fail to reproduce the correct singularity structure of the matrix elements, and that this af-
fects the logarithmic resummation accuracy of the shower already in the leading term, yet at subleading
number of colours, and in the next-to-leading term at leading colour.

Thus, the current trend of research moves along parallel directions, not only by seeking improve-
ments in the shower algorithms in particular areas, but also by critical examination of the shower for-
malism in an attempt to qualify their accuracy in a more solid way.

Technical improvements

The pressing requirements of the LHC physics program have already had an impact in driving technical
improvements in Monte Carlo generators. In particular, the need to study uncertainties, corresponding
to a large set of combination of parameter variations when generating a sample, often leading to several
hundreds variations, has led to the development of procedures to implement the variation of parame-
ters by reweighting the same event, rather than generating independent samples. Besides the obvious
simplification of having to deal with a single event sample, this has also the advantage that the effects
of variations of the input parameters are affected by smaller theoretical errors, since they all apply to
the same generated event. A method for reweigthing the full shower development was presented in
Ref. [176] and implemented in HERWIG in Ref. [177]. A similar method was presented in [178] for
PYTHIA, and in Ref. [179] for SHERPA. Reweighting techniques to evaluate uncertainties as well as for
other applications are available in MADGRAPHS_AMC@NLO [12, 180] and in POWHEG.

For certain common Standard Model processes, a large statistics is often required, and is espe-
cially needed to populate the kinematic tails at large transverse momenta. The most advanced generators
usually suffer from poor performance, especially in such areas of the phase space, and thus the need for
more accurate tools must be balanced with the practical needs for large samples. These problems will
need to be addressed on a case by case basis, depending upon the process that is been considered, and
the specific purpose that a generator for that process should serve. The presence of negative weights,
for example, should be minimised for generators that must produce large samples to be fed through
detector simulators. The sampling of suppressed tails of phase space, on the other hand, may be easily
increased by suitable bias functions. It is also apparent that attention should be given to whether new
computer architectures may be advantageously explored for Monte Carlo generators, such as MPIs and
GPU architectures, and that new software techniques making use of Boosted Decision Trees or Deep
Neural Networks may provide advantages over traditional techniques of Monte Carlo integration and
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phase space generation [181].

Hadronization and underlying event

A recent fascinating direction in parton shower MC’s is towards establishing a unified picture in the
description of multi-parton dynamics in pp, pA, and AA collisions [182]. Traditionally, pp collisions
have been described through the picture of double-, single- and non-diffractive interactions of partons
in a vacuum in pp collisions. AA collisions, on the other hand, are typically described in terms of
the dynamics of a quark gluon plasma, with a formalism more related to hydrodynamics than particle
physics. A series of observations in high-multiplicity pp events at the LHC, however, have exposed
remarkable similarities and features in common with those observed in pA and AA collisions, at least
with respect to flavour composition and flow. The question therefore arises whether a new state of
matter, the quark gluon plasma, is actually formed in high-multiplicity pp events and how this could
be tested quantitatively. Efforts and new ideas have recently emerged towards having a unified MC
description of such events. This has started with a simple stacking of (soft and hard) pp events [183].
A recent proposal, Angantyr [184], has been inspired by the old Fritiof model [185] and the notion of
wounded nucleons. While more elaborated than a stacking approach, it does not yet feature a description
of collective effects. In the coming years, progress will be achieved by first identifying the experimental
features that are genuine signatures of the formation of a quark gluon plasma, and those which could be
associated to other effects. Alternative explanations would likely also be of a collective character, yet
without requiring a phase transition.

The intense ongoing theoretical and experimental work in this framework is likely to lead to new
breakthrough in the modeling of the hadronization phase and the underlying event before the beginning
of the HL-LHC running.

In the description of the underlying event in pp collisions, a key role is played by multi-parton
interactions (MPI, see Sec. 5.3). There has been recent progress in the theoretical understanding of
double parton scattering that has been summarised in Sec. 5.3.2. There it is also shown that at the HL-
LHC it may be possible to find evidence of correlations in double parton interactions. This opens the
possibility of constructing improved models of MPI in MC generators, to be eventually refined in the
first few years of running of the HL-LHC.

2.4 PDF calculations and tools”

At the HL-LHC, a precise knowledge of the quark and gluon structure of the proton will be essential
for many analyses. These include the profiling of the Higgs boson sector [186], direct searches for
new heavy BSM states [187], indirect BSM searches by e.g. means of the SMEFT [188], and the
measurement of fundamental SM parameters such as the W boson mass [189], the Weinberg mixing
angle [190] or the strong coupling constant [191] and its running.

This section gives a brief review the PDF tools that will be used in this Report for the studies of
the SM chapter. Those aspects of modern PDF fits that are more relevant for studies at the HL-LHC will
be also highlighted. The end of this section will provide some perspectives about the role of PDFs at the
HE-LHC. It must be stressed that this document is not intended to be a review of recent developments
on PDFs, and the reader is referred to [192—194] and reference therein, for further details in this sense.
The studies presented in this Report will be based mostly on the PDF4ALHC15 set [195], con-
structed from the statistical combination and subsequent reduction [ 196—198] of the CT14 [199], MMHT14 [
and NNPDF3.0 [201] global analyses. The PDFALHC15 set is interfaced to matrix-elements calculators
and Monte Carlo shower programs by means of the LHAPDF®6 package [202].

*Contributed by L. Harland-Lang, J. Gao and J. Rojo.
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Fig. 1: Comparison of the NNPDF3.INNLO fits with and without LHC data, normalized to the central value of
the former at Q = 100 GeV. The up quark (left) and the gluon (right plot) are shown. The bands indicate the 68%
confidence level PDF uncertainty.

Quantifying the impact of LHC measurements.

In recent years, one of the main developments in global PDF fits has been the increasingly significant
role played by LHC processes in providing stringent PDF constraints. The combination of high precision
LHC data with state-of-the art NNLO theory calculations for such hadronic processes as top-quark pair
production [203], the transverse momentum spectrum of Z bosons [204], direct photon production [205],
and inclusive jet production [206] is having an important impact on precision PDF fits. To illustrate this,
Fig. 1 compares the recent NNPDF3.1 fit [207] with and without the LHC data at ) = 100 GeV for
the up quark and gluon PDFs. The marked impact of the LHC data for z = 0.005 can be observed
both for central values and for the PDF uncertainties. It is of particular note that only Run-1 data
has been included in these fits. Thus, it is clear that the addition of data from Run-2 and -3 first and
then from the HL-LHC, for which the precision and reach will be greatly increased, should lead to
further improvements in the determination of the proton structure. A subsequent section of this report
will quantify the impact of HL-LHC measurements, demonstrating that a significant reduction can be
expected and providing a public PDF set including the expected constraints from the final HL-LHC
dataset.

Fast interfaces to (N)NLO calculations

To avoid the direct evaluation of the lengthy (N)NLO hadronic cross sections during the fit itself, a
method of fast interfaces is generally applied, whereby the CPU time intensive part of the higher—
order calculation is pre—computed once using a complete interpolation basis for the input PDFs. For
a number of years, the APPLGRID [208] and FASTNLO [209] tools have been available for a range of
NLO processes. The former is interfaced to the MCFM [210] and NLOJET++ [211] programs. More
recently, the AMCFAST interface [212] to MADGRAPHS_AMC@NLO [12] has also been developed.
Results within the FASTNLO framework for differential top quark production at NNLO are already
available [213,214], while work is ongoing within the APPLFAST project to extend the FASTNLO and
APPLGRID technology to NNLO. This will be interfaced by default to the NNLOJET program [206],
but will be reusable for other theory codes. Thus, for future PDF fits, relevant to HL and HE-LHC
running, fast interface implementations of NNLO theory calculations are expected to be the standard.
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Fig. 2: Photon-initiated contributions partially cancel the NLO EW corrections in the TeV region, as
shown for the case of W W~ production (left) and W production (right plot) at 13 TeV.

Theoretical uncertainties

Given the high precision expected for HL-LHC data, it will be crucial to include all sources of exper-
imental, methodological, and theoretical uncertainties associated with PDFs in order to ensure robust
predictions. An important issue in this context is to estimate the theoretical uncertainties in PDFs due to
missing higher orders (MHOU) in the perturbative expansion for the theory prediction [215], which are
so far ignored in all global fits. There is by now some evidence that MHOUSs can be comparable, if not
larger, than the nominal PDF uncertainties based on the propagation of experimental and methodological
uncertainties. In this context, HL-LHC projections should ideally be based on PDFs that consistently
account for MHOU s in addition to other sources of uncertainties.

To keep such uncertainties to a minimum, global PDF fits will need to include higher-order pertur-
bative corrections either at fixed-order or at all-orders using some form of resummation. In the former
case, encouraging recent progress with N°LO splitting functions [216] suggest that an (approximate)
N3LO fit might be within the reach of the HL-LHC era, to match the precision of partonic cross-sections
for processes such as Higgs production in gluon fusion [63,217]. In the latter case, one can use threshold
(BFKL) resummation [218, ] to reduce theoretical uncertainties at the large-z (small-x) kinematic
regions. Indeed, several state-of-the-art predictions for LHC processes include threshold resummation,
such as for example top quark pair production [220].

Electroweak effects and photon-initiated contributions

The enhanced coverage of the TeV region at the HL-LHC requires not only higher-order QCD cor-
rections to be accounted for, but also electroweak ones, which can be enhanced due to Sudakov loga-
rithms [221]. In the context of PDF studies, there are two main considerations to take into account. First
of all, exploiting the constraints from the HL-LHC measurements for PDF fits will require systematically
accounting for NLO EW corrections. Secondly, PDFs with QED effects and thus with photon-initiated
contributions should become the baseline. It has now been demonstrated [222, ] (see Ref. [224] for
a recent implementation within a global fit) that the photon PDF can be determined with percent—level
uncertainties and carry up to ~ 0.5% of the proton’s momentum. For certain processes, in the TeV re-
gion the photon-initiated contributions can have a comparable size but opposite sign to the NLO virtual
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Fig. 3: Left: kinematic coverage of the HE-LHC at /s = 27 TeV compared to 13 TeV. Right: the Higgs cross
section at the HE-LHC, for different orders and with/without (LL) low—x resummation, and with uncertainty bands
from PDF, subleading logarithms, and scale variations [226].

EW corrections, and therefore it is crucial to include both consistently. This is illustrated in Fig. 2 in the
specific cases of W W™ and kW production at 13 TeV. A more detailed discussion of EW corrections
for HL-LHC studies is presented later in the report.

Perspectives at the High Energy LHC

At a centre-of-mass energy of 1/s = 27 GeV, a number of novel phenomena are expected to arise, due to
the increased phase space available. Much of this has already been discussed in the context of the Future
Circular Collider (FCC) studies at /s = 100 TeV [134,225]. To begin with, as illustrated in Fig. 3, when
going to higher energies one becomes more sensitive to the small-x region, even for electroweak-scale
observables, implying that BFKL resummation effects could become relevant.

Indeed, for My ~ 100 GeV the NNPDF3.1sx results [219] at NNLO and at NNLO+NLLz
for the gg luminosities are found to differ at the ~ 5% level at the HE-LHC. In Ref. [226] a detailed
study of SM Higgs boson production via gluon fusion has been performed, consistently including BFKL
resummation in the PDFs (see Ref. [219]) and coefficient functions. The role of the former is found to be
dominant, and while the impact is mild at the LHC, for the HE-LHC a larger increase is seen relative to
the N®LO result with fixed—order NNLO PDFs, that lies outside the fixed—order PDF uncertainty bands,
see Fig. 3 (right). This highlights the important role such effects will play at high energies and precision.

Another effect that might become relevant at the HE-LHC are the electroweak PDFs [143, ]
from the resummation of large collinear logarithms of the masses of the W and Z bosons, which be-
come effectively massless at high energies. Related to this is the top quark PDF, which can be (and
is) straightforwardly generated within the standard PDF framework. When included with a suitably
matched flavour scheme, this may provide a more accurate description of processes involving top
quarks [228,229]. In addition, at /s = 27 TeV, knowledge of the small-2: PDFs will be also required for
the modeling of soft and semi-hard QCD dynamics in Monte Carlo event generators [134,230]. In turn,
an improved understanding of the PDFs in the ultra-low-z regime will have implications in high-energy
astrophysics, for processes such as cosmic ray detection and for signal and background event rates in
neutrino telescopes [231].
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2.5 Effective Field Theory calculations and tools’
State of the art

The success of the Standard Model Effective Theory (SMEFT) programme at the LHC relies on the
availability of public tools for calculations in this framework. Among the most important of these are
Monte Carlo (MC) tools for providing realistic predictions for collider processes both for phenomeno-
logical studies and experimental analyses. In this respect, significant efforts are being made to implement
the effects of dimension-6 operators in MC event generators. Concerning Leading Order (LO) predic-
tions, recent progress includes SMEFTSIM, a complete implementation of the dimension-6 operators
in the Warsaw basis [237], an alternative implementation of the Warsaw basis in the Rg gauge [233],
DIM6TOP, an implementation of top quark operators under various flavour assumptions [234] and the
Higgs Effective Lagrangian (HEL) [235] implementation of SILH basis operators. Complementary to
SMEFT implementations, there also exist several models of anomalous couplings such as the Higgs
Characterisation [236—238] and BSM Characterisation models [239]. These models are all made avail-
able in the Universal FEYNRULES Output (UFO) format that can be imported into general purpose
Monte Carlo tools, such as MADGRAPHS_AMC @NLO or SHERPA, to generate events and interface
them to parton shower generators (PS). A powerful aspect of this workflow is that, once implemented,
the model is generic enough to enable event generation for any desired process.

Implementations of particular processes in the presence of dimension-6 operators exist also in
other frameworks. An example is the weak production of Higgs in association with a vector boson in
POWHEG based on the NLO computation of [240], the implementation of Higgs pair production in
the EFT in HPAIR (including approximate NLO corrections) [241] and in HERWIG [147, 1. Two
well-known tools for calculating cross sections for Higgs production via gluon fusion including higher
order QCD corrections, HIGLU [243, ] and SUSHI [245], can also include the effects of modified
top and bottom quark Yukawas and the dimension-5 Higgs-gluon-gluon operator. The latter code also
permits event generation at NLOQCD+PS accuracy via AMCSUSHI [246] including modified top and
bottom quark Yukawa couplings. For a variety of processes with electroweak and Higgs bosons in the
final state (VBF H, W and Z production, weak boson pair production, vector-boson-scattering processes,
triboson production) the VBFNLO program [247, 248] provides NLO QCD corrections together with
implementations of dimension-6 operators and, in the case of VBS and triboson production, dimension-8
operators.

There are also EFT-specific tools providing a number of useful interfaces and calculations.
EHDECAY [249,250] is a package for the calculation of Higgs boson branching fractions including
SMEFT effects parametrised by SILH basis operators. The freedom of basis choice in the SMEFT
implies that arbitrarily many equivalent descriptions of the model can be formulated. This has impor-
tant consequences for the development of EFT tools given that any numerical implementation of EFT
effects requires choosing a specific basis. A SMEFT basis translation tool, ROSETTA [239], can be
used to numerically transform points in parameter space from one basis to another. It adopts the SLHA
convention for model parameter specification and provides an interface to Monte Carlo event genera-
tion tools through the aforementioned BSMC model. Furthermore, additional interfaces exist to other
programs such as EHDECAY, internal routines testing compatibility of Higgs signal-strength and EW
precision measurements as well as providing predictions for di-Higgs production cross sections in the
SMEFT. Rosetta provides SMEFT basis-independent access to these functionalities. A related tool is
DEFT [251], a python code that can check if a set of operators forms a basis, generate a basis and change
between bases. A similar implementation based on FEYNRULES is ALLYOURBASES, that performs the
reduction of an arbitrary dimension-6 operator into the Warsaw basis operator set. Efforts are also un-
derway to establish a common format for the Wilson coefficients [252], which will allow interfacing
various programs computing the matching and running of the operators such as DIM6TOOLS [253] and

>Contributed by E. Vryonidou.
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WILSON [254]. A public fitting framework that can be used to obtain constraints on the EFT is HEPFIT,
which is based on the Bayesian Analysis Toolkit, and includes Higgs and electroweak precision observ-
ables.

Future Developments

There is significant progress in computing NLO QCD corrections for the EFT, in both the top and Higgs
sector [240,255-262]. This progress, now on a process-by-process basis, will eventually lead to a full
automation of QCD corrections for the SMEFT. As experimental measurements become increasingly
systematics dominated, the importance of higher order calculations grows. The complete implementa-
tion of dimension-6 operators at NLO, including some flavour symmetry assumptions, is in preparation.
This implementation will enable the computation of NLO-QCD corrections to any tree-level process,
bringing the Monte Carlo automation to the same level as the Standard Model.

Another direction in which progress is expected over the coming years is the computation of
weak corrections in the SMEFT. A small sample of computations has been done, e.g. weak corrections
to Higgs production and decay due to top quark loops [263] and due to modified trilinear Higgs cou-
pling [264-266] as well as Higgs and Z-boson decays [267-272]. Due to the behaviour of the Sudakov
logarithms, weak corrections are typically important for high transverse momentum regions. Therefore
at HE/HL-LHC their impact is expected to be enhanced. It can be expected that the recent progress on a
process-by-process basis will eventually lead to the automation of the computation of weak loops in the
EFT, as in the Standard Model.

Finally progress is expected in linking tools which compute the running and mixing of the opera-
tors with Monte Carlo tools. This will allow the automatic computation of cross-sections and differential
distributions taking into account the mixing and running of the operator coefficients.
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3 Experimental environment at HL-LHC
3.1 Analysis methods, particle reconstruction and identification

Different approaches have been used by the experiments and in theoretical prospect studies, hereafter
named projections, to assess the sensitivity in searching for new physics at the HL-LHC and HE-LHC.
For some of the projections, a mix of the approaches described below is used, in order to deliver the
most realistic result. The total integrated luminosity for the HL-LHC dataset is assumed to be 3000 !
at a centre-of-mass energy of 14 TeV. For HE-LHC studies the dataset is assumed to be 15 ab™ ' at
a centre-of-mass of 27 TeV. The effect of systematic uncertainties is taken into account based on the
studies performed for the existing analyses and using common guidelines for projecting the expected
improvements that are foreseen thanks to the large dataset and upgraded detectors, as described in Sec-
tion 3.2.

Detailed-simulations are used to assess the performance of reconstructed objects in the upgraded
detectors and HL-LHC conditions, as described in Sections 3.1.1,3.1.2. For some of the projections, such
simulations are directly interfaced to different event generators, parton showering (PS) and hadronisation
generators. Monte Carlo (MC) generated events are used for Standard Model (SM) and beyond-the-
Standard-Model (BSM) processes, and are employed in the various projections to estimate the expected
contributions of each process.

Extrapolations of existing results rely on the existent statistical frameworks to estimate the ex-
pected sensitivity for the HL-LHC dataset. The increased centre-of-mass energy and the performance
of the upgraded detectors are taken into account for most of the extrapolations using scale factors on the
individual processes contributing to the signal regions. Such scale factors are derived from the expected
cross sections and from detailed simulation studies.

Fast-simulations are employed for some of the projections in order to produce a large number
of Monte Carlo events and estimate their reconstruction efficiency for the upgraded detectors. The
upgraded CMS detector performance is taken into account encoding the expected performance of the
upgraded detector in DELPHES [273], including the effects of pile-up interactions. Theoretical contri-
butions use DELPHES [273] with the commonly accepted HL-LHC card corresponding to the upgraded
ATLAS and CMS detectors.

Parametric-simulations are used for some of the projections to allow a full re-optimization of
the analysis selections that profit from the larger available datasets. Particle-level definitions are used
for electrons, photons, muons, taus, jets and missing transverse momentum. These are constructed from
stable particles of the MC event record with a lifetime larger than 0.3 x 10 s within the observable
pseudorapidity range. Jets are reconstructed using the anti-k1 algorithm [274] implemented in the Fast-
jet [275] library, with a radius parameter of 0.4. All stable final-state particles are used to reconstruct
the jets, except the neutrinos, leptons and photons associated to W or Z boson or 7 lepton decays. The
effects of an upgraded ATLAS detector are taken into account by applying energy smearing, efficiencies
and fake rates to generator level quantities, following parameterisations based on detector performance
studies with the detailed simulations. The effect of the high pileup at the HL-LHC is incorporated by
overlaying pileup jets onto the hard-scatter events. Jets from pileup are randomly selected as jets to
be considered for analysis with ~ 2% efficiency, based on studies of pile-up jet rejection and current
experience.

3.1.1 ATLAS and CMS performance

The expected performance of the upgraded ATLAS and CMS detectors has been studied in detail in the
context of the Technical Design Reports and subsequent studies; the assumptions used for this report
and a more detailed description are available in Ref. [276, ]. For CMS, the object performance
in the central region assumes a barrel calorimeter aging corresponding to an integrated luminosity of
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1000 fb*.

The triggering system for both experiments will be replaced and its impact on the triggering
abilities of each experiment assessed; new capabilities will be added, and, despite the more challenging
conditions, most of the trigger thresholds for common objects are expected to either remain similar to
the current ones or to even decrease [278,279].

The inner detector is expected to be completely replaced by both experiments, notably extending
its coverage to |n| < 4.0. The performance for reconstructing charged particles has been studied in
detail in Ref. [280-282].

Electrons and photons are reconstructed from energy deposits in the electromagnetic calorimeter
and information from the inner tracker [283-286]. Several identification working points have been
studied and are employed by the projection studies as most appropriate.

Muons are reconstructed combining muon spectrometer and inner tracker information [287,288].

Jets are reconstructed by clustering energy deposits in the electromagnetic and hadronic calorime-
ters [283, 284, 289] using the anti-k1 algorithm [274]. B-jets are identified via b-tagging algorithms.
B-tagging is performed if the jet is within the tracker acceptance (|n| < 4.0). Multivariate techniques
are employed in order to identify b—jets and c—jets, and were fully re-optimized for the upgraded de-
tectors [280,282]. An 70% b—jet efficiency working point is used, unless otherwise noted.

High pt boosted jets are reconstructed using large-radius anti-k jets with a distance parameter
of 0.8. Various jet substructure variables are employed to identify boosted W/Z/Higgs boson and top
quark jets with good discrimination against generic QCD jets.

Missing transverse energy is reconstructed following similar algorithms as employed in the cur-
rent data taking. Its performance has been evaluated for standard processes, such as top pair produc-
tion [280, ].

The addition of new precise-timing detectors and its effect on object reconstruction has also been
studied in Ref. [286, ], although its results are only taken into account in a small subset of the
projections in this report.

3.1.2 LHCbD performance

The LHCb upgrades are shifted with respect to those of ATLAS and CMS. A first upgrade will happen at
the end of Run-2 of the LHC, to run at a luminosity five times larger (2 X 10*¢m™%s™!) in LHC Run-3
compared to those in Runs-1 and-2, while maintaining or improving the current detector performance.
This first upgrade (named Upgrade I) will be followed by by the so-called Upgrade II (planned at the

end of Run-4) to run at a luminosity of ~ 2 X 10**em %

The LHCb MC simulation used in this document mainly relies on the PYTHIA 8 generator [292]
with a specific LHCb configuration [293], using the CTEQG6 leading-order set of parton density func-
tions [294]. The interaction of the generated particles with the detector, and its response, are imple-
mented using the GEANT toolkit [295, ], as described in Ref. [297].

The reconstruction of jets is done using a particle flow algorithm, with the output of this clustered
using the anti-k algorithm as implemented in FASTIET, with a distance parameter of 0.5. Requirements
are placed on the candidate jet in order to reduce the background formed by particles which are either
incorrectly reconstructed or produced in additional pp interactions in the same event.

Concerning the increased pile-up, different assumptions are made, but in general the effect is
assumed to be similar to the one in Run-2.
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3.2 Treatment of systematic uncertainties

It is a significant challenge to predict the expected systematic uncertainties of physics results at the end
of HL-LHC running. It is reasonable to anticipate improvements to techniques of determining systematic
uncertainties over an additional decade of data-taking. To estimate the expected performance, experts in
the various physics objects and detector systems from ATLAS and CMS have looked at current limita-
tions to systematic uncertainties in detail to determine which contributions are limited by statistics and
where there are more fundamental limitations. Predictions were made taking into account the increased
integrated luminosity and expected potential gains in technique. These recommendations were then har-
monized between the experiments to take advantage of a wider array of expert opinions and to allow the
experiments to make sensitivity predictions on equal footing [276,277]. For theorists’ contributions, a
simplified approach is often adopted, loosely inspired by the improvements predicted by experiments.

General guide-lining principles were defined in assessing the expected systematic uncertainties.
Theoretical uncertainties are assumed to be reduced by a factor of two with respect to the current knowl-
edge, thanks to both higher-order calculation as well as reduced PDF uncertainties [298]. All the un-
certainties related to the limited number of simulated events are neglected, under the assumption that
sufficiently large simulation samples will be available by the time the HL-LHC becomes operational. For
all scenarios, the intrinsic statistical uncertainty in the measurement is reduced by a factor 1/+/L, where
L is the projection integrated luminosity divided by that of the reference Run-2 analysis. Systematics
driven by intrinsic detector limitations are left unchanged, or revised according to detailed simulation
studies of the upgraded detector. Uncertainties on methods are kept at the same value as in the latest
public results available, assuming that the harsher HL-LHC conditions will be compensated by method
improvements.

The uncertainty in the integrated luminosity of the data sample is expected to be reduced down to
1% by a better understanding of the calibration methods and their stability employed in its determination,
and making use of the new capabilities of the upgraded detectors.

In addition to the above scenario (often referred to as “YR18 systematics uncertainties” scenario),
results are often compared to the case where the current level of understanding of systematic uncertain-
ties is assumed (“Run-2 systematic uncertainties”) or to the case of statistical-only uncertainties.

3.3 Precision Luminosity
Motivation

Measurements of production cross sections provide fundamental tests of theoretical predictions. Ul-
timate precision both of the experimental measurements and the theoretical predictions is required in
order to determine fundamental parameters of the Standard Model and to constrain or discover beyond-
the-Standard-Model phenomena. At the LHC, the precision of cross section measurements is limited by
the uncertainty of the integrated luminosity, currently about 2%. The impact of all other experimental
uncertainties combined is smaller than ~ 1% (2-3%) for Drell-Yan (tt) cross section measurements,
respectively [299, ]. For the HL-LHC [301], significant improvements of the luminosity measure-
ment are being planned. A target uncertainty of 1% has been set, and this is also assumed for many
of the results presented in this report. Such improvement is expected to be achieved by combination
of improved luminosity detector instrumentation, currently in the design phase, and refined analysis
techniques, rapidly developing during the analysis of Run-2 data. In the following, we provide a short
description of the general plan towards the 1% target for the integrated luminosity at the HL-LHC.

Van der Meer Scans

At hadron colliders, the precision of theoretical predictions for inclusive cross sections, e.g.for Z/y"
production, is limited by the knowledge of the parton density functions (PDFs) in the proton, and the

24



STANDARD MODEL PHYSICS AT THE HL-LHC AND HE-LHC

uncertainty is of the order of 3-5% [302]. A more precise, and purely experimental method to determine
the luminosity is based on the Van der Meer (VdM) scan technique [303]. In VdM scans, beam axes are
moved in the transverse planes, x and y, across each other such that the beam overlap integral can be
determined. From the measured overlap integral, and the beam currents, the instantaneous luminosity
during the VdM scan is determined [304].

In practice, VdM scan data are typically recorded with a small number of low pile-up bunches well
separated in time, with special interaction-region optics optimised for the measurement of the luminous-
region parameters [304-306], and with the bunch intensity lowered to about 3/4 of that during physics
runs so as to reduce beam-beam biases while retaining adequate statistics in the luminometers. To
transfer the luminosity information from VdM scans to high pileup operation, rate measurements are
performed during the VdM scan, in several detectors. The absolute scale, i.e. the relation between the
measured rate in a given detector and the luminosity measurement is a detector-specific calibration
constant, usually referred to as visible cross section o, relating the measured event rate d/N/d¢ to the
instantaneous luminosity through the relation dN/dt = L-0;,. The integrated luminosity for a complete
data taking period, e.g.a full year of data taking is then obtained by continuous rate measurements
throughout the year. The integrated normalized rate measurement then corresponds to the integrated
luminosity.

Systematic Uncertainties

The uncertainty in the integrated luminosity consists of three components [306,307]: the absolute-scale
uncertainty, i.e. that on the measured visible cross-sections extracted from the VdM-scan analysis;
the calibration-transfer uncertainty, which affects the extrapolation of the visible cross-section from
the low pile-up, low luminosity VdM regime to the high pile-up, high luminosity physics regime; and
the stability uncertainty, that arises from possible time-dependencies and degradations of the detector
response affecting the rate measurement over time. Improved analysis techniques, better detectors and
extended data takings dedicated to precision luminosity measurements are required to reduce the current
uncertainty towards the 1% goal.

Absolute Scale Uncertainty

Dominant uncertainties in the luminosity scale arise from the modeling of, and the potential non-linear
correlations between, the horizontal and vertical beam profiles; from inconsistencies between equivalent
visible cross-section measurements carried out during the same calibration session or using different
luminometers; from the absolute displacement scale of the beams during the scans; and from beam-orbit
stability. In Run-2, these and other uncertainties have been reduced using refined methods and dedicated
additional data have been recorded for such specific purposes. Improvements of the uncertainty can
be achieved by combination of different complementary approaches, of results obtained using different
detectors, and of datasets obtained from different VdM scans.

An alternative technique, complementary to VdM scans, was established by the LHCb experi-
ment [308]. The shape of a single beam is measured as the distribution of beam-gas interactions. For
this purpose a gas is injected into the interaction region during the VdM fill. The combination of VdM-
scan and beam-gas imaging measurements leads to further reduction of the uncertainty, at least for
LHCDb, thanks to the exquisite performance of the VELO vertex detector.

Calibration-transfer Uncertainty

In the HL-LHC area, the VdM calibration will typically be carried out under similar conditions as in
Run-2, i.e.at a pile-up level of about 0.5 interactions per bunch crossing, and with a luminosity of
a few Hz/ubarn. In contrast, the physics running during the HL-LHC, will be characterized by pile-up
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parameters of up to 200 interactions per bunch crossing, and by average instantaneous luminosities of 50
Hz/nb, two to three times the peak instantaneous luminosity achieved so far. This will lead to an increase
of the uncertainties associated with non-linearities in luminometer response. Most luminosity detectors
for HL-LHC are still being designed. Drawing on Run-1 and Run-2 experience with precision luminosity
measurements, the design of the future detectors aims to reduce the associated systematic uncertainties.
HL-LHC detectors are required to behave linearly over several orders of magnitude in their track, energy
or hit rate measurements, with residual non-linearities that are reproducible and monitorable. Special
runs with scans at intermediate instantaneous luminosity can be used to pin down nonlinear behaviour
further.

Long-term stability and consistency of luminosity measurements

In the past, one obvious way to determine stability and linearity effects has been to devise and compare
the luminosity measurements by several detectors, using different technologies, with uncorrelated sys-
tematics. Since 2016, experiments started to exploit so-called emittance scans. These are short VdM
scans (duration of minutes) performed at standard physics optics and currents, regularly at the beginning
and at the end of fills [309-312]. While the emittance scans are not primarily designed for the preci-
sion determination of o, trends over time, or as a function of instantaneous luminosity, can be used
to determine stability effects, such as aging, independently for each given detector. The combination
of emittance scans and of rate comparisons between redundant and independent detector systems has
been successfully used to discover and control drifts and trends throughout Run-2, the longest LHC
data-taking period so far, during which 150 b~ worth of data were recorded. As a result, the uncer-
tainty in the integrated luminosity in recent years remained at around 2-2.5% even though the pile-up
extrapolation range and the duration of the integration periods increased significantly.

Recent Ideas

Additional methods are being discussed among luminosity experts of the LHC experiments and machine.
One method recently developed is to use the rate measurement of Z — ppu production [313]. This
is a high-rate physics process with in-situ calibration capabilities. Luminosity and Z boson rate are
experimentally related through the following formula: o, = N, /(L x €5_,,,,) where N is the number
of reconstructed Z bosons, L the integrated luminosity, and €,_,,, the Z — p event reconstruction
efficiency. If €5_, ,,, and L are known, then the fiducial Z boson production cross section oz can directly
be determined from the measured event rate. To minimize the uncertainties associated with luminometer
non-linearities and long-term stability, the fiducial Z boson cross section is measured from data recorded
during an extended proton—proton production run at low pileup. This run should be close in time to
one or two extended VdM scans. The efficiency €5_,,,, can be determined in situ, using the tag-and-
probe method on the same event sample [313]. Once the cross section is measured at sub-percent level
precision, the continuous rate measurement can be used to transfer the calibration to the high pileup
dataset. The integrated luminosity will be given by the total number of produced Z bosons, corrected
by the time-integrated muon identification efficiency with an uncertainty consisting of the absolute scale
uncertainty from the VdM scan (or, in LHCb, beam-gas imaging scan), and a remaining uncertainty in
the pileup dependency of the muon identification efficiency.

Conclusions Towards HL-LHC

The aim for HL-LHC is to measure luminosity with substantially improved precision. This aim can be
achieved by combination of three ingredients:

1. High precision luminosity detectors are needed to provide high-granularity bunch-by-bunch lumi-
nosity measurements, with very good linearity and stability.
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2. Advanced, multiple and redundant VdM scans and refined VdM analysis techniques can lead to
substantial improvements.

3. Novel techniques, such as the measurement of fiducial Z boson production rates exploiting in-situ
efficiency determination, provide handles for advancement of the integrated luminosity uncer-
tainty towards the 1% target.

In order to achieve these goals during HL-LHC, a suite of tests and proof-of-concept measure-
ments is being developed which should be carried out already during Run-3.
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4 Electroweak processes

The study of electroweak processes is a central topic of SM tests. Given the small electroweak couplings,
high luminosity provides a crucial handle for gaining precision in these measurements, in particular for
complex final states with relatively small cross sections. Prospects for those measurements and for their
theoretical description are considered in the following for vector boson fusion (VBF) and vector boson
scattering (VBS) processes, for di-boson and tri-boson production, and for single weak boson production
processes, which promise unprecedented precision on W-mass and weak mixing angle measurements.

4.1 Vector boson fusion’

This sub-section discusses the prospects for vector boson fusion Higgs production at the HL-LHC and
the HE-LHC, respectively. A particular focus is to investigate how hard and how forward the two tag jets
are expected to be at 27 TeV. The efficiency of VBF cuts will be discussed, and fiducial cross sections
and differential distributions for a set of typical analysis cuts will be determined. Finally, the quality of
the VBF approximation will be considered, in particular when extra jet activity in addition to the two
tag jets is required.

The relevant parameters used for the calculations in this chapter are reported here. More details
can be found in LHC Higgs Cross Section Working Group report [186]. The gauge boson masses and
widths are set to

my = 80.385GeV, Iy, = 2.085GeV. (1)
my = 91.1876 GeV,  I'y = 2.4952 GeV. 2)

and the Fermi constant is
Gp =1.16637-107° GeV 2. 3)

The Higgs is described in the narrow width approximation with mass my = 125 GeV. The parton distri-
bution function PDF4ALHC15_nnlo_100_pdfas is used and the central renormalization and factorization
scale is set to g = myy, unless otherwise specified.

Detector requirements

VBF production is characterized by two hard and forward jets accompanying the two bosons. The
requirement of two such jets can significantly reduce the QCD induced background along with the
electroweak production stemming from s-channel processes. The transverse hardness of the VBF jets
is fundamentally set by the mass scale of the virtual vector bosons. It is therefore expected that the jet
spectrum is not very sensitive to the collider centre-of-mass energy, and in particular that the jets do not
get appreciably harder when increasing the energy.

Figure 4 shows the fraction of total VBF cross sections that survives the cut on the transverse
momentum of the two tag jets for the three collider energies 14, 27, and 100 TeV. As can be seen, the
cross section drops rapidly as the pp-cut is increased. In particular, at 27 TeV, roughly 60% survive for
PTtag > 30 GeV, which diminishes to 30% of the total VBF cross section for pp 5, > 50 GeV. It will
therefore be of great importance to the VBF program to be able to keep the jet definition not too hard.

Given that the two tag jets tend to be forward in the detector volume, it is of interest to study
how many jets are lost above a certain rapidity threshold. Figure 5 shows the fraction of events with
max ‘yh‘ ) ‘ng‘ above some threshold at /s = 27 TeV for various jet pp definitions. As can be seen

®Contribution by F. Campanario, T. Chen, J. M. Cruz-Martinez, T. Figy, A. Karlberg, S. Pldtzer and M. Sjodahl.
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Fig. 4: Fraction of the total VBF cross section surviving a pt cut on the two hardest jets of PTjrng for
three different collider energies. The results shown here are computed at LO.
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Fig. 5: Fraction of events lost as a function of the rapidity acceptance of the detector at a collider energy
of \/s = 27 TeV. Results shown for three different tag jet transverse momentum cuts. The results shown

here are computed at LO.

from the plot, about 20% of the cross section has max |yj 1| , |yj2| > 4. For comparison, this number
is ~ 5% at 14 TeV. Additionally one finds that these losses increase to ~ 30% when imposing the
dedicated VBF cuts for 27 TeV defined below. Hence, in order to maximize the potential of VBF
analyses at the HE-LHC it will be highly desirable that the detectors have a rapidity reach beyond 4.0.

HL-LHC
For VBF production with a centre of mass energy of \/s = 14 TeV, VBF cuts as in Ref. [186] are used,
with two anti-k1 jets with R = 0.4 and

Pp>20GeV, |y <50,  |y;, —y;,|>30, M > 130 GeV. @)

The requirement on the rapidity separation and invariant mass significantly reduces background contri-
butions to the process pp — Hjj.
Table 1 reports the fiducial VBF cross section under the above cuts. The cross section includes
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Table 1: Fiducial VBF cross sections including QCD and EW corrections and their uncertainties for
collider energy /s = 14 TeV and for a Higgs-boson mass my = 125 GeV. The QCD corrections have
been updated compared to those reported in Ref. [186].

[P0 Ajatel%]  Apprga %] | onvLogeplfbl  dmwl%] | 04[] | 0gchannellfb] |
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Fig. 6: Transverse momentum and rapidity of the Higgs boson after the cuts of eq. (4) and at a collider
energy /s = 14 TeV.

NNLO-QCD corrections in the DIS approximation and NLO-EW corrections including photon induced
contributions. Shown separately is the s-channel contribution which is not included in the total number.

The NNLO-QCD corrections have been computed with PROVBFH-1.1.0 [51, 65, —316] and the
electroweak contributions with HAWK-2.0 [317-320].
HE-LHC

For fiducial cross sections at a centre-of-mass energy of /s = 27 TeV, all physical parameters are kept
unchanged with respect to the previous sections. The contributions of the gluon fusion (ggF) and VBF
channels to Hjj production are compared, and results are presented for the effects of the NLO and NNLO
QCD corrections to VBF Hjj production as computed in NNLOJET [321] with a redefined set of VBF
cuts for the new energy choice.

For the comparison of VBF to the ggF background, any kind of VBF cut is omitted, requiring
only two jets with

Py > 30 GeV, ly;| < 5.0, (5)

defined using the anti-kr algorithm [322] with R = 0.4. The total cross section for ggF and VBF is
shown in Table 2. Both the ggF and VBF contributions are computed with the parton-level Monte Carlo
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energy /s = 14 TeV. In the bottom row the invariant mass and absolute rapidity gap between the two

hardest jets.
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Fig. 8: Differential distributions for the invariant mass (left) and spatial distribution (right) of the dijet
system. At lower values of m;; and Ay;; one observes a strong dominance of the ggF channel. For
larger values of both observables, however, the VBF channel gains importance.

NNLOJET which includes ggF Higgs production in the heavy top limit (HTL) [67,68,323-325] among

other processes [19,2006,326-332]. The comparison of Table 2 is done at NLO QCD since Higgs plus
two jets in gluon fusion is only available at this accuracy level.

In order to define a set of cuts which enhance the VBF contribution, the invariant mass (m;) and
the spacial distribution (through the rapidity gap between both jets, Ay; ;) of the dijet system formed by
the two leading jets is considered. The VBF production mode dominates over ggF in the large rapidity
separation region (Ay,; > 4.5) as well as for moderate and high values of the dijet invariant mass
(mj; > 700 GeV).

Table 2: Comparison between Higgs production by gluon fusion and vector boson fusion for a centre-
of-mass energy /s = 27 TeV, at NLO QCD. Errors correspond to Monte Carlo statistics.

’ Production mode ‘ Total cross section (fb) ‘ % of Total

ggF (HTL) 21984 + 10 75.32 £0.04
VBF 7203 £ 2 24.68 £ 0.01

Fiducial cross sections for VBF at /s = 27 TeV are defined with a set of tight VBF cuts,

requiring the two leading jets to be found in opposite rapidity hemispheres with a maximum rapidity
of |y;| < 5.0. In Table 3 the fiducial cross section is computed for three choices of the cut on the

transverse momentum of the two leading jets: pf. > {30,40,50} GeV while differential distributions

for pzr > 30 GeV are shown in Figs. 9 and 10. The Hjj contribution in the VBF approximation as well
as plots in this section are calculated at NNLO QCD accuracy with NNLOJET, electroweak corrections
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Table 3: Fiducial VBF cross sections including QCD and EW corrections and their uncertainties for
collider energy /s = 27 TeV (my = 125 GeV). For completeness the s-channel contribution (corre-
sponding to pp — HV — qq) is also included.
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Fig. 9: Kinematical variables for the Higgs boson at /s = 27 TeV for tight VBF cuts. The NLO
corrections are of more than -10 % across the whole considered range. The NNLO corrections, much
smaller than NLO, show good convergence of the perturbative series. The NNLO corrections changes
sign for high transverse momentum (left). For the rapidity distribution (right) they remain stable across
the entire range of the observable.

.
(s3]
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and the s-channel contribution shown in Table 3 are again computed with HAWK-2.0. Shaded boxes
in all plots represent scale variations with up = pup = {0.5, 2} o with the central scale 11y = myy, and
error bars represent statistical uncertainties from the Monte Carlo integration. In Fig. 9 the transverse
momentum and rapidity distribution of the Higgs boson is shown. The kinematical variables for the
system formed by the two leading jets are shown in Fig. 10.

Comparison of HJETS++ and VBFNLO for Higgs boson production

The HIETS++ 1.1 module implements [333—336] electroweak Higgs boson plus two and three jet pro-
duction. The one-loop integrals are computed using the techniques discussed in Ref. [337] and the
colour algebra is performed using COLORFULL [338]. For the VBF approximation, the matrix ele-
ments encoded in VBFNLO version 3.0 beta 5 [247, , , ] are used, with HERWIG 7 as the
event generator [146, , 341,342]. Jet reconstruction is performed on final state partons using the
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Fig. 10: The top row shows the transverse momentum of the two leading jets ordered in rapidity at
/s = 27 TeV for tight VBF cuts. The bottom row depicts the kinematical variables for the dijet system
they form. Note that NNLO corrections noticeably reduce the scale uncertainties for both observables
over the entire range considered. NLO corrections are big for moderate and high transverse momentum
with a scale uncertainty that grows with the transverse momentum. This behaviours is softened by the
NNLO corrections.
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Fig. 11: Differential distributions of Ay;; and m; at /s = 14 TeV (top row) and /s = 27 TeV (bottom
row). HIETS++ matrix elements and inclusive cuts are used in the H + 2 jets calculations.

anti-k1 algorithm [322] in the FASTJET library [343]. Simulated events are analyzed via RIVET [344].

For comparison plots of Higgs plus two jet calculations, collider energies of /s = 14 TeV and
/s = 27 TeV are considered. Two kinematic variables, namely the invariant mass, mi and the spa-
tial distribution, Ay;;, of the two tag jets are chosen to present their differential distributions. Parton
distribution functions PDF4_ILLHC15_nlo_100 are used, while all other input parameters are the same
as given at the beginning of Section 4.1. Differential distributions for leading order, leading order plus
parton shower, next-to-leading order, and next-to-leading order plus parton shower are shown in Fig. 11,
with the inclusive cuts defined in eq. (5). Comparison plots between two different matrix elements,
HJETS++ and VBFNLO are shown in Fig. 12. VBFNLO uses the VBF approximation throughout, i.e.
s-channel contributions such as pp — V H — jjH production need to be added as separate processes.
The comparison between HIETS++ and VBFNLO thus also serves to highlight the phase space regions
where the VBF approximation is warranted.

The tight VBF cuts applied for /s = 14 TeV are defined as

pp>30GeV, |yl <50,  |y;, —y;,|>30, M > 130 GeV. (7)
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Fig. 12: The distributions of kinematic variables in H + 2 jets at /s = 14 TeV (top row) and /s =
27 TeV (bottom row). Comparisons are between the HJETS++ matrix elements and the VBFNLO ma-
trix elements at NLO plus parton shower. Plots indicate that both HIETS++ and VBFNLO calculations
agree once the tight VBF cuts are applied.

For /s = 27 TeV comparison plots, the tight VBF cuts defined in eq. (6) are used. The VBFNLO
calculation is consistent with the HIETS++ calculation after applying the tight VBF cut.

Fig. 13 shows differential distributions of kinematics variables for the NLO full and approximate
results at /s = 14 TeV and /s = 27 TeV. The comparison of the full and approximate calculations
are shown in the second and third rows of Fig. 13 for tight VBF cuts for the transverse momentum
of the third jet p% and the centrality of the third jet y]*-3 = (yj, — %(yjl +v;,))/|y;, — vj,|. For
the /s = 27 TeV tight VBF cuts (Ay;; > 4.5, mj; > 600 GeV, and Yj, - Yj, < 0), one observes
excellent agreement between the full and approximate calculation. For the /s = 14 TeV tight VBF cuts
(Ay;; > 3.0, mj; > 130 GeV, and y;, - y;, < 0), the full and approximate calculations still do not
converge. However, for Ay;; > 4.0 or m;; > 600 GeV the full and approximate calculations would
compare quite well.
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Fig. 13: Kinematics distributions for H + 3 jet production at NLO for the full result (HJETS++) and
the approximate result (VBFNLO) for /s = 14 TeV (first column ) and /s = 27 TeV (second col-
umn). The kinematic distribution Ay;; (top row) is shown for inclusive selection cuts. The kinematic

distributions for p]f’ and y;S are shown for VBF tight selection cuts.
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4.2 Vector boson scattering processes

The study of the scattering of two massive vector bosons V' = W, Z (vector boson scattering, VBS)
provides a key opportunity to probe the nature of the electroweak symmetry breaking (EWSB) mech-

anism as well as physics beyond the Standard Model (SM) [345, ]. It is still unknown whether the
discovered Higgs boson [347] preserves unitarity of the longitudinal V'V scattering amplitude at all en-
ergies, or if other new physics processes are involved [348—-352]. In the VBS topology, two incoming

quarks radiate bosons which interact, yielding a final state of two jets from the outgoing quarks, and two
massive bosons which decay into fermions. This final state can be the result of V'V 5 electroweak (EW)
production with and without a scattering topology, or of processes involving the strong interaction.

4.2.1 Measurements of wEw* scattering and extraction of the longitudinal scattering component

With the largest cross section ratio of electroweak to strong production [353,354], events with wEw*
plus two jets (VVjEI/VjE j7) provide one of the best opportunities to study the scattering of two vector
bosons. ATLAS and CMS have both observed the EW process at 13 TeV with significances of 6.9 o and
5.5 o, respectively [355,356].

This section describes the prospects for the study of wEw* jj at /s = 14 TeV at the HL-LHC,
with the HL-LHC upgraded ATLAS and CMS detectors [357,358]. Results are presented for a range
of integrated luminosities £, from 300 fb_lthrough 8000 fb~', where the first value corresponds to one
year of data taking, and the latter to 10 years of combined data sets collected by the ATLAS and CMS
experiments in the most optimistic scenario.

In both ATLAS and CMS analyses, the signal (VBS and non-VBS EW) and background (QCD) wEw* 77
events are simulated at leading order using MADGRAPHS_AMC@NLO [12,150] with the NNPDF3.0
set [201, ], interfaced with PYTHIA v8 [149] for parton showering, hadronization and underlying
event modelling. The information about the polarization of the individual W bosons in the signal process
is extracted by generating a separate set of events using the DECAY package of MADGRAPH(v1.5.14).
The other backgrounds — top (¢f + jets, single-top), Drell-Yan, diboson (T, WEWE and Wz ) and tri-
boson ( WW~, WZy, WWW WWZ,WZZ,ZZZ)- are generated with either MADGRAPHS_AMC @ NI
POWHEG [360], or PYTHIA V8. The analyses use generated events obtained either using a fully simu-
lated description of the HL-LHC CMS detector, implemented using the GEANT4 package [296] (CMS)
or using a parameterised description of the detector response [276] (ATLAS). Additional details for each
analysis are provided in the relevant reports from CMS [358] and ATLAS [357].

The experimental signature of the wEwE 77 scattering process consists of exactly two isolated leptons
(electrons or muons) with the same electric charge, two jets well-separated in rapidity, and moder-
ate E1'%°. The event selection requirements for the two experiments are listed in Table 4. A mini-
mum requirement on the dilepton mass reduces the contamination from low-mass Drell-Yan processes,
with an additional restriction excluding the Z mass in the dielectron channel where the likelihood of
charge misidentification is higher. A requirement on E7"**further reduces the background from charge
misidentified events, and events containing any b-tagged jets7 are vetoed to suppress background con-
tribution from ¢t production. A veto on additional preselected leptons significantly reduces background
from W Z events. The two leading jets are required to have a large invariant mass, and large angular sep-
aration, to satisfy the expected VBS topology. Since leptons in the EW wWEWE Jj process are expected
to be located in the central region defined by the forward-backward jets, non-VBS background can be
suppressed with a requirement on the centrality of the two leptons. CMS uses the Zeppenfeld variable

"The b-tagging of jets in CMS is performed with the Deep Combined Secondary Vertex discriminator based on a deep
neural network [363].
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Table 4: ATLAS and CMS event selection criteria for WEW= jj candidate events, with £ = e, 14 and j
as the leading(sub-leading) lepton or jet.

Selection requirement ATLAS Selection CMS Selection
Signal lepton pr pr> 28(25) GeV pr> 20 GeV
Signal lepton 7 In] < 4.0 In] < 3.0

Tag jet pr pr> 90(45) GeV pr> 50 GeV

Tag jet n In| <4.5 In| < 4.7
Dilepton mass myy > 28 GeV myy > 20 GeV
Z,. veto |Mee —my| > 10 GeV |Mee —my| > 15 GeV
Eiss B> 40 GeV B> 40 GeV
Number of b-tagged jets 0 0

Jet selection Anti-kp [361] jets with AR, ; > 0.3 | Anti-kp PUPPI [362] jets with AR, ; >
Preselected lepton veto pr> 7(6) GeV pr> 10 GeV
Dijet rapidity separation An;; >2.5 An;; >2.5

Dijet mass mj; > 520 GeV mj; > 500 GeV
Lepton centrality ¢>-0.5 Zyvax <0.75

[364], defined for a given lepton with pseudorapidity 7, as

[1e = 0.5(n1 + 12)]
[(m — n2)

Zy =

where 7, 15 refer to the pseudorapidities of the leading and subleading jets. The maximum value of this
variable, Zy1ax, for any of the leptons is required to be less than 0.75. ATLAS uses a requirement on

the function ¢, where ¢ = min[min(ny;, 7p2) — min(njly 77]'2), maX(lela 77j2) — max(71, Me2)]

The event selections are optimized to maximize signal acceptance (CMS) or minimize fake background
(ATLAS). ATLAS uses tight electron requirements, which have a lower efficiency (around 50% [276]).

The expected event yields are summarized in Table 5 for CMS, and Table 6 for ATLAS. The m;

distributions after the full event selection for £ = 3000fb™ ' are presented in Fig. 14 . The main back-
ground contributions in the final signal region are due to inclusive ¢¢ and W Z productions, where the
third lepton in the event was not reconstructed within the detector acceptance. ATLAS explicitly models
the background contributions from jets faking electrons and lepton charge misidentification, which also
contribute significantly in the signal region, while CMS includes the fake contribution under ¢t and does
not consider the charge-misidentified or triboson backgrounds in this study, since their contributions
were found to be negligible. The integrated number of signal and background events as a function of the
dilepton invariant mass is shown in Figure 16 for the ATLAS selection.

The uncertainty of the expected cross section measurement as a function of integrated luminosity
is measured by fitting the m;; distribution, using a binned maximum likelihood approach with all sys-
tematic uncertainties in the form of nuisance parameters with log- normal distributions. The correlations
among different sources of uncertainties are taken into account while different final states are considered
as independent channels in the fit. CMS considers three channels categorised by lepton flavour (ee, eu
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Table 5: CMS expected yields for signal and background contributions for £ = 3000 o

Process ‘ Expected yield, £ = 3000 b
W*HW™ (QCD) 196
tt 5515
Wz 1421
We 406
Total Background 7538
Signal WEW™® (EW) 5368

Table 6: The ATLAS expected signal and background event yields after the optimised full event selection
for a corresponding integrated luminosity of £=3000 b~ . Events tagged as either "charge misidentifi-
cation" or "jets faking leptons" are summed for all background samples and combined into a single entry
each in the table. Remaining events are listed separately per process. Both QCD and EW production of
W Z processes are included in the diboson background.

Process All channels ui ui etet uiei et ui
WiWijj(QCD) 168.7 74.6 19.7 322 422
Charge Misidentification 200 0.0 11 30 160
Jets faking electrons 460 0.0 130 260 70
WZ+ 2727 1286 322 289 271 404
Tribosons 76 30.1 9.6 15.1 21.6
Other non-prompt 120 29 16.6 50 19
Total Background 2310 455 480 660 710
Signal WiWijj(EW) 2958 1228 380 589 761

and p ), while ATLAS uses eight channels by lepton flavour and charge (etel, e e, e+,u+, e,
pret pTeT w0,

The experimental uncertainties, statistical and systematic, in the CMS analysis contribute to a total
uncertainty on the signal strength of 3.2% for 3000 o Including a theoretical uncertainty of 3% and
an uncertainty on the luminosity of 1%, the total uncertainty reaches a value of 4.5% for 3000 b, For
the ATLAS analysis experimental systematics on the trigger, leptons, jets, and flavour tagging are taken
from the 13 TeV analysis unchanged, while for the baseline estimation, rate uncertainties on the back-
grounds are halved. An "optimistic" set of uncertainties is also presented, where the uncertainties on the
non-data-driven backgrounds are aggressively reduced. The total uncertainty is presented in Fig. 15 as a
function of the integrated luminosity. The values of £ exceeding 3000 fb~'are an estimation of a combi-
nation of the measurements from CMS and ATLAS, effectively doubling the total integrated luminosity.

The total WEW* 77 VBS cross section can be decomposed into the polarized components based
on the decays of the individual W bosons. Either or both can be longitudinally (L) or transversely (T)
polarized, giving rise to final states of LL, TT as well as the mixed state LT (with TL combination
implied). The LL component, Wf WEE 737, is expected to be only about 6-7% of the total VBS cross
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Fig. 14: The distribution of the invariant mass of the two leading jets after the selection requirements for
an integrated luminosity of 3000 fb_l, for CMS (left) and ATLAS (right).
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Fig. 15: The estimated uncertainty of the EW WEW® cross section measurement as a function of
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section for jet pp > 50 GeV. The difference in azimuthal angle between the two leading jets, A¢,;, has
the potential for discriminating the LL component of the VBS scattering from TT and LT contributions.
Since the signal-to-background separation for the EW wEWE JJ process improves with increasing m;
as shown in Fig. 14 (left), the Ag;; distributions are studied in two ranges of m;: for 500-1100 GeV
and above 1100 GeV. Figure 17 shows the combination of signal and background yields as a function
of A¢;; for high m; regions. Using a simultaneous fit to two mass regionsx, the significance for the
observation of the LL process is estimated as a function of integrated luminosity. The significance
is found to be up to 2.7 standard deviations for £ = 3000 fb'. The gradual improvement of signal
significance as a function of integrated luminosity is shown in Fig. 18 right. A combination of ATLAS
and CMS results, using fully simulated ATLAS events and improved electron efficiency, is expected to
reach an expected significance of 3 standard deviations with 2000 b ! per experiment. In addition,

*The low m;; region serves to constrain the ¢¢/fake background.
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] have shown that advances in machine learning can also improve the prospects for
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Fig. 16: Integrated number of events as a function of dilepton invariant mass for events passing all

selection criteria of the ATLAS signal region.
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Fig. 17: Distribution of the azimuthal angle difference between two leading jets for dijet invariant mass

above 1100 GeV.

4.2.2 High Order corrections in VBS wEw*t productiong

The expected experimental precision in the measurement of VBS processes offers great opportunities to
probe the electroweak (EW) sector and its associated symmetry breaking mechanism (see Refs. [134,

,367] for 100 TeV-collider studies). Therefore, it is of prime importance to make precise theoretical
predictions available for the future operation of the LHC. In this contribution, predictions for NLO EW
corrections are provided for the LHC running in its high-luminosity and high-energy configurations.
The HL set-up corresponds to a centre-of-mass energy of 14 TeV while the HE one refers to 27 TeV.

®Contribution by A. Denner and M. Pellen.
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Fig. 18: Significance of the observation of the scattering of a pair of longitudinally polarized W bosons
as a function of the integrated luminosity at CMS (left) and ATLAS (right).

For both centre-of-mass energies the same type of event selections has been used. These predictions
represent important benchmarks as they indicate the expected rates when accounting for NLO EW cor-
rections. The NLO EW corrections have been shown to be very large for VBS processes [103] and
even the dominating NLO contribution for same-sign W W scattering [1 1 1]. Nonetheless, the inclusion
of NLO QCD corrections is necessary as they can significantly distort the shape of jet-related observ-

ables [111,368-376]. In addition, they drastically reduce theoretical uncertainties. The QCD corrections
for all VBS signatures can be obtained from public programs such as MADGRAPHS_AMC@NLO [12],
POWHEG [15]1, , ], SHERPA [84, ], or VBFNLO [247, , ].

In this study, the NLO EW corrections have been obtained from MOCANLO+RECOLA [82, 82,

] based on a full NLO computation [1 1 1] for the same-sign WW signature. While the exact value of

the corrections is expected to be different for other signatures, their magnitudes and nature should be
similar.

The hadronic scattering processes are simulated at the LHC with a centre-of-mass energies /s =
14TeV and /s = 27 TeV The NNNPDF 3.1 LUXQED parton distribution functions (PDFs) [224]
with five massless flavours,'’ NLO-QCD evolution, and a strong coupling constant g (M) = 0.118 are
employed ! Initial-state collinear singularities are factorised according to the MS scheme, consistently
with the conventions in the NNPDF set.

The other input parameters have been chosen as in Ref. [375]. For the massive particles, the
following masses and decay widths are used:

m, = 173.21 GeV, T, = 0GeV,
M5 = 91.1876 GeV, 'Y = 2.4952GeV,
M$S = 80.385GeV, 'S = 2.085GeV,

My = 125.0GeV, Iy = 4.07 x 10° GeV. (8)

The measured on-shell (OS) values for the masses and widths of the W and Z bosons are converted into

"For the process considered, no bottom (anti-)quarks appear in the initial or final state at LO and NLO, as they would lead
to top quarks rather than light jets in the final state.

"'The corresponding identifier lhaid in the program LHAPDF6 [202] is 324900.
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pole values for the gauge bosons (V = W, Z) according to Ref. [379],

0s 0S /7 70812
My = My /\/1+(FV/MV) ;

9
Py = T /4/1+ (098 /M%), v
The EW coupling is fixed in the G, scheme [380] according to
2
o= \quM\%V (1 - A@) , (10)
with
G, = 116637 x 10> GeV 2, (11)
and M‘2/ corresponds to the real part of the squared pole mass. The complex-mass scheme [381-383] is

used throughout to treat unstable intermediate particles in a gauge-invariant manner.

The central value of the renormalisation and factorisation scales is set to

KR = HF = /DT, PT,j,- (12)

The transverse momenta are those of the two hardest jets. This choice of scale has been shown to provide
stable NLO-QCD predictions [373].

Following experimental measurements [354, 384-386] and prospect studies [387], the event se-
lection used in the present study is:

— The two same-sign charged leptons are required to fulfill cuts on transverse momentum, rapidity,
separation in the rapidity—azimuthal-angle, and the lepton-pair invariant mass,

Pty > 20GeV, ’yg‘ < 4.0, ARM > 0.3, My > 20 GeV. (13)

— The total missing transverse momentum, computed from the vectorial sum of the transverse mo-
menta of the two neutrinos, is required to be

DT, miss > 40 GeV . (14)

— QCD partons (light quarks and gluons) are clustered using the anti-k algorithm [274] with jet-
resolution parameter R = 0.4. Cuts on the jets’ transverse momenta and rapidities are imposed,

pr; >30GeV, |y < 4.0. (15)

VBS cuts are applied to the two jets with largest transverse momentum, specifically on the in-
variant mass of the di-jet system, as well as on the rapidity separation of the two jets and their
separation from leptons,

— Finally, the centrality of the leptons is enforced according to Ref. [387]:
¢ = min [min (yel,%) —min (y;,,y;,) ,max (y;,,;,) — max (?Jelay@)} >0. (17

— For EW corrections, real photons and charged fermions are clustered using the anti-k1 algo-
rithm with radius parameter R = 0.1. In this case, leptons and quarks are understood as dressed
fermions.
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Fig. 19: Differential distributions in the invariant mass of the two jets (left) and their rapidity (right)
in pp — ,u+1/He+Ve 77 at 14TeV including NLO EW corrections (upper panel) and relative NLO EW
corrections (lower panel). The yellow band describes the expected statistical uncertainty for a high-
luminosity LHC collecting 3000 b~ 'and represents a relative variation of +1/+/N_p,s where N is the
number of observed events in each bin.

In the following discussion of SM predictions for the HL- and HE-LHC both QCD and EW
corrections have been combined. For VBS processes EW corrections are particularly large and therefore
of prime importance. The leading contributions originate from the exchange of massive gauge bosons in
the virtual corrections. They tend to grow large and negative in the high-energy limit owing to so-called
Sudakov double logarithms. As shown in Ref. [103], large EW corrections are an intrinsic feature of
VBS at the LHC. While this study is based on the same-sign W channel, it has been further confirmed
recently by the computation of large EW corrections to the W Z channel [388,389].

Given their size and the foreseen experimental precision, these corrections are actually measur-
able. Because they involve interactions of the EW sector, their measurement would constitute a further
test of the SM. On the left hand-side of Fig. 19, the distribution in the invariant mass of the two leading
jets is shown at LO and NLO EW for the process pp — u+uue+1/e 77 at 14 TeV. The yellow band de-

scribes the expected statistical uncertainty for a HL. LHC collecting 3000 fb~'. On the right hand-side
for Fig. 19, a similar plot for the absolute rapidity of the jet pair is shown. It is thus clear that with the
expected luminosity, one is not only sensitive to the VBS process but also to its EW corrections.

In Fig. 20, the distributions in the invariant mass of the visible system (e” /fL j7) at both 14 TeV
(left) and 27 TeV (right) are shown. As expected, the corrections are larger for higher centre-of-mass
energy due to the higher representative scale of the process. In the tail of the distribution where new
physics could play an important role, the corrections are particularly large and reach about 25% for
the 27 TeV set-up. Note that in the present predictions, the real radiation of massive gauge bosons is
not taken into account. This effect has been estimated to be of the order of few percent for the HL
set-up when considering the total cross section. While this effect is for now negligible, for the HL and
HE mode of the LHC, it will become relevant in the same way as the use of VBS approximations in
theoretical predictions [375]. These observations are further confirmed via the cross sections for the two
centre-of-mass energies at LO (using full matrix element) and NLO EW given in Table 7. At 27 TeV the
EW corrections are a few percent larger than at 14 TeV (—18.9% against —15.1%, respectively). Note
that the jump in energy from 14 TeV to 27 TeV is accompanied by an increase by more than a factor 3 in
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Fig. 20: Differential distribution in the invariant mass of the visible system (e " jj) in pp —
u+ Vue+1/e jj at 14TeV (left) and 27 TeV (right) including NLO EW corrections (upper panel) and rela-
tive NLO EW corrections (lower panel).

Table 7: Cross sections at LO (O <a6)) and NLO EW (O <a7)) for pp — ,quy“eerejj at both 14 TeV

and 27 TeV at the LHC. The relative EW corrections are given in percent, and the digits in parentheses
indicate the integration error.

| [ o0t ohw’ (D] Oy (%] |
14TevV | 1.4282(2) 1.213(5) —15.1
27TeV | 4.7848(5) 3.881(7) —18.9

the cross section at LO.

4.2.3 Measurements of W Z scattering at the HL-HLC

Prospects are presented for measuring the W Z electroweak production in fully leptonic final state at
the HL-LHC. This work includes studies of the polarised W Z production: measurements of the vector
bosons in longitudinally polarized states are of particular importance, since they give direct access to
the nature of the electroweak symmetry breaking via the exchange of a Higgs bosons in the t-channel
as shown in Fig. 21. Another relevant aspect of W Z production lies in the probe of the non-abelian
structure of the Standard Model via sensitive tests to triple and quartic gauge couplings, a topic which is
partially addressed in the next subsection. Measurements of the electroweak production using 36 b 'of
the proton-proton collisions at 13 TeV were reported by both the ATLAS [390] and CMS [391] collab-
orations. The existing results are strongly limited by the statistical uncertainties of the data samples,
therefore the integrated luminosity expected at the end of the HL-LHC operation is mandatory to fully
exploit the physics behind VBS in W Z production via measurement of differential distributions and the
polarization of the final state bosons.

In proton-proton collisions, the VBS process results from the interaction of two bosons radiated
by the initial quarks leading to a final state with two centrally produced bosons and two forward jets.
The main irreducible background is represented by events in which the same final state is mediated by
strong interactions (QCD—W Z ) and where the two bosons are not the direct result of a scattering
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Fig. 21: Feymann diagrams contributing to VBS W Z production.

process. Other backgrounds consist of different di-boson final states (ZZ, Z~), tri-bosons and ¢tV or
ttV production, where V' is a Z or a W boson. The amount of the non-prompt backgrounds, where
one or more lepton candidates are coming from jets misidentified as leptons, ultimately depends on the
detector geometry, reconstruction technique and event selection requirements.

The signal selection requires events with three isolated leptons with pp > 15 GeV with |n| < 4
for ATLAS and || < 2.8 (3.0) for muons (electrons) for CMS. In addition, at least one lepton should
pass the single lepton trigger (ATLAS). In order to suppress the background from Z Z processes, events
containing four or more lepton candidates are discarded. At least one of the three lepton candidates is
required to have p > 25 GeV. The event must have at least one pair of leptons of the same flavor and op-
posite charge, with an invariant mass that is consistent with the nominal Z boson mass at M, = 91.188
GeV within 10 GeV for ATLAS and 15 GeV for CMS. This pair is considered as a Z boson candidate.
The third lepton is assigned to the TV boson and its p is required to be greater than 20 GeV. Finally,
E7"*** (CMS) or the transverse mass of the VW candidate computed using E7**° and the p of the third
lepton (ATLAS) is required to be above 30 GeV. The VBS signature is characterized by the presence
of two forward jets. Jets are reconstructed with the anti-k algorithm with distance parameter 0.4. For
ATLAS, the event is selected if it contains two jets in opposite hemispheres with p‘lﬁt greater than 30
GeV and Injetl < 3.8. For CMS, the event is selected if it contains two jets with pifﬁt > 50 GeV and Injetl
<4.7. In addition, the pseudorapidity separation between jets, A7, is requested to be greater than 2.5.
Finally, the dijet mass m;; is required to be greater than 500 GeV. The full list of selection requirements
is summarized in Table 8.

Distinct approaches are used by ATLAS and CMS, respectively based on simulation at 14 TeV and
on extrapolation from Run-2 results. ATLAS uses Monte Carlo samples generated with a fast simulation
based on the parameteriation of the performance of the HL-LHC detector and where jets from pileup
(PU) interactions corresponding to <u> = 200 are added to the event record; a loose event selection
and a conservative background hypothesis is used. The signal events are generated at LO with SHERPA
2.2.2 [84] and the QCD—W Z background is simulated at NLLO with SHERPA 2.2.0: in Ref. [390], it was
shown that the QCD—W Z background predictions might be overestimated by 40% in certain regions
of the phase-space. And with a pJTetcut as low as 30 GeV, an |’ et\ cut less than 3.8, corresponding to
the HL-LHC tracker acceptance, was found necessary to maintain the contamination of PU jets in signal
(resp. QCD—W Z ) events from 18% (resp. 69%) to 2% (resp. 11%).

The CMS projection is based on MC samples with full simulation of the CMS detector at 13 TeV
and data driven background estimates, see Ref. [392]. The cross sections of samples are scaled for this
projection from 13 to 14 TeV using SM predictions, for the data-driven backgrounds the scaling is done
using appropriate mixture of simulated events. The performance of the CMS detector at the HL-LHC
at pileup 200 is simulated using DELPHES. It is proven that lepton and PUPPI [362] jet reconstruction
allow to keep the same or better level of reconstruction efficiency and background rejection as in existing
data; no additional corrections are applied in the projection. An additional scaling factor is applied to
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Table 8: Summary of event selection requirements.

] Variables | ATLAS CMS

pr(€) [GeV] > 15 > 15
Pr(licad) > 25 -

pr(€z1), pr(lz2) [GeV] > 25, > 15

pr(fy) [GeV] > 20 > 20

In(p)] < 4.0 <28

n(e)] < 4.0 <3.0

my — mz | [GeV] <10 <15

ms, [GeV] - > 100

mye [GeV] - >4

BT [GeV] - > 30
My [GeV] > 30 _

7 >2 >2

In(5)| <38 < 4.7

P! [GeV] > 30 > 50

AR(.77 f) - > 0.4

pr(b) [GeV] -~ > 30
nb—jet - =

mg; > 500 > 500

Anj; Opp. hemis. > 2.5

3¢ — 3(n;, +m3,)] - <25

Table 9: Expected signal and background yields corresponding to the event selection listed in Table 8
for 3000 b Background contributions are grouped differently for ATLAS and CMS.

’ Process ATLAS \ CMS ‘

EW-WZjj 3889 | 2757
QCDh-WZ 29754 | 3486
ttV 3145 -
tZ 2221 -
tV/IVVV - 1374
Non prompt - 1192
Z7 1970 -
\'A% - 398
Zry - 296

account for the increased pseudorapidity coverage of the HL-LHC CMS detector. The ATLAS and CMS
signal and background yields are summarized in Table 9 for the total integrated luminosity of 3000 fb g

To extract the electroweak signal, ATLAS uses nominally a final m; cut optimised at 600 GeV
or a multivariate analysis (BDT) based on 25 variables that are shown to best separate the signal and
background events. The shape of the BDT output is shown in Fig. 22 left. In the CMS case, a 2D
distribution of dijet invariant mass in bins of dijet angular separation is used, as shown in Fig. 22 right.
The measurement of the EW—W 7355 production cross section results from a maximum likelihood fit
of this distribution performed simultaneously for four different lepton combinations in the final states,
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Fig. 22: Example of BDT distribution for 3000 b~ ' (left). The m; distributions in bins of AR;; for
3000 fb ' (right).

each combination being considered as independent decay channel. The systematic uncertainties are
represented by nuisance parameters in the fit and are allowed to vary according to their probability
density functions. The correlations across bins, between different sources of uncertainty and decay
channels are taken into account. The background contributions are allowed to vary within the estimated
uncertainties.
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The experimental systematic error will be dominated by the jet energy related uncertainties, and
amounts to a maximum of 5%. The non-prompt background uncertainty may also be significant depend-
ing on the final state. Depending on the level of QCD—W Z background, the theoretical error affecting
its modeling will eventually dominate. However it is expected that the impact of these uncertainties can
be controlled to less that 5% using refined and diverse control regions allowed by the large statistics at
HL-LHC. The total uncertainty of the electroweak cross section measurement as a function of luminos-
ity is shown in Fig. 23 left for the CMS projection, while the signal significance as a function of the
projected total uncertainty on background is presented in Fig. 23 right for the ATLAS simulation as it is
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arguable whether the theoretical uncertainty can be precisely predicted at this stage.

The polarisation of the final state bosons can be measured inclusively for each boson in two
different final state configurations, Z W and ZW ™ or combined in a doubly longitudinally polarised
final state. The cosf)7; ( cosfyy ), where 67 represents the angle of the lepton with the Z (W) direction in
the W Z rest frame, is the most sensitive differential distribution to the polarisation of the Z (W) boson.
An example of the cosf’; distribution is shown in Fig. 24 left for the EW—W Zj; signal and the sum
of backgrounds for Z (W+) final state; the distribution is fitted with three parameters: the longitudinal
polarised fraction FO, the left-handed minus right-handed contributions and the number of EW—-W Z 55
events using three polarisation templates plus the two background contributions. The result of the fit is
shown in Fig. 24 left, where the fraction of EW—W Zj;j events where the Z-boson is longitudinally,
left or right polarised are represented, while the log-likelihood profile corresponding to FO is presented
in Fig. 24 right. The significance to measure FO, computed as y/—2log(A(F0 = 0)), is estimated to
be between 1.5 and 2.5 o for Z (W+) and 0.7 and 1.5 o for W depending on the final selection that
affects the signal purity, and systematic assumptions on the total background normalisation.
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Fig. 24: Distribution of cosf’, for 3000 fb~'and result of the fit of the long, polarised contribution
(FO), left- and right-handed contributions on top of the sum of backgrounds and of the WZ — x7
background, both contributions taken into account with a normalisation error of 2.5% (left). Shape of
the log-likelihood profile for the FO parameter around its minimum (right) .

To measure the doubly longitudinal (LL) process, an approach based on the jets kinematics similar
to this for the total EW—-W Zjj cross section is used by CMS. The LL fraction is expected to be of
the order of 5% of the total EW—W 735 production ( [393]) and its unrolled 2D distribution is shown
in Fig. 25 left for 3000 fb~'. It can be observed that the LL contribution is increasing from 2-3% to 7-
8% for high angular separation between jets and for high invariant mass of the dijet system. In the fit,
the LL fraction is considered as signal, while the rest of the EW—W Zjj process is considered as an
additional background. The systematic uncertainties of the LL and non-LL fractions are considered as
fully correlated within the total electroweak cross section. The significance of the LL observation as a
function of integrated luminosity is shown in Fig. 25 right: the red curve presents the significance if only
statistical uncertainties of the measurement are taken into account and the black line presents the results
including the systematics as discussed above.

The results presented in this section confirm that the EW—W 255 cross section can be measured
with accuracy at the HL-LHC if the jets from pileup collisions in the events are well separated from
the jets produced in the hard interactions. Increased pseudorapidity coverage of the detectors should
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Fig. 25: Unrolled 2D (AR;;;m;;) LL and non-LL distribution for 3000 fbfl(left). Significance of the

LL observation with and without systematic error (right).

improve precision of such measurement. The single polarized cross sections can also be measured
and the double polarized measurement requires more sophisticated methods, including development of
multivariate discriminants for better separation of the signal from background. Systematic uncertainties
also start to play a significant role at the HL-LHC, in particular those affecting the theoretical prediction.

4.2.4 Prospects for quartic gauge coupling measurements in VBS'"*

Due to the strong gauge theory cancellations between the different Feynman graphs present in VBS
(Fig. 21) the various VBS processes provide excellent probes for the structure of gauge boson inter-
actions, in particular for the quartic gauge couplings. Deviations from SM predictions can conve-
niently be parameterised by an effective Lagrangian, Lgpr = ), f;/ A4 O(d"), where the oper-

(2
ators (’)gdi) of energy dimension d; are built with the covariant derivative of the SM Higgs doublet

field, D, ®, a£1£l the SU(2), and U(1)y field strength tensors Ww and EW (normalized according to

(D, D] = W, + EW). At the dimension six level, all allowed operators in Lgpr also contribute
to trilinear couplings of electroweak gauge bosons or to hV'V couplings, which are better measured in
qq — V'V processes or in Higgs boson decay. Thus, operators of energy dimension eight, which do not
give rise to anomalous trilinear couplings, are used for a parameterisation of anomalous quartic gauge
couplings (aQGC), which is sufficiently general for the present purpose. In the following, the operator
basis of Ref. [394, ] with VBFNLO normalization [374, , ] is used to assess the sensitivity of
VBS WEw® 73 and W Z 34 production to aQGC, with the subset of operators

05, = |(D,®)" D,@| x [(D'®) D"®] (18a)
Og, = [(Ducp)*D“@} X [(D,,@)TD”cb] (18b)
O =Tr :WWWW: » Tr [Waﬁﬁfﬂ , (18¢)
Op, =Tr :WMWW: « Tr [VV\MWW] (18d)
Or, = Tr W, W] x [(Dg2) D7a] | (18¢)
On, =T [W,, W] x [(Dg0)" D"a] . (186)

in Lgpr = ), % O;. At high invariant masses, /s, of the V'V — V'V subprocess, the tree level

insertions of the dimension eight operators lead to matrix elements which grow like s® and violate

"*Contribution by H. Schifer-Siebert and D. Zeppenfeld.
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Fig. 26: Integrated W Z transverse mass distribution for f;; / A* = 3.8 TevV™* within the pure EFT, the
unitarization of the 7,,-model as well as the SM VBS signal and the background predictions based on
the ATLAS W Zjj analysis.

unitarity within the accessible energy range of the LHC. This unphysical behaviour is avoided below
by using the unitarization scheme of Ref. [397], dubbed T},-model, which is a variant of K-matrix
unitarization, producing close to maximal absolute values of the partial wave amplitudes at high energies.

In the presence of aQGC which signify strong interactions in the bosonic sector, VBS cross sec-
tions are enhanced at high V'V invariant masses, which feeds into observables correlated to 1y, such
as the integrated dilepton invariant mass distribution for wEw* 77 events shown in Fig. 16 or the inte-
grated W Z transverse mass distribution shown in Fig. 26. The m+ (W Z)-distribution is obtained from
the ATLAS W Zjj analysis (see Table 8) with the additional cuts m;; > 600 GeV, An;; > 3.0 on the
invariant mass and the rapidity separation of the tagging jets, and ‘77#| < 2.7 on muon rapidity. Also
shown in Fig. 26 are my (W Z)-distributions for fy; / A* = 3.8 TeV™* within the pure EFT and in-
cluding the unitarization of the 7},-model for the VBS W Zj; signal. Detector effects are included by
assuming the same efficiencies in each m (W Z) bin as for the SM EW signal. The processes contribut-
ing to the background distribution in Fig. 26 are listed in Table 9. The aQGC leads to an excess of events
at very high m(W Z). Assuming that no significant excess is observed in the high energy tail, one finds
the expected 95% CL bounds on aQGC listed in Table 10. Also shown in the Table are bounds expected
from WEWw* 77 production, based on the dilepton invariant mass distribution of Fig. 16. The expected
bounds for the HE-LHC are obtained in a similar fashion, assuming the same signal to background ratio
as at 14 TeV for the SM case, and generating VBS wEw* 77 and W Z 44 events with VBFNLO at LO
QCD.

The above procedure provides conservative estimates for the sensitivity to aQGC in VBS: The
experimental VBS analyses focused on the significance of the various SM VBS signals and did not try
to optimize sensitivity to deviations at highest V'V invariant masses, as would be favorable for aQGC
measurements. Taking into account weak boson rapidity and transverse momentum distributions and
correlations, the sensitivity to aQGC could be improved somewhat. On the other hand, dedicated anal-
yses including Sudakov suppression at high invariant mass, as discussed in Section 4.2.2, which is
expected to slightly decrease sensitivity to aQGC, have not been performed yet in the above setting.
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Table 10: Expected bounds (in TeV_4) on the coefficients of dimension-8 operators, assuming no sig-
nificant excess in the integrated my (W 2Z) (W Zjj) or my; (Wi w* J7) distributions at high mass.

14 TeV 27 TeV

WZzjj | WEWEi | WZij | WEW
fs, /A [-8.8] [-6,6] [-1.5,1.5] [-1.5,1.5]
fs, /AT | 18,181 | [-16,16] [-3.3] [-2.5,2.5]

I, /A4 [-0.76,0.76] | [-0.6,0.6] | [-0.04,0.04] | [-0.027,0.027]
le/A4 [-0.50,0.50] | [-0.4,0.4] | [-0.03,0.03] | [-0.016,0.016]
I, /A4 [-3.8,3.8] [-4.0,4.0] [-0.5,0.5] [-0.28,0.28]
fMl/A4 [-5.0,5.0] [-12,12] [-0.8,0.8] [-0.90,0.90]

4.2.5 Measurements of Z Z scattering

This section presents the studies performed for VBS in the Z Z fully leptonic decay channel for HL-LHC
and HE-LHC. Despite the very low cross section times branching fraction, the reconstruction of all final
state leptons allows to precisely measure the angular distributions of the Z decays to optimally separate
the longitudinal from the dominating transverse polarizations. In addition, a precise measurement of
the hard scattering centre-of-mass energy is possible from the reconstructed four-leptons invariant mass.
Last but not least, the reducible background in this channel is very small, making it an ideal case for high
statistics measurement since the impact of associated experimental systematics uncertainties is expected
to be very small.

The ATLAS analysis is performed with simulated events at generator level at 14 TeV, where
the detector effects of lepton and jet reconstruction and identification were estimated by corrections,
assuming a mean number of interactions per bunch crossing of 200. The CMS analysis is based on
the experimental investigation of VBS in the ZZ channel using 36 b~ of data collected in 2016 [395]
which showed an observed significance of 2.7 standard deviations. This analysis is projected to HL-
LHC conditions [399] by scaling the expected yields for the signal and background processes, taking
into account the increase in luminosity and scattering energy as well as the changes in acceptance and
selection efficiencies between the LHC Phase-1 (13 TeV) and the HL-LHC (14 TeV) configurations.
The DELPHES simulation [273] is then used to assess the sensitivity to VBS Z;, Z;,. The HL-LHC result
is further projected to the HE-LHC configuration.

Several Monte Carlo event generators were used to simulate the signal and background contri-
butions. In the ATLAS analysis, both the EW-ZZ7j5 and QCD-ZZjj processes with the ZZ — 4/
decays are modeled using SHERPA v2.2.2 [84] with the NNPDF3.0NNLO [400] parton distribution
functions (PDFs) set. The signal sample is generated with two jets at Matrix Element (ME) level. The
background process is modeled with next-to-leading order (NLO) QCD accuracy for events with up
to one outgoing parton and with leading order (LO) accuracy for the case with two and three par-
tons, in a phase space of my, > 4 GeV and at least two leptons with p > 5 GeV. Other back-
grounds have minor contributions to the 4¢ channel and therefore are not included. The CMS analy-
sis uses MADGRAPHS_AMC@NLO v2.3.3 [401] to simulate the EW-Z 7 signal and QCD-ZZjj
background samples with zero, one, and two outgoing partons at Born level at NLO. The different jet
multiplicities are merged using the FxFx scheme [157] with a merging scale of 30 GeV, and leptonic
Z boson decays were simulated using MADSPIN [402]. The gluon loop-induced production of two Z
bosons (ggZ Z) is simulated at LO with MCFM v.7.0.1 [403], and checked with a dedicated simulation
of the loop-induced gg — ZZjj process using MADGRAPHS5_AMC@NLO. The NNPDF3.0 PDF set
is also used. The interference between EW-Z 74 and QCD-ZZjj processes is found to be small and is
neglected in both analyses. Simulated samples with polarization information on the outgoing Z bosons
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are generated using MADGRAPHS_AMC@NLO v1.5.14 and the DECAY package from this version.

The selections are based on Run-2 analyses and have been modified according to the expected
changes for the detectors at HL-LHC. The foreseen forward lepton coverage is up to || = 4.0 for both
elect