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Abstract
Direct Coulomb forces play an important role in beam transport and storage.
In this paper, the effect of space charge in beams stored in circular machines
is reviewed. Starting from the concept of a matched beam, the most common
particle distributions are introduced. Space charge forces are first addressed
as ‘external frozen’ forces and, in this approximation, the modification of the
machine optics is discussed, as well as the matching of high-intensity beams.
Envelope equations and r.m.s. equivalence are presented as relevant tools for
matching high-intensity beams. The space charge limit, space charge tune-
shift, tune-spread and their relation with resonances are covered. The more
general beam response to Coulomb forces is discussed for mismatched beams,
and a derivation of the coherent frequencies is presented for a Kapchinsky–
Vladimirsky beam. The concept of free energy is examined in detail, as a
source of emittance increase for high-intensity beams. More complex and rel-
evant examples are presented with the fully coupled envelope equations, and
the interplay of coherent and incoherent effects is addressed in the Montague
resonance. Space charge as driving incoherent resonances is discussed. Lon-
gitudinal dynamics in the presence of space charge are briefly presented as
well.

Keywords
CERN report; space charge.

1 Introduction
In the following, we will discuss the effect of space charge in circular machines. We will first focus
on describing the dynamics of a single particle within a beam. For coasting beams, we use a reference
frame co-moving with the reference particle; hence, the co-ordinates x,y used to identify the positions
of a particle are meant with respect to the design orbit. Para-axial approximation is used and, as usual,
x′ = dx/ds,y′ = dy/ds, where s is the longitudinal co-ordinate set on the reference orbit.

2 Matched beams at low intensity
We consider in our discussion a beam distribution for two-dimensional (2D) beams, i.e., a coasting beam.
Typically, a 2D beam is characterized by a constant charge-line density of λ = dq/ds, and its most general
transverse particle density at longitudinal position s is defined as

ρ(x,x′,y,y′,s) =
dq

dxdx′dydy′ds
= λn(x,x′,y,y′,s) .

The form of the normalized function n(x,x′,y,y′,s) allows a complete characterization of the transverse
beam distribution. The normalization condition on n(x,x′,y,y′,s) is obtained by the requirement

∫
n(x,x′,y,y′,s)dxdx′dydy′ = 1 . (1)

The variable s in n() says that the beam distribution may change along the machine; this aspect will be
discussed later.
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Fig. 1: Courant–Snyder ellipse: ε0x, single-particle emittance; area = πε0x

In a circular accelerator, the transverse dynamical properties of a low-intensity beam at an arbitrary
longitudinal position s is determined by the Poincaré section, which for a linear motion is completely
described by the Courant–Snyder theory [1]. We will consider 2D beams matched with the optics. A
matched beam means that the transverse beam distribution at the section s will be the same after the
beam has travelled for one machine turn. In this sense, the property of a particle beam to be matched is
related with the Courant–Snyder ellipses, shown in Fig. 1. In the absence of coupling, the planes x–x′

and y–y′ can be treated independently. At the longitudinal position s in the plane x–x′, turn after turn,
a particle performs jumps, remaining on a distinct ellipse. Each jump corresponds to a phase jump of
2πQ0x, with Q0x the horizontal machine tune. Similar dynamics happen in the vertical plane. If only
one particle is considered, clearly we can distinguish where it is turn after turn. Therefore, in the sense
previously defined, a single particle cannot be ‘matched’ with the machine optics. However, if an ellipse
is ‘uniformly’ populated by particles, then after one turn there is no way for an observer sitting at position
s to tell that the beam has made one turn around the machine.

A beam uniformly filling ‘one’ Courant–Snyder ellipse is then matched. More generally, we can
think of a matched beam as a collection of uniformly filled Courant–Snyder ellipses, each with an arbi-
trary particle density. This means that the most general matched beam distribution is a function of the
Courant–Snyder invariants; hence, the normalized function n() is written as

n(ε0x,ε0y,s) . (2)

In this formula, the s dependence simply means that the function n() may change along the machine.
This mathematical formula (Eq. (2)) says that the particle density depends on the value of the quantities
εx0,εy0, which are defined by the expressions:

ε0x = γ0xx2 +2α0xxx′+β0xx′2 ,

ε0y = γ0yy2 +2α0yyy′+β0yy′2 .
(3)

The optical functions
γ0x,α0x,β0x,γ0y,α0y,β0y , (4)
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are here computed at the longitudinal position s where the Poincaré section is studied. The function n()
in Eq. (2) yields the same value when the co-ordinates x,x′,y,y′ keep ε0x,ε0y unchanged; therefore, this
means that a distribution modelled with a normalized function like Eq. (2), i.e., depending on ε0x,ε0y,
will produce a particle distribution matched with the optics at section s because all the Courant–Snyder
ellipses are uniformly populated. The index 0 in the optical functions (Eq. (4)) is used to indicate that ε0x

and ε0y are computed for weak space charge, virtually absent.

The function of Eq. (2) yields the most general expression for a matched distribution. However,
some other consideration has to be used to model beam distributions more realistically: an energy conser-
vation is here invoked, which basically ‘incorporates’ the physics of the source, all optics manipulations
of linacs, and schemes of injection in the ring. As a consequence, a correlation is assumed in the single-
particle energy between both planes, and the general matched particle distribution can be written as

n(x,x′,y,y′,s) =
1

π2ExEy
ñ
(

ε0x(x,x′)
Ex

+
ε0y(y,y′)

Ey

)
, (5)

where Ex, and Ey are some ‘scaling’ factors, which define the geometrical extension of the distribution in
the 4D phase space. In this expression, we drop the dependence of s in ñ() because, by our definition, the
matched distribution must be periodic, and the periodicity is already included into the optic functions.
The absence of s in the function ñ() also means that the type of distribution does not change and remains
the same (at this point of the discussion, this is an ansatz). The normalization condition Eq. (1) applied
to Eq. (5) reads ∫ ∞

0
ñ(t)tdt = 1 .

with ñ(t) defined in 0≤ t < ∞.

3 Main types of beam distribution
According to the type of function ñ we use, a different type of matched beam distribution is obtained.
The mostly used beam distributions are as follows.

1. Kapchinsky–Vladimirsky:

n(x,x′,y,y′,s) =
1

π2ExEy
δ
(

ε0x

Ex
+

ε0y

Ey
−1
)
, (6)

where δ () is the Dirac delta function.
2. Waterbag:

n(x,x′,y,y′,s) =
2

π2ExEy
Θ
(

1− ε0x

Ex
− ε0y

Ey

)
, (7)

where Θ() is the Heaviside function.
3. Gaussian:

n(x,x′,y,y′,s) =
1

4π2ExEy
e−

1
2

(
ε0x
Ex

+
ε0y
Ey

)
. (8)

In all these distributions, it is understood that ε0x,ε0x are the functions in Eq. (3).

As the space charge forces are determined by the spatial particle distribution, it is convenient to
discuss the general form of a 2D matched beam in the x–y plane. This distribution is proportional to
the projection of n(x,x′,y,y′) on the x–y space, which, for convenience, we call n(x,y), and is readily
obtained from

n(x,y,s) =
∫

n(x,x′,y,y′,s)dx′dy′ .
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Table 1: Functions ñ(t), and n̂(t) for the beam distribution discussed.

Kapchinsky–Vladimirsky Waterbag Gaussian
ñ(t) δ (t−1) 2Θ(1− t) 1

4 e−t/2

n̂(t) Θ(1− t) 2(1− t)Θ(1− t) 1
2 e−t/2

A direct integration of this equation using n(x,x′,y,y′,s) given by Eq. (5) yields

n(x,y,s) =
1

πa0(s)b0(s)

[
F(∞)−F

(
x2

a2
0(s)

+
y2

b2
0(s)

)]
, (9)

where F(t)=
∫ t

0 ñ(t ′)dt ′ is the primitive of ñ(t). We also define a0(s)=
√

β0x(s)Ex and b0(s)=
√

β0y(s)Ey.
These quantities are related to the ‘beam sizes’ at the longitudinal positions s; in particular, for finite beam
distribution, a0(s),b0(s) are exactly the beam sizes. It is convenient to rewrite Eq. (9) in the form

n(x,y,s) =
1

πa0(s)b0(s)
n̂
(

x2

a2
0(s)

+
y2

b2
0(s)

)
, (10)

with n̂(t) = F(∞)−F(t) defined in 0≤ t < ∞. From the property of n(t) it follows that n̂(t) must satisfy
the normalization condition

∫ ∞
0 n̂(t)dt = 1. Equation (10) is the most general expression of the normalized

spatial 2D beam distribution for a matched beam. The Table 1 shows the functions ñ(t), and n̂(t) for the
main beam distributions.

To clarify the difference between the particle distributions in Eqs. (6)–(8), we plot each of them
in several planes. Figure 2 shows the particle distribution in the x–y, x–x′, and x profiles for the three
types of distributions here discussed. The top row of the figures shows the properties of the Kapchinsky–
Vladimirsky distribution. The two particle distributions in the x–y and x–x′ profiles show a peculiar
characteristic of the Kapchinsky–Vladimirsky distribution, namely that the projection in any plane yields
constant particle density. This is a general property of the Kapchinsky–Vladimirsky distribution. The
second row of figures refers to a waterbag distribution, and we see that the x–y projection is more dense
in the centre. This is also seen by a more pronounced peaked beam profile. The last row of figures shows
the properties of a Gaussian distribution, truncated for convenience at ε0x/Ex + ε0y/Ey ≤ 16.

4 Space charge forces for a frozen distribution
For a static particle distribution in which each particle has position~ri and charge q, the electric field at
the position~r is given by Coulomb’s law:

~E(~r) =
q

4πε0
∑

i

~r−~ri

|~r−~ri|3
,

where ε0 is the permittivity of vacuum.

Next, we analyse the electric field produced in coasting beams transported in alternating focusing
structures. In this case, the electric field is computed with the approximation of a ‘local coasting beam’:
the beam sizes a0(s),b0(s) vary because of the optics, and their values change following some wavelength
∆s, which depends on the particular optics; see Fig. 3 for an illustration with sizes altered for convenience.
If ∆s� a0,b0, then at the longitudinal position s, the transverse electric field is in good approximation,
computed from the coasting beam with constant sizes that mimics the transverse particle distribution
at s. In Fig. 3, this coasting beam with constant sizes is shown with black dashed lines. At the section
s, the electric field of the actual 2D beam and that of the mimic beam are practically the same. In this
approximation, the electric field on a transverse plane at the section s is computed by the coasting beam
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Fig. 2: Projections of (top) Kapchinsky–Vladimirsky (KV), (middle) waterbag (WB), and (bottom) Gaussian dis-
tributions. The right-hand column shows the change in the x beam profile.

with the charge distribution ρ(x,y,s) = λn(x,y,s) (see Fig. 3). In the simple case of an axi-symmetric
beam of radius a0 = b0 with a uniform beam density, the radial electric field Er(s) is given by

Er(s) =

{ρ(s)
2ε0

r if r ≤ a0 ,
ρ(s)a2

0(s)
2ε0

1
r if r ≥ a0 .

(11)

The characteristic shape of this function is shown in Fig. 4. The next more complex situation is with
an axi-symmetric non-uniform beam. The general expression of the electric field for an axi-symmetric
beam distribution with density ρ(r,s) is readily found by using Gauss’s law

Er(r,s) =
1
ε0

1
r

∫ r

0
ρ(r′,s)r′dr′ . (12)

Note that this expression at section s holds only if a0 = b0 in Eq. (9). This condition is equivalent to
β0xEx = β0yEy .
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Fig. 3: Local coasting beam approximation

Ex ∝ x Ex ∝ x
r2

x

Ex

a0−a0

Fig. 4: Radial electric field in an axi-symmetrical beam

If at position s, we have β0xEx 6= β0yEy i.e., a0 6= b0, then Eq. (12) no longer holds. In this case,
the computation of the electric field becomes more difficult, as it has to account for the different axis
symmetry. The physical x–y charge density of the beam is given by ρ(x,y) = λn(x,y) with n(x,y) from
Eq. (10). It is now convenient to define Eq. (10) as

n(x,y) =
n̂(T )
πa0b0

, (13)

with T an iso-density parameter

T =
x2

a2
0
+

y2

b2
0
.

With the use of these definitions, the transverse electric field is found by the integral

Ex =
λ

2πε0
x
∫ ∞

0

n̂(T̂ )
(a2

0 + t)3/2(b2
0 + t)1/2 dt , (14)

where the variable T̂ is defined as

T̂ =
x2

a2
0 + t

+
y2

b2
0 + t

. (15)

The derivation of this expression is given in Ref. [2]. The electric field Ey is obtained by exchanging
x↔ y and a0↔ b0. It is straightforward to verify that Eq. (14) yields Eq. (12) for the case of a0 = b0; in
fact, in this case we obtain

Ex =
λ

2πε0
x
∫ ∞

0

n̂
(

r2

a2
0+t

)

(a2
0 + t)2 dt (16)
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Fig. 5: Electric field generated by a 2D Gaussian particle distribution. For comparison, in the linear region the
gradient is the same of that of Fig. 4. The green area is the region of linear electric field. It is clear that the stronger
electric field is not found at ±a0.

with r2 = x2 + y2, and by making the variable substitution r′ = ra0/
√

a2
0 + t, we obtain Eq. (12).

According to the particle amplitude, we distinguish the electric field in three regions: (1) a linear
region close to the beam centre; (2) a non-linear region, characterized by a significant change in the
electric field in a non-linear way; (3) a far region characterized by a functional dependence as 1/r. This
third dependence is valid for a0,b0� r� R, with R the radius of the accelerator. This characterization
of the electric field is shown in Fig. 5.

5 Dynamics in the linear region
The previous section has helped to characterize the electric field generated in the transverse section of a
2D matched beam. The way in which the discussion has been developed assumes that the beam does not
change as a result of space charge; hence, the matched beam distribution is following the optics, and does
not change for other reasons. We call this distribution ‘frozen’. The x–y projection of the frozen beam at
the longitudinal position s always creates an ellipsoidal beam distribution described by Eq. (10). We now
discuss the effect of the electric field on a particle with a trajectory that remains close to the beam centre.
This means that, at any instant during the transport, the co-ordinates x,y of this particle should satisfy
the condition |x|, |y| � a0,b0. This condition simplifies Eq. (14). In fact, T̂ as defined by Eq. (15) will
always satisfy T̂ ≤ x2/a2

0 + y2/b2
0 for any t ≥ 0. As |x|, |y| � a0,b0, it follows that T̂ will always be very

small; hence, to a good approximation, we can replace T̂ = 0. We therefore find that for |x|, |y| � a0,b0
the electric field is

Ex =
λ n̂(0)
2πε0

x
∫ ∞

0

1
(a2

0 + t)3/2(b2
0 + t)1/2 dt ,

and the integral is readily evaluated, with the result:

Ex =
λ n̂(0)
πε0

1
a0(a0 +b0)

x . (17)

This equation says that all the 2D matched frozen distributions create linear forces in the proximity
of the origin. The influence on the type of beam distribution appears in the term n̂(0). This quantity
changes value according to whether the distribution is Kapchinsky–Vladimirsky, waterbag, or Gaussian.
We notice that the electric field in the proximity of the beam centre acts like a defocusing element
distributed along the ring.

As we are considering a ‘frozen’ beam, that is, a beam with sizes following the machine optics,
we can at this stage consider the electric force generated by the beam as ‘external’, just as if it is applied
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to the beam particles from a sort of a distributed quadrupole. It therefore makes perfect sense to consider
what the single-particle dynamics would be in the presence of such a force.

We remind ourselves here that the single-particle dynamics of a particle in a lattice and in the
presence of space charge is

d2x
ds2 + k0x(s)x =

q
mγ3v2

s
Ex , (18)

where k0x(s) is the horizontal focusing or defocusing strength exerted by the magnets on one charged
particle with charge q and mass m, γ = 1/

√
1− v2

s/c2, and vs is the speed of the particle. Ex is the
Coulomb electric field, and the term γ3 includes the effect of the self-magnetic field, which, at high
energies, compensates the space charge. If we substitute the electric field close to the origin (Eq. (17))
in the equation of motion (Eq. (18)), then the equation of motion becomes a Hill equation that includes
the effect of the linear space charge. This happens in the centre of the beam under the assumption that
the beam is coasting, ellipsoidal, and frozen. It is convenient to incorporate all constants in one single
coefficient called the perveance, defined as

K =
qI

2πε0mγ3β 3c3 , (19)

where I is the beam current, and β = vz/c. In the following, we take K to be always positive. The
equations of motion of the single particle then become

d2x
ds2 +

[
k0x(s)− n̂(0)

2K
a0(a0 +b0)

]
x = 0 , (20)

d2y
ds2 +

[
k0y(s)− n̂(0)

2K
b0(a0 +b0)

]
y = 0 . (21)

As previously stated, these are the equations of motion for a particle in the centre of a coasting beam.
The 2D beam distribution is defined by the Eq. (5), the x–y projection of which is given by Eq. (9). In this
discussion, the beam distribution is ‘frozen’, i.e., the type of distribution does not change, and the sizes
a0,b0 are ‘matched’ with the machine optics as a0 =

√
β0xEx and b0 =

√
β0yEy. Now we can discuss the

optics that a particle will experience in the presence of frozen space charge when its motion is close the
origin. From Eqs. (20) and (21), we find that the effective strength of the lattice is now:

k1x(s) =k0x(s)− n̂(0)
2K

a0(a0 +b0)
,

k1y(s) =k0y(s)− n̂(0)
2K

b0(a0 +b0)
. (22)

These two strengths are well defined, and produce the modified optical function β1x,α1x,β1y,α1y. Again,
we observe that the memory of the type of distribution is in the factor n̂(0), and the size of the distribution
is related to a0(s),b0(s).

6 Frozen beam matched with space charge
If we consider the modified lattice in Eq. (22), we are obliged to admit that the effective strengths k1x,k1y

will create a different optics from the original lattice. Once we fix Ex,Ey, given the optics β0x,α0x,β0y,α0y,
the frozen beam distribution creates, in the centre of the beam, via space charge, the modified optics
β1,x,α1,x,β1,y,α1,y, and this new optics is periodic, as originated by periodic functions: the effect of the
frozen space charge is to modify the Twiss parameters.
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We could now think to create a beam distribution, which is matched with the optics created by the
space charge depressed strength k1x,k1y. This beam will have the following frozen distribution matched
with the new optics

1
π2ExEy

ñ
(

ε1x

Ex
+

ε1y

Ey

)
, (23)

where the Courant–Snyder quantities ε1x,ε1y are now constructed using the modified optical functions
β1x,α1x,β1y,α1y, namely

ε1x = β1xx
′2 +2α1xxx′+ γ1xx2 ,

ε1y = β1yy
′2 +2α1yyy′+ γ1yy2 .

(24)

At this point it is clear that Eqs. (23) and (5) represent two distinct distributions, because the same
distribution function makes use of two distinct sets of optics.

To achieve a more realistic modelling of the matching of a 2D intense particle beam, it is neces-
sary that ‘both the beam distributions’ are the same. This, in fact, is what happens in the real machine:
the machine optics is changed by the beam distribution, which in turn ‘automatically’ guides the beam
evolution and creates the same optics. In other words, the matched 2D beam, including space charge,
requires the creation of a frozen beam distribution with an optics that already include the effect of that
space charge. The problem is that we do not know in advance the modified optics with space charge.
Mathematically this means finding βx,αx,βy,αy such that a =

√
Exβx,b =

√
Eyβy creates a depressed

focusing strength

kx(s) =k0x(s)− n̂(0)
2K

a(a+b)
,

ky(s) =k0y(s)− n̂(0)
2K

b(a+b)
, (25)

which in turns creates exactly βx,αx,βy,αy. The solution to this problem is not obvious and must be
discussed with care, according to the circumstances.

Practically, one starts from a ‘naked’ optics β0x,α0x,β0y,α0y, from which one finds the frozen beam
sizes a0,b0. Using Eq. (22), we find new optics β1,x,α1,x,β1,y,α1,y. The new modified optics includes the
space charge in an ‘inconsistent’ fashion. However, if the space charge is not too strong, the modified
optics is closer than the naked one to the solution. Therefore, we can repeat the process, now creating
another frozen beam, matched with the optics β1,x,α1,x,β1,y,α1,y, from which we compute the new beam
sizes a1,b1 and again, using an equation similar to Eq. (22), we find a new optics β2,x,α2,x,β2,y,α2,y. This
procedure of steps defines an infinite sequence by recursion:

βn,x,αn,x,βn,y,αn,y −→ βn+1,x,αn+1,x,βn+1,y,αn+1,y ,

which starts from β0x,α0x,β0y,α0y. If the sequence converges, the limit is our βx,αx,βy,αy, which satis-
fies Eq. (25). Practically if the sequence converges, an adequate approximation is reached in a relatively
small number of iterations.

7 Stationary distributions
Till now we have treated the space charge created by a frozen beam. That is, a beam of the sizes which
are frozen to the beam optics; in the last section, we found that it is closer to the reality if the frozen
beam is matched with the optics that include the space charge (generated by the beam itself). However,
another assumption has been implicitly used: we always assumed that the type of distribution remains
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the same during the beam evolution. In the framework of the frozen beams, this is perfectly allowed. We
now discuss what happens if we allow all particles to evolve according to the actual electric field, in a
self-consistent way. We basically want to discuss the evolution of the complete beam. In general, our
‘matched’ distribution will evolve in a very complex way. If the mechanisms that lead to beam change
are slow on the time-scale under consideration, we can assume that the distribution will remain matched,
i.e., it keeps a form type

n(x,x′,y,y′,s) =
1

π2ExEy
ñ
(

εx

Ex
+

εy

Ey
,s
)
,

where the appearance of the variable s in the function describing the beam distribution means that the
type of distribution may change with time, for example a Kapchinsky–Vladimirsky distribution may
change and become a Gaussian. In complete generality, the evolution of a particle distribution is ruled
by the Vlasov equation. For convenience, let us call~v = (x,x′,y,y′); the Liouville theorem states that:

∂
∂ s

n(~v,s)+∑
i

v′i
∂

∂vi
n(~v,s) = 0 (26)

except that now the quantities v′i are obtained from the canonical equations, which read:

v′i = Si j
∂

∂v j
H(~v) , (27)

with

S =




0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0


 ,

and H(~v) the Hamiltonian of the system.

Equations (26) and (27), jointly, form the Vlasov equation, which, in its explicit form, reads:

∂n
∂ s

+(~∇n) · (S~∇H) = 0 .

Note that, with space charge, the Liouville theorem is still applicable if bulk space charge and beam
currents can be described by vector potentials φ ,~A (see Ref. [3]).

This equation tells how the particle density, i.e., the function n, changes in time. This is expressed
by the dependence on s, which, where it exists, yields ∂

∂ s n(~v,s) 6= 0. If, instead,

∂
∂ s

n(~v,s) = 0 ,

this means that the particle distribution does not depend on s; hence, it does not change ‘shape’ with
time. In the absence of space charge, or with very small space charge, the general particle distribution

ñ
(

ε0x(x,x′,s)
Ex

+
ε0y(y,y′,s)

Ey
,s
)

is stationary. In fact, it is easy to check that, in the absence of space charge,

∂
∂ s

ñ
(

ε0x(x,x′,s)
Ex

+
ε0y(y,y′,s)

Ey
,s
)
= 0 .

In the presence of space charge, the situation is much more complicated. There is only one known
distribution that is stationary with space charge and that is the Kapchinsky–Vladimirsky distribution.
In fact, for the Kapchinsky–Vladimirsky distribution,

n(~v,s) =
1

π2ExEy
δ
(

εx

Ex
+

εy

Ey
−1
)
, (28)
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if used in Eq. (9), we find that the function F(t) becomes F(t) = Θ(t−1), where the function Θ(u) has
value Θ(u) = 0 if u< 0, and Θ(u) = 1 if u> 0. Therefore, we find

n(x,y) =
1

πab

[
1−Θ

(
x2

a2 +
y2

b2 −1
)]

=
1

πab
Θ
(

1− x2

a2 −
y2

b2

)
,

which simply means that if (x,y) is inside the beam, i.e., if

x2

a2 +
y2

b2 ≤ 1 ,

the projection of the beam on the x–y plane has constant density n(x,y) = 1/(πab); if (x,y) is outside
the beam, then n(x,y) = 0, as one expects. As n(x,y) is constant, we find that the electric fields are linear
everywhere inside the beam. In fact, Eq. (14) specialized to the Kapchinsky–Vladimirsky distribution
yields

Ex =
λ

2πε0
x
∫ ∞

0

1
(a2

0 + t)3/2(b2
0 + t)1/2 dt (29)

for any (x,y) inside the beam, and by direct integration we find

Ex =
λ

πε0
x

1
a0(a0 +b0)

.

Similarly, for the y plane. We therefore find that the Kapchinsky–Vladimirsky distribution creates a linear
electric field everywhere inside the beam. This electric field enters the Hill’s equation, and consequently
the optics with space charge can be obtained. But now it is straightforward to prove that, for the particle
distribution in Eq. (28), we find

∑
i

v′i
∂

∂vi
n(~v,s)+

∂n
∂εx

∂εx

∂ s
+

∂n
∂εy

∂εy

∂ s
= 0 ,

which implies that
∂
∂ s

n
(

εx(x,x′,s)
Ex

+
εy(y,y′,s)

Ey
,s
)
= 0 ,

that is the Kapchinsky–Vladimirsky is a stationary distribution. (The partial derivative is applied only to
the last s, i.e., to the functional dependence of the type of distribution). All this means that any initial
Kapchinsky–Vladimirsky distribution will remain a Kapchinsky–Vladimirsky distribution, that is, this
distribution will not change shape during the beam evolution.

Next, we show an example of evolution of a non-stationary beam distribution. In Fig. 6, we see in
green the y profile of a Kapchinsky–Vladimirsky distribution. This distribution is injected into a lattice
with Q0x = Q0y = 4.41 with emittances ε̃x = ε̃y = 5 mm-mrad. A mismatch of M = 30% is applied
in both planes. This means that the x co-ordinates are multiplied by 1.3, and the x′ co-ordinates are
divided by 1.3, leaving the emittance unchanged, and likewise for the y plane. (The space charge tune-
shift is ∆Qx = −0.165). The distribution is left circulating in a ring for 200 turns, and afterwards the
beam profile is shown by the black curve. The particle-in-cell simulation clearly shows that the beam
distribution changes shape and readjusts to a different type.

8 Beam characterization
Unless something dramatic happens to the beam, the beam distribution does not change too quickly.
Therefore, for a short time-scale, one can ask on how a beam distribution can be characterized.

Experimentally, this task is very difficult, as it necessitates a complete 4D phase space reconstruc-
tion, and in circular machines only the measurement of beam profiles is part of normal diagnostics, or
the application of 2D tomographic techniques.
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Fig. 6: Evolution of non-stationary beam distribution as obtained from a particle-in-cell simulation

From the point of view of multiparticle simulations, at each step of a simulation, the full multi-
particle beam distribution is accessible, and a characterization of the beam is useful. The easier way to
characterize the beam is through the second-order moments. If the centre of mass of the beam is in the
origin, i.e., if ∑N

i=1 xi = ∑N
i=1 x′i = ∑N

i=1 yi = ∑N
i=1 y′i = 0, with N the total number of macro-particles, the

second-order moments

〈x2〉= 1
N

N

∑
i=1

x2
i ,

〈x′2〉= 1
N

N

∑
i=1

x′i
2
,

〈xx′〉= 1
N

N

∑
i=1

xix′i

(30)

enable the following quantities to be defined: the r.m.s. beam size x̃ is defined as

x̃ =
√
〈x2〉 ,

and the r.m.s. beam emittance ε̃x is defined as

ε̃x =

√
〈x2〉〈x′2〉−〈xx′〉2 .

Similar moments and definitions apply for the y plane.

For matched beams, as we defined in this paper, there is a direct relation between the quantities
Ex,Ey, the beam distribution type, and second order moments. By assuming that the 2D beam distribution
has the general analytic shape

n(x,x′,y,y′) =
1

π2ExEy
ñ
(

ε0x(x,x′,s)
Ex

+
ε0y(y,y′,s)

Ey

)
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Table 2: Main properties of the three types of distribution. For KV, and WB distribution, the spatial distribution
n(x,y) is meant in the domain x2/a2 + y2/b2 ≤ 1.

n(x,x′,y,y′) n(x,y) a/x̃ Ex/ε̃x

Kapchinsky–Vladimirsky 1
π2ExEy

δ
(

εx
Ex
+

εy
Ey
−1
)

1
πab 2 4

Waterbag 2
π2ExEx

Θ
(

1− εx
Ex
− εy

Ey

)
2

πab

(
1− x2

a2 − y2

b2

) √
6 6

Gaussian 1
4π2ExEy

exp
[
−1

2

(
εx
Ex
+

εy
Ey

)]
1

2πab exp
[
−1

2

(
x2

a2 +
y2

b2

)]
1 1

and ignoring at this point the possible s dependence of the type of distribution, we find characteristic
relations between r.m.s. sizes x̃, ỹ, and sizes a,b, also between Ex,Ey and the r.m.s. emittances ε̃x, ε̃y.
These relations are shown in Table 2 for the three types of distribution here presented. The ratios a/x̃,
and Ex/ε̃x are important; in fact, we see that the relation between the edge of a beam and the r.m.s. size
depends on the type of distribution that we are dealing with.

9 Envelope equation
As discussed in the previous section, the Kapchinsky–Vladimirsky distribution is stationary, that is,
a Kapchinsky–Vladimirsky distribution will evolve while remaining a Kapchinsky–Vladimirsky type.
From the previous section, we find that, once the type of a certain matched distribution is known, we
need to know only two parameters to completely define all its properties. These parameters can be Ex,Ey,
or a,b. Alternatively, r.m.s. quantities are also helpful to find these two parameters, for example, ε̃x, ε̃y,
or x̃, ỹ.

For linear lattices, the Kapchinsky–Vladimirsky distribution is stationary; hence, we can describe
the evolution of the beam distribution by characterizing the evolution of the chosen parameters. The
r.m.s. emittances have the interesting property that they remain constant under linear forces. In fact, from
the definition ε̃2

x = 〈x2〉〈x′2〉−〈xx′〉2, it is easy to verify that

dε̃2
x

ds
=

d
ds
(〈x′2〉〈x2〉−〈xx′〉2) = 2(〈x′x′′〉〈x2〉−〈xx′〉〈xx′′〉) . (31)

If the forces acting on each particle are linear; hence, if the equation of motion is x′′ = ξ (s)x with ξ (s)
an arbitrary function, then using it in Eq. (31) yields dε̃2

x /ds = 0.

Therefore, for linear forces ε̃x cannot be used to describe the evolution of the beam. We have to
consider the r.m.s. beam sizes instead. From the definition of x̃ we find

x̃′ =
〈xx′〉

x̃

and

x̃′′ =
〈xx′′〉x̃2 + 〈x′2〉x̃2−〈xx′〉2

x̃3 . (32)

By using the definition of the r.m.s. emittance, we find

x̃′′ =
〈xx′′〉

x̃
+

ε̃2
x

x̃3 . (33)

As the equations of motion are linear,

d2x
ds2 +

[
k0x(s)−

2K
a(a+b)

]
x = 0 , (34)
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we then find

x̃′′+ k0x(s)x̃−
2K

a(a+b)
x̃− ε̃2

x

x̃3 = 0 .

As we are discussing a Kapchinsky–Vladimirsky distribution, we can rewrite a,b as functions of the
r.m.s. sizes and find

x̃′′+ k0x(s)x̃−
K

2(x̃+ ỹ)
− ε̃2

x

x̃3 = 0 .

A similar equation holds for the y plane inverting x̃ ↔ ỹ. The fact that ε̃x and ε̃y are constant for a
Kapchinsky–Vladimirsky distribution allows to use the r.m.s. envelope equations,

x̃′′+ k0x(s)x̃−
K

2(x̃+ ỹ)
− ε̃2

x

x̃3 = 0 , (35)

ỹ′′+ k0y(s)ỹ−
K

2(x̃+ ỹ)
−

ε̃2
y

ỹ3 = 0 , (36)

(37)

to predict the evolution of x̃, ỹ. As the Kapchinsky–Vladimirsky distribution does not change type, we
can compute the evolution of the envelopes a,b, as a = 2x̃,b = 2ỹ.

10 R.m.s. equivalent beams
If the time-scales considered are short enough, so that the distribution does not significantly change type,
we can wonder if there exists a generalization of the r.m.s. envelope equations. We face here the prob-
lem of how to describe the evolution of a non-Kapchinsky–Vladimirsky distribution, which, therefore,
necessarily yields non-linear space charge forces. We start here with the assumption that the beam distri-
bution, i.e., the type of distribution, does not change. Again, the evolution of the beam is described by
the two quantities that characterize the beam. The evolution of the r.m.s. moments requires evaluation of
the quantity 〈xx′′〉 in Eq. (32), but now the equation of motion of a single particle becomes

d2x
ds2 + k0x(s)x−Kx

∫ ∞

0

n̂(T̂ )
(a2 + t)3/2(b2 + t)1/2 dt = 0 , (38)

(39)

where T̂ is given by Eq. (15). Therefore,

〈xx′′〉=−k0x〈x2〉+K
〈

x2
∫ ∞

0

n̂(T̂ )
(a2 + t)3/2(b2 + t)1/2 dt

〉
,

and the last term becomes rather complicated to compute. However, Sacherer has proved [4] that for the
class of beam distributions

ρ = λ
1

πab
n̂
(

x2

a2 +
y2

b2

)
,

which are our matched beams, the following remarkable result holds:

K
〈

x2
∫ ∞

0

n̂(T̂ )
(a2 + t)3/2(b2 + t)1/2 dt

〉
=

K
2

x̃
x̃+ ỹ

.

This is valid independently of the function n̂(t). Therefore, Eq. (33) becomes

x̃′′ =−k0x(s)x̃+
K
2

1
x̃+ ỹ

+
ε̃2

x

x̃3 . (40)
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This equation shows that the effect of the space charge in the term 〈xx′′〉 has always the same functional
form, as for a Kapchinsky–Vladimirsky beam. This result is remarkable because it means that, independ-
ently of the type of beam distribution, if a beam is matched and the distribution type does not change,
the r.m.s. envelope will evolve in the same way: this also means that if two beams have the same r.m.s.
moments at given s, their r.m.s. envelopes will evolve in the same manner. These beams are called r.m.s.
equivalent.

Clearly, this result is valid as long as the type of distribution does not change. If the r.m.s. emittance
does not change, then the equations can be directly integrated; however, if r.m.s. emittance changes, it is
then necessary to provide its evolution, as Eq. (40) alone will not be sufficient to predict the evolution
of x̃.

11 Incoherent tune-shift
The tune of a single particle for a linear machine is defined as

Q0x =
1

2π

∫ L

0

1
β0x(s)

ds ,

and the Courant–Snyder theory shows that a localized gradient error of integrated strength ∆kx produces
a change of tune as

∆Q0x =
1

4π
β0x(s)∆kx .

The space charge in the centre of a beam acts exactly as a small defocusing gradient error. If a particle has
small transverse amplitude (i.e., is mainly close to the beam centre), then the effect of the space charge
on this particle when it goes from s to s+∆s, is given a local kick

∆x′ = n̂(0)
2K

a(s)[a(s)+b(s)]
x∆s ,

in the same way, a local gradient ∆kx produces a kick ∆x′ = −∆kxx. The positive sign of the kick stems
from the space charge force, which is always defocusing. Therefore, the change of tune is then

∆Q0x =−
1

4π
β0x(s)n̂(0)

2K
a(s)[a(s)+b(s)]

∆s .

By integration of all the distributed effect of space charge along the circumference, we obtain

∆Q0x =−
1

4π

∫ L

0
β0x(s)n̂(0)

2K
a(s)[a(s)+b(s)]

ds .

Now we rewrite this equation as

∆Q0x =−
1

4π
1
Ex

∫ L

0

β0x(s)
βx(s)

n̂(0)
2K

1+
√

Eyβy(s)
Exβx(s)

ds .

If the space charge is not too strong, then β0x/βx(s)' 1, and

∆Q0x =−
1

4π
1
Ex

n̂(0)2K2πR

〈
1

1+
√

Eyβy(s)
Exβx(s)

〉

s

,

where 〈〉s is the average over the machine length, and R is the average machine radius.

We next consider the decomposition of the beta functions around their average 〈βx〉s, and 〈βy〉s, as

βx(s) = 〈βx〉s +∆βx(s) ,

βy(s) = 〈βy〉s +∆βy(s) ,
(41)

15

SPACE CHARGE IN CIRCULAR MACHINES

367



and we also consider the following auxiliary function

A (x,y) =
1

1+
√

Eyy
Exx

.

It is clear that
1

1+
√

Eyβy(s)
Exβx(s)

= A (βx(s),βy(s)) ,

and A can be Taylor expanded around 〈βx〉s,〈βy〉s, as

A (βx(s),βy(s)) = ∑
n,m

∂ n
x ∂ m

y A (x,y)|x=〈βx〉s,y=〈βy〉s
[∆βx(s)]n[∆βy(s)]m

n!m!
.

Therefore,

〈A (βx(s),βy(s)〉s = ∑
n,m

∂ n
x ∂ m

y A (x,y)|x=〈βx〉s,y=〈βy〉s
1

n!m!
〈[∆βx(s)]n[∆βy(s)]m〉s

= A (〈βx〉s,〈βy〉s)+O(〈∆β 2
x 〉s,〈∆β 2

y 〉s) ,
(42)

because by definition 〈∆βx〉s = 〈∆βy〉s = 0. This means that
〈

1

1+
√

Eyβy(s)
Exβx(s)

〉

s

=
1

1+
√

Ey〈βy〉s
Ex〈βx〉s

+O(〈∆β 2
x 〉s,〈∆β 2

y 〉s) .

This formula states that if the beta functions do not oscillate too much away from the average beta, then
we can approximate the L.H.S. with the first term of the expansion and neglect the higher order terms
in ∆βx, and ∆βy. This can be seen by the second term of the expansion, which is the quadratic in the
average deviation from the average beta, and which becomes small for not too wild oscillation of the
beta. Therefore, under these conditions, we obtain

∆Q0x =−
1
Ex

n̂(0)K
R

1+
√

Ey〈βy〉s
Ex〈βx〉s

=−n̂(0)K〈βx〉s
R√

Ex〈βx〉s(
√

Ex〈βx〉s +
√

Ey〈βy〉s)
.

In a similar way, we can now expand the beta function in the depressed tune formula,

Qx =
1

2π

∫ L

0

1
βx(s)

ds ,

and we find
Qx =

R
〈βx〉s

+
R
〈βx〉3s

〈∆β 2
x 〉s + ...

Under the same approximation of not too wild beta oscillation, we can approximate Qx = R/〈βx〉s, and
by substitution, we finally obtain

∆Q0x =−
R2

Qx
n̂(0)K

1√
Ex〈βx〉s(

√
Ex〈βx〉s +

√
Ey〈βy〉s)

. (43)

This formula is very intuitive, and has a deep meaning: the incoherent space charge tune-shift appears to
be insensitive to the machine optics, but to depend to an ‘equivalent’ smooth accelerator structure with
the same tunes as the original one.
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Table 3: Factor f as function of beam distribution.

Kapchinsky–Vladimirsky Waterbag Gaussian
f 1 4/3 2

12 Space charge tune-shift for r.m.s. equivalent beams
The last formula gives the tune-shift as a function of the quantities Ex,Ey. For practical uses, it is useful
to modify Eq. (43) using r.m.s. emittances. First, we observe that for a matched beam

x̃2 = Exβx(s)
1
2

∫ ∞

0
tn̂(t)dt ,

and the r.m.s. emittance is
ε̃x = Ex

1
2

∫ ∞

0
tn̂(t)dt .

Therefore, we can rewrite the tune-shift as

∆Q0x =−
R2

Qx
n̂(0)K

1
2

∫ ∞

0
tn̂(t)dt

1√
ε̃x〈βx〉s(

√
ε̃x〈βx〉s +

√
ε̃y〈βy〉s)

,

and define a peak tune-shift as
∆Q0x = f ˜∆Q0x (44)

where
˜∆Q0x =−

R2

Qx

K
4

1√
ε̃x〈βx〉s(

√
ε̃x〈βx〉s +

√
ε̃y〈βy〉s)

, (45)

is the tune-shift of a Kapchinsky–Vladimirsky beam r.m.s. equivalent to the beam we are considering.
The factor f incorporates the type of the distribution, and is

f = 2n̂(0)
∫ ∞

0
tn̂(t)dt .

The values of f according to the type of distribution are shown in Table 3. These results show that r.m.s.
equivalent beams having the same perveance will produce different peak tune-shift according to the type
of distribution.

13 Space charge limit
The previous results allow us to discuss which is the maximum current or, equivalently, the maximum
number of particles a coasting beam may have in an accelerator. The limiting factor is the maximum
allowed incoherent space charge tune depression, which is dictated by the necessity of avoiding the
overlap of the tune-spread with machine resonances. We proceed by discussing the horizontal plane, but
similar formulae are obtained on exchanging the x and y planes. As the resonances up to the fourth order
may be dangerous for beam survival, it is then assumed that the space charge limit is set by the condition

|∆Q0x| ≤ |∆Qxl| ' 0.25 ,

see Ref. [3]. This constraint can be used in Eq. (44); inverting this equation, we obtain the maximum
longitudinal particle density, which reads

dN
ds

=
λ
eZ

=
8πε0muAγ3v2

e2Z2
|∆Qxl|

f
ε̃x

R

(
1+

√
〈βy〉sε̃y

〈βx〉sε̃x

)
, (46)

17

SPACE CHARGE IN CIRCULAR MACHINES

369



where A is the mass number, mu the nucleon mass, Z is the charge state of the particle, and e is the
elementary charge.

The same argument applies to bunched beams although we did not discuss the space charge field
of a bunched beam. In fact, if a bunch is very long with respect to the transverse size, then the local
coasting beam approximation enables the ‘local’ transverse tune-shift to be computed according to the
local charge-line density λ (z). In complete analogy, we can speak of the local current I(z), which is
largest where the local particle density is the largest. Therefore, one finds the peak current Ipeak in the
centre of the bunch (z = 0). To compare how different a bunched beam is from a coasting beam, it is
customary to compare the peak current of a bunched beam Ipeak with the current of a coasting beam
composed of the same number of particles Iaverage. The ratio B f = Iaverage/Ipeak, called bunching factor,
quantifies the difference between bunched beams and coasting beams. Clearly, the bunching factor is
depending on the longitudinal beam distribution, and on how many bunches are accommodated in a
circular machine. If B f = 1 then the beam is un-bunched; the more the longitudinal bunch distribution is
peaked, the smaller is B f . As the largest transverse tune-spread is at the bunch centre, for that transverse
section, the space charge limit is given by Eq. (46). The maximum number of particles in the ring to
reach the space charge limit (hence the maximum average current), is found by multiplying Eq. (46) by
B f and integrating along the circumference:

Ntot = B f
4(2π)2ε0muAγ3v2

e2Z2
|∆Qxl|

f
ε̃x

(
1+

√
〈βy〉sε̃y

〈βx〉sε̃x

)
. (47)

From Eq. (47), it appears evident which are the critical parameters to increase the total number
of particles stored in a ring: the bunching factor B f , and the type of transverse distribution, i.e., the
parameter f . By increasing B f , and making a beam closer to a Kapchinsky–Vladimirsky distribution, if
possible, Ntot will be increased. Alternatively one should compensate all natural resonances so that |∆Qxl|
can be taken larger, or increase the energy of the beam to reach higher γ .

14 Oscillation of mismatched beams
Consider a low-intensity 2D beam matched with the machine optics at the longitudinal position s0, see
left panel of Fig. 7. Suppose now that we distort the beam, as shown in the right panel of Fig. 7. The black
ellipse in the right panel of Fig. 7b marks the initial edge of the beam before distortion. The stretched
phase space now has two ‘wings’, which we call A and B. If we follow the beam evolution, each particle
rotates with instantaneous phase advance 1/βx(s). While the beam moves ahead (increases s), the beam
ellipse rotates in the co-moving reference frame preserving its area. The two beam wings out of the initial
beam black ellipse, marked A and B, will also rotate as s increases, as indicated by the red curved arrows.

The beam envelope is found by taking the outermost particle, and with this definition for this type
of mismatched beam the envelope cannot distinguish between the two beam wings. Consequently, if the
beam ellipse rotates through 180◦, the two wings will swap (A↔ B), but the beam envelope will remain
the same. Therefore, the beam envelope oscillates with a frequency that is the double the frequency of
the single particle, i.e., the beam envelope will oscillate with a phase 2π(2Qx0) per turn.

This argument merely considers the single-particle dynamics, but the effect of space charge on a
mismatched beam is more subtle.

To visualize the effect of the mismatch, we consider the quantity ∆x(s) = a(s)−a0(s), where with
a0(s) we indicate the matched envelope at location s, whereas with a(s) we indicate the ‘mismatched
envelope’ at location s. Figure 8 shows the evolution of ∆x(s) as obtained from a multiparticle simu-
lation for two beams, one with low intensity (green), and one with high intensity (red). Both beams are
mismatched by the same amount. The picture shows clearly that the high-intensity mismatched beam
has a longer wavelength than the low-intensity one, which seems to indicate that the depressed tunes
play a role in creating this shift. Therefore, at first sight, one would use the same argument as illustrated
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Fig. 7: Dynamics of mismatched beam. Left-hand side: initial matched beam distribution. Right-hand side: mis-
matched beam. The mismatch is produced by creating the ‘wings’ A and B.
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Fig. 8: Dynamics of mismatched beam. Green: beam with low intensity. Red: beam with high intensity

in Fig. 7 to discuss the dynamics of a mismatched high-intensity beam. As the space charge will depress
the single-particle tune, one would conclude that the beam envelope will make 2Qx oscillations per turn,
where Qx is the depressed tune. However, this is not true.

15 Coherent frequencies
To explain the effect of space charge on a mismatched beam, we need to start from the envelope equa-
tions. For this discussion, it is easier to use a constant-focusing lattice, and for convenience we re-
scaled the r.m.s. envelope to the matched solution as x̃ = x̂x̃0, ỹ = ŷỹ0. Here x̃0, ỹ0 are the r.m.s. matched
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envelopes for a Kapchinsky–Vladimirsky beam with r.m.s. emittances ε̃x, ε̃y and perveance K. In these
terms, the envelope equations take the form

x̂′′+ k0x(s)x̂−
K
2

1
x̃0(x̃0x̂+ ỹ0ŷ)

− ε̃2
x

x̃4
0x̂3 = 0 , (48)

ŷ′′+ k0y(s)ŷ−
K
2

1
ỹ0(x̃0x̂+ ỹ0ŷ)

−
ε̃2

y

ỹ4
0ŷ3 = 0 . (49)

If x̂ = ŷ = 1, the beam is matched. If the beam is mismatched, then we can define δ x̂ = x̂− 1 and
δ ŷ = ŷ− 1, and Eqs. (48) and (49) can be expanded around the matched solution. After some algebra,
and neglecting quadratic terms of the incoherent tune-shift, we find:

δ x̂′′+axxδ x̂+axyδ ŷ = 0 ,

δ ŷ′′+ayxδ x̂+ayyδ ŷ = 0 ,
(50)

with

axx = 4
(

Q0x

R

)2

− 2Q0x∆Qx

R2

(
x̃0

x̃0 + ỹ0
−3
)
,

axy =−
2Q0x∆Qx

R2
ỹ0

x̃0 + ỹ0
,

ayx =−
2Q0y∆Qy

R2
x̃0

x̃0 + ỹ0
,

ayy = 4
(

Q0y

R

)2

− 2Q0y∆Qy

R2

(
ỹ0

x̃0 + ỹ0
−3
)
.

(51)

These are two linearly coupled second-order differential equations with constant coefficients. By making
a proper linear co-ordinate transformation (δ x̂,δ ŷ)→ (ξ ,ν), the system in Eq. (50) can be decoupled
into two independent differential equations,

ξ ′′+λ+ξ = 0 ,

ν ′′+λ−ν = 0 ,
(52)

with λ± = Q2
±,coh/R2 the eigenvalues of the matrix ai j defining Eq. (50). For x̃0 6= ỹ0, in good approxi-

mation

Q+,coh = 2Q0x−
1
2

∆Qx

(
x̃0

x̃0 + ỹ0
−3
)
,

Q−,coh = 2Q0y−
1
2

∆Qy

(
ỹ0

x̃0 + ỹ0
−3
)
.

Therefore, we find that the oscillations of the envelopes around the matched solutions are obtained by
the compositions of the modes with tunes Q±,coh because of inverting (ξ ,ν)→ (δ x̂,δ ŷ). We observe that
Q±,coh can be re-cast in a different form as

Q+,coh = 2Qx−
1
2

∆Qx

(
x̃0

x̃0 + ỹ0
+1
)
, (53)

Q−,coh = 2Qy−
1
2

∆Qy

(
ỹ0

x̃0 + ỹ0
+1
)
, (54)

where Qx,Qy are the depressed tunes by the incoherent space charge tune-shift, as previously discussed.
These last two equations show that the modes oscillate with an extra term to the 2Qx,2Qy which has a
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Fig. 9: Spectrum of oscillations of x̃. Black: low intensity. Green: high intensity. Dashed lines are drawn to theo-
retical predictions.

coherent nature, and act in the opposite direction of the incoherent tune-shift, increasing the frequency
of the mode. (The sign of ∆Qx,∆Qy is negative).

Figure 9 shows the Fourier spectrum of the r.m.s. envelope of a mismatched beam. The beam
is tracked in an arbitrarily chosen constant-focusing lattice of length L = 110 m, with tunes Q0x =
2.655,Q0y = 2.823. The incoherent space charge tune-shift is ∆Q0x = −4× 10−2, ∆Qy = −5.6× 10−2.
The dashed lines show the theoretical predictions. The black spectrum is obtained by tracking a mis-
matched beam with no space charge, and we find it peaked on 2Q0x, as expected from the argument
of the previous section. However, when the space charge is activated, the spectrum shown by the green
solid curve is now peaked on the coherent frequency as predicted by the theory of Eq. (53). Note that the
frequency 2Qx is not excited.

This analysis is based on the r.m.s. envelope equations, and more modes of oscillation exist. A full
discussion of these modes based on Vlasov equation can be found in Ref. [5]; a visual representation is
shown in Fig. 10.

16 Tune-spread: the non-linear region
The previous analysis of the oscillations of the mismatched beam relies on the envelope equations. How-
ever, these equations do not consider the actual tune that each particle experiences. We already dis-
cussed, in Section 5, the dynamics in the linear region of the space charge field, and found a deviation
of the single-particle tune from the bare tunes, which we called the incoherent space charge tune-shift
∆Q0x,∆Q0y. The effect on the dynamics of the non-linear field regime introduced in Section 4 is still to
be discussed. A first effect of the non-linear field will be to change the single-particle tunes by a different
amount from ∆Q0x,∆Q0y. The best way to visualize this effect is to plot, for each beam particle, its tune’s
deviation from the machine bare tunes. This may be computed with a standard procedure by analysing the
frequency of each particle using a turn-by-turn data method [6]. The set of all these incoherent tunes is
called space charge tune-spread. Figure 11 shows the space charge tune-spread for the three distributions
presented.
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Fig. 11: Tune-spread of main types of particle distributions. Left-hand side: Kapchinsky–Vladimirsky (KV). Cen-
tre: waterbag (WB). Right-hand side: Gaussian (G). Blue: bare tune. Green: Kapchinsky–Vladimirsky tune-shift.
Red: tune-shift for (centre) waterbag or (right-hand side) Gaussian.
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The left-hand panel shows the tune-spread of a Kapchinsky–Vladimirsky distribution. Each single-
particle tune is a black dot. The blue marker shows the machine bare tune, and the green marker shows
incoherent detuning, as predicted by the theoretical formula of Eq. (43). The figure clearly shows that all
single-particle tunes are, to a good approximation, overlapping with the theoretical tune. This happens
because the electric field generated by the Kapchinsky–Vladimirsky is linear everywhere inside the beam
distribution.

The panel in the centre shows the tune-spread for a 2D waterbag beam, this beam has the same
perveance as the Kapchinsky–Vladimirsky beam, but the sizes are chosen so that it is r.m.s. equivalent.
The set of tunes is now not overlapping and is spread over a triangular shape. The red marker shows
the incoherent space charge tune-shift, as computed using Eq. (43). The factor f is now 4/3, and is
responsible for the increase of the tune-shift.

The panel on the right shows the space charge tune-spread for a Gaussian distribution, still r.m.s.
equivalent to the Kapchinsky–Vladimirsky beam. This graph shows that the single-particle tunes are
spread over a larger area, and the density of tunes decreases as the tunes approach the machine bare tune.
Now f = 2, and the graph shows that the distance between the green and blue markers is equal to the
distance between the red and the green marker.

17 Amplitude-dependent detuning
Figure 11 shows that all particles experience the same space charge tune-shift only for the Kapchinsky–
Vladimirsky beam. For the other distributions, waterbag and Gaussian, the non-linear field creates differ-
ent tunes according to how particles are distributed. It, therefore, makes sense to ask if there is any
relation between the particle position and the detuning experienced by that particle. An intuitive argument
helps qualitatively in understanding what happens: when a particle has a large single-particle emittance
εx,εy, i.e., large oscillation amplitudes, this particle following the betatron motion travels periodically
through the beam core and also through the beam tails; therefore, on ‘average’, this particle experiences a
weaker electric field than those particles with small amplitudes that always stayed close the beam centre.
Hence, the space charge tune-shift of a particle with large amplitudes will be smaller than ∆Q0x,∆Q0y.
Therefore, the larger the particle amplitude, the closer the particle tune is to the bare machine tune
because it is as if the space charge is not contributing to the single-particle dynamics. In the left panel
of Fig. 12, we plot all single-particle tunes of the right panel of Fig. 11 as a function of the X amplitude
re-scaled with the beam r.m.s. size. It can be seen that all the black dots are well contained within a red
curve of simple functional dependence as

∆Qx ' ∆Qx,max
1

1+
(

X
2σx

)2 .

The particle tunes are also found above the red curve, because of the vertical transverse amplitudes:
even if a particle has zero horizontal amplitude, the vertical amplitude can be large, hence the horizontal
transverse electric field will be diminished, with consequent reduction of the space charge tune-shift. The
right-hand panel of Fig. 12 shows the tunes of a few particles with initial εy ' 0. These black markers
overlap the red curve to good approximation.

There are more complex formulae to describe the relation between single-particle emittances (or
particle action) and space charge tune-shift. For example, see Ref. [7].

18 Mismatched beams: free energy and emittance growth
Till now we have discussed the effect of space charge on the frequencies of particle oscillations in a beam,
and on the coherent oscillation frequencies of the beam envelope. In those analyses, the starting point is
from a matched beam whose properties do not change with time: this also means that all the different
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amplitude. Right-hand side: only particles with εy = 0 are shown.

forms of beam energy are stationary, i.e., the beam is in ‘equilibrium’, and it has been assumed that
any perturbation of the beam creates an oscillatory behaviour around the stationary solution. However,
the possibility that the perturbation might modify the original stationary state of the beam has not been
addressed.

We now discuss the possibility that, when brought out of equilibrium, a beam may evolve to a new
stationary state. This discussion is developed using the concept of free energy (see in Ref. [3]). When a
beam is in a stationary state, there is no free energy but when the beam is significantly perturbed, free
energy is created, and this energy, assisted by other mechanisms, will re-distribute between all forms of
energy, taking the beam into a new stationary state.

We make a discussion for a Kapchinsky–Vladimirsky circular beam transported in an axi-symmetric
constant-focusing lattice. In this case, x̃ = ỹ and, for convenience, we use the envelope a = 2x̃. As the
beam is circular, we drop the index x or y. For convenience we also use the full beam emittance E = 4ε̃ .

We recall that a stationary a beam distribution is characterized by the condition a′′ = 0, which
means

k0a− K
a
− E 2

a3 = 0 .

It is also convenient to define the depressed focusing strengths as in Eq. (25), which now reads

k = k0−
K
a2 . (55)

We now compute the energy content of a beam when it is in a stationary state. There are three
different form of energy:

1. transverse kinetic energy;
2. potential energy of particles in the potential of the lattice;
3. potential energy of the Coulomb field created by the particle distribution.

18.1 Transverse kinetic energy
The transverse kinetic energy of one particle is 1

2 mγ(v2
x + v2

y); therefore, the average kinetic energy of
one particle is

Ek =
1
2

mγ(〈v2
x〉+ 〈v2

y〉) ,
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and by using the definitions vx = vx′, vy = vy′ we find

Ek =
1
2

mγv2(〈x′2〉+ 〈y′2〉) .

As the beam is axi-symmetric, 〈x′2〉= 〈y′2〉,

Ek = mγv2〈x′2〉 .

As the beam is stationary, the equation of motion of a single particle in the beam is x′′+ kx = 0, and
consequently ‘depressed optics’ is generated, as discussed in Section 6. For this lattice, we find that
the modified optics is given by the beta function, βx = 1/

√
k, and αx = 0. For a matched beam, the

second-order moments can be related to the depressed optics according to

〈x2〉= βxε̃x ,

〈x′2〉= γxε̃x ,

〈xx′〉=−αxε̃x ,

(56)

with ε̃x the r.m.s. emittance. In particular, for the constant-focusing case we find 〈x′2〉= 1
βx

ε̃x =
1

β 2
x

βxε̃x =
1

β 2
x
〈x2〉= k〈x2〉. Therefore, the kinetic energy per particle is

Ek = mγv2k〈x2〉 . (57)

18.2 Potential energy
The transverse potential energy due to the lattice alone is computed by writing the equation of motion in
the time domain; in one plane the equation becomes

d2

dt2 mγx = mγv2k0x ,

a similar equation is found for the vertical plane with the substitution x→ y. Therefore, the potential
energy of one particle is then

mγv2k0

(
x2

2
+

y2

2

)
.

From this relation, we compute the average potential energy per particle as

Ep = mγv2k0〈x2〉 .

18.3 Field energy
The field energy is the energy necessary to create the beam, i.e., to create the configuration of charges
and currents. It consists of two densities of field energy,

ε0

2
~E2,

1
2µ0

~B2 ,

the electric and the magnetic field energy. The total field energy is computed by integrating the density
of field energy over a volume of length l and extending integration to the beam pipe, of radius Rp. The
electric field for a circular Kapchinsky–Vladimirsky coasting beam is given by Eq. (11),

Er(s) =





ρ(s)
2ε0

r if r ≤ a ,

ρ(s)a2(s)
2ε0

1
r if r ≥ a .

(58)
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Therefore, ∫ ε0

2
~E2dV =

ρ2a4πl
4ε0

[
1
4
+ ln

(
Rp

a

)]
.

By using the beam current I, we find I = Avρ = πa2vρ , which yields

∫ ε0

2
~E2dV =

I2l
4πε0v2

[
1
4
+ ln

(
Rp

a

)]
.

The magnetic field B created by a circular 2D Kapchinsky–Vladimirsky beam is given by the Biot–Savart
law, namely

Bθ (s) =

{ µ0I
2πa2 r if r ≤ a ,
µ0I
2π

1
r if r ≥ a .

(59)

Therefore, ∫ 1
2µ0

~B2dV =
µ0I2l
4π

[
1
4
+ ln

(
Rp

a

)]
.

Now using the classical relation c2 = 1/(ε0µ0), we find

∫ 1
2µ0

~B2dV =
I2l

4πε0c2

[
1
4
+ ln

(
Rp

a

)]
.

The total field energy in the volume V is given by the difference of the electric and magnetic energy (see
Ref. [3] for more details),

EfV =
I2l

4πε0c2

[
1
4
+ ln

(
Rp

a

)](
1

β 2 −1
)
.

Now the number of particles in our integration volume is

Np =
ρ
q

πa2l =
Il
qv

;

therefore, the field energy per particle is

Es = qv
I

4πε0c2

[
1
4
+ ln

(
Rp

a

)](
1

β 2 −1
)
. (60)

Recalling the definition of perveance, Eq. (19) ,

K =
qI

2πε0mγ3β 3c3 ,

and replacing qI with the perveance in Eq. (60), we find

Es = Kmγ
v2

8

[
1+4ln

(
Rp

a

)]
.

Now using the fact that the beam is stationary, from Eq. (55), we obtain K = (k0− k)a2; that is, we find
that the field energy per particle is

Es = (k0− k)a2mγ
v2

8

[
1+4ln

(
Rp

a

)]
.
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18.4 Total energy, free energy, and emittance growth
The total energy per particle of a stationary beam is the sum of these three types of energy as obtained in
the previous three subsections, namely

En = Ek +Ep +Es

which yields

En =
1
4

mγv2
{

ka2 + k0a2 +(k0− k)a2 1
2

[
1+4ln

(
Rp

a

)]}
, (61)

where here we substituted 〈x2〉= 4a2.

Let us consider a stationary beam characterized by an initial envelope ai and emittance Ei, hence,
by an energy per particle En,i. Now let’s add to this beam an extra energy per particle ∆En: this free energy
will make the the beam un-stationary, and the beam envelope will perform oscillations. The principle here
invoked is that, due to such additional mechanisms as non-linear or stochastic forces, the free energy ∆En

will thermalize. This means that it will spontaneously become ‘equally’ distributed in all allowed energy
forms; hence, the beam will relax into a new final stationary state characterized by a new beam size a f ,
and a new emittance E f , hence in a new stationary state with energy per particle En f . We therefore find
that En f = Eni +∆En, where En f is obtained by substituting k→ k f ,a→ a f into Eq. (61), and Eni is
obtained by substituting k→ ki,a→ ai into Eq. (61). It is convenient to give the free energy per particle
as a function of a dimensionless parameter h, as follows

∆En =
1
2

mγv2k0a2
i h . (62)

The relation En f = Eni +∆En then becomes

a2
f

a2
i
−1−

(
1− ki

k0

)
ln

a f

ai
= h , (63)

this relation yields a f /ai as a function of h. Now we can find the emittance growth from the envelope
growth using the straightforward relation

E f

Ei
=

a f

ai

[
1+

k0

ki

(
a2

f

a2
i
−1

)]1/2

. (64)

Figure 13 shows the emittance growth as a function of the free-energy parameter h. There are ten curves
for ten different tune depressions: from Qx/Q0x = 0.1, to Qx/Q0x = 1 (i.e., for no space charge). The
graph shows that the same free-energy parameter h yields a larger emittance growth, the larger the tune
depression.

We now discuss how the free energy is created by mismatching a stationary beam. Consider a
matched beam with envelope ai, and now let’s mismatch it so that the envelope becomes am but pre-
serving the initial beam emittance; let’s now call M = am/ai the mismatch factor. Identifying ki/k0 =
(Qix/Q0x)

2, we find that the free-energy parameter h reads

h =
1
2

(
Qix

Q0x

)2( 1
M2 −1

)
− 1

2
(
1−M2)+

[
1−
(

Qix

Q0x

)2
]

ln
(

1
M

)
. (65)

This relation allows us to compute h. We make an example of how to use it. Figure 14 shows a simulation
with Qix/Q0x = 0.962, with a beam mismatched by a factor M = 1.3. By using Eq. (65), we find the free
energy parameter h= 0.1347, and the free-energy limit of emittance growth for this value of h is obtained
from Eqs. (63) and (64). We find E f /Ei = 1.145, which is drawn in Fig. 14 as a dashed green horizontal
line. The black and red curves are the horizontal and vertical re-scaled r.m.s. emittances, as obtained
from a particle-in-cell simulation. The green curve is the average between them. The simulation shows
that the green curve approaches the free-energy limit to a good approximation.
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Fig. 13: Emittance growth as function of free parameters h

1

1.05

1.1

1.15

1.2

1.25

0 50 100 150 200
turn

εx / ε0x

εy / ε0x

(εx / ε0x +εy / ε0y) / 2
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19 Linear coupling: Chernin equations
In the previous section, we discussed the effect of the free energy on a stationary beam. The mismatch
type discussed is obtained by changing the beam size from ai to am, and this process creates free energy,
which is converted in emittance growth. In doing this, we have addressed only one special type of mis-
match, namely the simultaneous mismatch in x–x′ and y–y′. However, the mismatch of a beam can be
created in much more complex ways by really perturbing the 4D particle distribution. There is, however,
one special type of mismatch of relevance when high-intensity beams are considered, and that is the x–y
mismatch. This is relevant because the space charge forces are directly controlled by the spatial position
of the beam distribution.

We observe that in all the previous discussions, we always implicitly assumed the spatial beam
profile to be upright. The simplest type of x–y mismatch is a rotation in the x–y plane of the full beam by
an angle θ . The space charge forces respond only to the spatial beam distribution; hence, these forces in
the rotated beam will be the same as in the upright distribution, but they will just be rotated as well. The
situation is illustrated in Fig. 15.

The left panel shows an upright 2D beam, and the scaled space charge forces as they appear on
one particle in the equations of motion are

Fx =
2K

a(a+b)
X , Fy =

2K
b(a+b)

Y, (66)

where X ,Y are the co-ordinates of the test particle in the reference frame where the beam is upright. The
right panel of Fig. 15 shows the beam tilted. The axes and forces of the original reference frame, where
the beam is upright, are depicted in black. The axis of the new reference frame is depicted in blue. The
test particle now has new co-ordinates x,y, and the forces acting on the particle are the projection of the
scaled space charge force vector (red) along the x and y axes (blue). It is therefore possible to find the
X ,Y co-ordinates in the upright reference frame from the particle co-ordinates x,y in the frame of the
tilted beam, and there the space charge forces are given by Eq. (66). At that point, we decompose Fx,Fy

along the new axes, and find the new components of the scaled space charge force fx, fy along the axis
x,y. By applying this procedure mathematically, we obtain the following scaled forces:

fx =

[
2K

a(a+b)
cos2 θ +

2K
b(a+b)

sin2 θ
]

x+ sinθ cosθ
[

2K
a(a+b)

− 2K
b(a+b)

]
y ,

fy =

[
2K

b(a+b)
cos2 θ +

2K
a(a+b)

sin2 θ
]

y+ sinθ cosθ
[

2K
a(a+b)

− 2K
b(a+b)

]
x .

(67)

We observe immediately that the tilting of the beam produces a coupling between the horizontal and
vertical planes. It is interesting that the coefficient of the coupling terms in fx, fy is the same. This appears
exactly as if there would be a skew quadrupole acting on the test particle.

The situation is now more complex than that discussed in Section 9. In fact, the former equation
of motion of a single particle, Eq. (34), now takes a more complex form, namely

d2x
ds2 + k0x(s)x−

2K
a+b

(
1
a

cos2 θ +
1
b

sin2 θ
)

x− sinθ cosθ
2K

a+b

(
1
a
− 1

b

)
y = 0 . (68)

A similar equation can be derived for the motion in the y plane. The coupling term has an important
consequence if we try to compute the r.m.s. envelope equation. In fact, in Eq. (32), the second-order
moment 〈xx′′〉 will now produce one additional term proportional to the second-order moment 〈xy〉.
Note that the second-order moment 〈xy〉, is directly proportional to sin(2θ). This simply means that the
evolution of x̃ depends on coupled second-order moments, and it is therefore not possible to write two
separate equations of motion for horizontal and vertical planes.
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Fig. 15: Decomposition of forces in tilted beam. Left-hand side: upright beam and test particle in it, with space
charge forces. Right-hand side: the same beam, now tilted by θ . The space charge force is now decomposed along
new axes.

The problem has to be discussed in full generality by describing the evolution of all second-order
moments, which forms the 4×4 matrix

Σi, j = 〈viv j〉−〈vi〉〈v j〉 ,

where~v = (x,x′,y,y′). The evolution of Σ is derived by Chernin [8] as

Σ′ = MΣ+(MΣ)T, (69)

where the symbol T refers to the operation to transpose a matrix. The matrix M has the form

M =




0 1 0 0
−k̃x 0 j̃ 0

0 0 0 1
j̃ 0 −k̃y 0


 , (70)

where
k̃x = k0x−qxx , k̃y = k0y−qyy , j̃ = j0 +qxy , (71)

and
qxx =

K
2

Sy

S0(Sx +Sy)
, qyy =

K
2

Sx

S0(Sx +Sy)
, qxy =−

K
2

Σ13

S0(Sx +Sy)
, (72)

and
Sx = Σ11 +S0 , Sy = Σ33 +S0 , S0 =

√
Σ11Σ33−Σ2

13 .

The quantities k0x,k0y are the usual focusing strength, j0 is the skew strength produced by skew quad-
rupoles. The terms qxx,qyy are the space charge defocusing effect in the x and y planes, and their form
resembles Eq. (66). When Σ13 = 0, then qxx, and qyy become exactly equal to Eq. (66). The term qxy is
a self-coupling created by the space charge. It is now possible that the tilted beam produces a self-linear
coupling that affects the beam evolution in the x–y plane. This coupling derives from the last term in
Eq. (68).

Figure 16 shows the evolution of the beam emittances in a lattice with a skew quadrupole cal-
culated using Eq. (69). The simulation is performed in proximity to the linear coupling resonance
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Fig. 16: Beam emittance evolution for low-intensity beam (dashed curves), and high-intensity beam (solid curves)

Q0x −Q0y = N (see also Ref. [9] for further details). The graph shows a simulation of a beam with
initial Kapchinsky–Vladimirsky emittances of εx = 40 mm-mrad and εy = 10 mm-mrad. The dashed
curve shows the case without space charge when the tunes sit on the linear coupling resonance. The skew
quadrupole exciting the resonance produces an emittance exchange in 200 machine turns. The solid
curves show the emittance evolution as computed with Chernin equations when the high intensity yields
∆Qy = −0.2. The tunes are Q0y = 3.2 and Q0x ' 4.16. It can be seen that the space charge prevents the
full emittance exchange. However, the sum of the two emittance is preserved.

20 The Montague resonance
The possibility of a beam affecting itself via space charge is quite a relevant topic. In the previous section
we discussed the linear coupling, which in Eq. (68) is shown by an extra coupling term in y, the strength
of which depends on the tilting of the beam.

However, more complex effects may be created by space charge. In particular, the space charge
may influence particle motion even for an upright beam. In fact, for a 2D Gaussian upright beam, the
scaled force on a beam particle is

Fx(x,y) = K
[

1
a(a+b)

x− 2a+b
6a3(a+b)2 x3− 1

2ab(a+b)2 xy2 + ...

]
,

Fy(x,y) = K
[

1
b(a+b)

y− 2b+a
6b3(a+b)2 y3− 1

2ba(a+b)2 yx2 + ...

]
,

(73)

where a,b are the r.m.s. sizes of the distribution with

n(x,y,s) =
1

2πab
exp
[
−1

2

(
x2

a2 +
y2

b2

)]
.

For a frozen beam, the forces in Eq. (73) are of incoherent type, and act on a single particle as if they
are given by an external element. The main difference between the scaled forces in Eq. (73), and those
in Eq. (67) is that for an upright beam θ = 0; hence, the coupling strength in Eq. (67) disappears, while
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in Eq. (73) a coupling term with strength

− K
2ba(a+b)2

remain unaffected. The consequences of this coupling term go beyond the linear motion as the forces
that it generates are non-linear.

According to the theory of the resonances [10, 11], the excitation of a resonance depends on the
strength of the harmonics of the driving term, which can be expressed from the potential of the forces. In
particular the potential of the coupling term in Eq. (73) reads

K
4ba(a+b)2 y2x2 .

This term excites the resonances 2Qx±2Qy = N. Of particular interest is the resonance 2Qx−2Qx = 0,
which is quite unusual in single-particle dynamics, as the zero-order harmonics are very weak because
non-linear components are typically localized in distinct spots around the machine. The strength of the
zero-order harmonics is proportional to the integral

K
∫ L

0

β0x(s)β0y(s)
a(s)b(s)[a(s)+b(s)]2

exp
{

i2
[
φx(s)−2πQ0x

s
L

]
− i2

[
φy(s)−2πQ0y

s
L

]}
ds ,

where it is evident that the driving term is proportional to the perveance. In the formula are used the phase
advances defined as φx(s) =

∫ s
0 ds/β0x(s),φy(s) =

∫ s
0 ds/β0y(s). This coupling resonance is found in any

ring near the diagonal Qx = Qy, but it is driven by the fourth-order term in the space charge potential.
The first study of this space charge resonance was made by Montague [12]. A simple demonstration of
the effect of this resonance is obtained by integrating the dynamics of the following simplified system

x′′+
(

Q0x

R

)2

x = Fx(x,y) ,

y′′+
(

Q0y

R

)2

y = Fy(x,y) ,

(74)

with Fx,Fy given by Eq. (73). These equations describe the dynamics of particles under the effect of the
second- and fourth-order terms of the frozen potential. The left panel of Fig. 17 shows the beam response
as a function of the working point of a Gaussian beam with r.m.s. emittances of ε̃x = 40 mm-mrad and
ε̃y = 20 mm-mrad. The red curve shows the average r.m.s. emittances ε̃y, and the black curve shows
the average r.m.s. emittances ε̃x. These averages are computed with all the r.m.s. beam emittance from
turn 250 to turn 1000. The strength of the perveance K produces a tune-shift of ∆Q0x = −0.05 in the
Gaussian beam. The fourth-order coupling term in the potential creates a dynamics which brings the two
emittances closer so that the depressed tunes are closer to the resonance 2Qx−2Qy = 0.

In this first discussion, which follows the tracks of Montague, the space charge force is frozen
(i.e., a0(s),b0(s) of Eq. (10) follow the machine optics as a0(s) =

√
β0x(s)Ex and b0(s) =

√
β0y(s)Ey if

the intensity is low, otherwise follow the depressed optics as discussed in Section 6).

The results of the left panel of Fig. 17 are obtained by including only the first two terms of the
space charge potential; when all the terms of the frozen potential are included, the picture changes, as
shown in the right panel of Fig. 17. Here, we see that the emittances are exchanged more, and the stop-
band becomes narrower. Surely, this modification stems from the inclusion of all resonant terms and all
non-resonant terms in the dynamics, to produce a more realistic detuning.

We observe that in Fig. 17 the r.m.s. emittances of the test particles exchange by a significant
amount, owing to the effect of the resonance; consequently, we expect that the beam sizes a,b will
also change accordingly. However, in Fig. 17 this effect is removed as we have kept the sizes a,b in
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Fig. 17: Average ε̃x, ε̃y in 750 turns after beam. Left-hand side: space charge computed using the second- and
third-order potentials. Right-hand side: all terms of the potential are included in the calculation.

the simulations frozen to the optics. If we let the beam size a,b vary with time, the change of beam
size will feed back to the space charge; consequently, the dynamics will not produce the results of the
right panel of Fig. 17, as the variation of a,b will be included in the beam evolution. This effect of
self-consistency will affect the degree of emittance exchange, as shown in Fig. 18. The vertical tune is
set to Q0y = 6.21, and the incoherent tune-shift is ∆Qy = −0.05. A detailed discussion of these studies
is reported in Ref. [13]. The complexity of the Montague resonance, however, exceeds the analysis so
far presented, as the condition of the Montague resonance is also the condition of the instability of the
beam collective modes, introduced in Sections 14 and 15. In fact, it can be shown, by a perturbative
Vlasov analysis of the collective modes, that some of them become unstable under certain conditions.
Figure 19 shows an example of the dependence of the growth rates on Q0x for the fourth-order collective
modes in a coasting beam with a transverse Kapchinsky–Vladimirsky distribution (from Ref. [13]). These
modes are excited and contribute to the dynamics of the Montague resonance, which becomes a mix of
incoherent and coherent effects. The dominance of the coherent effects is found for distributions closer
to a Kapchinsky–Vladimirsky distribution, where the dynamics of the emittance exchange is driven by
the growth of the collective modes rather than the fourth-order potential à la Montague. For a Gaussian
distribution, the collective modes are instead damped by the non-linear field, but the very same field acts
according to the original study of Montague and triggers an emittance exchange anyway. Experimental
and simulation benchmarking studies are found in Ref. [14].

21 Space charge as incoherent force
If we look again at Eq. (73), the expansion shows the existence of non-coupled terms. Therefore, the
third-order components of the force can excite fourth-order resonances if the corresponding driving term
is excited by the lattice structure. This is shown in Fig. 20, where a multiparticle particle-in-cell simu-
lation shows that space charge creates the characteristic four islands of a fourth-order resonance. In
this example, the horizontal tune is set above the fourth-order resonance, which is excited by a lattice
composed of a number of FODO cells equal to the harmonics of the resonance: specifically, here we
used a lattice formed with 25 identical FODO cells; the tunes are Q0x = 6.26, Q0y = 6.73, and the beam
is Gaussian with r.m.s. emittances ε̃x = 40 mm-mrad, ε̃y = 20 mm-mrad. The space charge incoherent
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Fig. 18: Emittance exchange obtained via fully self-consistent simulation. It is clear that the symmetry in the
exchange is broken by the change of beam sizes.

Fig. 19: Example of growth rate of the fourth-order collective modes in a Kapchinsky–Vladimirsky distribution
(from Ref. [13]). The stop-band of the modes coincides with the Montague stop-band found in the self-consistent
simulations.

tune-shifts are ∆Q0x ' −0.05 and ∆Q0y ' −0.065. These are relatively modest, but the effect is still
remarkable. The original work on the excitation of fourth-order resonances by space charge is found
in Ref. [15]. More generally, the non-linear space charge force will exhibit all the odd-order non-linear
components. Each of these components can excite a structure resonance if the harmonic number of a
non-linear force component satisfies the resonance condition for that non-linear term. A spectral analysis
of the x–y components of the space charge force will reveal which harmonics are strongly excited.
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Fig. 20: Poincaré map of a few test particles in a full beam tracked with a particle-in-cell code through a lattice
formed by FODO cells. The four islands clearly show that the forth-order resonance is excited. The x axis is plotted
in ‘normalized’ co-ordinates to highlight that the four islands are located, in this example, beyond the tails of the
beam distribution.

22 The longitudinal envelope equation
The discussion made for the transverse effects of space charge can be repeated for the longitudinal plane.
We recall that the equation of motion in a linearized RF bucket is

z′′+ k0zz = 0 , (75)

with
k0z =

qV ηh
2πR2mc2γ0β 2

0

the longitudinal focusing [3]. The derivative has the usual meaning ()′ = d()/ds. Here, q is the charge
state; V is the maximum voltage applied to the cavity; η = α−1/γ2

0 is the slip factor and α the momen-
tum compaction; h is the harmonic number of the cavity, for which the angular frequency is ωrf = 2πh/τ0,
with τ0 the revolution time, R the average accelerator radius, and m the particle mass. The stability of
the longitudinal oscillations requires k0z > 0; hence, V must be selected according to the sign of the slip
factor η .

In this notation, we can describe the particle dynamics in terms of the co-ordinates (z,z′), as we
did for the transverse plane. The relation of z′ with the off momentum of a particle is z′ = −ηδ p/p. In
analogy with the discussion made for the transverse dynamics, we now consider a matched distribution
with the longitudinal optics created by Eq. (75), for a small intensity. Any function

ρzz′(z,z′) = Qn(z,z′) = Q
1

πEz
ñ
(

ε0z(z,z′)
Ez

)

represents a matched distribution in the longitudinal plane. Q is the total charge in the bunch, and Ez is
a ‘scaling’ factor that defines the geometrical extension of the distribution in the phase space. n(z,z′) is
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the normalized distribution function. The normalization condition requires that the function ñ(t) satisfies∫ ∞
0 ñ(t)dt = 1. In analogy with the transverse plane discussion,

ε0z(z,z′) = ε0z =
√

k0zz2 +
1√
k0z

z′2 (76)

is the single-particle emittance. If we identify β0z = 1/
√

k0z, Eq. (76) is the Courant–Snyder invariant for
a constant-focusing channel. Following the approach used in the transverse plane, we may now consider
several types of function. Of particular interest is the distribution

n(z,z′) =
1

πEz

3
2

√
1− ε0z

Ez
.

The sizes of this distribution are zm =
√

β0zEz, z′m =
√

1/β0zEz and the longitudinal charge-line density,
i.e., the projection of ρzz′ to z axis becomes

ρL(z) =
∫ z′m
√

1−z2/z2
m

−z′m
√

1−z2/z2
m

Qn(z,z′)dz′ = Q
3

4zm

(
1− z2

z2
m

)
. (77)

As expected, the particle distribution will create a longitudinal electric field. Unlike the derivation from
the transverse plane, the longitudinal space charge electric field in the laboratory frame is computed as

Ez =−
g

4πε0γ2
0

∂ρL(z)
∂ z

, (78)

see Ref. [3] for a derivation. The factor g is a geometric factor; it incorporates the effect of the image
charge on the longitudinal electric field. For long bunches, g' 0.67+2ln(rpipe/a), with a the transverse
beam size [3].

If we include the longitudinal space charge electric field in the equation of motion, we obtain

z′′+ k0zz =−
ηq

mc2β 2
0 γ0

Ez ,

and for the particular electric field of Eq. (78) we find

z′′+ k0zz =
Zrpgη
eAβ 2

0 γ3
0

∂ρL(z)
∂ z

.

where q = Ze, m = Amp, with e the electron charge, and mp the proton mass; rp = 1/(4πε0)e2/(mpc2) is
the classical radius of the proton. Now we consider the frozen parabolic longitudinal charge-line density
described by Eq. (77), and the equation of motion becomes

z′′+ k0zz =−
3
2

NZ2rpgη
Aβ 2

0 γ3
0

z
z3

m
. (79)

In analogy with the discussion in the transverse plane, we define a longitudinal perveance KL as

KL =−3
2

NZ2rpgη
Aβ 2

0 γ3
0
,

and the equation of motion takes the following form

z′′+ k0zz−KL
z

z3
m
= 0 . (80)
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This equation is the equivalent of Eqs. (20) and (21) for the transverse plane.

We now can define an r.m.s. envelope as z̃ =
√
〈z2〉, and through straightforward algebra we find

z̃′′+ k0zz̃−KL
z̃

z3
m
− ε2

zz′

z̃3 = 0 ,

where we define the r.m.s. longitudinal emittance as

ε̃2
zz′ = 〈z2〉〈z′2〉−〈zz′〉2 .

For the parabolic distribution, we find that the relations between the r.m.s. sizes and the edge of the
particle distribution are

zm =
√

5
√
〈z2〉, z′m =

√
5
√
〈z′2〉 ,

from which we can compute the emittance of the full distribution as ε2
L = z2

m(z
′
m)

2, and hence ε̃2
zz′ =

〈z2〉〈z′2〉= ε2
L/25. The complete longitudinal envelope equation reads

z′′m + k0zzm−KL
1
z2

m
− ε2

L
z3

m
= 0 .

22.1 Effect of space charge and self-consistency
We observe that the electric field generated by the parabolic distribution is linear. Therefore in Eq. (80),
a depressed longitudinal focusing strength is well defined as

kz = k0z−
KL

z3
m
.

Therefore, we can again define a beam matched with the space charge, and define

ρzz′(z,z′) = Q
1

πEz
ñ
(

εz(z,z′)
Ez

)
,

where now
εz(z,z′) = εz =

√
kzz2 +

1√
kz

z′2 .

This longitudinal particle distribution creates linear space charge forces. Linear forces are consistent with
Courant–Snyder invariants, which means that the type of longitudinal particle distribution will remain
unchanged. This is equivalent to what happened in the transverse Kapchinsky–Vladimirsky distribution.

The direct proof that the parabolic distribution satisfies the stationary Vlasov equation, hence that
the distribution type does not change, was made by Neuffer [16].

We conclude with the observation that the results reported here are very general and apply even if
the particle distribution is not upright. The parabolic distribution will still generate a linear electric field,
although the longitudinal ‘ellipses’ are no longer upright. See an example in Ref. [17].

23 Conclusion
This paper is meant to provide a quick overview of space charge effects. This field is more broad than
what is here presented. Topics presented are complementary to other CERN Accelerator School pro-
ceedings, for example Ref. [18] for further discussions on beam transport in presence of space charge.
The topic of tune-shift from self-field and image charge, not covered here, is treated in Ref. [19]. Other
derivations, also including a discussion of the space charge limit are found in Ref. [20]. More recent top-
ics, such as the interplay of space charge and machine resonances, are omitted, as are topics of current
research.
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