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Abstract

The Asia–Europe–Pacific School of High-Energy Physics is intended to give young physicists an introduction
to the theoretical aspects of recent advances in elementary particle physics. These proceedings contain lecture
notes on the theory of quantum chromodynamics, neutrino physics, flavour physics and CP violation, heavy-ion
physics, and practical statistics for particle physics.
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Preface

The fourth event in the series of the Asia–Europe–Pacific School of High-Energy Physics took place in
Quy Nhon, Vietnam, from 12 to 25 September 2018. A strong team from the Rencontres du Vietnam and the
International Center for Interdisciplinary Science and Education (ICISE) took care of the local organization,
while CERN and KEK collaborated to provide administrative support in preparation for the School.

The staff and students were housed in comfortable accommodation at the Seagull Hotel in Quy Nhon, whilst
excellent conference facilities were provided by the ICISE a short bus ride outside of the city. The students
shared accommodation, mixing nationalities to foster cultural exchange between participants from different
countries.

A total of 90 students of 28 different nationalities attended the school. About 60% of the students were
from Asia–Pacific countries, most of the others coming from Europe, with 42% female students. The majority
of the participants were working towards a PhD, while most of the others were advanced Masters students; the
School was also open to postdocs.

A total of 32 lectures were complemented by daily discussion sessions led by five discussion leaders. The
teachers (lecturers and discussion leaders) came from many different countries: China, France, Germany, Hong
Kong, Israel, Japan, Pakistan, Russia, Spain, Switzerland, the UK and the USA.

The programme required the active participation of the students. In addition to the discussion sessions that
addressed questions from the lecture courses, there was an evening session in which many students presented
posters about their own research work to their colleagues and the teaching staff.

Collaborative student projects in which the students of each discussion group worked together on an in-
depth study of a published experimental data analysis were an important activity. This required interacting,
outside of the formal teaching sessions, with colleagues from different countries and different cultures. A
student representative of each of the five groups presented a short summary of the conclusions of the group’s
work in a special evening session.

In addition to the academic side of the School, the participants had the occasion to experience many aspects
of Vietnamese culture, including visits to cultural sites in and around Quy Nhon, including the Thien Hung
Pagoda as well as the Da Dia Reef. They also had ample opportunity to appreciate excellent Vietnamese food.

Our thanks go to the fantastic local-organization team based at the ICISE under the chairmanship of Jean
Tran Thanh Van, President of the Rencontres du Vietnam, for all their work and assistance in preparing the
School, on both scientific and practical matters, and for their presence throughout the event. Very great thanks
are due to the lecturers and discussion leaders for their active participation in the School and for making the
scientific programme so stimulating. The students, who in turn manifested their good spirits during two intense
weeks, undoubtedly appreciated listening to and discussing with the teaching staff of world renown.

We would like to express our special appreciation to Professor Fabiola Gianotti, Director General of CERN,
for participating in a Q&A Session with the students via video link.

We are very grateful to Kate Ross from CERN and to Yoshino Hayes from KEK for their untiring efforts
on administration for the School. We would also like to thank the members of the International Committees.

It was a pleasure to welcome high-level guests during the School, including Mr Trân Châu, vice President
of the Popular Committee of the province of Binh Dinh in charge of Science and Technology, and Mr. Dô
Ngoc My, President of the University of Quy Nhon. Their interest and support for the teaching of fundamental
science, and, more generally, international collaboration and cultural exchange, were greatly appreciated.
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Sponsorship from numerous bodies in many countries covered the cost of travel and/or local expenses
of their staff and students who attended the School. In addition, general sponsorship is gratefully acknowl-
edged from: the Rencontres du Vietnam and the Ministry of Science and Technology, Vietnam; CEA/Irfu and
CNRS/IN2P3, France; CERN; DESY, Germany; and KEK, Japan.

Nick Ellis
(Chair of the International Organizing Committee)
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Elements of QCD for hadron colliders

G. P. Salam
CERN, Department of Theoretical Physics, Geneva, Switzerland
University of Oxford, Oxford, United Kingdom

Abstract
The aim of these lectures is to provide students with an introduction to some
of the core concepts and methods of QCD that are relevant in an LHC context.

Keywords
Lectures; QCD; collider physics; parton distribution functions; DGLAP evo-
lution; fixed order; parton showers.

1 Introduction
Quantum Chromodynamics, QCD, is the theory of quarks, gluons and their interactions. It is central to
all modern colliders. And, for the most part, it is what we are made of.

QCD bears a number of similarities to Quantum Electrodynamics (QED). Just as electrons carry
the QED charge, i.e., electric charge, quarks carry the QCD charge, known as colour charge. Whereas
there is only one kind of electric charge, colour charge comes in three varieties, sometimes labelled
red, green and blue. Anti-quarks have corresponding anti-colour. The gluons in QCD are a bit like the
photons of QED. But while photons are electrically neutral, gluons are not colour neutral. They can
be thought of as carrying both colour charge and anti-colour charge. There are eight possible different
combinations of (anti)colour for gluons. Another difference between QCD and QED lies in its coupling
αs. In QCD it is only moderately small, it tends to zero at high momentum scales (asymptotic freedom,
QED does the opposite), it blows up at small scales, and in between its evolution with scale is quite fast:
at the LHC its value will range from αs = 0.08 at a scale of 5 TeV, to αs ∼ 1 at a scale of 0.5 GeV.
These differences between QCD and QED contribute to making QCD a much richer theory.

In these lectures I will attempt to give you a feel for how QCD works at high momentum scales, and
for the variety of techniques used by theorists in order to handle QCD at today’s high-energy colliders.
The hope is that these basics will come in useful for day-to-day work with the QCD facets of hadron
collider physics. In the fifty or so pages of these lectures, it will be impossible to give full treatment of
any of the topics we will encounter. For that the reader is referred to any of the classic textbooks about
QCD at colliders [1–3].

1.1 The Lagrangian and colour
Let us start with a brief reminder of the components of the QCD Lagrangian. This section will be rather
dense, but we will return to some of the points in more detail later. As already mentioned, quarks come
in three colours. So rather than representing them with a single spinor ψ, we will need the spinor to carry
also a colour index a, which runs from 1 to 3,

ψa =



ψ1

ψ2

ψ3


 . (1)

The quark part of the Lagrangian (for a single flavour) can be written

Lq = ψ̄a(iγ
µ∂µδab − gsγµtCabACµ −m)ψb , (2)
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where the γµ are the usual Dirac matrices; the ACµ are gluon fields, with a Lorentz index µ and a colour
indexC that goes from 1 . . . 8. Quarks are in the fundamental representation of the SU(3) (colour) group,
while gluons are in the adjoint representation. Each of the eight gluon fields acts on the quark colour
through one of the ‘generator’ matrices of the SU(3) group, the tCab factor in Eq. (2). One convention for
writing the matrices is tA ≡ 1

2λ
A with

λ1 =




0 1 0
1 0 0
0 0 0


 , λ2 =




0 −i 0
i 0 0
0 0 0


 , λ3 =




1 0 0
0 −1 0
0 0 0


 , λ4 =




0 0 1
0 0 0
1 0 0


 ,

λ5 =




0 0 −i
0 0 0
i 0 0


 , λ6 =




0 0 0
0 0 1
0 1 0


 , λ7 =




0 0 0
0 0 −i
0 i 0


 , λ8 =




1√
3

0 0

0 1√
3

0

0 0 −2√
3


 .

By looking at the first of these, together with the tCabACµψb term of LQ, one can immediately get a feel for
what gluons do: a gluon with (adjoint) colour index C = 1 acts on quarks through the matrix t1 = 1

2λ
1.

That matrix takes green quarks (b = 2) and turns them into red quarks (a = 1), and vice versa. In other
words, when a gluon interacts with a quark it repaints the colour of the quark, taking away one colour
and replacing it with another. The likelihood with which this happens is governed by the strong coupling
constant gs. Note that the repainting analogy is less evident for some of the other colour matrices, but it
still remains essentially correct.

The second part of the QCD Lagrangian is purely gluonic

LG = −1

4
FµνA FAµν (3)

where the gluon field tensor FAµν is given by

FAµν = ∂µAAν − ∂νAAν − gs fABCABµACν [tA, tB] = ifABCt
C , (4)

where the fABC are the structure constants of SU(3) (defined through the commutators of the tA ma-
trices). Note the major difference with QED here, namely the presence of a term gs fABCABµACν with
two gluon fields. The presence of such a term is one of the major differences with QED, and, as we will
discuss in more detail below, it will be responsible for the fact that gluons interact directly with gluons.
For now, note simply that it has to be there in order for the theory to be gauge invariant under local SU(3)
transformations:

ψa → eiθC(x)tCabψb (5)

ACtC → eiθ
D(x)tD

(
ACtC − 1

gs
∂µθ

C(x)tC
)
e−iθ

E(x)tE (6)

where, in the second line, we have dropped the explicit subscript ab indices, and the θC(x) are eight
arbitrary real functions of the space-time position x.

1.2 ‘Solving QCD’
There are two main first-principles approaches to solving QCD: lattice QCD and perturbative QCD.1

1In addition, effective-theory methods provide ways of looking at QCD that make it easier to solve, given certain ‘inputs’
that generally come from lattice or perturbative QCD (and sometimes also from experimental measurements). These lectures
won’t discuss effective theory methods, but for more details you may consult the lectures at this school by Martin Beneke.
Another set of methods that has seen much development in recent years makes use of the ‘AdS/CFT’ correspondence [4–6],
relating QCD-like models at strong coupling to gravitational models at weak coupling (e.g., [7, 8]).

2
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Fig. 1: The measured spectrum of hadron masses, compared to a lattice calculation [9]. The open blue circles
are the hadron masses that have been used to fix the three parameters of the calculation: the value of the QCD
coupling, the average of the up and down quark masses (taken equal) and the strange-quark mass. All other points
are results of the calculation.

1.2.1 Lattice QCD
The most complete approach is lattice QCD. It involves discretizing space-time, and considering the
values of the quark and gluon fields at all the vertices/edges of the resulting 4-dimensional lattice (with
imaginary time). Through a suitable Monte Carlo sampling over all possible field configurations, one
essentially determines the relative likelihood of different field configurations, and this provides a solution
to QCD. This method is particularly suited to the calculation of static quantities in QCD such as the
hadron mass spectrum. The results of such a lattice calculation are illustrated in Fig. 1, showing very
good agreement.

Lattice methods have been successfully used in a range of contexts, for example, in recent years,
in helping extract fundamental quantities such as the CKM matrix (and limits on new physics) from the
vast array of experimental results on hadron decays and oscillations at flavour factories. Unfortunately
lattice calculations aren’t suitable in all contexts. Let us imagine, briefly, what would be required in order
to carry out lattice calculations for LHC physics: since the centre-of-mass energy is (will be) 14 TeV,
we need a lattice spacing of order 1/(14 TeV) ∼ 10−5 fm to resolve everything that happens. Non-
perturbative dynamics for quarks/hadrons near rest takes place on a timescale t ∼ 1

0.5 GeV ∼ 0.4 fm/c.
But hadrons at LHC have a boost factor of up to 104, so the extent of the lattice should be about 4000 fm.
That tells us that if we are to resolve high-momentum transfer interactions and at the same time follow
the evolution of quark and gluon fields up to the point where they form hadrons, we would need about
4 × 108 lattice units in each direction, of ∼ 3 × 1034 nodes. Not to mention the problem with high
particle multiplicities (current lattice calculations seldom involve more than two or three particles) and
all the issues that relate to the use of imaginary time in lattice calculations. Of course, that’s not to say
that it might not be possible, one day, to find clever tricks that would enable lattice calculations to deal
with high-energy reactions. However, with today’s methods, any lattice calculation of the properties
of LHC proton–proton scattering seems highly unlikely. For this reason, we will not give any further
discussion of lattice QCD here, but instead refer the curious reader to textbooks and reviews for more
details [10–13].

1.2.2 Perturbative QCD

Perturbative QCD relies on the idea of an order-by-order expansion in a small coupling αs = g2s
4π � 1.

Some given observable f can then be predicted as

f = f1αs + f2α
2
s + f3α

3
s + . . . , (7)

3
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A, µ

ba

−igstAbaγµ

A, µ

B, ν

C, ρ

p

q

r

−gsfABC [(p− q)ρgµν
+(q − r)µgνρ
+(r − p)νgρµ]

B, ν

D, σ

C, ρ

A, µ

−ig2
sf

XACfXBD[gµνgρσ−gµσgνγ ]+
(C, γ)↔ (D, ρ) + (B, ν)↔ (C, γ)

Fig. 2: The interaction vertices of the Feynman rules of QCD

A, µ

b a

A, µ

B, ν

C, ρ

p

q

r

Fig. 3: Schematic colour flow interpretation of the quark–quark–gluon (tAab, left) and triple-gluon (fABC , right)
vertices of QCD. These interpretations are only sensible insofar as one imagines that the number of colours in
QCD, Nc = 3, is large.

where one might calculate just the first one or two terms of the series, with the understanding that
remaining ones should be small.

The principal technique to calculate the coefficients fi of the above series is through the use of
Feynman diagrammatic (or other related) techniques. The interaction vertices of the QCD Feynman rules
are shown in Fig. 2 (in some gauges one also needs to consider ghosts, but they will be irrelevant for our
discussions here).

The qqg interaction in Fig. 2 comes from the ψ̄agsγµtCabACµψb term of the Lagrangian. We have
already discussed how the tCab factor affects the colour of the quark, and this is represented in Fig. 3(left),
with the gluon taking away one colour and replacing it with another.

The triple-gluon vertex in Fig. 2 comes from the −1
4F

µν
A FAµν part of the Lagrangian, via the

product of a ∂µAν term in one FµνA factor with the gsfABCABµACν term in the other. It is the fact that
gluons carry colour charge that means that they must interact with other gluons. In terms of colour flows,
we have the repetition of the idea that the emission of a gluon can be seen as taking away the colour from
the gluon (or anti-colour) and replacing it with a different one. Because of the double colour/anti-colour
charge of a gluon, one can anticipate that it will interact with (or emit) other gluons twice as strongly as
does a quark. Before coming to mathematical formulation of that statement, let’s comment also on the
4-gluon vertex of Fig. 2. This comes from the product of two gsfABCABµACν type terms in−1

4F
µν
A FAµν

and is order g2
s whereas the two other interactions are order gs.

Though Fig. 3 gives some idea of how the colour factors tCab and fABC in the Feynman rules are
to be understood, it is useful to see also how they arise in calculations. After squaring an amplitude
and summing over colours of incoming and outgoing particles, they often appear in one or other of the
following combinations:

Tr(tAtB) = TRδ
AB , TR =

1

2

A B (8a)

4
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∑

A

tAabt
A
bc = CF δac , CF =

N2
C − 1

2NC
=

4

3

a c

(8b)

∑

C,D

fACDfBCD = CAδ
AB , CA = NC = 3

A B
(8c)

tAabt
A
cd =

1

2
δbcδad −

1

2NC
δabδcd (Fierz) 1

2 2N

−1

b a

c d

= (8d)

where N ≡ NC = 3 is the number of colours in QCD and it is useful to express the results for general
numbers of colours (because it is sometimes useful to consider how results depend on NC , especially in
the limitNC →∞). Each mathematical combination of colour factors has a diagrammatic interpretation.
Equation (8a) corresponds to a gluon splitting into qq̄ which then join back into a gluon; or, the sum over
colours in the squared amplitude for g → qq̄. Equation (8b) corresponds to the square of gluon emission
from a quark. Equation (8c) arises as the square of gluon emission from a gluon. One sees that there
is almost a factor of 2 between Eqs. (8b) and (8c) (modulo corrections terms ∼ 1/NC), which is the
mathematical counterpart of our statement above that gluons emit twice as strongly as quarks. Finally
the approximate colour-flow interpretation that we had in Fig. 3 (left) can be stated exactly in terms of
the Fierz identity, Eq. (8d).

1.2.3 The running coupling
Most higher-order QCD calculations are carried out with dimensional regularization (the use of 4 − ε
dimensions) in order to handle the ultraviolet divergences that appear in loop diagrams. In the process
of going from 4 to 4 − ε dimensions, one needs to introduce an arbitrary ‘renormalization’ scale, gen-
erally called µ, in order to keep consistent dimensions (units) for all quantities.2 The value of the QCD
coupling, αs = g2s

4π , depends on the scale µ at which it is evaluated. That dependence can be expressed
in terms of a renormalization group equation

dαs(µ
2)

d lnµ2
= β(αs(µ

2)) , β(αs) = −α2
s (b0 + b1αs + b2α

2
s + . . .) , (9)

where

b0 =
11CA − 2nf

12π
, b1 =

17C2
A − 5CAnf − 3CFnf

24π2
=

153− 19nf
24π2

, (10)

with nf being the number of ‘light’ quark flavours, those whose mass is lower than µ. The negative
sign in Eq. (9) is the origin of asymptotic freedom, the fact that the coupling becomes weaker at high
momentum scales, i.e., the theory almost becomes a free theory, in which quarks and gluons don’t in-
teract. Conversely at low momentum scales the coupling grows strong, causing quarks and gluons to
be tightly bound into hadrons. The importance of the discovery of these features was recognized in the
2004 Nobel prize to Gross, Politzer and Wilczek. Why does the QCD β-function have the opposite sign
of that in QED? The fact that the vector particles (gluons) of the theory carry colour charge is central to
the result. However, while there have been various attempts to give simple but accurate explanations for
the negative sign [15, 16], in practice they all end up being quite involved.3 So, for the purpose of these
lectures, let us just accept the results.

2The renormalization procedure itself, i.e., the removal of the 1/ε divergences, is usually carried out in the modified minimal
subtraction (MS) scheme (see, e.g., Section 11.4 of Ref. [14]), by far the most widespread scheme in QCD.

3You might still want to check the sign for yourself: if so, pick up a copy of Peskin and Schroeder [14], arrange to have an
afternoon free of interruptions, and work through the derivation.
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QCD α  (Μ  ) = 0.1184 ± 0.0007s Z
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Fig. 4: The QCD coupling as measured in physics processes at different scales Q, together with the band obtained
by running the world average for αs within its uncertainties. Figure taken from Ref. [17].

If we ignore all terms on the right of Eq. (9) other than b0, and also ignore the subtlety that the
number of ‘light’ flavours nf depends on µ, then there is a simple solution for αs(µ

2):

αs(µ
2) =

αs(µ
2
0)

1 + b0αs(µ2
0) ln µ2

µ20

=
1

b0 ln µ2

Λ2

, (11)

where one can either express the result in terms of the value of the coupling at a reference scale µ0, or
in terms of a non-perturbative constant Λ (also called ΛQCD), the scale at which the coupling diverges.
Only for scales µ� Λ, corresponding to αs(µ

2)� 1, is perturbation theory valid. Note that Λ, since it
is essentially a non-perturbative quantity, is not too well defined: for a given αs(µ0), its value depends
on whether we used just b0 in Eq. (9) or also b1, etc. However, its order of magnitude, 200 MeV, is
physically meaningful insofar as it is closely connected with the scale of hadron masses.

One question that often arises is how µ, the renormalization scale, should relate to the physical
scale of the process. We will discuss this in detail later (Section 4.1), but for now the following simple
statement is good enough: the strength of the QCD interaction for a process involving a momentum
transfer Q is given by αs(µ) with µ ∼ Q. One can measure the strength of that interaction in a range of
processes, at various scales, and Fig. 4 [17] shows a compilation of such measurements, together with
the running of an average over many measurements, αs(MZ) = 0.1184 ± 0.0007, illustrating the good
consistency of the measurements with the expected running.

1.2.4 QCD predictions and colliders
Colliders like the Tevatron and the LHC are mainly geared to investigating phenomena involving high-
momentum transfers (more precisely large transverse-momenta), say in the range 50 GeV to 5 TeV.
There, the QCD coupling is certainly small and we would hope to be able to apply perturbation theory.
Yet, the initial state involves protons, at whose mass scale, mp ' 0.94 GeV, the coupling is certainly
not weak. And the final states of collider events consist of lots of hadrons. Those aren’t perturbative
either. And there are lots of them — tens to hundreds. Even if we wanted to try, somehow, to treat them
perturbatively, we would be faced with calculations to some very high order in αs, at least as high as the
particle multiplicity, which is far beyond what we can calculate exactly: depending on how you count,
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at hadron colliders, the best available complete calculation (i.e., all diagrams at a given order), doesn’t
go beyond α2

s or α3
s . Certain subsets of diagrams (e.g., those without loops) can be calculated up α10

s

roughly.

So we are faced with a problem. Exact lattice methods can’t deal with the high momentum scales
that matter, exact perturbative methods can’t deal with low momentum scales that inevitably enter the
problem, nor the high multiplicities that events have in practice. Yet, it turns out that we are reasonably
successful in making predictions for collider events. These lectures will try to give you an understanding
of the methods and approximations that are used.

2 Considering e+e− → hadrons
One simple context in which QCD has been extensively studied over the past 30 years is that of e+e−

annihilation to hadrons. This process has the theoretical advantage that only the final state involves
QCD. Additionally, huge quantities of data have been collected at quite a number of colliders, including
millions of events at the Z mass at LEP and SLC. We therefore start our investigation of the properties
of QCD by considering this process.

2.1 Soft and collinear limits
There is one QCD approximation that we will repeatedly make use of, and that is the soft and collinear
approximation. ‘Soft’ implies that an emitted gluon has very little energy compared to the parton (quark
or gluon) that emitted it. ‘Collinear’ means that it is emitted very close in angle to another parton in
the event. By considering gluons that are soft and/or collinear one can drastically simplify certain QCD
calculations, while still retaining much of the physics.

The soft and collinear approximation is sufficiently important that it’s worth, at least once, carrying
out a calculation with it, and we’ll do that in the context of the emission of a gluon from e+e− → qq̄
events. Though there are quite a few equations in the page that follows, the manipulations are all quite
simple! We’re interested in the hadronic side of the e+e− → qq̄ amplitude, so let’s first write the QED
matrix element for a virtual photon γ∗ → qq̄ (we can always put back the e+e− → γ∗ and the photon
propagator parts later if we need to — which we won’t):

Mqq̄ = ūa(p1)ieqγµδabvb(p2)

p1

p2

 ie γ
µ

,

where the diagram illustrates the momentum labelling. Here ū(p1) and v(p2) are the spinors for the
outgoing quark and anti-quark (taken massless), eq is the quark’s electric charge and the γµ are the Dirac
matrices. In what follows we shall drop the a, b quark colour indices for compactness and reintroduce
them only at the end.

The corresponding amplitude including the emission of a gluon with momentum k and polarization
vector ε is

Mqq̄g = k ,ε
 ie  γ

µ

p1

p2

+
k ,ε

 ie  γ
µ

p1

p2

= −ū(p1)igs /εtA
i( /p1 + /k)

(p1 + k)2
ieqγµv(p2) + ū(p1)ieqγµ

i( /p2 + /k)

(p2 + k)2
igs /εtAv(p2) ,

(12)

with one term for emission from the quark and the other for emission from the anti-quark and use of
the notation /p = pµγµ. Let’s concentrate on the first term, collecting the factors of i, and using the
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anti-commutation relation of the γ-matrices, /A /B = 2A.B − /B /A, to write

iū(p1)gs /εtA
( /p1 + /k)

(p1 + k)2
eqγµv(p2) = igsū(p1)

[2ε.(p1 + k)− ( /p1 + /k)/ε]
(p1 + k)2

eqγµt
Av(p2) , (13a)

' igs
p1.ε

p1.k
ū(p1)eqγµt

Av(p2) , (13b)

where to obtain the second line we have made use of the fact that ū(p1) /p1 = 0, p2
1 = k2 = 0, and

taken the soft approximation kµ � pµ, which allows us to neglect the terms in the numerator that are
proportional to k rather than p. The answer including both terms in Eq. (12) is

Mqq̄g ' ū(p1)ieqγµt
Av(p2) · gs

(
p1.ε

p1.k
− p2.ε

p2.k

)
, (14)

where the first factor has the Lorentz structure of theMqq̄ amplitude, i.e., apart from the colour matrix
tA, Mqq̄ is simply proportional to the Mqq̄ result. We actually need the squared amplitude, summed
over polarizations and colour states,

|Mqq̄g|2 '
∑

A,a,b,pol

∣∣∣∣ūa(p1)ieqγµt
Avb(p2) gs

(
p1.ε

p1.k
− p2.ε

p2.k

)∣∣∣∣
2

= −|Mqq̄|2CF g2
s

(
p1

p1.k
− p2

p2.k

)2

= |Mqq̄|2CF g2
s

2p1.p2

(p1.k)(p2.k)
.

(15)

We have now explicitly written the quark colour indices a, b again. To obtain the second line we
have made use of the result that

∑
A,a,b t

A
abt

A
ba = CFNC [cf. Eq. (8b)], whereas for |Mqq̄|2 we have∑

A,a,b δabt
A
ba = NC . To carry out the sum over gluon polarizations we have exploited the fact that∑

pol εµ(k)ε∗ν(k) = −gµν , plus terms proportional to kµ and kν that disappear when dotted with the
amplitude and its complex conjugate.

One main point of the result here is that in the soft limit, the |Mqq̄g|2 squared matrix element
factorizes into two terms: the |Mqq̄|2 matrix element and a piece with a rather simple dependence on the
gluon momentum.

The next ingredient that we need is the the phase space for the qq̄g system, dΦqq̄g. In the soft
approximation, we can write this

dΦqq̄g ' dΦqq̄
d3~k

2E(2π)3
, (16)

where E ≡ Ek is the energy of the gluon k. We see that the phase space also factorizes. Thus we can
write the full differential cross section for qq̄ production plus soft gluon emission as the qq̄ production
matrix element and phase space, |Mqq̄|2dΦqq̄, multiplied by a soft gluon emission probability dS,

|Mqq̄g|2dΦqq̄g ' |Mqq̄|2dΦqq̄dS , (17)

with
dS = EdE dcos θ

dφ

2π
· 2αsCF

π

2p1.p2

(2p1.k)(2p2.k)
, (18)

where we have used d3k = E2dEd cos θdφ, expressing the result in terms of the polar (θ) and azimuthal
(φ) angles of the gluon with respect to the quark (which itself is back-to-back with the antiquark, since
we work in the centre-of-mass frame and there is negligible recoil from the soft gluon). With a little
more algebra, we get our final result for the probability of soft gluon emission from the qq̄ system

dS =
2αsCF
π

dE

E

dθ

sin θ

dφ

2π
. (19)
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This result has two types of non-integrable divergence: one, called the soft (or infrared) divergence when
E → 0 and the other, a collinear divergence, when θ → 0 (or π), i.e., the gluon becomes collinear with
the quark (or antiquark) direction. Though derived here in the specific context of e+e− → qq̄ production,
these soft and collinear divergences are a very general property of QCD and appear whenever a gluon is
emitted from a quark, regardless of the process.

2.2 The total cross section

If we want to calculate theO (αs) corrections to the total cross section, the diagrams included in Eq. (12)
are not sufficient. We also need to include a one-loop correction (‘virtual’), specifically, the interference
between one-loop γ∗ → qq̄ diagrams and the tree-level γ∗ → qq̄ amplitude, for example a contribution
such as

−ie γ
µ

ie γ
µ

x

which has the same perturbative order (number of gs factors) as the square of Eq. (12).

The total cross section for the production of hadrons must be finite. The integral over the gluon-
emission correction has two non-integrable, logarithmic divergences. These divergences must therefore
somehow be cancelled by corresponding divergences in the virtual term. This is the requirement of
unitarity, which is basically the statement that probability of anything happening must add up to 1. The
most straightforward way of doing the full calculation for the total cross section is to use dimensional
regularization in the phase space integral for the real emission diagram and for the integration over the
loop momentum in the virtual diagram. However, in order just to visualize what is happening one can
also write

σtot = σqq̄

(
1 +

2αsCF
π

∫
dE

E

∫
dθ

sin θ
R

(
E

Q
, θ

)
− 2αsCF

π

∫
dE

E

∫
dθ

sin θ
V

(
E

Q
, θ

))
, (20)

where the first term, 1, is the ‘Born’ term, i.e., the production of just qq̄, the second term is the real
emission term, and the third term is the loop correction. Since we need to integrate gluon emission
beyond the soft and collinear region, we have introduced a function R(E/Q, θ), which parametrizes the
deviation of the matrix-element from its soft limit when E ∼ Q, with Q the centre-of-mass energy of
the process. R has the property limE→0R(E/Q, θ) = 1. We have written the virtual term in a similar
form, using V (E/Q, θ) to parametrize its structure (we cheat a bit, since the loop momentum integral
includes regions of phase space where the gluon is offshell; this won’t matter though for us here). The
statement that real and virtual divergences cancel means that V should be identical to R in the soft or
collinear limits

lim
E→0

(R− V ) = 0 , lim
θ→0,π

(R− V ) = 0 . (21)

Thus the corrections to the total cross section come from the region of hard (E ∼ Q), large-angle gluons
(for which perturbation theory is valid). There’s a good reason for this: soft and collinear emission takes
place on a time-scale ∼ 1/(Eθ2) that is long compared to that, ∼ 1/Q, for the production of the qq̄ pair
from the virtual photon. Anything that happens long after the production of the qq̄ pair cannot change
the fact that there will be a QCD final state (though it can change the properties of that final state), and
so it does not affect the total cross section. Similarly, whatever dynamics is involved in effecting the
transition between partons and hadrons is also expected to occur on a long time-scale (∼ 1/Λ) and so
should not modify the total cross section. This is important because it allows us to neglect the issue that
we cannot directly compute the properties of hadron production.
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The fact that the corrections to the total cross section are dominated by a region of hard gluon
emission is reflected in a reasonable behaviour for the perturbative series

σtot = σqq̄

(
1 + 1.045

αs(Q)

π
+ 0.94

(
αs(Q)

π

)2

− 15

(
αs(Q)

π

)3

+ · · ·
)
, (22)

where we have expressed the result in terms of αs evaluated at a renormalization µ = Q and the co-
efficients correspond to Q = MZ (for all known terms in the series, including electroweak effects, see
Refs. [18–23] as well as references therein).

2.3 The final state
As a first step towards asking questions about the final state, our next exercise is to attempt to determine
the mean number of gluons that are emitted from a quark with energy ∼ Q. If the emission probability
is small (∝ αs) then to first order in the coupling the mean number of emitted gluons is equal to the
probability of emitting one gluon

〈Ng〉 '
2αsCF
π

∫ Q dE

E

∫ π/2

Θ(Eθ > Q0) . (23)

The integral diverges for E → 0 and θ → 0, however, we can reasonably argue that the divergent
structure only holds as long as perturbation theory is valid. This motivates us to cut the divergences off
at a scale Q0 ∼ Λ, because below that scale the language of quarks and gluons loses its meaning. That
immediately tells us that we should have E & Q0, but it’s not so immediately clear how the θ integral
will be cut off. It turns out, for reasons to do with invariance of the small-angle emission pattern as
one boosts the quark in the (longitudinal) direction of its motion, that the correct variable to cut on is
transverse momentum, kt ∼ Eθ. We therefore find, to first order in the coupling,

〈Ng〉 '
αsCF
π

ln2 Q

Q0
+O (αs lnQ) , (24)

where we have explicitly kept track only of the term with the largest number of logarithms. If we take
Q0 = Λ, how big is this result? We have to decide on the scale for αs. Being hopelessly optimistic, i.e.,
taking αs = αs(Q) = (2b lnQ/Λ)−1 gives us

〈Ng〉 '
CF
2bπ

ln
Q

Λ
' CF

4b2παs
, (25)

which, numerically, corresponds to 〈Ng〉 ' 2. This is neither small numerically, nor parametrically
(∼ 1/αs). Does this render perturbation completely useless for anything other than total cross sections?

We can follow two possible avenues to help answer this question. One approach is to calculate
the next order, and see what structure it has. Alternatively we can ask whether there are final-state
observables that have a better-behaved perturbative series than ‘the mean number of gluons’.

2.3.1 Gluon (and hadron) multiplicity
Once one gluon has been emitted, it can itself emit further gluons. To understand what the gluon multi-
plicity might look like to higher orders, it’s useful to write down the general pattern of emission of a soft
gluon both from a quark and from a gluon, which is essentially independent of the process that produced
the ‘emitter’:

p

k

' 2αsCF
π

dE

E

dθ

θ
, (26a)
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a) q

q

b) q

q

c) q

q

π, K, p, ...

d)

Fig. 5: Emission pattern from a qq̄ event, with first a single gluon (a), then multiple emissions of gluons both
from the qq̄ pair and from the previously emitted gluons (b), followed by some process, ‘hadronization’, that
causes hadrons to be produced from the gluons, giving an event (c), that structurally resembles a real event (d)
(e+e− → Z →hadrons at LEP in the OPAL detector)

p

k

θ ' 2αsCA
π

dE

E

dθ

θ
. (26b)

These expressions are valid when the emitted gluon is much lower in energy than the emitter, k � p,
and when the emission angle θ is much smaller than the angle between the emitter and any other parton
in the event (this is known as the condition of angular ordering [24]). The structure of emission of a soft
gluon is almost identical from a quark and from a gluon, except for the substitution of the CF = 4/3
colour factor in the quark case with the CA = 3 colour factor in the gluon case.

Since quarks and gluons emit in similar ways, every gluon that is emitted from the quark can itself
emit further gluons, and so forth. Most of the emissions will either be in almost the same direction as the
original quark (due to the collinear divergence) and/or be soft. This is represented in Figs. 5(a) and (b)
(for simplicity we’ve not shown gluons splitting to qq̄ pairs, which also occurs, with just a collinear
divergence). This still only gives a description of events in terms of quarks and gluons, whereas real
events consist of hadrons. Though hadronization, the transition from quarks and gluon to hadrons is not
something that we know how to calculate from first principles, one idea that has had some success is
Local Parton Hadron Duality (LPHD) (see, e.g., Ref. [25]). It states that after accounting for all gluon
and quark production down to scales ∼ Λ, the transition from partons to hadrons is essentially local in
phase space. Thus the hadron directions and momenta will be closely related to the partons’, and the
hadron multiplicity will reflect the parton multiplicity too. This is illustrated in Fig. 5(c), comparing
it also to the picture of a real event, Fig. 5(d). The latter illustrates how the hadrons do tend to have
the same collimated angular distribution as is predicted for gluons, with the small number of exceptions
having low energy (i.e., soft) as can be seen from the larger curvature in the experiment’s magnetic field.

This comparison with a single event is suggestive that our picture of gluon emission and hadroniza-
tion might be reasonable. A more quantitative test can be obtained by calculating the number of emitted
gluons. This requires the extension of Eqs. (23)–(25) to multiple gluon emission. The full calculation
doesn’t fit into the space available for these lectures (see instead textbook discussions in Refs. [1, 25]),
but the basic idea is that there are terms (αs ln2Q/Q0)n for all orders n and that one can calculate their
coefficients analytically. The structure of the result is

〈Ng〉 ∼
CF
CA

∞∑

n=1

1

(n!)2

(
CA

2πb2αs

)n
∼ CF
CA

exp

(√
2CA

πb2αs(Q)

)
, (27)

where we’ve neglected to write the prefactor in front of the exponential, and we’ve also not given the
subleading terms [26].
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Fig. 6: Multiplicity of charged hadrons in e+e− →hadrons events, comparing the experimental data at a range
of centre-of-mass energies Q, with the QCD prediction using a fitted normalisation and non-perturbative scale Λ.
Figure adapted from Ref. [1].

How is Eq. (27) to be related to the hadron multiplicity? The simplest assumption is that each
final parton gives some (unknown) fixed number of hadrons which must be fitted to data. Equation (27)
then predicts not the total hadron multiplicity but its energy dependence. That prediction is illustrated
in Fig. 6 and shows remarkable agreement with data over a range of energies, providing strong evidence
that the picture outlined above is a fair reflection of ‘reality’.

The above approach can be extended to calculate other properties of events such as the energy
spectrum of hadrons, the fluctuations in the number of hadrons, and even correlations between hadrons,
generally with reasonable success. However, as one probes more detailed features of events, the ana-
lytical calculations become significantly more complicated and one also becomes increasingly sensitive
to the oversimplicity of the LPHD concept. Having said that, the same ideas that we are using, i.e., the
importance of multiple soft and collinear splitting together with a transition from partons to hadrons, are,
in numerical form, at the base of widely used Monte Carlo parton-shower event generators like PYTHIA,
HERWIG and SHERPA. We will discuss them in more detail in Section 4.2.

2.3.2 Infrared safe observables
It is heartening that the above soft-collinear discussion gave such a good description of the data. How-
ever, it did involve the application of perturbation theory to kinematic regions where its validity is ques-
tionable, the need to calculate dominant contributions at all orders in αs, and the introduction of a free
parameter to ‘fudge’ the fact that we don’t understand the non-perturbative physics. A natural question
is therefore whether one can formulate final-state observables for which these problems are not present.

The answer is that one can. For an observable to be calculated based on just one or two orders of
perturbation theory it should be infrared and collinear (IRC) safe. In the words of Ref. [1]:

For an observable’s distribution to be calculable in [fixed-order] perturbation theory, the
observable should be infra-red safe, i.e. insensitive to the emission of soft or collinear gluons.
In particular if ~pi is any momentum occurring in its definition, it must be invariant under the
branching

~pi → ~pj + ~pk

whenever ~pj and ~pk are parallel [collinear] or one of them is small [infrared].
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For example, the multiplicity of gluons is not IRC safe, because it is modified by soft and collinear
splitting. The energy of the hardest particle in an event is not IRC safe, because it is modified by collinear
splitting. However, the total energy flowing into a given cone is IRC safe, because soft emissions don’t
modify the energy flow, and collinear emissions don’t modify its direction.

This last example comes from Sterman and Weinberg [27], who defined an e+e− event as having
2 ‘jets’ if at least a fraction (1 − ε) of the event’s energy is contained in two cones of half-angle δ. If
we take δ to be 30◦ and ε = 0.1, then Fig. 5(d) is an example of such a 2-jet event. We can adapt our
expression for the total cross section, Eq. (22), to give us the 2-jet cross section as follows

σ2-jet = σqq̄

(
1 +

2αsCF
π

∫
dE

E

∫
dθ

sin θ

[
R

(
E

Q
, θ

)(
1−Θ

(
E

Q
− ε
)

Θ(θ − δ)
)
− V

(
E

Q
, θ

)])
.

(28)
For small E or θ this is just like the total cross section, with full cancellation of divergences between real
and virtual terms [cf. Eq. (21)]. For large E and large θ a finite piece of real-emission cross section is cut
out by the factor (1−Θ(EQ − ε)Θ(θ− δ)) and it corresponds to scales with E ∼ Q and large angles, for
which perturbation theory is valid. This then gives

σ2-jet = σqq̄(1− c1αs + c2α
2
s + · · · ) , (29)

where c1, c2, etc. are all of order 1 (as long as ε and δ were not taken too small). Similarly one could
define a 3-jet cross section by requiring that it not be a 2-jet event and that all but a fraction ε of the
energy be contained in 3 cones of half angle δ. This would give a cross section of the form

σ3-jet = σqq̄(c
′
1αs + c′2α

2
s + · · · ) , (30)

where, again, the coefficients are all O (1). So whereas the cross section for getting an extra gluon is
divergent, the cross section for an extra jet is finite and small, O (αs). One difficulty with the extension
of the Sterman–Weinberg definition to multiple jets is to know how to place the cones. Since jet-finding
is a well-developed subject in its own right, we will return to in detail in Section 5.

The Sterman–Weinberg jet cross section gives a discrete classification of events: an event either
has two jets, or more. An alternative class of infrared and collinear safe observables is that of event
shapes, which give a continuous classification of events. The most widely studied example is the thrust,
T ,

T = max
~nT

∑
i |~pi.~nT |∑
i |~pi|

, (31)

where the sum runs over all particles, and one chooses the thrust axis ~nT (a 3-dimensional unit vector)
so as to maximize the projection in the numerator. For a perfectly collimated 2-jet event, the thrust axis
aligns with the jet axes and the thrust is 1. For a ‘Mercedes’ type event with three identical collimated
jets, the thrust axis will be aligned with any one of the three jets and the thrust will be 2/3. Intermediate
events will have intermediate values of the thrust.

One application of the thrust variable is given in Fig. 7. It shows data for the thrust distribution
from LEP, compared to O (αs) calculations of the thrust distribution in QCD and in a variant of QCD in
which the gluon is a scalar particle rather than a vector particle. The scalar gluon case does not have a
divergence for soft emission (the collinear divergence is still there), with the result is that the distribution
diverges less strongly in the 2-jet limit than for vector gluons. The data clearly prefer the vector-gluon
case, though they do also show the need for higher-order corrections at thrust values close to 2/3 and 1.

More generally, event shapes like the thrust have seen broad use in measurements of the QCD
coupling, tuning of Monte Carlo event generators (see Section 4.2), studies of the hadronization process,
and also as an event-topology discriminant in searches for decays of particles beyond the Standard Model.

13

ELEMENTS OF QCD FOR HADRON COLLIDERS

13



Fig. 7: Measured thrust distribution at LEP compared to leading order predictions based on QCD (vector gluon,
solid red line) and a modified version of QCD in which the gluon is a scalar (spin 0, dashed blue line) rather than
a vector (spin-1) particle. Figure taken from CERN academic training lectures by B. R. Webber.

2.4 Summary
The e+e− → hadrons process has allowed us to examine many of the basic ideas of perturbative QCD:
soft and collinear divergences, the question of which observables are perturbatively calculable or not
(related to infrared and collinear safety) and even what happens if one takes perturbation theory seriously
outside its strict domain of applicability (one acquires a rough understanding of the collimated, high-
multiplicity structure of real events).

3 Parton distribution functions
Having considered processes that involve hadrons in the final state, let us now examine what happens
when they are present in the initial state. The importance of understanding initial-state hadrons is obvious
at the LHC. Within the ‘parton model’, we write, for example, the hadron collider cross section to
produce a Z and a Higgs boson as

σ =

∫
dx1fq/p(x1)

∫
dx2fq̄/p(x2) σ̂qq̄→ZH(x1x2s) , x

2 p
2

p1 p2

x 1
p 1

σ

Z H

(32)

where s = (p1 + p2)2 is the squared pp centre-of-mass energy, fq/p(x1) is the number density of quarks
of type q carrying a fraction x1 of the momentum of the first proton, and similarly with fq̄/p(x2) for the
other proton. The fq/p(x) functions are known as ‘parton distribution functions’ (PDFs). They multiply
the ‘hard’ (here, electroweak) cross section, σ̂qq̄→ZH(x1x2s) for the process qq̄ → ZH , a function of
the squared partonic (qq̄) centre-of-mass energy, ŝ = x1x2s. After integrating over x1 and x2 (and
summing over quark species), one obtains the total cross section for pp → ZH . The above form seems
quite intuitive, but still leaves a number of questions: for example, how do we determine the momentum
distributions of quarks and gluons inside the proton? How does the ‘factorization’ into PDFs and a hard
part stand up to QCD corrections? Understanding these questions is crucial if, one day, we are to take
measured cross sections for ZH and interpret them, for example, in terms of the coupling of the Higgs
to the Z. And they’re just as crucial for practically any other physics analysis we might want to carry out
at the LHC.
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Fig. 8: Left: kinematic variables of DIS; right: illustration of an event as it appeared in practice in the H1 detector
at HERA.

The parton distribution functions are properties of the (non-perturbative) proton. A natural first
question is whether we can calculate the PDFs based on lattice QCD. In principle, yes, and there is
ongoing work in this direction (see, e.g., Ref. [28]), however, currently lattice QCD has not reached an
accuracy in these calculations that is competitive with the combination of experimental measurements
and perturbative QCD analyses that we discuss below.

3.1 Deep Inelastic Scattering
The process where we have learnt the most about PDFs is Deep Inelastic Scattering (DIS), i.e., lepton–
proton scattering in which the photon that is exchanged between lepton and proton has a large virtuality.
The kinematics of the “quark-parton-model” DIS process is represented in Fig. 8 (left) and an event from
the H1 detector at HERA is shown on the right. Kinematic variables that are usually defined are

Q2 = −q2 , x =
Q2

2p.q
, y =

p.q

p.k
, (33)

where Q2 is the photon virtuality, x is the longitudinal momentum fraction of the struck quark in the
proton, and y is the momentum fraction lost by the electron (in the proton rest frame).

To zeroth order in αs (the ‘quark parton model’), the DIS cross section can be written as

d2σem

dxdQ2
=

4πα2

xQ4

(
1 + (1− y)2

2
F em2 +O (αs)

)
, (34)

written in terms of the F2 structure function, which, to zeroth order in αs is given by

F em2 = x
∑

i=q,q̄

e2
i fi/p(x) +O (αs) , (35)

(the “em” superscript is a reminder that we’re only considering the electromagnetic part here) .

Given the sum over all flavours in Eq. (35), disentangling the information about individual flavours
might seem like quite a daunting task. We can attempt to see where the information comes from by
starting off with the assumption that the proton consists just of up and down quarks, in which case

F
proton
2 = x(e2

uup(x) + e2
ddp(x)) = x

(
4

9
up(x) +

1

9
dp(x)

)
, (36)

where we have introduced the shorthand fu/p(x) = up(x), etc. (later we will drop the “p” subscript
altogether). In Eq. (36) we now have a linear combination of just two functions. The next step is to use
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Fig. 9: Left: linear combinations of NMC F2 data [29] for protons and deuterons so as to obtain xu(x) and xd(x),
assuming only u and d quarks inside the proton, together with the expectations from the same linear combination
based on the CTEQ6D PDF parametrizations [30]. Right: results for different valence and sea quark distributions
from CTEQ6D at Q2 = 10 GeV2.

isospin symmetry, the fact that the neutron is essentially just a proton with u ↔ d, i.e., un(x) ' dp(x)
(ignoring small electromagnetic effects), so that

1

x
F neutron

2 =
4

9
un(x) +

1

9
un(x) ' 4

9
dp(x) +

1

9
up(x) . (37)

Appropriate linear combination of F proton
2 and F neutron

2 (in practice one uses deuterons, or nuclei as a
source of neutrons) therefore provides separate information on up(x) and dp(x).

The results of this exercise are shown in Fig. 9 (left). As expected we see more up quarks
than down quarks. But there’s also a problem: let’s try to extract the total number of up quarks,
U =

∫ 1
0 dxu(x). We see that the data increase towards small x, and a parametrization (CTEQ6D [30])

of these and other data even seems to diverge as x → 0, xu(x) ∼ xd(x) ∼ x−0.25.4 Given that the
plot is supposed to be for xu(x) and that we need to integrate u(x) to get the total number of up quarks
in the proton, it looks like we’ll obtain an infinite number of up quarks, which is hardly consistent with
expectations from the picture of a proton as being a uud state.

One thing we’ve ‘neglected’ is that there can also be anti-up and anti-down quarks in the proton,
because the proton wavefunction can fluctuate, creating uū and dd̄ pairs, ‘sea quarks’, and so give rise
to ū(x) and d̄(x) distributions. Therefore instead of Eq. (36), we should have written

F
proton
2 =

4

9
(xup(x) + xūp(x)) +

1

9
(dp(x) + d̄p(x)) , (38)

since quarks and antiquarks have identical squared charges. So what we called “xu(x)” in Fig. 9 (left)
was actually xu(x)+xū(x) (with some admixture of strange and charm quarks too). The infinite number
of quarks and antiquarks can then just be interpreted as saying that fluctuations within the proton create
infinite numbers of qq̄ pairs, mostly carrying a small fraction of the proton’s momentum.

Returning to the statement that the proton has 2 up and 1 down quark, what we mean is that the

4The particular parametrization shown here is not very widely used nowadays, but is particularly convenient for comparisons
to DIS data (it corresponds to a definition of PDFs known as the “DIS scheme,” for which higher-order corrections to many
DIS cross sections are particularly simple). The behaviour at small x is common to essentially all parametrizations.
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net number of up minus anti-up quarks is 2,

∫ 1

0
dx(u(x)− ū(x)) = 2 ,

∫ 1

0
dx(d(x)− d̄(x)) = 1 , (39)

where u(x) − ū(x) is also called the valence quark distribution uV (x). How can we measure the dif-
ference between quarks and antiquarks? The answer is through charged-current processes (e.g., neutrino
scattering), since a W+ interacts only with d and ū, but not with d̄ or u.

We could imagine forming linear combinations of data sets with proton and nuclear targets, with
photon and W± exchange, etc., in order to obtain the different quark-flavour PDFs. In practice it is
simpler to introduce parametrizations for each flavour, deduce predictions for DIS, neutrino-scattering
and other cross sections, and then fit the parameters so as to obtain agreement with the experimental data.
This is known as a ‘global fit’. We will return to such fits below, but for now let’s just look at the results
for different quark distributions, shown in Fig. 9 (right).

We see that the valence quark distributions are mainly situated at moderate x values. For x → 1
they fall off as a moderate power of (1 − x), roughly as (1 − x)3. This fall-off comes about because to
have one u quark carrying most of the proton momentum implies that the other u and the d quark must
both carry only a small fraction, and the phase space for that to occur vanishes as x → 1 (the proper
treatment for this is through ‘quark-counting rules’). For x → 0, xqV (x) ∼ x0.5, which is related to
something called Regge physics.

The sea-quark distributions (uS(x) ≡ u(x) + ū(x) − uV (x) ≡ 2ū(x), etc.) are concentrated at
small x values. They fall off much more steeply at large x: for a ū quark to have a large momentum
fraction, 3 u-quarks and one d-quark must have correspondingly small-x, so the phase space is even
more restricted than in the case of valence quarks. For x→ 0, the exact behaviour is not entirely simple,
but as a rough rule of thumb xqS(x) ∼ x−ω with ω ∼ 0.2–0.4.

Of course we’re still missing the PDFs for one kind of parton: gluons. It’s a well known fact that
if we evaluate the fraction of the proton’s momentum carried by all the quarks,

∑

q

∫ 1

0
dxxq(x) , (40)

the result is about 0.5. It’s fair to suspect that the gluon is responsible for the other half, but how are we
to establish its shape given that it’s not directly probed by photons or W±? To answer that question we
must go beyond the ‘naive’ leading-order partonic picture of the proton’s quarks interacting with probes,
and bring in QCD splitting.

3.2 Initial-state parton splitting, DGLAP evolution
3.2.1 Final and initial-state divergences
In Eq. (26a) we wrote the universal form for the final-state ‘splitting’ of a quark into a quark and a soft
gluon. Let’s rewrite it with different kinematic variables, considering a hard process h with cross section
σh, and examining the cross section for h with an extra gluon in the final state, σh+g. We have

p
zp

E =

θ

(1−z)p

σ
h σh+g ' σh

αsCF
π

dz

1− z
dk2

t

k2
t

, (41)

where E in Eq. (26a) corresponds to E = (1 − z)p and we’ve introduced kt = E sin θ ' Eθ. If we
avoid distinguishing a collinear q+ g pair from a plain quark (measurements with IRC safe observables)
then, as we argued before, the divergent part of the gluon emission contribution always cancels with a
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related virtual correction

p p
σ

h σh+V ' −σh
αsCF
π

dz

1− z
dk2

t

k2
t

. (42)

Now let us examine what happens for initial-state splitting, where the hard process occurs after the
splitting and the momentum entering the hard process is modified p→ zp:

zp
p

(1−z)p

σ
h σg+h(p) ' σh(zp)

αsCF
π

dz

1− z
dk2

t

k2
t

, (43)

where we have made explicit the hard process’s dependence on the incoming momentum, and we assume
that σh involves momentum transfers ∼ Q � kt, so that we can ignore the extra transverse momentum
entering σh. For virtual terms, the momentum entering the process is unchanged, so we have

p p
σ

h σg+h(p) ' −σh(p)
αsCF
π

dz

1− z
dk2

t

k2
t

, (44)

The total cross section then gets contributions with two different hard cross sections:

σg+h + σV+h '
αsCF
π

∫ Q2

0

dk2
t

k2
t︸ ︷︷ ︸

infinite

∫ 1

0

dz

1− z [σh(zp)− σh(p)]

︸ ︷︷ ︸
finite

. (45)

Note the limits on the integrals, in particular theQ2 upper limit on the transverse-momentum integration:
the approximations we’re using are valid as long as the transverse momentum emitted in the initial state is
much smaller than the momentum transfersQ that are present in the hard process. Of the two integrations
in Eq. (45), the one over z is finite, because in the region of the soft divergence, z → 1, the difference of
hard cross sections, [σh(zp)− σh(p)], tends to zero. In contrast, the kt integral diverges in the collinear
limit: the cross section with an incoming parton (and virtual corrections) appears not to be collinear safe.
This is a general feature of processes with incoming partons: so how are we then to carry out calculations
with initial-state hadrons?

In Section 2.3.1, when trying to make sense of final-state divergences, we introduced a (non-
perturbative) cutoff. Let’s do something similar here, with a cutoff, µF, called a factorization scale
(which will usually be taken at perturbative scales). The main idea in using this cutoff is that any emis-
sions that occur with kt . µF are absorbed (‘factorized’) into the PDF itself. Thus the PDFs become a
function of µF. We can write the lowest order term for the cross section, σ0, and the correction with one
initial-state emission or virtual loop, σ1, as follows

Q 2

p
xp

zxp

(1−z)xp

σ
h

µ 2

σ0 =

∫
dx σh(xp) q(x, µ2

F) , (46a)

σ1 '
αsCF
π

∫ Q2

µ2F

dk2
t

k2
t︸ ︷︷ ︸

finite (large?)

∫
dx dz

1− z [σh(zxp)− σh(xp)] q(x, µ2
F)

︸ ︷︷ ︸
finite

,

(46b)

where we have now included also the integral over the longitudinal momentum fraction x of the parton
extracted from the proton. The emissions and virtual corrections with kt . µF are now implicitly in-
cluded inside the q(x, µ2

F) PDF factor that appears in the σ0 contribution, and only those with kt & µF
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arise explicitly in the O (αs) term. This term (whose real-emission part is represented in the diagram to
the left) is now finite, albeit potentially large if µF � Q.

This situation of having a non-integrable divergence that somehow needs to be regularized and
absorbed with a scale choice into some ‘constant’ of the theory (here the PDFs), is reminiscent of renor-
malization for the coupling constant. The differences are that here we are faced with a divergence in the
(collinear) infrared rather than one in the ultraviolet. And that unlike the coupling, the PDFs are not fun-
damental parameters of the theory, but rather quantities that we could calculate if only we had sufficiently
sophisticated theoretical ‘technology’. Nevertheless, as for the coupling, the freedom in choosing the
scale that enters the regularization, called the factorization scale, implies the presence of a renormaliza-
tion group equation for the PDFs, the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equation.

3.2.2 The DGLAP equation
To see what form the DGLAP equation takes, let us fix the longitudinal momentum of the quark entering
the hard process to be xp (whereas above we’d fixed the momentum for the quark extracted from the pro-
ton). Next we examine the effect on the PDFs of integrating over a small region of transverse momentum
µ2

F < k2
t < (1 + ε)µ2

F ,

dq(x, µ2
F)

d lnµ2
F

=
1

ε




p

x

x
p

x

x/z x(1−z)/z

(1+ε)µ 2(1+ε)µ 2

µ 2µ 2

+




=
αs

2π

∫ 1

x
dz pqq(z)

q(x/z, µ2
F)

z
− αs

2π

∫ 1

0
dz pqq(z) q(x, µ

2
F)

(47)

where pqq(z) is the real part of the ‘splitting kernel’ for a quark splitting to a quark plus a gluon,

pqq(z) = CF
1 + z2

1− z . (48)

Until now, we had concentrated on the soft limit, which was equivalent to approximating pqq(z) ' 2CF
1−z .

What Eq. (47) tells us is that as we increase the factorization scale, we get extra partons with longitudinal
momentum fraction x that come from the branching of partons in the proton at lower factorization scales
but larger momentum fractions x/z (x < z < 1). There are also loop contributions (second term on
the RHS) to the parton density at a fixed x value, which are negative contributions to the evolution. The
way to think about these is that when a parton with momentum fraction x branches to partons with lower
momentum fractions, the original parton is lost and the loop diagram accounts for that.

It’s a bit awkward to write the real and virtual parts separately in Eq. (47), especially if one wants
to explicitly see the cancellation of the divergences for z → 1. It’s therefore standard to use the more
compact notation

dq(x, µ2
F)

d lnµ2
F

=
αs

2π

∫ 1

x
dz Pqq(z)

q(x/z, µ2
F)

z︸ ︷︷ ︸
Pqq⊗q

, Pqq = CF

(
1 + z2

1− z

)

+

, (49)

where the subscript plus, known as the ‘plus’ prescription, is to be understood as follows:
∫ 1

x
dz [g(z)]+ f(z) =

∫ 1

x
dz g(z) f(z)−

∫ 1

0
dz g(z) f(1) (50)

=

∫ 1

x
dz g(z) (f(z)− f(1))−

∫ x

0
dz g(z) f(1) (51)
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Fig. 10: An illustration how with ever shorter wavelength photon probes, one resolves more and more structure
inside the proton.

so that the factor (f(z) − f(1)), which goes to zero at z = 1, kills the divergence due the singular
behaviour of g(z) for z → 1.

Equation (49) involves just quarks, but the proton contains both quarks and gluons, so the full
DGLAP equations are actually coupled evolution equations. Schematically, for just a single quark
flavour, they read

d

d lnµ2
F

(
q
g

)
=
αs(µ

2
F)

2π

(
Pq←q Pq←g
Pg←q Pg←g

)
⊗
(
q
g

)
(52)

and more generally they span all quark flavours and anti-flavours. In labelling the different flavour entries,
we’ve included arrows (usually not shown), e.g. q ← g, so as to emphasize that we have evolution from
the right-hand parton type to the left-hand parton type. The splitting functions other than Pqq are given
by

Pqg(z) = TR
[
z2 + (1− z)2

]
, Pgq(z) = CF

[
1 + (1− z)2

z

]
, (53a)

Pgg(z) = 2CA

[
z

(1− z)+
+

1− z
z

+ z(1− z)
]

+ δ(1− z)(11CA − 4nfTR)

6
. (53b)

Additionally, Pq̄g = Pqg and, to this first order in the coupling, Pqq′ and Pqq̄ are both zero.

Several features of the splitting functions are worth noting: Pqg and Pgg are both symmetric in
z ↔ 1− z (except for the virtual part). Pqq and Pgg diverge for z → 1, which corresponds to soft-gluon
emission. And Pgg and Pgq both diverge for z → 0 (corresponding to a soft gluon entering the ‘hard’
process). This last point implies that PDFs q(x) and g(x) must grow at least as fast as 1/x for x → 0:
even if such a divergence is absent in the non-perturbative ‘initial conditions’ for the quark and gluon
distributions at low scales µF, DGLAP evolution inevitably introduces it into the result for q(x, µ2

F) and
g(x, µ2

F) at higher scales.

3.2.3 Results of DGLAP evolution
Pictorially, the effect of DGLAP evolution is illustrated in Fig. 10. A more quantitative view is given in
Fig. 11, which shows the effect of DGLAP evolution with an initial condition that is pure quark (two left
plots) or pure gluon (two right plots). In both cases one sees that evolution generates some amount of
the missing parton type; one also sees how it depletes the parton distributions at large x, and increases
them at small x (especially in the case of the gluon). The attentive reader may have observed that the
figure labels the scale of the PDFs as Q2 rather than µ2

F : this is because it is standard to take µ2
F = Q2

so as to minimize the size of the the O (αs) term of Eq. (46) which arises, roughly, from the integral
over transverse momenta from µ2

F to Q2. I.e., one usually chooses to factorize essentially all initial-state
radiation into the PDFs and so into the LO cross section.

Since, as we’ve see in Fig. 11, the presence of a gluon distribution helps drive quark evolution, we
can use the experimentally observed pattern of quark evolution to help constrain the gluon. The left-hand
plot of Fig. 12 shows data from ZEUS [31] and NMC [29] on F2(x,Q2) at some low but still perturbative
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scale data is poor (central plot); whereas with a significant low-scale gluon component (taken from the CTEQ6D
parametrization), agreement becomes good at high scales (right-most plot).

scale Q2 = Q2
0 ≡ 12 GeV2. The data are compared to the expectations based on the CTEQ6D PDFs’

quark content at that scale, illustrating the good agreement. Since these are data for F2, they have no
direct sensitivity to the gluon distribution. The middle plot shows data for 150 GeV2, together with the
results of DGLAP evolution from Q2

0 = 12 GeV2, assuming that the gluon distribution was zero at Q2
0.

There’s a clear discrepancy. In the right-hand plot, the comparison is made with evolution whose initial
condition at Q2

0 contained a quite large gluon component (exactly that in the CTEQ6D distributions),
causing the quark distribution at small x values to increase faster with Q2 than would otherwise be the
case, bringing the evolution into agreement with the data.

3.3 Global fits
It’s interesting to ask just how much of a gluon distribution is needed in order to get the agreement shown
in Fig. 12. The answer is given in Fig. 13 and one sees that the gluon distribution is enormous, especially
at small values of x. It is fair to ask whether we can trust a result such as Fig. 13, so in this section we will
examine some of ingredients and issues that are relevant to the ‘global fits’ that inform our knowledge of
PDFs.
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of a global fit by the ZEUS collaboration.
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Figure 14 (left) illustrates the kinematical regions in the x and Q2 plane covered by the exper-
imental data sets typically used in global fits. Everything below the diagonal line corresponds to DIS
data, and the right-hand plot shows the comparison between a fit (by ZEUS) and the bulk of the DIS
data, illustrating the excellent consistency between fit and data. Agreement with such a broad data set is
already a non-trivial achievement. Figure 14 (left) also shows shaded regions that span the diagonal line.
These correspond to hadron-collider jets data, which provide valuable direct information on the gluon
distribution in global fits, as we will discuss below. The other topics that we will address here relate to
the accuracy of our determinations of PDFs.

3.3.1 Factorization and pp̄ jet production
Perhaps the most convincing cross-check of PDF extractions comes from Tevatron jet data (there are
also important jet data from HERA). The process of factorizing initial-state radiation into the PDF at
a given scale is equally valid in DIS and pp̄ (or pp) collisions, as illustrated in the following pictorial
representation of the two cases:

e+

Q2

x1 x2

q(x, Q2) q1(x1, Q2) g2(x2, Q2)

proton proton 1 proton 2

qg −> 2 jetse+q −> e+ + jet

x
(54)

Given factorization and a determination of PDFs in DIS, one can simply take the expression Eq. (32) for
a generic cross section in hadron–hadron collisions, and rewrite it with explicit factorization scales:

σσpp→ZH =

∫
dx1fq/p(x1, µ

2
F)

∫
dx2fq̄/p(x2, µ

2
F) σ̂qq̄→ZH(x1p1, x2p2, µ

2
F) . (55)

Such a formula, with σqq̄→ZH replaced by σqq̄→qq̄ (summing also over processes with gluons, etc.) can
be used to obtain predictions for the differential inclusive jet spectrum at the Tevatron. Figure 15 shows
comparisons of data from DØ and from CDF with predictions from CTEQ6.5 [32] and MRST2004 [33]
PDF parametrizations, illustrating excellent agreement. The two right-hand plots show how different
incoming partonic scattering channels contribute to the cross section, highlighting the significant contri-
bution from gluons.

It is perhaps misleading to use the word ‘prediction’ about Fig. 15: most advanced fully global
PDF fits actually make use of data such as that in Fig. 15 as part of the fit. Still, it is a powerful
consistency check that it is possible to obtain agreement both with the jet data, which is sensitive directly
to quark and to gluon distributions, as well as with DIS data, which is directly sensitive to the quarks and
indirectly to the gluons, through the scaling violations.

One technical comment is due concerning factorization. While our discussion has been limited
to leading order, many of the figures that we have shown also involve higher orders (to which we will
return). When using PDFs with predictions beyond LO, it is necessary to specify the ‘factorization
scheme’, i.e., the specific procedure by which one separates emissions below and above µF. The figures
in Sections 3.1 and 3.2 made use of the ‘DIS’ scheme (hence CTEQ6D), defined such that F2 is given
by Eq. (35), free of anyO (αs) (or higher) corrections. While that scheme has the benefit of pedagogical
simplicity, in real calculations (and all plots in this section) it is usually more convenient to use the ‘MS’
factorization scheme, based on dimensional regularization.
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Fig. 15: Left: DØ inclusive jets data [34] compared to predictions with CTEQ6.5M PDFs. Middle: the ratio
of CDF data from Ref. [35] to predictions with MRST2004 PDFs. Right: the relative contributions of different
scattering channels to the Tevatron and LHC jet spectra, as a function of jet pt, taken from Ref. [36].
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Fig. 17: Impact of PDF uncertainties on predictions for standard cross sections at the Tevatron and LHC from
Ref. [38].

3.3.2 Uncertainties

An important part of the activity on global fits in recent years has been geared to the estimation of
the uncertainties on PDFs. Figure 16 shows the uncertainties on recent PDF sets from the two most
established PDF fitting groups, MSTW and CTEQ, illustrating uncertainties that are in the couple of
per cent to ten per cent range. Figure 17 illustrates the impact of the uncertainties on predictions for a
range of cross sections at the Tevatron and the LHC.

Estimating PDF uncertainties is something of an art: for example, one must parametrize the PDFs
at some input scale and there is freedom in how flexible a parametrization one uses: too rigid (or with too
many theorist’s assumptions) and the global fit may not have the flexibility to describe the data or may
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appear to have inappropriately small uncertainties in regions where there are no data; with too flexible a
parametrization the fits may develop artefacts that adapt to statistical fluctuations of the data. Other issues
include reconciling barely compatible data sets and deciding what values of χ2 variations are reasonable
to estimate errors given the incompatible data sets. In addition to MSTW and CTEQ (and several other
groups), a recent entrant to PDF fitting is the NNPDF Collaboration, which is developing procedures
that attempt to minimize theoretical bias in questions such as the parametrizations. First global fit results
including pp data have been given in Ref. [39], though for fully accurate treatment of the HERA data,
one should await their inclusion of heavy-quark effects. Their results so far tend to be similar to those
of MSTW and CTEQ, except in the regions of small-x near the edge of the available HERA phasespace
and for strange quark distributions, where they find somewhat larger uncertainties.

3.3.3 PDFs for LHC and the accuracy of DGLAP evolution
Figure 18 (left) illustrates the kinematic region in the x and Q2 plane that is covered by the LHC (with√
s = 14 TeV), compared to that for HERA and fixed-target experiments. The LHC region is labelled

with a grid corresponding to mass (M , and one takes Q = M ) and rapidity (y) of the object that is
being produced. These are related to the incoming momentum fractions x1 and x2 and the pp squared
centre-of-mass energy through

M =
√
x1x2s , y =

1

2
ln
x1

x2
. (56)

An object produced at a rapidity y involves x1 = M√
s
e+y and x2 = M√

s
e−y. One feature that’s imme-

diately visible from the plot is that much of the LHC kinematic plane covers regions where PDFs have
not been measured directly. We will therefore rely heavily on DGLAP evolution for our predictions.
The right-hand plot in Fig. 18 illustrates just how much, in that it gives the factor by which the gluon
distribution evolves in going from Q = 2 GeV to Q = 100 GeV. Depending on the region in x, this
can be a large factor, O (10). When compared to the experimental uncertainties on PDFs as shown in
Figs. 16 and 17, we clearly have to ask how well we know the evolution.

In Section 4.1 we will discuss in detail how uncertainties are estimated in theoretical predictions.
For now, essentially, there is freedom in Eq. (52) to choose a renormalization scale µ2

R for αs that differs
from µ2

F . A conventional way of estimating the uncertainties is to choose µ2
R = (xµµF)2, varying xµ

in the range 1
2 < xµ < 2 (actually one often just takes three values, xµ = 1

2 , 1, 2). Starting from a
fixed input at 2 GeV and evolving with different choices for xµ gives the width of the band shown in
Fig. 18 (right). That width is much larger than the uncertainties that we see in Figs. 16 and 17.

Fortunately we are not limited to leading-order (LO) DGLAP evolution, i.e., just the O (αs) term
in Eq. (52). The order α2

s (next-to-leading order — NLO) corrections to the DGLAP equation were
calculated around 1980 [41,42] and in 2004 the calculation of the NNLO corrections was completed [43,
44]. To give an idea of the complexity of that calculation, rather than taking a couple of lines as in
Eq. (53) at LO, the NNLO results take O (10) pages to write down!

The impact of including higher orders on the evolution uncertainties is illustrated in Fig. 19. The
same CTEQ61 input distribution is evolved from 2 GeV to 100 GeV with LO, NLO and NNLO splitting
kernels, using three scale choices, xµ = 1

2 , 1, 2. The figure then shows the results for the gluon distribu-
tion at scale 100 GeV, normalized to gluon distribution obtained with NNLO evolution and xµ = 1. One
sees how the uncertainty comes down substantially as higher orders are included: 30% in some regions
at LO, 5% over most of the x range at NLO and 2% at NNLO. In the NNLO case, the uncertainty is
usually smaller than the experimental uncertainties for the PDFs that were shown in Fig. 16.5

5Figure 19 is to be interpreted with some caution. We have taken a fit carried out with xµ = 1, and then evolved it to high
scales with xµ 6= 1. However, for example, the gluon distribution is partially determined from the evolution of F2, so if the fit
itself were carried out with xµ 6= 1, the fit result would probably change, introducing additional dependence of the Q = 100
results on the choice of xµ. This could conceivably cancel some of the dependence seen in Fig. 19.
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Fig. 20: Left: production of a gluino (g̃) pair and the subsequent decay of each gluino through a squark (q̃) to
quarks and a neutralino (χ0); the experimental signature involves four jets and missing transverse energy ( /ET )
from the unobserved neutralino. Right: a background that mimics this signature, with missing energy coming
from the production of a Z-boson that decays to neutrinos.

3.4 Summary
Here are some of the points to retain from this section. Firstly, the proton really is what we expect it to
be, i.e., a uud state; however, fluctuations of the proton introduce many extra qq̄ pairs (‘sea’), as well as
a substantial amount of ‘glue’, carrying 50% of the proton’s momentum. The sea and gluon distributions
diverge at small momentum fractions x.

Determination of the proton’s PDFs involves fitting data from a range of experiments, with direct
sensitivity to quarks (e.g., DIS), indirect sensitivity to the gluon (DISQ2 evolution), and direct sensitivity
to quarks and gluons (jet data).

One of the keys to being able to measure consistent PDFs from different experiments, thinking
about them in perturbative QCD and then applying them to predict results at new experiments is ‘factor-
ization’: initial-state radiation, though collinear divergent, is process-independent; the divergent part can
be absorbed into the definition of the PDFs, and then a universal set of PDFs, evolved between different
scales with the DGLAP equations, can be used for any process.

Finally, the accuracy with which we know PDFs is quite remarkable: both from the experimental
side and the theoretical side, in the best cases we know the PDFs to within a few per cent. This will be
important in interpreting future signals of new particles, for example in Higgs-boson production at the
LHC when we want to deduce its electroweak couplings given a measurement of its cross section.

If you need to use PDFs yourself, the best place to get them is from the LHAPDF library [45].

4 Predictive methods for LHC
In this section we will look at some of the different classes of technique can be used to make QCD predic-
tions at LHC. Among the topics that we’ll touch on are leading order (LO), next-to-leading order (NLO)
and next-to-next-leading order (NNLO) calculations, parton-shower Monte Carlos, and then methods to
combine the two types of calculation.

Many of the examples that we’ll use will involve Z (and sometimes W ) production at hadron
colliders. One reason is that Z and W bosons decay to leptons and neutrinos (missing energy), both of
which are easily-taggable handles that are characteristic of signals in many new-physics scenarios. An
illustration is given in Fig. 20, which depicts supersymmetric production of a gluino pair and subsequent
decay to four jets and missing transverse energy from the unobserved neutralinos. Because of the com-
plexity of the decays and the fact that the missing energy is the sum of that from two neutralinos, it can be
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difficult to extract clear kinematic structures (such as an invariant mass peak) that make a signal emerge
unambiguously over the background. In such cases the contribution from the signal may just be to give
a cross section that is larger than background expectations over a broad kinematic range. But that will
only be a ‘signal’ if we understand what the backgrounds are.

The extent to which we will want to (or have to) rely on QCD predictions of backgrounds in decid-
ing whether there are signals of new physics at the LHC is a subject that deserves in-depth consideration
(for a nice discussion of it, see Ref. [46]). But QCD predictions will come into play in many other ways
too. Monte Carlo parton shower programs, which simulate the full hadronic final state, are crucial in
evaluating detector acceptances and response. And knowing QCD predictions (both for backgrounds
and possible signals) is crucial in the design of methods to search for new physics, as well as for extract-
ing meaning from the data (about couplings, spins, etc.) when, it is to be hoped, we finally see signals of
something new.

4.1 Fixed-order predictions
Fixed-order predictions, which involve the first couple of terms in the QCD perturbative expansion for a
given cross section, are conceptually quite simple: it is easy to state which contributions are included, and
as one includes further orders in the expansion one can reasonably hope to see systematic improvement
in the accuracy of one’s predictions.

We’ll first look at a couple of examples of fixed-order predictions, in order to develop a feel for
how the perturbative expansion behaves, and how one estimates its accuracy. We will then examine more
generally what theoretical inputs are needed for predictions for a given process, and what practical forms
the predictive tools take.

4.1.1 Example 1: the cross section for e+e− → hadrons and its scale dependence
In Eq. (22), we wrote the total cross section for e+e− → hadrons as a perturbative series expansion in
αs that multiplied the Born cross section e+e− → qq̄. The expansion was formulated in terms of the
coupling evaluated at a renormalization scale µR equal to the centre-of-mass energy Q, i.e., αs(µR = Q).
That choice is, however, arbitrary: for example, the most energetic gluon that could be produced in
e+e− → qq̄g would be one with E = Q/2, so maybe we should be choosing µR = Q/2. And in loop
diagrams, one integrates over gluon energies that go beyond Q, so maybe µR = 2Q would be just as
reasonable.

Because of this arbitrariness, a convention has emerged whereby one calculates a ‘central value’
for the prediction by setting the renormalization scale equal to the main physical scale for the process
(e.g., the centre-of-mass energy at an e+e− collider; for hadron-collider processes the choice may be less
obvious). The uncertainty is then estimated by varying the scale by a factor of two in either direction
from the central value, i.e., taking Q

2 < µR < 2Q. This is illustrated in Fig. 21 (left), which plots

σNLO = σqq̄(1 + c1αs(µR)) , (57)

as a function of µR, showing how the µR-dependence translates into an uncertainty; note that c1 can be
read from Eq. (22). Given an expansion of the running coupling (i.e., of the middle result of Eq. (11),
αs(µR) = αs(Q)− 2b0α

2
s (Q) ln µR

Q +O
(
α3

s

)
), we can rewrite Eq. (57) as

σNLO(µR) = σqq̄

(
1 + c1αs(Q)− 2c1b0α

2
s (Q) ln

µR

Q
+O

(
α3

s

))
. (58)

This tells us that as we vary the renormalization scale for a prediction up toO (αs) (NLO), we effectively
introduce O

(
α2

s

)
(NNLO) pieces into the calculation: by generating some fake set of NNLO terms, we

are probing the uncertainty of the cross section associated with the missing full NNLO correction.
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Fig. 21: Renormalization-scale dependence of the NLO (left) and NNLO (right) predictions for the e+e− →
hadrons total cross section, together with an indication of the conventional choice of scale-variation range

If we calculate the actual NNLO cross section for general µR, it will have a form

σNNLO(µR) = σqq̄
(
1 + c1αs(µR) + c2(µR)α2

s (µR)
)
. (59)

Observe that the c2 coefficient now depends on µR. This is necessary because the second-order coefficient
must cancel the O

(
α2

s

)
ambiguity due to the scale choice in Eq. (58). This constrains how c2(µR)

depends on µR:
c2(µR) = c2(Q) + 2c1b0α

2
s (Q) ln

µR

Q
, (60)

where c2(Q) can again be read from Eq. (22). If we now express σNNLO(µR) in terms of αs(Q), we
will find that the residual dependence on µR appears entirely at O

(
α3

s

)
, i.e., one order further than in

Eq. (58). This is reflected in the right-hand plot of Fig. 21, which illustrates how the impact of the scale
variation at NNLO is significantly reduced, since we are now probing the impact of missing α3

s terms,
rather than α2

s terms.

If we had an arbitrarily large number of terms in the αs expansion, the scale dependence would
disappear exactly. The fact it doesn’t in the presence of a fixed number of terms may initially seem like
a drawback, but in some respects it’s a blessing in disguise because it provides a useful handle on the
uncertainties. This is why scale variation has become a standard procedure. It’s worth bearing in mind
that it isn’t a failsafe mechanism: a trivial example comes from the LO curve in Fig. 21. It doesn’t have
any scale variation because they don’t depend on αs, yet it differs significantly from the higher-order
results.

4.1.2 Example 2: pp → Z

At LO the pp → Z cross section involves a single underlying hard partonic process, namely qq̄ → Z,
which is purely electroweak. To go from the qq̄ → Z squared matrix element to the pp→ Z result, one
must integrate over the quark distributions

σLO
pp→Z =

∑

i

∫
dx1dx2 fqi(x1, µ

2
F) fq̄i(x2, µ

2
F) σ̂0,qiq̄i→Z(x1p1, x2p2) , (61)

for which one must choose a factorization scale µF. A natural choice for this scale is µF = MZ , but as
with the renormalization scale it is conventional to vary it by a factor of two either side of the central
choice in order to obtain a measure of the uncertainties in the prediction.
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Adding NLO and NNLO terms, the structure becomes

σNNLO
pp→Z+X =

∑

i,j

∫
dx1dx2 fi(x1, µ

2
F) fj(x2, µ

2
F)

[
σ̂0,ij→Z(x1, x2) + αs(µR)σ̂1,ij→Z+X(x1, x2, µF)

+ α2
s (µR)σ̂2,ij→Z+X(x1, x2, µF, µR)

]
. (62)

We now have a sum over the flavours i and j of the initial partons, because starting from NLO there are
contributions from (say) gluon-quark scattering [cf. Fig. 22 (left)]. The cross section is written as being
for Z+X , where the X means that we allow anything (e.g., quarks, gluons) to be produced in addition to
the Z-boson. AtO (αs) the µF dependence of the σ1 coefficient partially cancels the dependence present
atO

(
α0

s

)
coming from the µF dependence of the PDFs. That dependence is further cancelled atO

(
α2

s

)
,

as is part of the µR dependence that is introduced in theO (αs(µR)) term. The plot on the right of Fig. 22
shows the Z-boson cross section as a function of its rapidity [47]. The bands indicate the uncertainty
due to scale variation (taking 1

2MZ < µR = µF < 2MZ)6 and show how this uncertainty undergoes
important reductions going from LO to NLO to NNLO.

One of the interesting features that comes out of Fig. 22 is that the LO prediction is only good to
within a factor of 1.5 to 2, despite the fact that αs(MZ) ' 0.118 would imply 10% accuracy. This is
because the O (αs) corrections come with large coefficients. This is not uncommon in hadron-collider
cross sections. Furthermore the LO uncertainty band seems not to provide a faithful measure of the true
uncertainty. Other aspects of the perturbative expansion do seem to behave as one would expect: the
size of the uncertainty band decreases significantly going from LO to NLO (10–20%) to NNLO (a few
per cent). And the actual shift in the central value in going from NLO to NNLO is substantially smaller
than that from NLO to LO.

Are these characteristics representative of the ‘typical’ situation for collider observables? We only
have predictions up to NNLO in a handful of cases (see below) and in those it is. In cases where we
just have NLO predictions, the features of large ‘K-factors’ (NLO/LO enhancements) with a reduced
NLO uncertainty band are not uncommon, suggesting that beyond NLO corrections should be small.
Exceptions are known to arise in two types of case: those where new enhanced partonic scattering
channels open up at NLO (or beyond); and that involve two disparate physical scales. For example, if you
ask for the Z-boson to have a transverse momentum pt that is much smaller thanMZ , then each power of
αs in the expansion of the cross section will be accompanied by up to two powers of ln2MZ/pt, leading
to large coefficients at all orders in the perturbative expansion. These are due to incomplete cancellation
between real and virtual (loop) divergences: loop corrections do not affect the Z-boson pt and so are
fully integrated over, whereas real emissions do affect the Z pt and so are only partially integrated over.

4.1.3 Predictions for more complex processes
As an example of a more complex process, consider the production of a Z-boson plus a jet. The leading
order cross section requires the calculation of the O (αs) squared diagrams for qq̄ → Zg, qg → Zq and
q̄g → Zq̄. The NLO cross section additionally requires all O

(
α2

s

)
contributions with a Z boson and at

least one jet, as illustrated in Fig. 23, i.e., the squared tree-level diagram for ij → Z + 2 partons and the
interference of the 1-loop and tree-level diagrams for ij → Z + 1 parton.

More generally, Fig. 23 allows you to read off the contributions that you will need for an NpLO
calculation of ij → Z+n partons: just take all entries in Fig. 23 with at least n partons, up to order αn+p

s .
Entries in black are known and have already been used to obtain predictions for LHC and Tevatron. The
one entry in grey, the 2-loop Z + 1 parton contribution, is known but has yet to be used in any hadron-
collider prediction, for reasons that we will discuss below. Entries that are absent (e.g., Z + 2 partons at
two loops) have so far proven to be too complicated to calculate.

6The variation of µR and µF simultaneously, though common, is not the only possible procedure. An attractive alternative is
to vary both independently around a central scale, with the additional requirement that 1

2
< µR/µF < 2 [48].
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ZZ

ZZLO NLO

Fig. 22: Left: classes of diagram that appear for pp → Z at LO and at NLO. Right: cross section at the LHC for
the Z-boson, differential in rapidity, at LO, NLO and NNLO, as taken from Ref. [47].
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Fig. 23: Illustration of the contributions that are known for ij → Z + n partons, where i and j are arbitrary
incoming partons, according to the number of outgoing partons, the number of loops and the number of powers of
the coupling. An ‘x’ represents a squared tree-level diagram, an ‘o’ represents the interference of a 1-loop diagram
with a tree-level diagram, and a ‘ø’ represents the interference of a two-loop diagram with a tree-level diagram or
the square of a 1-loop diagram. Entries in black are known and used; entries in grey are known but have not been
used. The entries in the shaded ellipses are those that are relevant for the NLO calculation of the cross section for
the production of a Z-boson with a jet.

The classes of contributions calculated for ij → Z + n partons provide a representative view
of the situation for other processes as well, with tree-level diagrams calculated up to quite high final-
state multiplicities, ∼ 10, 1-loop diagrams having been used for processes with up to 3 or sometimes 4
final-state particles, and 2-loop diagrams available and used only for 2 → 1 type processes, essentially
pp→W , pp→ Z/γ∗ and pp→ H .

It’s natural to ask in what form these various calculations are available. For certain very simple
quantities, for example, the total cross section for tt̄ production, or for W , Z or Higgs production, the
result of the perturbative calculation can be written as in Eq. (62),

σNpLO
pp→A+X =

∑

i,j

∫
dx1dx2 fi(x1, µ

2
F ) fj(x2, µ

2
F )×

p∑

m=0

αn+m
s (µR) σ̂m,ij→A+X(x1x2s, µR, µF ) ,

(63)
where the σm,ij→A+X(x1x2s, µR, µF ) are functions whose analytical expressions can be found in the
relevant papers (Refs. [49, 50] for W and Z, and Refs. [50–53] for Higgs-boson production). To obtain
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Table 1: The number of Feynman diagrams for tree level gg → Ngluon scattering [59]

N 2 3 4 5 6 7 8

No. diags 4 25 220 2485 34300 5× 105 107

a prediction, one just has to type them into a computer program and then integrate over x1 and x2.

In most cases, however, one wants to calculate a cross section that incorporates experimental cuts,
such as lepton acceptances, transverse momentum cuts on jets, etc. In these cases the type of tool that
should be used depends on the order to which you want the answer.

4.1.3.1 LO predictions

As long as one is dealing with infrared safe observables, then for a LO prediction one need only include
tree-level diagrams, in kinematic regions in which their contributions are finite. The simplest approach
therefore is to carry out Monte Carlo integration over phase-space points, have a subroutine that de-
termines whether a given phase-space point passes the cuts, and if it does calculate the squared matrix
elements and PDF factors for each possible partonic subprocesses.

Quite a number of tools enable you to do this: ALPGEN [54], COMIX/SHERPA [55], COM-
PHEP [56], HELAC/PHEGAS [57] and MADGRAPH [58]. They allow you to calculate cross sections
for a broad range of 2 → n scattering processes with n up to 6–8 (or in some cases even beyond).
Some of these (COMPHEP, MADGRAPH) use formulae obtained from direct evaluations of Feynman
diagrams. This gives them significant flexibility in terms of the range or processes they support (e.g.,
with easy inclusion of many new physics models), though they suffer at large n because the number
of diagrams to evaluate grows rapidly as n increases (cf. Table 1). Others (ALPGEN, HELAC/PHEGAS

and COMIX/SHERPA) use methods designed to be particularly efficient at high multiplicities, such as
Berends–Giele recursion [60] , which builds up amplitudes for complex processes by recursively reusing
simpler ones (a nice technical review of the technique is given in Ref. [61]).

4.1.3.2 NLO predictions

When, in Sections 2.2 and 2.3.2, we looked at the cancellation between divergences in real and loop
diagrams, we wrote the loop diagram with an explicit integral over phase space so as to be able to match
the divergences between real and loop diagrams and cancel them easily.

A subtlety that we ignored is that in practical evaluations of loop diagrams, the integral over
loop momenta is carried out in 4 − ε dimensions rather than 4 dimensions, in order to regularize the
divergences that appear and obtain an answer whose finite part is known independently of any related
tree-level diagrams. On the other-hand, experimental cuts are defined in four dimensions, so the real
tree-level diagrams must be integrated in four dimensions, which implies divergent results if the real
diagrams are taken alone.

This mismatch between the ways loop and tree-level diagrams are handled is one of the main
difficulties in carrying out calculations that include experimental cuts beyond LO. For the calculation of
a process with n partons at LO, the standard technique nowadays to deal with the problem is to introduce
a n+1-parton counterterm where the n+1th parton is always soft and collinear so that it doesn’t affect an
IR safe observable. It is subtracted from the n+1-parton real diagram in four dimensions and designed
so as to cancel all of its soft and collinear divergences. It is also designed such that the kinematics of its
n+1th parton can be integrated analytically in 4− ε dimensions so that the result can be easily added to
the loop diagram and cancel its divergences. Since the counterterm is subtracted once and added once,
its net impact is null, and can just be thought of as a way of reshuffling divergences. This is known as
a ‘subtraction’ procedure and the variant most widely used in current NLO computer codes is ‘dipole’
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Fig. 24: Left: weights associated with tree-level LO 2 → 2 scattering events in the calculation of the dijet cross
section, shown as a function of the transverse momentum of the harder jet. Right: weights at NLO from real 2→ 3

events, subtraction counterterm events and loop events (after addition of the integrated counterterm), again as a
function of pt of the hardest jet. Results obtained with NLOjet++ [65].

subtraction [62]; other methods that have seen numerous applications include FKS [63] and antenna [64]
subtraction.

An illustration of how subtraction works in practice is given in Fig. 24 for dijet production. In
the left-hand plot we see weights for the LO process as a function of the jet pt. Though there is some
dispersion in the weights, there is a clear upper bound as a function of pt, reflecting the finiteness of the
matrix-elements. The right-hand plot shows weights at NLO. Here there is no clear upper bound to the
weights; however we do see that unusually large (nearly divergent) weights come in clusters: usually one
positive (red, ‘+’) weight, accompanied by one or more negative (green, ‘×’) weights with identical jet
transverse momenta, so that each event in the cluster contributes to the same bin of the cross section and
their weights sum to a finite result.

Technically, one main consideration has so far limited the range of processes for which NLO re-
sults exist: the availability of the loop amplitude. Until recently loop amplitudes were usually calculated
semi-manually for each process. The complexity of the calculations increased significantly with the
number of outgoing legs, limiting available results to those with at most three outgoing partons. Many
NLO results for 2 → 2 and 2 → 3 processes are incorporated into programs such as NLOJET++ for
jet production [65], MCFM for processes with heavy quarks and/or heavy electroweak bosons [66],
VBFNLO for vector-boson fusion processes [67], and the PHOX family [68] for processes with photons
in the final state.

In the past couple of years, techniques have come to fruition that offer the prospect of automated
calculation of arbitrary loop diagrams. Though full automation is not here yet, a number of 2 → 4
processes have now been calculated at NLO thanks to these advances, including pp → tt̄bb̄ [69, 70],
pp→ tt̄jj [71] (where j represents a jet) and pp→W+3j [72, 73] and pp→ Z+3j [74].7

It should be said that NLO calculations are very computing intensive: for some observables it is
not unusual to have to devote several years of CPU time in order to get adequate numerical convergence
of the Monte Carlo integration.

7Since the original version of this writeup, first results for a 2 → 5 process have also appeared [75].
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4.1.3.3 NNLO predictions

NNLO predictions suffer from the same problem of cancelling divergences between real and virtual
corrections that is present at NLO, with the complication that instead of having one soft and one collinear
divergence, there are now two of each, greatly complicating the task of figuring out counterterms to allow
experimental cuts to be implemented in four dimensions.

As a result, the only general subtraction type approaches that exist currently are for processes
without incoming hadrons, notably e+e− → 3j [76, 77]. For hadron collider processes it is only 2 → 1
processes that are available, specifically vector-boson (FEWZ [78] and DYNNLO [79]) and Higgs-
boson (FEHIP [80] and HNNLO [81]) production, using methods that are not so easily generalizable to
more complicated processes.

4.2 Monte Carlo parton-shower programs
The programs we’ve discussed so far, known as ‘Matrix Element Monte Carlos’ provide a powerful
combination of accuracy and flexibility as long as you want to calculate IR and collinear safe observables
(jets, W ’s, Z’s, but not pions, kaons, etc.), don’t mind dealing with wildly fluctuating positive and
negative weights, and don’t need to study regions of phase space that involve disparate physical scales.

All these defects are essentially related to the presence of soft and collinear divergences. Yet we
know that real life does not diverge. So it is natural to wonder whether we can reinterpret the divergences
of perturbation theory physically. It turns out that the right kind of question to ask is “what is the
probability of not radiating a gluon above some (transverse momentum) scale kt”. Starting from a qq̄
system, using the results of Section 2, we know that to O (αs) the answer in the soft and collinear limit
goes as

P (no emission above kt) ' 1− 2αsCF
π

∫ Q dE

E

∫ π/2 dθ

θ
Θ(Eθ − kt) . (64)

It so happens that in the soft and collinear limit, this result is easy to work out not just at first order, but
at all orders, giving simply the exponential of the first order result

P (no emission above kt) ≡ ∆(kt, Q) ' exp

[
−2αsCF

π

∫ Q dE

E

∫ π/2 dθ

θ
Θ(Eθ − kt)

]
. (65)

Whereas Eq. (64) had a ‘bare’ infinity if one took kt → 0, Eq. (65) is simply bounded to be between 0
and 1.

The quantity ∆(kt, Q) is known as a Sudakov form factor. We’ve been very approximate in the
way we’ve calculated it, neglecting for example the running of the coupling (αs should be placed inside
the integral and evaluated at the scale Eθ) and the treatment of hard collinear radiation (the dE/E
integral should be replaced with the full collinear splitting function), but these are just technical details.
The importance of the Sudakov form factor is that it allows us to easily calculate the distribution in
transverse momentum kt1 of the gluon with largest transverse momentum in an event:

dP

dkt1
=

d

dkt1
∆(kt1, Q) . (66)

This distribution is easy to generate by Monte Carlo methods: take a random number r from a distribution
that’s uniform in the range 0 < r < 1 and find the kt1 that solves ∆(kt1, Q) = r. Given kt1 we also
need to generate the energy for the gluon, but that’s trivial. If we started from a qq̄ system (with some
randomly generated orientation), then this gives us a qq̄g system. As a next step one can work out the
Sudakov form factor in the soft/collinear limit for there to be no emission from the qq̄g system as a whole
above some scale kt2 (< kt1) and use this to generate a second gluon. The procedure is then repeated
over and over again until you find that the next gluon you would generate is below some non-perturbative
cutoff scale Q0, at which point you stop. This gives you one ‘parton shower’ event.
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a)

b)

c)

Fig. 25: Sequence of steps in the generation of of a pp→ Z+j event in HERWIG: (a) specification of the colliding
beams and their energy, (b) generation of the kinematics and partonic flavour of the hard subprocess, ug → Zu,
and (c) generation of the initial- and final-state parton showers.

This is essentially the procedure that’s present in the shower of PYTHIA 8 [82] and the pt ordered
option of PYTHIA 6.4 [83], as well as ARIADNE [84] and SHERPA 1.2 (the SHERPA reference [85]
describes an earlier version). It is also possible to choose other ordering variables: the original PYTHIA

shower [83, 86] is based on virtuality ordering (plus an angular veto). This is still the most widely used
shower which works well on a range of data (though there are theoretical issues in some formulations of
virtuality ordering). In the HERWIG family of programs [87, 88] it is angular ordering that is used.

The above shower descriptions hold for final-state branching. With initial-state hadrons, one also
needs to be careful with the treatment of the PDFs, since the collinear splitting that is accounted for in
the parton shower is also connected with the way the PDF is built up at the scale of the hard scattering.

The sequence of steps for the generation of a parton-shower event in pp collisions is illustrated in
Fig. 25.

Real events consist not of partons but of hadrons. Since we have no idea how to calculate the
transition between partons and hadrons, Monte Carlo event generators resort to ‘hadronization’ models.
One widely-used model involves stretching a colour ‘string’ across quarks and gluons, and breaking
it up into hadrons [89, 90]. For a discussion of the implementation of this ‘Lund’ model in the MC
program PYTHIA, with further improvements and extensions, Ref. [86] and references therein provide
many details. Another model breaks each gluon into a qq̄ pair and then groups quarks and anti-quarks
into colourless ‘clusters’, which then give the hadrons. This cluster type hadronization is implemented in
the HERWIG event generator [87,88,91] and recent versions of SHERPA. Both approaches are illustrated
in Fig. 26

Hadronization models involve a number of ‘non-perturbative’ parameters. The parton-shower
itself involves the non-perturbative cutoff Q0. These different parameters are usually tuned to data from
the LEP experiments. The quality of the description of the data that results is illustrated in Fig. 27.

A final point in our brief description of Monte Carlo event generators concerns the ‘underlying
event’ in pp and γp collisions. In addition to the hard interaction that is generated by the Monte Carlo
simulation, it is also necessary to account for the interactions between the incoming proton (or photon)
remnants. This is usually modelled through multiple extra 2 → 2 scattering, occurring at a scale of a
few GeV, and known as multiple parton interactions. This modelling of the underlying event is crucial in
order to give an accurate reproduction of the (quite noisy) energy flow that accompanies hard scatterings
in hadron-collider events.

Our description here of Monte Carlo event generators has been fairly brief. For a more complete
discussion, a good starting point is the lectures notes by Sjöstrand [93] from the 2006 School.
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Fig. 26: Illustration of string (left) and cluster (right) fragmentation, taken from Ref. [1]

Fig. 27: A comparison of DELPHI e+e− data for the particle (scaled) momentum distribution (left) and the thrust
event shape distribution (right) with two tunes of the PYTHIA event generator [92].

4.3 Comparing fixed-order and parton-shower programs

Parton-shower Monte Carlo programs do a good job of describing most of the features of common events,
including the hadron-level detail that is essential for the correct simulation of detector effects on event
reconstruction. Another nice feature of theirs is that events have equal weight, just as with real data.

A drawback of parton-shower Monte Carlos is that, because they rely on the soft and collinear
approximation, they do not necessarily generate the correct pattern of hard large-angle radiation. This
can be important, e.g., if you’re simulating backgrounds to new-physics processes, for which often the
rare, hard multi-jet configurations are of most interest. In contrast, fixed-order programs do predict these
configurations correctly.

The purpose of this section is to give two examples of comparisons between parton-shower pre-
dictions and fixed-order predictions, in order to help illustrate their relative strengths.
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Fig. 28: The predicted pt distribution for the jet with the third largest transverse momentum, pt3, in 14 TeV pp
events where the hardest jet has transverse momentum pt1 > 500 GeV. The solid histogram is the result from
HERWIG 6.5 [87]. The band corresponds to the ratio of the NLO 3-jet cross section, differential in pt3 (with the
pt1 cut), to the NLO cross section for events to pass the pt1 cut. The width of the band corresponds to the scale
uncertainty and the results have been obtained with NLOJET++ [65].

4.3.1 Jet production

In plain jet production, parton shower Monte Carlos start from a hard event that consists of parton–
parton scattering diagrams like qq → qq, qg → qg, etc., and then rely on the showering to generate
extra radiation. While the showering is only correct in the soft and/or collinear limit, it does sometimes
generate extra hard radiation. In Fig. 28 we can see distribution in transverse momentum of the 3rd
hardest jet, in HERWIG events in which we have imposed a cut on the hardest jet, pt1 > 500 GeV. That
is compared to the NLO (NLOJET++) prediction for the same distribution, together with its uncertainty
band from scale variation.

In much of the range, one observes relatively good agreement between the two distributions: the
20–30% differences that are visible around pt3 ≡ pt,jet 3 ∼ 250 GeV are no larger than the uncertainties
that would be obtained from a LO calculation, despite the fact that in this region HERWIG does not even
include the exact LO 2→ 3 matrix element. Of course, it is hard to be sure whether the good agreement
is meaningful generally, or instead just a coincidence specific to our particular choice of observable —
and the only way to be sure is, for each new observable, to also generate the NLO prediction.

The NLO prediction is not without its limitations though: at low pt3, the uncertainty band on the
NLO prediction blows up. This is a manifestation of large higher-order corrections, which compromise
the convergence of the perturbative series. They arise because we have a large ratio of scales between
pt1(& 500 GeV) and pt3 (a few tens of GeV). Such large scale ratios translate into NLO corrections
whose size relative to the LO contribution go as αs ln2 pt1/pt3 ∼ 1 and αs ln pt1/pt3.

4.3.2 Vector-boson plus production

The picture seen above of good agreement between parton shower Monte Carlo and fixed-order predic-
tions does not always hold. Events with vector bosons are among those that parton shower programs
have the greatest difficulty reproducing. This is illustrated in Fig. 29 (left), which shows the ‘integrated
ET spectrum for the N th jet’ in events with a Z-boson, i.e., the cross section for the N th jet to have a
transverse energy above ET . Results are given both from HERWIG and from ALPGEN, which provides
an exact LO (tree-level) prediction for each jet’s spectrum.
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Fig. 29: Left: the cross section for the N th jet to have a transverse energy above a given ET , in (14 TeV) LHC
events with a Z-boson, as calculated with HERWIG and a tree-level (LO) prediction from ALPGEN. Figure taken
from Ref. [46]. Right: kinematic configurations contributing to Z+jet and Z + 2 jet events.

The distribution for the first jet is fine: this is by construction, since HERWIG (like PYTHIA)
includes the full matrix element for Z+parton production. What is shocking is the result for the second
(and higher) jets, for which theET spectra are in complete disagreement between HERWIG and ALPGEN.

At first sight it is mysterious how HERWIG could be doing such a good job for pure jet production,
Fig. 28, yet such a poor job when there’s also a Z-boson in the event, Fig. 29. The diagrams in the
right-hand part of Fig. 29 help explain what’s going on. HERWIG generates hard configurations like
those in the upper line, labelled Z+j. Events with two jets are generated in HERWIG by emission of a
gluon off (say) the high-pt quark. However, there are also events (bottom right) which look like a dijet
event with a Z-boson radiated off a quark line. Since at high pt the Z-boson’s mass becomes irrelevant
in its production, such diagrams acquire soft and collinear enhancements (just like gluon radiation).
However, today’s parton-shower Monte Carlos only include QCD showering, not electroweak showering
and therefore they are never in a position to start from a dijet event and radiate a Z-boson from it.
Therefore they miss a very large part of the cross section.

This example helps illustrate a general feature of the use of Monte Carlos: if you are to trust the
results, it is crucial that you know what you have asked the Monte Carlo to generate and whether the
observable you are interested in is truly likely to be dominated by what the Monte Carlo can generate.

4.4 Combining fixed-order and parton-shower methods

In the above subsections we saw various strengths and weaknesses of different predictive techniques:
NLO codes give predictions with well controlled normalizations, for a reasonable range of processes,
as long as one isn’t faced with observables that involve disparate scales. Tree-level (LO) predictions
can be generated up to quite high multiplicities for a broad range of processes, though without good
control of the normalization (i.e., often no better than a factor of two). And parton shower Monte Carlos
provide reliable behaviour in soft-collinear regions, giving a fully exclusive final state, though they have
normalizations which at best are no better than LO normalizations and sometimes they do dramatically
badly in reproducing multi-jet structure.

It is natural to ask whether one can develop tools that combine (or merge) the advantages of all
three. This is an active research topic, and here we will just outline the ideas behind two well-established
merging tasks: combination of different multiplicity LO matrix elements with parton showers; and com-
bination of NLO and parton shower predictions.
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Fig. 30: Illustration of the double-counting issues that can arise if one attempts to shower Z+parton and Z+2-
parton events

4.4.1 Matrix elements with parton showers (MEPS)
Suppose you ask for Z+jet production as the initial hard process in PYTHIA or HERWIG. As we saw
above, these programs contain the correct matrix element (ME) for Z+parton production, but do a very
bad job of estimating Z+2 jet production.

One naive solution to this problem would be to generate Z+2-parton events with ALPGEN, MAD-
GRAPH, or some other preferred LO ME tool and then ask HERWIG or PYTHIA to shower those con-
figurations. However, if one showers both Z+parton and Z+2-parton events, then one is faced with a
double-counting issue, as illustrated in Fig. 30. In some events (left) the showering off the Z+parton
configuration just leads to soft and collinear emissions. Similarly off the Z+2-parton events (middle).
However, sometimes (right) the showering off the Z+parton configuration leads to the production of a
relatively hard, large-angle gluon that is in the same phase-space region that is already covered in the
Z+2-parton event sample.

Two main methods exist to avoid this double counting: CKKW matching [94] and MLM match-
ing [95]. The latter, named after its inventor, M. L. Mangano, is the one we will describe here (it is the
simpler of the two). Let’s examine the basics of how it proceeds:

– Introduce a (dimensionful) transverse momentum cutoff scaleQME and a (dimensionless) angular
cutoff scale RME for matrix element generation.

– Generate tree-level events for Z+1-parton, Z+2-partons, . . . up to Z+N -partons, where all partons
must have pt > QME and be separated from other partons by an angle greater than RME (we will
discuss the definition of this ‘angle’ later in Section 5). The numbers of events that one generates
in the different samples are in proportion to their cross sections with these cuts.

– For each tree-level event from these samples, say one with n partons, shower it with your favourite
parton-shower program.

– Apply a jet algorithm to the showered event (choose the algorithm’s angular reachR to be & RME)
and identify all jets with pt > Qmerge, where the merging scale Qmerge is to be taken & QME .

– If each jet corresponds to one of the partons (i.e., is nearby in angle) and there are no extra jets
above scale Qmerge, then accept the event. (For the sample with n = N , the condition is that there
should be no extra jets with pt > ptN .)

– Otherwise, reject the event.

The action of the MLM procedure on the events of Fig. 30 is illustrated in Fig. 31, showing which
events would be accepted and which ones rejected. One immediately sees how the double-counting issue
disappears: in the rightmost event, the showering of a Z+parton event leads to an extra jet above Qmerge;
since this event now has more jets above Qmerge than it had partons, it is rejected. In contrast the middle
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Fig. 31: Illustration of the application of the MLM matching procedure to the events of Fig. 30, with the Qmerge

pt cutoff represented by the dashed line.

event, which also has two jets above Qmerge, was generated from a Z+2-parton event and is accepted.
So is the leftmost event with only one jet, starting from a Z+1-parton event.

By providing a remedy for the double-counting issue, ensuring that the hard jets always come just
from the matrix element, the MLM procedure also ensures that hard jets above Qmerge have distributions
given by the tree-level matrix-element calculations.

The rejection of extra jets also plays another important role: when there are big differences in
scales between the jets and Qmerge (or between different jets), the Monte Carlo showering would want
to ‘fill up’ that phase space with emissions. However, whenever it does so, the event gets rejected by the
matching procedure. As long as the Monte Carlo is carrying out a reasonable showering of these multi-
parton events,8 then the procedure is equivalent to the introduction of a Sudakov form factor encoding
the probability of not emitting radiation.

The above ‘MLM’ merging of matrix-elements and parton showers (MEPS) is the main proce-
dure available with ALPGEN, for use with both HERWIG and PYTHIA. It is also provided (in a variant
form) within MADGRAPH. The SHERPA Monte Carlo also has its own matrix-element generator(s) and
provides ‘CKKW’ MEPS matching [94], which instead of the veto steps of MLM matching, uses an ana-
lytical calculation of the Sudakov form factors. These and other matrix-element/parton-shower merging
schemes are discussed in detail in Ref. [95]. They all share the feature of a matching scale to separate the
region under the ‘responsibility’ of matrix elements and that delegated to the parton shower. In all cases
physics predictions well above the matching scale should be independent of the scale. Additionally, dis-
tributions at scales around the matching scale should be reasonably smooth, as long as the matching scale
has been chosen in a region where the parton shower can be expected to give a reasonable description of
emission (for caveats, see Ref. [96]; for a method that avoids the need for a matching scale, see Ref. [97]).

MEPS predictions (as well as other predictive methods) are compared to experimental results for
Z+2-jet production in Fig. 32 (bottom right). The MEPS results show good agreement for the shape
of the observable in question, the pt distribution of the second jet, and they are much more successful
than plain parton-shower predictions. Since their normalizations are based on LO calculations, they do,
however, suffer from substantial scale dependence, which is much larger than the scale uncertainty one
would obtain at NLO (bottom left).

As a result of their considerable success in describing the shapes of experimental distributions,
MEPS predictions have become one of the main tools for a broad range of Tevatron and LHC analyses,
especially those involving complex final states.

8This can depend on subtleties of how the Monte Carlo showers multi-parton events and the communication of information
on colour flows between the fixed-order program and the Monte Carlo.
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Fig. 32: Cross section for Z+2-jet events at the Tevatron, differential in the transverse momentum of the second
jet, as measured by DØ [98]. Comparisons are shown to LO and NLO predictions (from MCFM), parton-shower
predictions (PYTHIA, HERWIG) and merged matrix-element + parton-shower predictions (ALPGEN+PYTHIA,
SHERPA).

4.4.2 Parton showers and NLO accuracy
We’ve seen how to obtain a parton shower structure with LO accuracy for a range of different jet multi-
plicities. However, given the large uncertainty on the normalizations of the predictions, there would be
considerable advantages to obtaining NLO accuracy. One might think that since we’ve had NLO predic-
tions and parton shower predictions for a couple of decades, such a task should not be too hard. The main
difficulty comes from the fact that NLO predictions involve divergent event weights (cf. Fig. 24), which
aren’t even positive definite. Two approaches are in use to get around this problem, the MC@NLO [99]
and POWHEG [100] methods.

The idea behind the MC@NLO approach is to ‘expand’ the Monte Carlo parton shower to first
order in αs. I.e., the Monte Carlo’s parton showers already contain some (partially wrong) estimate
of the true NLO corrections and the aim is to figure out what that estimate is. This requires a deep
understanding of the Monte Carlo program. As a next step, one calculates the difference between the true
NLO contributions and the partial ones included in the Monte Carlo. One of the keys to the MC@NLO
method is that as long as the Monte Carlo gives the correct pattern of soft and collinear splitting (which
it is supposed to), then the differences between true NLO and Monte Carlo partial NLO should be finite.
Then one can generate partonic configurations with phase-space distributions proportional to those finite
differences and shower them.

Symbolically, if we imagine a problem with one phase-space variable, say energy E, then we can
write the ‘expansion’ of the Monte Carlo cross section as

σMC = 1× δ(E) + αsσ
MC
1R (E) + αsσ

MC
1V δ(E) +O

(
α2

s

)
(67)

where σMC
1R (E) is the coefficient of αs for real emission of a gluon with energy E in the Monte Carlo

and σMC
1V is the (divergent) coefficient of the virtual corrections. The MC@NLO prediction is then given

by

MC@NLO = MC×
(

1 + αs(σ1V − σMC
1V ) + αs

∫
dE(σ1R(E)− σMC

1R (E))

)
, (68)

where σ1R(E) and σ1V are the true NLO real and virtual coefficients. Each term in (small) brackets in
Eq. (68) should separately be finite and corresponds to a given topology of event to be showered: a LO
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Fig. 33: The transverse-momentum distribution of tt̄ pairs in the MC@NLO approach, compared to the plain
HERWIG result (rescaled by the σNLO/σLO K-factor) and to the NLO calculation. Shown for a 14 TeV LHC.
Figure taken from Ref. [105].

topology for the “1” and (σ1V − σMC
1V ) terms, and a NLO real topology for the (σ1R(E) − σMC

1R (E))
term. (A more complete and clearer ‘toy’ explanation is given in the original MC@NLO paper [99],
which makes for very instructive reading.)

The MC@NLO approach has the practical characteristic that all event weights are ±1. Quite a
range of processes are available in the MC@NLO approach for HERWIG, including the production of
a Higgs boson, single and double vector-bosons, a heavy-quark pair, various single-top processes, and
H + W and H + Z. The characteristic of these processes is that they are nearly all free of light jets at
LO (except for one of the single-top processes), because this simplifies the set of divergences that need
to be dealt with. Very recently one PYTHIA [101] and a couple of HERWIG++ processes (Ref. [102] and
references therein) were also interfaced within the MC@NLO approach.9

An alternative to MC@NLO is POWHEG [100]. It aims to avoid the (small fraction of) negative
weights that are present in MC@NLO and also seeks to be less tightly interconnected with a specific
Monte Carlo program. The principle of the POWHEG approach is to write a simplified Monte Carlo that
generates just one emission beyond LO. This single-emission Monte Carlo is designed in such a way
as to be sufficient to give the correct NLO result. It essentially works by introducing a Sudakov form
factor such as Eq. (65) in which the contents of the square bracket are replaced by the integral over the
exact real radiation probability above kt (plus a constant term that accounts for the finite part of the
1-loop correction). Then emissions with transverse momenta below the scale of the first emission are
left to the default Monte Carlo program, for example HERWIG or PYTHIA (implementing a transverse
momentum veto to ensure that nothing is generated above the scale of the first, POWHEG, emission). The
range of processes available within POWHEG is gradually catching up with that for MC@NLO, and it is
hoped that this will be helped by the availability of systematic tools to help with the development of new
processes [104].

An illustration of a result with MC@NLO is given in Fig. 33 for the transverse-momentum dis-
tribution of a tt̄ pair. It illustrates how MC@NLO reproduces the HERWIG shape in the low-pt region

9In the time since the original version of these lectures were written up, many more processes have been implemented for
HERWIG++ [103].
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Fig. 34: Left: an e+e− event that can be interpreted as having a 2-jet, qq̄-like structure; middle: an event that can
be interpreted as having a 3-jet, qq̄g, structure; right: the same event reinterpreted as having a 4-jet structure, qq̄gg.

(with NLO normalization), the NLO distribution at high pt, and that neither HERWIG nor plain NLO are
able to properly describe both regions.

4.5 Summary
In this section, we have seen quite a range of different predictive methods for QCD at hadron colliders.
Two big classes of predictive methods exist: partonic fixed-order calculations, which have well controlled
accuracy, but wildly fluctuating positive and negative event weights; and Monte Carlo parton shower
tools, which give a much more complete description of events (and uniform event weights).

Development is active on both sets of tools individually. On one hand we’ve mentioned the chal-
lenge of having a broader range of processes known at NLO and a handful at NNLO. And though we have
not really touched on it, there is also a very active programme to develop parton shower Monte Carlos in
C++ as replacements for venerable but ageing Fortran codes like PYTHIA 6.4 and HERWIG 6.5.

In addition there are methods with the advantages of both fixed-order and parton-shower programs.
It is widespread nowadays to merge different LO ‘tree-level’ predictions (e.g., Z+parton, Z+2-partons,
Z+3-partons, etc.) together with parton showers. And for simple processes, those with at most one light
parton in the final state, it is possible to combine NLO accuracy with the full parton-shower description.
Ultimately the hope is to be able to combine Z+jet, Z+2-jets, Z+3-jets all at NLO accuracy also merging
them with parton showers, so as to obtain accurate descriptions for the whole range of processes that are
relevant at the LHC, both as backgrounds and as signals of new particles and new physics.

5 Jets
The concept of a jet has already arisen in various contexts, so in this final section we will examine
jet-related ideas in more detail.

Consider the three events of Fig. 34. In the left-hand one, one interpretation is that we’re seeing
an e+e− → qq̄ event, in which there has been soft and collinear showering followed by a transition to
hadrons. This is a classic picture of a ‘2-jet’ event. The middle event is more complex: energy flow
is not limited to two cones. One interpretation of the event is that a qq̄ pair has emitted a hard gluon
g, and all three have undergone soft and collinear showering. However, the same event can also be
interpreted (right) as a qq̄gg event, with further soft and collinear showering. Deciding between these
two interpretations means choosing just how hard and separated in angle an emission has to be in order
for it to be considered a separate jet (cf. the angular and energy parameters, δ and ε, in our discussion of
the 2-jet cross section in Section 2.3.2).

In making this choice, it would be highly painful to visually inspect each of the O
(
109
)

events
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Fig. 35: The application of a jet definition to a variety of events that differ just through soft/collinear branching
(and hadronization), should give identical jets in all cases.

written to disk every year at the LHC. Instead one uses a set of rules, a ‘jet definition’, by which a
computer can take a list of particle momenta for an event (be they quark and gluons, or hadrons, or even
calorimeter deposits), and return a list of jets. If one modifies an event just through soft and collinear
emission, then the set of jets should not change, i.e., the result of applying the jet definition should be
insensitive to the most common effects of showering and hadronization, as illustrated in Fig. 35.

Jets are central to collider physics: both theory and experimental results are often presented in
terms of jet cross sections, and thus jets provide the meeting point between the two. As we saw in
Section 4.4.1, jets are also used to assemble together different kinds of theory predictions. And jets are
an input to almost all physics analyses: to new physics searches (since new particles may decay to quarks
or gluons, giving jets), in Higgs searches, top physics, Monte Carlo validation, fits of PDFs, etc.

5.1 Jet definitions
The construction of a jet involves different considerations:

– Which particles are grouped together into a common jet? The set of rules that one follows for
deciding this is usually known as a jet algorithm, and it comes with parameters that govern its exact
behaviour. A common parameter is R which determines the angular reach of the jet algorithm.

– How do you combine the momenta of particles inside a jet? One needs to specify a ‘recombination
scheme’. The most common is to simply add the 4-vectors of the particles (the ‘E-scheme’). This
gives jets that are massive (so jets cannot be thought of as a direct stand-in for partons, which are
massless).

Taken together, the algorithm, its parameters and the recombination scheme specify a ‘jet definition’.

Two broad classes of jet definition are in common use: cone algorithms, which take a top-down
approach, and sequential recombination algorithms, based on a bottom-up approach. Below we’ll give
a brief discussion of each kind of algorithm, referring the reader to Ref. [106] for a more complete
description of all the variants that exist.

5.2 Cone algorithms
There are many types of cone algorithm, but all rely on the idea that soft and collinear branching doesn’t
modify the basic direction of energy flow.

One of the simpler cone algorithms (we’ll call it IC-PR, for iterative cone with progressive removal
of particles) is that used by the CMS experiment during much of their preparation for LHC running.
One first sorts all particles according to their transverse momentum, and identifies the one with largest
transverse momentum. This is referred to as a seed particle, s. One draws a cone of radius R around the
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Fig. 36: Sample events illustrating the result of applying collinear safe and unsafe jet algorithms. The height of
a given line corresponds to the particle’s transverse momentum, its horizontal position to its rapidity (φ = 0 for
all particles here). Left: expectations for the behaviour of a collinear-safe jet algorithm, where the jets found by
the algorithm should be independent on the collinear splitting of the hardest particles. Right: in a collinear unsafe
algorithm such as the IC-PR type CMS cone, the splitting of the central hard particle causes the leftmost particle
to become the hardest in the event, leading to a two-jet rather than a one-jet event.

seed — in hadron-collider variables this means identifying all particles with ∆R2
is = (yi− ys)2 + (φi −

φs)
2 < R2, where yi = 1

2 ln Ei+pzi
Ei+pzi

is the rapidity of particle i, φi its azimuth, and ys and φs the rapidity
and azimuth of the seed. One then identifies the direction of the sum of the momenta of those particles.
If it doesn’t coincide with the seed direction then one uses that sum as a new seed direction, and iterates
until the sum of the cone contents coincides with the previous seed. This is referred to as finding a stable
cone. The particles inside that stable cone make a jet, and they’re removed from the list of particles in
the event. The procedure is then repeated on the particles that remain, removing particles each time one
finds a stable cone (→ jet), until no particles remain and one has the complete set of jets. Of these jets
one retains only those above some transverse-momentum threshold pt,min.

There is one major drawback to the above procedure: the use of the particles’ pt’s to decide which
one to take as the first seed. This is problematic, because particle pt’s are not collinear safe quantities.
As illustrated in the two right-hand events of Fig. 36, in an IC-PR algorithm, if the hardest particle
undergoes a collinear splitting then this can result in another particle in the event becoming the ‘new’
hardest particle, giving a different set of final jets as compared to events without the splitting. Thus in the
example of Fig. 36 there is a divergent (real, positive) contribution to the 2-jet cross section and a separate
divergent (1-loop virtual, negative) contribution to the 1-jet cross section. In contrast, for a collinear-safe
algorithm (two leftmost events), the collinear-splitting of the hardest particle does not change the set of
final jets. Then the real and virtual divergences both contribute to the 1-jet cross section and so cancel
each other.

Collinear unsafety means that certain cross sections cannot be calculated at NLO (or sometimes
NNLO) — one will only obtain nonsensical infinite answers. Furthermore, even if one is working at some
low perturbative order which is not divergent (e.g., LO), the fact that higher orders diverge means that the
convergence of the whole perturbative series becomes questionable, compromising the usefulness even
of the low orders.

Over the past two decades there has been significant discussion of such problems. There are many
other variants of cone algorithm, and nearly all suffer from problems either of collinear safety, or infrared
safety. One class that has been widely used at the Tevatron avoids the ordering of initial seeds, and instead
obtains stable cones using all possible particles as seeds: stable cones are not immediately converted into
jets, but instead, once one has the list of the stable cones found by iterating from all possible seeds one
then uses a ‘split–merge’ procedure to decide how particles that appear in multiple stable cones should
be unambiguously assigned to a single jet.
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Fig. 37: Configurations illustrating IR unsafety of iterative cone algorithms with a split–merge procedure, in events
with a W and two hard partons. The addition of a soft gluon converts the event from having two jets to just one
jet. In contrast to Fig. 36, here the explicit angular structure is shown (rather than pt as a function of rapidity).

This procedure avoids the collinear-safety issue (the order of particles’ pt’s no longer matters),
however, it turns out that it instead introduces an infrared-safety issue: adding an extra soft particle
creates a new seed, which can lead to an extra stable cone being found, which feeds through the split–
merge procedure, altering the final set of (hard) jets. This tends to happen when two hard particles are
separated by a distance ∆R that satisfiesR < ∆R < 2R (so that a cone centred on either fails to capture
the other and each hard particle leads to its own jet) and one adds a soft particle in between the two (so
that a cone centred on the soft particle includes both hard ones, which then end up in a single jet), as
illustrated in Fig. 37. A partial fix for the problem was given in Ref. [107] (adopted by the Tevatron in
Ref. [108]), which involves adding extra seeds at the midpoints between all pairs of stable cones and uses
those as new starting points for finding additional stable cones before starting the split–merge step. A
full fix involves a non-seed-based approach to exhaustively finding all possible stable cones in an event,
in an algorithm known as the Seedless Infrared Safe Cone (SISCone) [109].

5.3 Sequential-recombination algorithms
Sequential-recombination jet algorithms take a bottom-up approach to constructing jets, as if they were
inverting the sequence of splittings of the parton shower. Of course that sequence doesn’t really exist
unambiguously, since gluon emission is a quantum-mechanical process involving coherent emission from
all colour sources in an event. However, for collinear emissions the picture that there is a single ‘emitter’
is not a poor approximation.

5.3.1 The e+e− kt algorithm
The most widely used sequential recombination algorithm to date is the kt algorithm, originally formu-
lated for e+e− events [110]. Recall, from Eq. (26), that the soft and collinear limit of the gluon-emission
probability for a→ ij is

dS ' 2αsCi
π

dEi
min(Ei, Ej)

dθij
θij

, (69)

where Ci is CA (CF ) if a is a gluon (quark), and where we’ve written min(Ei, Ej) in the denominator
to avoid specifying which of i and j is the soft particle.

The essential idea of the kt algorithm is to define a ‘distance measure’ yij between every pair of
particles i, j,

yij =
2 min(E2

i , E
2
j )(1− cos θ)

Q2
. (70)

In the collinear limit, yij reduces to min(E2
i , E

2
j )θ2

ij , which is the relative transverse momentum between
particles i and j (hence the name kt algorithm), normalized to the total visible (or sometimes centre-of-
mass) energy Q. Apart from the normalization, this is just what appears in the denominator of the
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Fig. 38: Regions of the y–φ plane covered by jets in an illustrative (simulated) hadron-collider event with an IC-
PR type cone algorithm (left) and the inclusive longitudinally-invariant kt algorithm (right). The jet finding was
carried out with the FASTJET package [113, 114], with the addition of very soft ghost particles to trace the extent
of the jets [115].

splitting probability, Eq. (69), so that pairs of particles that would arise from a splitting with a strong
divergence are considered very close together.

The algorithm works by identifying the pair of particles that has the smallest yij and recombining
them into a single particle (also called a ‘pseudojet’). It then recalculates all yij distances taking into
account the new particle, and again recombines the pair that’s closest. The procedure is repeated until all
yij distances are above some threshold ycut, at which point the pseudojets that remain become the event’s
jets.

5.3.2 The kt algorithm for hadron collisions

For hadron collisions and deep-inelastic scattering, the version of the kt algorithm that is most commonly
used reads as follows [111,112]. For every pair of particles define a (dimensionful) inter-particle distance
dij ,

dij = min(p2
ti, p

2
tj)

∆R2
ij

R2
, (71)

whereR is a parameter whose role is similar to that ofR in cone algorithms. Also define a beam distance
for every particle,

diB = p2
ti . (72)

The algorithm proceeds by searching for the smallest of the dij and the diB . If it is a dij then particles i
and j are recombined into a single new particle. If it is a diB then i is removed from the list of particles,
and called a jet. This is repeated until no particles remain.

Note that the distance in Eq. (71) just reduces to that of Eq. (70) in the collinear limit (modulo Q2

normalization). So one is still dealing with the relative transverse momentum between pairs of particles.
As with cone algorithms, in this ‘inclusive longitudinally invariant kt algorithm,’ arbitrarily soft particles
can form jets. It is therefore standard to place a pt,min cutoff on the jets one uses for ‘hard’ physics.

One can verify that R in the kt algorithm plays a similar role to R in cone algorithms, using
the following observations: if two particles i and j are within R of each other, i.e., ∆Rij < R, then
dij < diB, djB and so i and j will prefer to recombine rather than forming separate jets. If a particle i is
separated by more than R from all other particles in the event then it will have diB < dij for all j and so
it will form a jet on its own.
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Despite this similarity to the behaviour of cone algorithms for pairs of particles, the kt algorithm
gives jets that ‘look’ somewhat different. Figure 38 illustrates what happens when one clusters a simu-
lated hadron-collider event with an IC-PR type cone algorithm and with the kt algorithm. In both cases
the figure shows (in a given colour) the calorimeter cells that are included in each jet. For the IC-PR
algorithm the hardest jets all appear circular, as expected given the use of cones in the definition of the
algorithm (in cone algorithms with split–merge steps, the jets are often not circular, because of the less
trivial mapping from stable cones to jets). For the kt algorithm, the jets have quite irregular (or jagged)
edges, because many of the soft particles cluster together early in the recombination sequence (owing to
their small pt and hence dij) in patterns that are determined by the random distributions of those particles
in pt and rapidity and azimuth.

The irregularity of the jet boundaries has often been held against the kt algorithm. One reason is
that it makes it harder to calculate acceptance corrections: for example, if you know that some part of a
detector is misbehaving, it is not obvious how far a kt jet must be from that part of the detector in order
not to be affected by it. Another reason relates to the linearity of the dependence of the jet momentum
on soft-particle momenta: in the IC-PR algorithm, the hard core of the jet essentially determines the jet
boundary, and the algorithm depends linearly on the momenta of any soft particles within the boundary,
and is independent of particles outside it. In the kt algorithm, varying the momentum of one soft particle
in the vicinity of the jet core can affect whether it and other soft particles get clustered with that core
or not. This can complicate energy calibrations for the jet algorithm, though techniques exist to correct
for this to some extent (jet-area-based subtraction [116], which leaves just a residual term known as
back-reaction [115]).

A feature of the kt algorithm that is attractive is that it not only gives you jets, but also assigns a
clustering sequence to the particles within the jet. One can therefore undo the clustering and look inside
the jet. This has been exploited in a range of QCD studies (e.g., Ref. [117]), and also in discussions
of searches of hadronic decays of boosted massive particles such as W , H , or Z bosons, top quarks,
or new particles (early examples include Refs. [118, 119]; for more recent examples, see the reviews in
Refs. [106, 120]). Jet substructure studies are also often carried out with the Cambridge/Aachen (C/A)
algorithm [121, 122], which essentially replaces pti → 1, ptj → 1 in Eqs. (71,72) but is otherwise like
the kt algorithm.

5.3.3 The anti-kt algorithm
It turns out that it is possible to design a sequential-recombination algorithm with many of the nice
properties of cone algorithms via a simple modification of the kt algorithm’s distance measures [123]:

dij =
1

max(p2
ti, p

2
tj)

∆R2
ij

R2
, (73a)

diB =
1

p2
ti

. (73b)

The correspondence with the divergences of Eq. (69) is partially lost: objects that are close in angle
still prefer to cluster early, but that clustering tends to occur with a hard particle (rather than necessarily
involving soft particles). This means that jets ‘grow’ in concentric circles out from a hard core, until they
reach a radius R, giving circular jets just as with the IC-PR cone, as shown in Fig. 39. However, unlike
the IC-PR cone, this ‘anti-kt’ algorithm is collinear (and infrared) safe, meaning that it is safe to use with
fixed-order QCD predictions. This, combined with the fact that it has been implemented efficiently in
the FASTJET jet-finding code [113, 114], has led to it being adopted as the default jet algorithm by both
the ATLAS and CMS collaborations.

Note that the anti-kt algorithm does not provide useful information on jet substructure: if a jet
contains two hard cores, then the kt (or C/A) algorithms first reconstruct those hard cores and merge the
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Fig. 39: As in Fig. 38, but shown for the anti-kt algorithm

resulting two subjets. The anti-kt algorithm will often first cluster the harder of the two cores and then
gradually agglomerate the contents of the second hard core.

5.4 Using jets

Because of the intricacies of calibrating jets, past experiments have tended to concentrate their efforts on
just one or two jet definitions, which are used across the board for QCD studies, top-quark studies, Higgs
and new physics searches. Typically the choices have been for cone-type algorithms withR values in the
range 0.4–0.7.

At the LHC there are prospects of experimental methods (for example topoclusters at ATLAS and
particle flow at ATLAS) that make it easier to use a broad range of jet definitions. We’ve already men-
tioned, above, the use of jet substructure in new physics searches. These methods will definitely benefit
from experiments’ flexibility in choosing different jet definitions (for example, many of the proposed
searches use quite a large jet radius, R ∼ 1–1.5). More generally, when using jets, it is important to
establish what you are trying to get out of the jet algorithm, what it is that you’re trying to optimize.

Different studies will want to optimize different things. For example in QCD studies, such as the
inclusive jet-spectrum measurement that goes into PDF fits, one criterion might be to choose a jet defini-
tion that minimizes the non-perturbative corrections that need to be applied when comparing perturbative
predictions with data.

In searches for new physics, for example when looking for a resonance in the dijet invariant mass
spectrum, the criterion might be the following: given a narrow resonance, what jet definition will lead
to the narrowest peak in the dijet mass spectrum? It turns out that the answer depends significantly on
properties of the resonance you’re trying to reconstruct. Figure 40 illustrates how SISCone withR = 0.5
does well for reconstructing a 100 GeV resonance that decays to qq̄. While for a 2 TeV resonance
decaying to gg, you’re better off with an algorithm (such as SISCone, or others supplemented with the
trick of filtering and/or variants [126,127]) with a substantially larger radius, R ∼ 1 [124,125,128,129].
And if you find a resonance, you might then want to know which jet definition will allow you to measure
its mass most accurately, which may not be the same choice that allowed you to find the resonance most
easily.

Understanding analytically which jet choices work well is the subject of ongoing theoretical
work [115, 130, 131], which involves figuring out how perturbative radiation, hadronization, the un-
derlying event and pileup all come together to affect jet momenta.
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Fig. 40: Illustration of the impact of different jet definition on the quality of reconstruction of dijet invariant mass
peaks for a 100 GeV resonance decaying to qq̄ (top) and a 2 TeV resonance decaying to gg (bottom). The Qwf=0.12

indicates the width of the region that contains 12% of the resonance events (corresponding to about 25% of the
resonance events that pass basic selection cuts). Smaller numbers imply better reconstruction. Figure taken from
Ref. [124]. Many further plots available from Ref. [125].

6 Conclusions
In these lectures we have covered material that ranges from the QCD Lagrangian through to e+e− scat-
tering, soft and collinear divergences, PDFs, fixed-order calculations, parton showers and jets. It is my
hope that the material here will have given you enough background information to at least understand
the basics of these different concepts.

The aspects of QCD that we have examined will play a role in nearly all analyses at the LHC.
Whether because Monte Carlo parton-shower programs are used for estimating detector effects on almost
every measurement; or because in searches for new physics one might look for an excess with respect to
QCD predictions of backgrounds; or perhaps because an understanding of QCD will make it possible to
more clearly pull out a signal of new physics that involves QCD final states.

If you want to find out more about the topics discussed here (or those left out due to time con-
straints, notably heavy quarks), good places to look include the textbooks [1–3] mentioned at the be-
ginning of these lectures, the references given throughout, and transparencies from the various summer
schools dedicated to QCD, for example, the CTEQ (and MCNET) schools [132, 133].
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Abstract
The Standard Model has been successful beyond expectations in predicting
the results of almost all the experimental tests done so far. In it, neutrinos are
massless. Nonetheless, in recent years we have collected solid proofs indicat-
ing little but non zero masses for the neutrinos (when contrasted with those of
the charged leptons). These masses permit neutrinos to change their flavour
and oscillate, indeed a unique treat. In these lectures, I discuss the properties
and the amazing potential of neutrinos in and beyond the Standard Model. I
review also the pieces of evidence that do not fit with the vanilla three neu-
trino picture and the prospects to discover the physics that hides beyond the
Standard Model (if any) using neutrinos.

Keywords
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1 Introduction
Last decade witnessed a brutal transformation in neutrino physics. It has been proven beyond any doubt
that neutrinos have non-zero masses, implying that leptons mix. This fact was demonstrated by the
experimental evidence that neutrinos can change from one state, or “flavour”, to another. All the infor-
mation we have gathered about neutrinos is relatively new. Less than thirty years old. Neutrino physics
as a solid science is in its teenage years and therefore as any adolescent, in a wild and very exciting (and
excited) state. However, before jumping into the latest "news" about neutrinos, let’s understand how and
why neutrinos were conceived.

The ’20s saw the death of numerous sacred cows, and physics was no exception. One of physics
most holly principles, energy conservation, apparently showed up not to hold inside the subatomic world.
For some radioactive nuclei, it appeared that a non-negligible fraction of its energy simply vanished,
leaving no trace of its presence.

In 1920, in a (by now famous) letter to a meeting [1], Pauli quasi apologetically wrote,"Dear
radioactive Ladies and Gentlemen, . . . as a desperate remedy to save the principle of energy conservation
in beta decay, . . . I propose the idea of a neutral particle of spin half". Pauli hypothesised that the
missing energy was taken off by another particle, whose properties were such that made it invisible and
impossible to detect: it had no electric charge, no mass and only very rarely interacted with matter. With
these properties, the neutrino was introduced as one of the few inhabitants of the particle zoo. Before
long, Fermi postulated the four-Fermi Hamiltonian in order to describe beta decay utilising the neutrino,
electron, neutron and proton. Another field was born: weak interactions took the stage to never leave
it. Closing the loop, twenty something years after Pauli’s letter, Cowan and Reines got the experimental
signature of anti-neutrinos emitted by a nuclear power plant.

As more particles who participated in weak interactions were found in the years following neutrino
discovery, weak interactions got credibility as an authentic new force of nature and the neutrino got to be
a key element of it.

Further experimental tests spanning the following years demonstrated that there was not one but
three sort, or “flavours” of neutrinos (tagged according to the charged lepton they were produces in
association with: electron neutrinos (νe), muon neutrinos (νµ) and tau neutrinos (ντ )) and that, to the
extent we could test, had no mass (and no charge) whatsoever.
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The neutrino adventure could have easily finished there, but new tests using neutrinos coming
from the sun have shown that the neutrino saga was just beginning . . .

In the canonical Standard Model, neutrinos are completely massless and as a consequence are
flavour eigenstates:

W+ −→ e+ + νe ; Z −→ νe + ν̄e ,

W+ −→ µ+ + νµ ; Z −→ νµ + ν̄µ , (1)

W+ −→ τ+ + ντ ; Z −→ ντ + ν̄τ .

Precisely because they are massless, they travel at the speed of light. But the masslessness not only
defines the speed at which they propagate, it fixes its flavour as they travel as well. It is evident then,
that as flavour is concerned, zero mass neutrinos are not an attractive object to study, specially when
contrasted with quarks.

However, if neutrinos were massive, and these masses were not degenerate (degenerate masses
flavour-wise is identical to the zero mass case) would mean that neutrino mass eigenstates exist νi, i =
1, 2, . . ., each with a mass mi. The impact of leptonic mixing becomes apparent by looking at the
leptonic decays, W+ −→ νi + `α of the charged vector boson W , where α = e, µ, or τ , and `e refers to
the electron, `µ the muon, or `τ the tau.

We call particle `α as the charged lepton of flavour α. Mixing basically implies that when the
charged boson W+ decays to a given kind of charged lepton `α, the neutrino that goes along is not
generally the same mass eigenstate νi. Any of the different νi can appear.

The amplitude for the decay of a vector boson W+ to a particular mix `α + νi is given by U∗αi.
The neutrino that is emitted in this decay alongside the given charged lepton `α is then

|να〉 =
∑

i

U∗αi |νi〉 . (2)

This specific mixture of mass eigenstates yields the neutrino of flavour α.

The different Uαi can be gathered in a unitary matrix (in the same way they were collected in the
CKM matrix in the quark sector) that receives the name of the leptonic mixing matrix orUPNMS [2]. The
unitarity of U ensures that each time a neutrino of flavour α through its interaction produces a charged
lepton, the produced charged lepton will always be `α, the charged lepton of flavour α. That is, a νe
produces exclusively an e, a νµ exclusively a µ, and in a similar way ντ a τ .

The expression (2), portraying each neutrino of a given flavour as a linear combination of the
three mass eigenstates, can be easily inverted to depict every mass eigenstate νi as an analogous linear
combination of the three flavours:

|νi〉 =
∑

α

Uαi |να〉 . (3)

The amount of α-flavour (or the α-fraction) of νi is obviously |Uαi|2. When a νi interacts and creates a
charged lepton, this α-content (or fraction) expresses the probability that the created charged lepton be
of flavour α.

2 Neutrino oscillations basics
The phenomenon of neutrino flavour transitions or in short oscillation, can be understood in the following
form. A neutrino is created or emitted by a source along with a charged lepton `α of flavour α. In this
way, at the emission point, the neutrino does have a definite flavour. It is a να. After that point, the
neutrino propagates, i.e., covers some distance L until it is absorbed.

At this point, when it has already reached the detector, the neutrino (sometimes) interacts and
these interactions create another charged lepton `β of flavour β, which we can detect. In this way, at the
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target, we can know that the neutrino is again a neutrino of definite flavour, a νβ . Of course not always
both flavours are identical, sometimes β 6= α (for instance, if `α is a µ however `β is a τ ), then, all along
his journey from the source to the identification point, the neutrino has changed or mutated from a να
into a νβ .

This transition from one flavour to the other, να −→ νβ , is only one more realization of the widely
known quantum-mechanical effect present in a variety of two state systems and not a particular property
of neutrinos.

Since, as shown clearly by Eq. (2), a να is truly a coherent superposition of the three mass eigen-
states νi, the neutrino that travels since it is produced until it is detected, can be any of the three νi’s.
Because of that, we should include the contributions of each of the νi in a coherent way. As a conse-
quence, the transition amplitude, Amp(να −→ νβ) receives a contribution of each νi and turns out to be
the product of three pieces. The first factor is the amplitude for the neutrino created at the generation
point along with a charged lepton `α to be, particularly, a νi and is given by U∗αi.

The second component of our product is the amplitude for the νi made by the source to cover the
distance up to the detector. We will name this element Prop(νi) for the time being and will postpone the
calculation of its value until later. The last (third) piece is the amplitude for the charged lepton born out
of the interaction of the neutrino νi with the target to be, particularly, a `β .

Being the Hamiltonian that describes the interactions between neutrinos, charged leptons and
charged bosons W hermitian (otherwise probabilities wouldn’t be conserved), it follows that if
Amp(W −→ `ανi) = U∗αi, then Amp (νi −→ `βW ) = Uβi. In this way, the third and last compo-
nent of the product the νi contribution is given by Uβi, and

Amp(να −→ νβ) =
∑

i

U∗αi Prop(νi) Uβi . (4)

It still remains to be established the value of Prop(νi). To determine it, we’d better study the νi in
its rest frame. We will label the time in that system τi. If νi does have a rest mass mi, then in this frame
of reference its state vector satisfies the Schrödinger equation

i
∂

∂τi
|νi(τi)〉 = mi|νi(τi)〉 , (5)

whose solution is given clearly by

|νi(τi)〉 = e−imiτi |νi(0)〉 . (6)

Then, the amplitude for a given mass eigenstate νi to travel freely during a time τi, is simply the amplitude
〈νi(0)|νi(τi)〉 for observing the initial state νi, |νi(0)〉 after some time as the evolved state |νi(τi)〉, i.e.
exp[−imiτi]. Thus Prop(νi) is only this amplitude where we have used that the time taken by νi to cover
the distance from the source to the detector is just τi, the proper time.

Nevertheless, if we want Prop(νi) to be of any use to us, we must write it first in terms of variables
we can measure, this means to express it, in variables in the lab frame. The natural choice is obviously
the distance, L, that the neutrino covers between the source and the detector as seen in the lab frame,
and the time, t, that slips away during the journey, again in the lab frame. The distance L is set by the
experimentalists through the selection of the place of settlement of the source and that of the detector
and is unique to each experimental setting. Likewise, the value of t is selected by the experimentalists
through their election for the time at which the neutrino is made and that when it dies (or gets detected).
Therefore, L and t are determined by the experimental set up, and are the same for all the νi in the beam.
The different νi do travel through an identical distance L, in an identical time t.

We still have two additional lab frame variables to determine, the energy Ei and three momentum
pi of the neutrino mass eigenstate νi. By using the Lorentz invariance of the four component inter-
nal product (scalar product), we can obtain the expression for the miτi appearing in the νi propagator
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Prop(νi) in terms of the (easy to measure) lab frame variables we have been looking for, which is given
by

miτi = Eit− piL . (7)

At this point however one may argue that, in real life, neutrino sources are basically constant
in time, and that the time t that slips away since the neutrino is produced till it dies in the detector is
actually not measured. This argument is absolutely right. In reality, an experiment smears over the time
t used by the neutrino to complete its route. However, let’s consider that two constituents of the neutrino
beam, the first one with energy E1 and the second one with energy E2 (both measured in the lab frame),
add up coherently to the neutrino signal produced in the detector. Now, let us call t the time used by
the neutrino to cover the distance separating the production and detection points. Then by the time the
constituent whose energy is Ej (j = 1, 2) arrives to the detector, it has raised a phase factor exp[−iEjt].
Therefore, we will have an interference between the E1 and E2 beam participants that will include a
phase factor exp[−i(E1 − E2)t]. When smeared over the non-observed travel time t, this factor goes
away, except when E2 = E1. Therefore, only those constituents of the neutrino beam that share the same
energy contribute coherently to the neutrino oscillation signal [3,4]. Specifically, only the different mass
eigenstates constituents of the beams that have the same energy weight in. The rest gets averaged out.

Courtesy to its dispersion relation, a mass eigenstate νi, with mass mi, and energy E, has a three
momentum pi whose absolute value is given by

pi =
√
E2 −m2

i
∼= E − m2

i

2E
. (8)

Where, we have utilised that as the masses of the neutrinos are miserably small, m2
i � E2 for a typical

energy E attainable at any experiment (the lowest energy neutrinos have are MeV energies while masses
are sub-eV). From Eqs. (7) and (8), it is easy to see that at a given energy E the phase miτi appearing in
Prop(νi) takes the value

miτi ∼= E(t− L) +
m2
i

2E
L . (9)

As the phase E(t − L) appears in all the interfering terms it will eventually disappear when calculating
the transition amplitude. After all it is a common phase factor (its absolute value is one). Thus, we can
get rid of it already now and use

Prop(νi) = exp[−im2
i

L

2E
] . (10)

Plugging this into Eq. (4), we can obtain that the amplitude for a neutrino born as a να to be
detected as a νβ after covering a distance L with energy E yields

Amp(να −→ νβ) =
∑

i

U∗αi e
−im2

i
L

2EUβi . (11)

The expression above is valid for an arbitrary number of neutrino flavours and an identical number
of mass eigenstates, as far as they travel through vacuum. The probability P(να −→ νβ) for να −→ νβ
can be found by squaring it, giving

P(να −→ νβ) = |Amp(να −→ νβ)|2 = δαβ −

4
∑

i>j

<(U∗αiUβiUαjU
∗
βj) sin2

(
∆m2

ij

L

4E

)
+ 2

∑

i>j

=(U∗αiUβiUαjU
∗
βj) sin

(
∆m2

ij

L

2E

)
,(12)

with ∆m2
ij ≡ m2

i −m2
j . In order to get Eq. (12) we have used that the mixing matrix U is unitary.
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The oscillation probability P(να −→ νβ) we have just obtained corresponds to that of a neutrino,
and not to an antineutrino, as we have used that the oscillating neutrino was produced along with a
charged antilepton ¯̀, and gives birth to a charged lepton ` once it reaches the detector. The corresponding
probability P(να −→ νβ) for an antineutrino oscillation can be obtained from P(να −→ νβ) taking
advantage of the fact that the two transitions να −→ νβ and νβ −→ να are CPT conjugated processes.
Thus, assuming that neutrino interactions respect CPT [5],

P(να −→ νβ) = P(νβ −→ να) . (13)

Then it is clear that if the mixing matrix U is complex, P(να −→ νβ) and P(να −→ νβ) will not be
identical, in general. As να −→ νβ and να −→ νβ are CP conjugated processes, P(να −→ νβ) 6=
P(να −→ νβ) would provide evidence of CP violation in neutrino oscillations (if Nature has chosen
its mixing parameters so that the mixing matrix is indeed complex). Until now, CP violation has been
observed only in the quark sector, so its measurement in neutrino physics would be quite exciting.

So far, we have been working in natural units. A fact that becomes transparent by looking at the
dispersion relation Eq. (9). If we restore now the ~’s and c factors (we have happily set to one) into the
oscillation probability we find that

sin2

(
∆m2

ij

L

4E

)
−→ sin2

(
∆m2

ijc
4 L

4~cE

)
. (14)

Having done that, it is easy and instructive to explore the semi-classical limit, ~ −→ 0. In this limit the
oscillation length goes to zero (the oscillation phase goes to infinity) and the oscillations are averaged
to 1/2. The interference pattern is lost. A similar situation appears if we let the mass difference ∆m2

become large. This is exactly what happens in the quark sector (and the reason why we never study quark
oscillations despite knowing that mass eigenstates do not coincide with flavour eigenstates).

In terms of real life units (which are not "natural" units), the oscillation phase is given by

∆m2
ij

L

4E
= 1.27 ∆m2

ij(eV2)
L (km)

E (GeV)
. (15)

then, since sin2[1.27 ∆m2
ij(eV2)L (km)/E (GeV)] can be experimentally observed (ie. not smeared

out) only if its argument is in a ballpark around one, an experimental set-up with a baseline L
(km) and an energy E (GeV) is sensitive to neutrino mass squared differences ∆m2

ij(eV2) of order
∼ [L (km)/E (GeV]−1. For example, an experiment with a baseline of L ∼ 104 km, roughly the size
of Earth’s diameter, and E ∼ 1 GeV would explore mass differences ∆m2

ij down to ∼ 10−4 eV2. This
fact makes it clear that neutrino long-baseline experiments can test even miserably small neutrino mass
differences. It does so by exploiting the quantum mechanical interference between amplitudes whose rel-
ative phases are given precisely by these super tiny neutrino mass differences, which can be transformed
into sizeable effects by choosing L/E appropriately.

But let’s keep analysing the oscillation probability and see whether we can learn more about
neutrino oscillations by studying its expression.

It is clear from P( ( )να −→ ( )νβ) that if neutrinos have zero mass, in such a way that all ∆m2
ij = 0,

then, P( ( )να −→ ( )νβ) = δαβ . Therefore, the experimental observation that neutrinos can morph from one
flavour to a different one indicates that neutrinos are not only massive but also that their masses are not
degenerate. Actually, it was precisely this evidence the one that proved beyond any reasonable doubt that
neutrinos are massive.

However, every neutrino oscillation seen so far has involved at some point neutrinos that travel
through matter. But the expression we derived is valid only for flavour change in vacuum, and does not
take into account any interaction between the neutrinos and the matter traversed between their source
and their detector. Thus, the question remains whether it may be that some unknown flavour changing
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interactions between neutrinos and matter are indeed responsible of the observed flavour transitions, and
not neutrino masses. Regarding this question, a couple of things should be said. First, although it is true
that the Standard Model of elementary particle physics contains only massless neutrinos, it provides an
amazingly well corroborated description of weak interactions, and therefore of all the ways a neutrino
interacts. Such a description does not include flavour change. Second, for some of the processes experi-
mentally observed where neutrinos do change flavour, matter effects are expected to be miserably small,
and on those cases the evidence points towards a dependence on L and E in the flavour transition prob-
ability through the combination L/E, as anticipated by the oscillation hypothesis. Modulo a constant,
L/E is precisely the proper time that goes by in the rest frame of the neutrino as it covers a distance L
possessing an energy E. Therefore, these flavour transitions behave as if they were a true progression of
the neutrino itself over time, and not a result of an interaction with matter.

Now, lets explore the case where the leptonic mixing were trivial. This would imply that in the
charged boson decay W+ −→ `α + νi, which as we established has an amplitude U∗αi, the emerging
charged antilepton `α of flavour α comes along always with the same neutrino mass eigenstate νi. That
is, if U∗αi 6= 0, then due to unitarity, Uαj becomes zero for all j 6= i. Therefore, from Eq. (12) it is clear
that, P( ( )να −→ ( )νβ) = δαβ . Thus, the observation that neutrinos morph indicates non trivial a mixing
matrix.

Then, we are left with basically two ways to detect neutrino flavour change. The first one is to
observe, in a beam of neutrinos which are all created with the same flavour, say α, some amount of
neutrinos of a new flavour β that is different from the flavour α we started with. This goes under the
name of appearance experiments. The second way is to start with a beam of identical ναs, whose flux
is either measured or known, and observe that after travelling some distance this flux is depleted. Such
experiments are called disappearance experiments.

As Eq. (12) shows, the transition probability in vacuum does not only depend on L/E but also
oscillates with it. It is because of this fact that neutrino flavour transitions are named “neutrino oscilla-
tions”. Now notice also that neutrino transition probabilities do not depend on the individual neutrino
masses (or masses squared) but on the squared-mass differences. Thus, oscillation experiments can only
measure the neutrino mass squared spectrum. Not its absolute scale. Experiments can test the pattern but
cannot determine the distance above zero the whole spectra lies.

It is clear that neutrino transitions cannot modify the total flux in a neutrino beam, but simply alter
its distribution between the different flavours. Actually, from Eq. (12) and the unitarity of the U matrix,
it is obvious that ∑

β

P( ( )να −→ ( )νβ) = 1 , (16)

where the sum runs over all flavours β, including the original one α. Eq. (16) makes it transparent that
the probability that a neutrino morphs its flavour, added to the probability that it keeps the flavour it had
at birth, is one. Ergo, flavour transitions do not modify the total flux. Nevertheless, some of the flavours
β 6= α into which a neutrino can oscillate into may be sterile flavours; that is, flavours that do not take
part in weak interactions and therefore escape detection. If any of the original (active) neutrino flux turns
into sterile, then an experiment able to measure the total active neutrino flux—that is, the flux associated
to those neutrinos that couple to the weak gauge bosons: νe, νµ, and ντ— will observe it to be not
exactly the original one, but smaller than it. In the experiments performed up today, no clear evidence of
missing fluxes was found (although there are some hints in this direction).

In the literature, description of neutrino oscillations normally assume that the different mass eigen-
states νi that contribute coherently to a beam share the same momentum, rather than the same energy as
we have argued they must have. While the supposition of equal momentum is technically wrong, it is an
inoffensive mistake, since, as can easily be shown, it conveys to the same oscillation probabilities as the
ones we have obtained.

A relevant and interesting case of the (not that simple) formula for P(να −→ νβ) is the case where
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only two flavours participate in the oscillation. The only-two-neutrino scenario is a rather rigorous
description of a vast number of experiments. In fact only recently (and in few experiments) a more
sophisticated (three neutrino description) was needed to fit observations. Lets assume then, that only two
mass eigenstates, which we will name ν1 and ν2, and two reciprocal flavour states, which we will name
νµ and ντ , are relevant, in such a way that only one squared-mass difference, m2

2 −m2
1 ≡ ∆m2 arises.

Even more, neglecting phase factors that can be proven to have no impact on oscillation probabilities,
the mixing matrix U can be written as

(
νµ
ντ

)
=

(
cos θ sin θ
− sin θ cos θ

)(
ν1
ν2

)
. (17)

The unitary mixing matrix U of Eq. (17) is just a 2×2 rotation matrix, and as such, parameterized by
a single rotation angle θ which is named (in neutrino physics) as the mixing angle. Plugging the U of
Eq. (17) and the unique ∆m2 into the general formula of the transition probability P(να −→ νβ), we
can readily see that, for β 6= α, when only two neutrinos are relevant,

P(να −→ νβ) = sin2 2θ sin2

(
∆m2 L

4E

)
. (18)

Moreover, the survival probability, ie. the probability that the neutrino remains with the same flavour its
was created with is, as expected, one minus the probability that it changes flavour.

3 Neutrino oscillations in a medium
When we create a beam of neutrinos on earth through an accelerator and send it up to thousand kilome-
tres away to meet a detector, the beam does not move through vacuum, but through matter, earth matter.
The beam of neutrinos then scatters from the particles it meets along the way. Such a coherent forward
scattering can have a large effect on the transition probabilities. We will assume for the time being that
neutrino interactions with matter are flavour conserving, as described by the Standard Model, and com-
ment on the possibility of flavour changing interactions later. Then as there are only two types of weak
interactions (mediated by charged and neutral currents) there would be accordingly only two possibilities
for this coherent forward scattering from matter particles to take place. Charged current mediated weak
interactions will occur only if and only if the incoming neutrino is an electron neutrino. As only the νe
can exchange charged boson W with an Earth electron. Thus neutrino-electron coherent forward scatter-
ing via W exchange opens up an extra source of interaction energy VW suffered exclusively by electron
neutrinos. Obviously, this additional energy being from weak interactions origin has to be proportional
to GF , the Fermi coupling constant. In addition, the interaction energy coming from νe − e scattering
grows with the number of targets, Ne, the number of electrons per unit volume (given by the density of
the Earth). Putting everything together it is not difficult to see that

VW = +
√

2GF Ne , (19)

clearly, this interaction energy affects also antineutrinos (in a opposite way though). It changes sign if
we switch the νe by νe.

The interactions mediated by neutral currents correspond to the case where a neutrino in matter
interacts with a matter electron, proton, or neutron by exchanging a neutral Z boson. According to the
Standard Model weak interactions are flavour blind. Every flavour of neutrino enjoys them, and the
amplitude for this Z exchange is always the same. It also teaches us that, at zero momentum transfer,
electrons and protons couple to the Z boson with equal strength. The interaction has though, opposite
sign. Therefore, counting on the fact that the matter through which our neutrino moves is electrically
neutral (it contains equal number of electrons and protons), the contribution of both, electrons and protons
to coherent forward neutrino scattering through Z exchange will add up to zero. Consequently only
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interactions with neutrons will survive so that, the effect of the Z exchange contribution to the interaction
potential energy VZ reduces exclusively to that with neutrons and will be proportional toNn, the number
density of neutrons. It goes without saying that it will be equal to all flavours. This time, we find that

VZ = −
√

2

2
GF Nn , (20)

as was the case before, for VW , this contribution will flip sign if we replace the neutrinos by anti-
neutrinos.

But if, as we said, the Standard Model interactions do not change neutrino flavour, neutrino flavour
transitions or neutrino oscillations point undoubtedly to neutrino mass and mixing even when neutrinos
are propagating through matter. Unless non-Standard-Model flavour changing interactions play a role.

Neutrino propagation in matter is easy to understand when analysed through the time dependent
Schrödinger equation in the lab frame

i
∂

∂t
|ν(t)〉 = H|ν(t)〉 . (21)

where, |ν(t)〉 is a (three component) neutrino vector state, in which each neutrino flavour corresponds to
one component. In the same way, the Hamiltonian H is a (three × three) matrix in flavour space. To
make our lives easy, lets analyse the case where only two neutrino flavours are relevant, say νe and νµ.
Then

|ν(t)〉 =

(
fe(t)
fµ(t)

)
, (22)

with fi(t)2 the amplitude of the neutrino to be a νi at time t. This time the Hamiltonian, H, is a 2×2
matrix in neutrino flavour space, i.e., νe − νµ space.

It will prove to be clarifying to work out the two flavour case in vacuum first, and add matter
effects afterwards. Using Eq. (2) to express |να〉 as a linear combination of mass eigenstates, we can see
that the να − νβ matrix element of the Hamiltonian in vacuum,HVac, can be written as

〈να|HVac|νβ〉 = 〈
∑

i

U∗αiνi|HVac|
∑

j

U∗βjνj〉 =
∑

j

UαjU
∗
βj

√
p2 +m2

j . (23)

where we are supposing that the neutrinos belong to a beam where all its mass components (the mass
eigenstates) share the same definite momentum p. As we have already mentioned, despite this suppo-
sition being technically wrong, it leads anyway to the right transition amplitude. In the second line of
Eq. (23), we have used that the neutrinos νj with momentum p, the mass eigenstates, are the asymptotic
states of the hamiltonian,HVac for which constitute an orthonormal basis, satisfy

HVac|νj〉 = Ej |νj〉 (24)

and have the standard dispersion relation, Ej =
√
p2 +m2

j .

As we have already mentioned, neutrino oscillations are the archetype quantum interference phe-
nomenon, where only the relative phases of the interfering states play a role. Therefore, only the relative
energies of these states, which set their relative phases, are relevant. As a consequence, if it proves to
be convenient (and it will), we can feel free to happily remove from the HamiltonianH any contribution
proportional to the identity matrix I . As we have said, this subtraction will leave unaffected the differ-
ences between the eigenvalues of H, and therefore will leave unaffected the prediction of H for flavour
transitions.

It goes without saying that as in this case only two neutrinos are relevant, there are only two mass
eigenstates, ν1 and ν2, and only one mass splitting ∆m2 ≡ m2

2 − m2
1, and therefore there should be,
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as before a unitary U matrix given by Eq. (17) which rotates from one basis to the other. Inserting it
into Eq. (23), and assuming that our neutrinos have low masses as compared to their momenta, i.e.,
(p2 + m2

j )
1/2 ∼= p + m2

j/2p, and removing from HVac a term proportional to the the identity matrix (a
removal we know is going to be harmless), we get

HVac =
∆m2

4E

(
− cos 2θ sin 2θ

sin 2θ cos 2θ

)
. (25)

To write this expression, the highly relativistic approximation, which says that p ∼= E is used. Where E
is the average energy of the neutrino mass eigenstates in our neutrino beam of ultra high momentum p.

It is not difficult to corroborate that the HamiltonianHVac of Eq. (25) for the two neutrino scenario
would give an identical oscillation probability, Eq. (18), as the one we have already obtained in a different
way. An easy way to do it is to analyse the transition probability for the process νe −→ νµ. From Eq. (17)
it is clear that in terms of the mixing angle, the electron and muon neutrino states composition is

|νe〉 = |ν1〉 cos θ + |ν2〉 sin θ , |νµ〉 = −|ν1〉 sin θ + |ν2〉 cos θ . (26)

In the same way, we can also write the eigenvalues of the vacuum hamiltonian HVac, Eq.25, in terms of
the mass squared differences as

λ1 = −∆m2

4E
, λ2 = +

∆m2

4E
. (27)

The mass eigenbasis of this Hamiltonian, |ν1〉 and |ν2〉, can also be written in terms of flavour eigenbasis
|νe〉 and |νµ〉 by means of Eqs. (26). Therefore, the Schrödinger equation of Eq. (21), with the identifi-
cation of H in this case with HVac tells us that if at time t = 0 we begin from a |νe〉, then once some
time t elapses this |νe〉 will progress into the state given by

|ν(t)〉 = |ν1〉e+i
∆m2

4E
t cos θ + |ν2〉e−i

∆m2

4E
t sin θ . (28)

Thus, the probability P(νe −→ νµ) that this evoluted neutrino be detected as a different flavour νµ, from
Eqs. (26) and (28), is given by,

P(νe −→ νµ) = |〈νµ|ν(t)〉|2 = | sin θ cos θ(−ei∆m2

4E
t + e−i

∆m2

4E
t)|2

= sin2 2θ sin2

(
∆m2 L

4E

)
. (29)

Where we have substituted the time t travelled by our highly relativistic state by the distance L it has
covered. The flavour transition or oscillation probability of Eq. (29), as expected, is exactly the same we
have found before, Eq. (18).

We can now move on to analyse neutrino propagation in matter. In this case, the 2×2 Hamiltonian
representing the propagation in vacuumHVac receives the two additional contributions we have discussed
before, and becomesHM , which is given by

HM = HVac + VW

(
1 0
0 0

)
+ VZ

(
1 0
0 1

)
. (30)

In the new Hamiltonian, the first additional contribution corresponds to the interaction potential due to the
charged bosons exchange, Eq. (19). As this interaction is suffered only by νe, this contribution is different
from zero only in the HM (1,1) element or the νe − νe element. The second additional contribution, the
last term of Eq. (30) comes from the Z boson exchange, Eq. (20). Since this interaction is flavour blind,
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it affects every neutrino flavour in the same way, its contribution to HM is proportional to the identity
matrix, and can be safely neglected. Thus

HM = HVac +
VW
2

+
VW
2

(
1 0
0 −1

)
, (31)

where (for reasons that are going to become clear later) we have divided the W -exchange contribution
into two pieces, one proportional to the identity (that we will disregarded in the next step) and, a piece
that it is not proportional to the identity, that we will keep. Disregarding the first piece as promised, we
have from Eqs. (25) and (31)

HM =
∆m2

4E

(
−(cos 2θ −A) sin 2θ

sin 2θ (cos 2θ −A)

)
, (32)

where we have defined

A ≡ VW /2

∆m2/4E
=

2
√

2GFNeE

∆m2
. (33)

Clearly, A parameterizes the relative size of the matter effects as compared to the vacuum contribution
given by the neutrino squared-mass splitting and signals the situations when they become important.

Now, if we introduce (a physically meaningful) short-hand notation

∆m2
M ≡ ∆m2

√
sin2 2θ + (cos 2θ −A)2 (34)

and

sin2 2θM ≡ sin2 2θ

sin2 2θ + (cos 2θ −A)2
, (35)

then the Hamiltonian in a mediumHM turns out to be

HM =
∆m2

M

4E

(
− cos 2θM sin 2θM

sin 2θM cos 2θM

)
. (36)

and can be diagonalised by inspection, i.e., as a result of our choice, the Hamiltonian in a medium,HM ,
becomes formally indistinguishable to the vacuum one,HVac, Eq. (25). The difference being that in this
case what used to be the vacuum parameters ∆m2 and θ are presently given by the matter ones, ∆m2

M

and θM , respectively.

Obviously, the mass eigenstates and eigenvalues (which determine the mass differences and mix-
ing angle) of HM are not identical to the ones in vacuum. The eigenstates in matter, ie. the files of
the unitary matrix that rotates from the flavour basis to the mass basis, are different from the vacuum
eigenvalues that form the vacuum mixing matrix, and therefore θM is not θ. But, the matter Hamiltonian
HM does indeed contain all about the propagation of neutrinos in matter, in the same wayHVac contains
all about the propagation in vacuum.

According to Eq. (36), HM has the same functional dependence on the matter parameters ∆m2
M

and θM as the vacuum HamiltonianHVac, Eq. (25), on the vacuum ones, ∆m2 and θ. Therefore, ∆m2
M

can be identified with an effective mass squared difference in matter, and accordingly θM can be uniden-
tified with an effective mixing angle in matter.

In a typical experimental set-up where the neutrino beam is generated by an accelerator and sent
away to a detector that is several hundred, or even thousand kilometres away, it traverses through earth
matter, but only superficially, it does not get deep into the earth. Then, during this voyage the matter
density encountered by such a beam can be taken to be approximately constant 1. But if the density of

1This approximation is clearly not valid for neutrinos that cross the Earth

10

G. BARENBOIM

66



the earth’s matter is constant, the same happens with the electron density Ne, and the A parameter in
which it is incorporated. And it is also true about the HamiltonianHM . They all become approximately
constant, and therefore quite identical to the vacuum Hamiltonian HVac, except for the particular values
of their parameters. By comparing Eqs. (36) and (25), we can immediately conclude that exactly in the
same way HVac gives rise to vacuum oscillations with probability P(νe −→ νµ) of Eq. (29), HM must
give rise to matter oscillations with probability

PM (νe −→ νµ) = sin2 2θM sin2

(
∆m2

M

L

4E

)
. (37)

Namely, the transition and survival probabilities in matter are the same as those in vacuum, except that
the vacuum parameters ∆m2 and θ are now replaced by their matter counterparts, ∆m2

M and θM .

In theory, judging simply by its potential, matter effects can have very drastic repercussions in
the oscillation probabilities. The exact impact (if any) can be estimated only after the details of the
experimental set-up of the experiment in question are given. As a rule of thumb, to guess the importance
of matter effects, we should keep in mind that for neutrinos propagating through the earth’s mantle (not
deeper than 200 km below the surface) and if the kinematic phase associated to the solar mass difference
is still negligible,

A ∼= E

13 GeV
(38)

so that only for beam energies of several GeV matter effects do matter.

And how much do they matter? They matter a lot! From Eq. (35) for the matter mixing angle, θM ,
we can appreciate that even when the vacuum mixing angle θ is incredible small, say, sin2 2θ = 10−4,
if we get to have A ∼= cos 2θ, i.e., for energies of a few tens of GeV, then sin2 2θM can be brutally
enhanced as compared to its vacuum value and can even reach maximal mixing, ie. sin2 2θM = 1. This
wild enhancement of a small mixing angle in vacuum up to a sizeable (even maximal) one in matter is the
“resonant” enhancement, the largest possible version of the Mikheyev-Smirnov-Wolfenstein effect [6–9].
In the beginning of solar neutrino experiments, people entertained the idea that this brutal enhancement
was actually taking place while neutrinos crossed the sun. Nonetheless, as we will see soon the mixing
angle associated with solar neutrinos is quite sizeable (∼ 34◦) already in vacuum [10]. Then, although
matter effects on the sun are important and they do enhance the solar mixing angle, unfortunately they
are not as drastic as we once dreamt. Nevertheless, for long-baselines they will play (they are already
playing!) a key role in the determination of the ordering of the neutrino spectrum.

4 Evidence for neutrino oscillations
4.1 Atmospheric and accelerator neutrinos
Almost twenty years have elapsed since we were presented solid and convincing evidence of neutrino
masses and mixings, and since then, the evidence has only grown. SuperKamiokande (SK) was the first
experiment to present compelling evidence of νµ disappearance in their atmospheric neutrino fluxes, see
Ref. [11]. In Fig. 1 the zenith angle (the angle subtended with the horizontal) dependence of the multi-
GeV νµ sample is shown together with the disappearance as a function of L/E. These data fit amazingly
well the naive two component neutrino hypothesis with

∆m2
atm = 2− 3× 10−3eV2 and sin2 θatm = 0.50± 0.13 . (39)

Roughly speaking SK corresponds to an L/E for oscillations of 500 km/GeV and almost maximal mix-
ing (the mass eigenstates are nearly even admixtures of muon and tau neutrinos). No signal of an in-
volvement of the third flavour, νe is found so the assumption is that atmospheric neutrino disappearance
is basically νµ −→ ντ . Notice however, that the first NOvA results seem to point toward a mixing angle
which is not maxima.
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Fig. 1: Superkamiokande’s evidence for neutrino oscillations both in the zenith angle and L/E plots

After atmospheric neutrino oscillations were established, a new series of neutrino experiments
were built, sending (man-made) beams of νµ neutrinos to detectors located at large distances: the K2K
(T2K) experiment [12,13], sends neutrinos from the KEK accelerator complex to the old SK mine, with a
baseline of 120 (235) km while the MINOS (NOvA) experiment [14,15], sends its beam from Fermilab,
near Chicago, to the Soudan mine (Ash river) in Minnesota, a baseline of 735 (810) km. All these
experiments have seen evidence for νµ disappearance consistent with the one found by SK. Their results
are summarised in Fig. 2.

Fig. 2: Allowed regions in the ∆m2
atm vs sin2 θatm plane for MINOS and NOVA data as well as for T2K data and

two of the SK analyses. Results from https://globalfit.astroparticles.es/.

4.2 Reactor and solar neutrinos

The KamLAND reactor experiment, an antineutrino disappearance experiment, receiving neutrinos from
sixteen different reactors, at distances ranging from hundred to thousand kilometres, with an average
baseline of 180 km and neutrinos of a few eV [16, 17], has seen evidence of neutrino oscillations. Such
evidence was collected not only at a different L/E than the atmospheric and accelerator experiments but
also consists on oscillations involving electron neutrinos, νe, the ones which were not involved before.
These oscillations have also been seen for neutrinos coming from the sun (the sun produces only electron
neutrinos). However,in order to compare the two experiments we should assume that neutrinos (solar)
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and antineutrinos (reactor) behave in the same way, ie. assume CPT conservation. The best fit values in
the two neutrino scenario for the KamLAND experiment are

∆m2
� = 7.55± 0.2× 10−5eV2 and sin2 θ� = 0.32± 0.03 . (40)

In this case, the L/E involved is 15 km/MeV which is more than an order of magnitude larger than the
atmospheric scale and the mixing angle, although large, is clearly not maximal.

Figure 3 shows the disappearance probability for the ν̄e for KamLAND as well as several older
reactor experiments with shorter baselines 2.The second panel depicts the flavour content of the 8Boron
solar neutrino flux (with GeV energies) measured by SNO [18] and SK [19]. The reactor outcome
can be explained in terms of two flavour oscillations in vacuum, given that the fit to the disappearance
probability, is appropriately averaged over E and L.

Fig. 3: Disappearance of ν̄e observed in reactor experiments as a function of distance from the reactor (favoured
region for all solar and reactor experiments). Results from https://globalfit.astroparticles.es/.

The analysis of neutrinos originating from the sun is marginally more complex than the one we
did before because it should incorporate the matter effects that the neutrinos endure since they are born
(at the centre of the sun) until they abandon it, which are imperative at least for the 8Boron neutrinos.
The pp and 7Be neutrinos are less energetic and therefore are not significantly altered by the presence
of matter and leave the sun as though it were ethereal. 8Boron neutrinos on the other hand, leave the
sun unequivocally influenced by the presence of matter and this is evidenced by the fact that they leave
the sun as ν2, the second mass eigenstate and therefore do not experience oscillations. This distinction
among neutrinos coming from different reaction chains is, as mentioned, due mainly to their disparities
at birth. While pp (7Be) neutrinos are created with an average energy of 0.2 MeV (0.9 MeV), 8B are born
with 10 MeV and as we have seen the impact of matter effects grows with the energy of the neutrino.

However, we ought to emphasise that we do not really see solar neutrino oscillations. To trace
the oscillation pattern, to be able to test is distinctive shape, we need a kinematic phase of order one
otherwise the oscillations either do not develop or get averaged to 1/2. In the case of neutrinos coming
from the sun the kinematic phase is

∆� =
∆m2

�L
4E

= 107±1 . (41)

Consequently, solar neutrinos behave as "effectively incoherent" mass eigenstates once they leave the
sun, and remain so once they reach the earth. Consequently the νe disappearance or survival probability

2Shorter baseline reactor neutrino experiments, which has seen no evidence of flux depletion suffer the so-called reactor
neutrino anomaly, which may point toward the existence of light sterile states
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is given by

〈Pee〉 = f1 cos2 θ� + f2 sin2 θ� (42)

where f1 is the ν1 content or fraction of νµ and f2 is the ν2 content of νµ and therefore both fractions
satisfy f1 + f2 = 1.

Nevertheless, as we have already mentioned, solar neutrinos originating from the pp and 7Be
chains are not affected by the solar matter and oscillate as in vacuum and thus, in their case f1 ≈
cos2 θ� = 0.69 and f2 ≈ sin2 θ� = 0.31. In the 8B a neutrino case, however, the impact of solar
matter is sizeable and the corresponding fractions are substantially altered. In a two neutrino scenario,
the day-time CC/NC measured by SNO, which is roughly identical to the day-time average νe survival
probability, 〈Pee〉, reads

CC

NC

∣∣∣∣
day

= 〈Pee〉 = f1 cos2 θ� + f2 sin2 θ� , (43)

where f1 and f2 = 1 − f1 are the ν1 and ν2 contents of the muon neutrino, respectively, averaged over
the 8B neutrino energy spectrum appropriately weighted with the charged current current cross section.
Therefore, the ν1 fraction (or how much f2 differs from 100% ) is given by

f1 =

(
CC
NC

∣∣
day − sin2 θ�

)

cos 2θ�
=

(0.347− 0.311)

0.378
≈ 10% (44)

where the central values of the last SNO analysis [18] were used. As there are strong correlations between
the uncertainties of the CC/NC ratio and sin2 θ� it is not obvious how to estimate the uncertainty on f1
from their analysis. Note, that if the fraction of ν2 were 100%, then CC

NC

∣∣
day = sin2 θ�.

Utilising the analytic analysis of the Mikheyev-Smirnov-Wolfenstein (MSW) effect, gave in
Ref. [20], one can obtain the mass eigenstate fractions in a medium, which are given by

f2 = 1− f1 = 〈sin2 θM� + Px cos 2θM� 〉8B , (45)

with θM� being the mixing angle as given at the νe production point and Px is the probability of the
neutrino to hop from one mass eigenstate to the second one during the Mikheyev-Smirnov resonance
crossing. The average 〈. . . 〉8B is over the electron density of the 8B νe production region in the centre
of the Sun as given by the Solar Standard Model and the energy spectrum of 8B neutrinos has been
appropriately weighted with SNO’s charged current cross section. All in all, the 8B energy weighted
average content of ν2’s measured by SNO is

f2 = 91± 2% at the 95 % C.L. . (46)

Therefore, it is obvious that the 8B solar neutrinos are the purest mass eigenstate neutrino beam known
so far and SK super famous picture of the sun taken (from underground) with neutrinos is made with
approximately 90% of ν2, ie. almost a pure beam of mass eigenstates.

Last but not least, six years ago, a newly built reactor neutrino experiment, the Daya Bay experi-
ment, located in China, announced the measurement of the third mixing angle [22], the only one which
was still missing and found it to be

sin2(2θ12) = 0.092± 0.017 . (47)

Following this announcement, several experiments confirmed the finding and during the last years the
last mixing angle to be measured became the best (most precisely) measured one. The fact that this
angle, although smaller that the other two, is still sizeable opens the door to a new generation of neutrino
experiments aiming to answer the open questions in the field.
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Fig. 4: Reactor mixing angle. Results from https://globalfit.astroparticles.es/

5 ν Standard Model
Now that we have comprehended the physics behind neutrinos oscillations and have leaned the experi-
mental evidence about the parameters driving these oscillations, we can move ahead and construct the
Neutrino Standard Model: it comprises three light (mi < 1 eV) neutrinos, ie. it involves just two mass
differences.

So far we have not seen any solid experimental indication (or need) for additional neutrinos 3. As
we have measured long time ago the invisible width of the Z boson and found it to be 3, within errors,
if additional neutrinos are going to be incorporated into the model, they cannot couple to the Z boson,
ie. they cannot enjoy weak interactions, so we call them sterile. However, as sterile neutrinos have not
been seen (although they may have been hinted), and are not needed to explain any solid experimental
evidence, our Neutrino Standard Model will contain just the three active flavours: e, µ and τ .

Fig. 5: Flavour content of the three neutrino mass eigenstates (not including the dependence on the cosine of the
CP violating phase δ). If CPT is conserved, the flavour content must be the same for neutrinos and anti-neutrinos.
Notice that oscillation experiments cannot tell us how far above zero the entire spectrum lies.

The unitary mixing matrix which rotates from the flavour to the mass basis, called the PMNS
matrix, comprises three mixing angles (the so called solar mixing angle:θ12, the atmospheric mixing
angle θ23, and the last to be measured, the reactor mixing angleθ13), one Dirac phase (δ) and potentially
two Majorana phases (α, β) and is given by

| να〉 = Uαi | νi〉
3Although it must be noted that there are several not significant hint pointing in this direction

15

A ν HOPE

71



Uαi =




1
c23 s23
−s23 c23






c13 s13e
−iδ

1
−s13eiδ c13






c12 s12
−s12 c12

1






1
eiα

eiβ




where sij = sin θij and cij = cos θij . Courtesy of the hierarchy in mass differences (and to a less
extent to the smallness of the reactor mixing angle) we are permitted to recognise the (23) label in
the three neutrino scenario as the atmospheric ∆m2

atm we obtained in the two neutrino scenario, in
a similar fashion the (12) label can be assimilated to the solar ∆m2

�. The (13) sector drives the νe
flavour oscillations at the atmospheric scale, and the depletion in reactor neutrino fluxes, see Ref. [22].
According to the experiments done so far, the three sigma ranges for the neutrino mixing angles are

0.273 < sin2 θ12 < 0.379 ; 0.445 < sin2 θ23 < 0.599 ; 0.0196 < sin2 θ13 < 0.0241

while the corresponding ones for the mass splittings are

2.41× 10−3eV2 < | ∆m2
32 |< 2.60× 10−3eV2 and 7.05× 10−5eV2 < ∆m2

21 < 8.14× 10−5eV2.

These mixing angles and mass splittings are summarised in Fig. 5.

As oscillation experiments only explore the two mass differences, two orderings are possible, as
shown in Fig. 5. They are called normal and inverted hierarchy and roughly identify whether the mass
eigenstate with the smaller electron neutrino content is the lightest or the heaviest.

The absolute mass scale of the neutrinos, or the mass of the lightest neutrino is not known yet, but
cosmological bounds already say that the heaviest one must be lighter than about 0.3 eV.

As transition or survival probabilities depend on the combination U∗αiUβi no trace of the Majorana
phases could appear on oscillation phenomena, however they will have observable effects in those pro-
cesses where the Majorana character of the neutrino is essential for the process to happen, like neutrino-
less double beta decay.

6 Neutrino mass and character
6.1 Absolute neutrino mass
The absolute mass scale of the neutrino, ie. the mass of the lightest/heaviest neutrino, cannot be obtained
from oscillation experiments, however this does not mean we have no access to it. Direct experiments like
tritium beta decay, or neutrinoless double beta decay and indirect ones, like cosmological observations,
have the potential to give us the information on the absolute scale of neutrino mass, we so desperately
need. The KATRIN tritium beta decay experiment [23] has sensitivity down to 200 meV for the "mass"
of νe defined as

mνe =| Ue1 |2 m1+ | Ue2 |2 m2+ | Ue3 |2 m3 . (48)

Neutrino-less double beta decay experiments, see Ref. [24] for a review, do not measure the abso-
lute mass of the neutrino directly but a particular combination of neutrino masses and mixings,

mββ =|
∑

miU
2
ei |=| mac

2
13c

2
12 +m2c

2
13s

2
12e

2iα +m3s
2
13e

2iβ | , (49)

where it is understood that neutrinos are taken to be Majorana particles, ie. truly neutral particles (having
all their quantum numbers to be zero). The new generation of experiments seeks to reach below 10 meV
for mββ in double beta decay.

Cosmological probes (CMB and Large Scale Structure experiments) measure the sum of the neu-
trino masses

mcosmo =
∑

i

mi . (50)
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Fig. 6: The effective mass measured in double β decay, in cosmology and in Tritium β decay versus the mass of
the lightest neutrino. Below the dashed lines, only the normal hierarchy is allowed. Notice that while double β
decay experiments bound the neutrino mass only in the Majorana case, Planck bounds apply for either case.

and may have a say on the mass ordering (direct or inverted spectrum) as well as test other neutrino
properties like neutrino asymmetries [25]. If

∑
mi ≈ 10 eV, the energy balance of the universe saturates

the bound coming from its critical density. The current limit [26], is a few % of this number, ∼ 0.3 eV.
These bounds are model dependent but they do all give numbers of the same order of magnitude. How-
ever, given the systematic uncertainties characteristic of cosmology, a solid limit of less that 200 meV
seems way too aggressive. Figure 6 shows the allowed parameter space for the neutrino masses (as a
function of the absolute scale) for both the normal and inverted hierarchy.

6.2 Majorana vs Dirac

A fermion mass is nothing but a coupling between a left handed state and a right handed one. Thus, if we
examine a massive fermion at rest, then one can regard this state as a linear combination of two massless
particles, one right handed and one left handed. If the particle we are examining is electrically charged,
like an electron or a muon, both particles, the left handed as well as the right handed must have the same
charge (we want the mass term to be electrically neutral). This is a Dirac mass term. However, for a
neutral particle, like the neutrino, a new possibility opens up, the left handed particle can be coupled to
the right handed anti-particle, (a term which would have a net charge, if the fields are not absolutely and
totally neutral) this is a Majorana mass term.

Thus a truly and absolutely neutral particle (who will inevitably be its own antiparticle) does have
two ways of getting a mass term, a la Dirac or a la Majorana, and if there are no reasons to forbid one of
them, will have them both.

In the case of a neutrino, the left chiral field couples to SU(2) × U(1) implying that a Majorana
mass term is forbidden by gauge symmetry. However, the right chiral field carries no quantum numbers,
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is totally and absolutely neutral. Then, the Majorana mass term is unprotected by any symmetry and it is
expected to be very large, of the order of the largest scale in the theory. On the other hand, Dirac mass
terms are expected to be of the order of the electroweak scale times a Yukawa coupling, giving a mass of
the order of magnitude of the charged lepton or quark masses. Putting all the pieces together, the mass
matrix for the neutrinos results as in Fig. 7.

Fig. 7: The neutrino mass matrix with the various right to left couplings, MD is the Dirac mass terms while 0 and
M are Majorana masses for the charged and uncharged (under SU(2)× U(1)) chiral components.

To get the mass eigenstates we need to diagonalise the neutrino mass matrix. By doing so, one is
left with two Majorana neutrinos, one super-heavy Majorana neutrino with mass ' M and one super-
light Majorana neutrino with mass m2

D/M , ie. one mass goes up while the other sinks, this is what
we call the seesaw mechanism [27–29]4. The light neutrino(s) is(are) the one(s) observed in current
experiments (its mass differences) while the heavy neutrino(s) are not accessible to current experiments
and could be responsible for explaining the baryon asymmetry of the universe through the generation
of a lepton asymmetry at very high energy scales since its decays can in principle be CP violating (they
depend on the two Majorana phases on the PNMS matrix which are invisible for oscillations). The super
heavy Majorana neutrinos being their masses so large can play a role at very high energies and can be
related to inflation [30].

If neutrinos are Majorana particles lepton number is no longer a good quantum number and a
plethora of new processes forbidden by lepton number conservation can take place, it is not only neutrino-
less double beta decay. For example, a muon neutrino can produce a positively charged muon. However,
this process and any processes of this kind, would be suppressed by (mν/E)2 which is tiny, 10−20, and
therefore, although they are technically allowed, are experimentally unobservable. To most stringent
limit nowadays comes from KamLAND-zen [31], and constraints the half-life of neutrino-less double
beta decay to be T 0ν

1/2 > 1.07 × 1026 years at 90% C.L. Forthcoming experiments such as GERDA-
PhaseII, Majorana, SuperNEMO, CUORE, and nEXO will improve this sensitivity by one order of mag-
nitude.

Recently low energy sewsaw models [32] have experienced a revival and are actively being ex-
plored [33]. In such models the heavy states, of only few tens of TeV can be searched for at the LHC.
The heavy right handed states in these models will be produced at LHC either through Yukawa couplings
of through gauge coupling to right handed gauge bosons. Some models contain also additional scalar
that can be looked for.

7 Conclusions
The experimental observations of neutrino oscillations, meaning that neutrinos have mass and mix, have
answered questions that have been present since the establishment of the Standard Model. As those veils
have disappeared, new questions open up and challenge our understanding:

4Depending on the envisioned high energy theory, the simplest see saw mechanism can be categorised into three different
classes or types (as they are called) depending on their scalar content.
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– What is the true nature of the neutrinos? Are they Majorana or Dirac particles?
– Is there any new scale associated to neutrinos masses? Is this new scale accessible using particle

colliders?
– Is the spectrum normal or inverted? Is the lightest neutrino the one with the least electron content

on it, or is it the heaviest one?
– Is CP violated (is sin δ 6= 0 )? If so, is this phase related at any rate with the baryon asymmetry of

the Universe? What about the other two phases? Which is the absolute mass scale of the neutrinos?
– Are there new interactions? Are neutrinos related to the open questions in cosmology like dark

matter and/or dark energy? Do (presumably heavy) neutrinos play a role in inflation?
– Can neutrinos violate CPT [34]? What about Lorentz invariance? If we ever measure a different

spectrum for neutrinos and antineutrinos (after matter effects are properly taken into account), how
can we distinguish whether it is due to a true (genuine) CTP violation or to a non-standard neutrino
interaction?

– Are these intriguing signals in short baseline reactor neutrino experiments (the missing fluxes) a
real effect? Do they imply the existence of sterile neutrinos?

We would like to answer these questions, so we plan to do new experiments. These experiments
will for sure bring some answers and clearly open new and pressing questions. Only one thing is clear—
our journey into the neutrino world has just begun.
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Abstract
We explain the reasons for the interest in flavor physics. We describe flavor
physics and the related CP violation within the Standard Model, and explain
how the B-factories proved that the CKM (KM) mechanism dominates the
flavor changing (CP violating) processes that have been observed in meson
decays. We explain the implications of flavor physics for new physics, with
emphasis on the “new physics flavor puzzle”, and present the idea of min-
imal flavor violation as a possible solution. We explain the “standard model
flavor puzzle”, and present the Froggatt-Nielsen mechanism as a possible solu-
tion. We show that measurements of the Higgs boson decays may provide new
opportunities for making progress on the various flavor puzzles. We briefly
discuss two sets of measurements and their possible theoretical implications:
BR(h→ τµ) and R(D(∗)).

Keywords
Lectures; flavors; CP violation; CKM matrix; flavor changing neutral current;
lepton flavor universality

1 Introduction
1.1 What is flavor?

The term “flavors” is used, in the jargon of particle physics, to describe several copies of the same gauge
representation, namely several fields that are assigned the same quantum charges. Within the Standard
Model, when thinking of its unbroken SU(3)C × U(1)EM gauge group, there are four different types of
particles, each coming in three flavors:

– Up-type quarks in the (3)+2/3 representation: u, c, t;
– Down-type quarks in the (3)−1/3 representation: d, s, b;
– Charged leptons in the (1)−1 representation: e, µ, τ ;
– Neutrinos in the (1)0 representation: ν1, ν2, ν3.

The term “flavor physics” refers to interactions that distinguish between flavors. By definition,
gauge interactions, namely interactions that are related to unbroken symmetries and mediated therefore
by massless gauge bosons, do not distinguish among the flavors and do not constitute part of flavor
physics. Within the Standard Model, flavor-physics refers to the weak and Yukawa interactions.

The term “flavor parameters” refers to parameters that carry flavor indices. Within the Stan-
dard Model, these are the nine masses of the charged fermions and the four “mixing parameters” (three
angles and one phase) that describe the interactions of the charged weak-force carriers (W±) with quark-
antiquark pairs. If one augments the Standard Model with Majorana mass terms for the neutrinos, one
should add to the list three neutrino masses and six mixing parameters (three angles and three phases)
for the W± interactions with lepton-antilepton pairs.

The term “flavor universal” refers to interactions with couplings (or to parameters) that are pro-
portional to the unit matrix in flavor space. Thus, the strong and electromagnetic interactions are flavor-
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universal.1 An alternative term for “flavor-universal” is “flavor-blind”.

The term “flavor diagonal” refers to interactions with couplings (or to parameters) that are diago-
nal, but not necessarily universal, in the flavor space. Within the Standard Model, the Yukawa interactions
of the Higgs particle are flavor diagonal in the mass basis.

The term “flavor changing” refers to processes where the initial and final flavor-numbers (that
is, the number of particles of a certain flavor minus the number of anti-particles of the same flavor)
are different. In “flavor changing charged current” (FCCC) processes, both up-type and down-type
flavors, and/or both charged lepton and neutrino flavors are involved. Examples are (i) muon decay via
µ→ eν̄eνµ, (ii)K− → µ−ν̄µ (which corresponds, at the quark level, to sū→ µ−ν̄µ), and (iii)B → ψK
(b→ cc̄s). Within the Standard Model, these processes are mediated by the W -bosons and occur at tree
level. In “flavor changing neutral current” (FCNC) processes, either up-type or down-type flavors but
not both, and/or either charged lepton or neutrino flavors but not both, are involved. Example are (i)
muon decay via µ→ eγ, (ii) KL → µ+µ− (which corresponds, at the quark level, to sd̄→ µ+µ−), and
(iii) B → φK (b→ ss̄s). Within the Standard Model, these processes do not occur at tree level, and are
often highly suppressed.

Another useful term is “flavor violation”. We will explain it later in these lectures.

1.2 Why is flavor physics interesting?
Flavor physics is interesting, on one hand, as a tool for discovery and, on the other hand, because of
intrinsic puzzling features:

– Flavor physics can discover new physics or probe it before it is directly observed in experiments.
Here are some examples from the past:

– The smallness of Γ(KL→µ+µ−)
Γ(K+→µ+ν)

led to predicting a fourth (the charm) quark;
– The size of ∆mK led to a successful prediction of the charm mass;
– The size of ∆mB led to a successful prediction of the top mass;
– The measurement of εK led to predicting the third generation;
– The measurement of neutrino flavor transitions led to the discovery of neutrino masses.

– CP violation is closely related to flavor physics. Within the Standard Model, there is a single CP
violating parameter, the Kobayashi-Maskawa phase δKM [2]. Baryogenesis tells us, however, that
there must exist new sources of CP violation. Measurements of CP violation in flavor changing
processes might provide evidence for such sources.

– The fine-tuning problem of the Higgs mass, and the puzzle of the dark matter imply that there
exists new physics at, or below, the TeV scale. If such new physics had a generic flavor structure,
it would contribute to flavor changing neutral current (FCNC) processes orders of magnitude above
the observed rates. The question of why this does not happen constitutes the new physics flavor
puzzle.

– Most of the charged fermion flavor parameters are small and hierarchical. The Standard Model
does not provide any explanation of these features. This is the Standard Model flavor puzzle. The
puzzle became even deeper after neutrino masses and mixings were measured because, so far,
neither smallness nor hierarchy in these parameters have been established.

2 The Standard Model
A model of elementary particles and their interactions is defined by the following ingredients: (i) The
symmetries of the Lagrangian and the pattern of spontaneous symmetry breaking (SSB); (ii) The repre-

1In the interaction basis, the weak interactions are also flavor-universal, and one can identify the source of all flavor physics
in the Yukawa interactions among the gauge-interaction eigenstates.
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sentations of fermions and scalars. The Standard Model (SM) is defined as follows:

– The symmetry is a local

GSM = SU(3)C × SU(2)L × U(1)Y . (1)

– It is spontaneously broken by the VEV of a single Higgs scalar,

φ(1, 2)+1/2, (〈φ0〉 = v/
√

2) , (2)

GSM → SU(3)C × U(1)EM (QEM = T3 + Y ) . (3)

– There are three fermion generations, each consisting of five representations of GSM:

QLi(3, 2)+1/6, URi(3, 1)+2/3, DRi(3, 1)−1/3, LLi(1, 2)−1/2, ERi(1, 1)−1 . (4)

2.1 The Lagrangian
The most general renormalizable Lagrangian with scalar and fermion fields can be decomposed into

L = Lkin + Lψ + LYuk + Lφ . (5)

Here Lkin describes free propagation in spacetime, as well as gauge interactions, Lψ gives fermion mass
terms, LYuk describes the Yukawa interactions, and Lφ gives the scalar potential. We now find the
specific form of the Lagrangian made of the fermion fields QLi, URi, DRi, LLi and ERi (4), and the
scalar field (2), subject to the gauge symmetry (1) and leading to the SSB of Eq. (3).

2.1.1 Lkin

The local symmetry requires the following gauge boson degrees of freedom:

Gµa(8, 1)0, Wµ
a (1, 3)0, Bµ(1, 1)0 . (6)

The corresponding field strengths are given by

Gµνa = ∂µGνa − ∂νGµa − gsfabcGµbGνc ,

Wµν
a = ∂µW ν

a − ∂νWµ
a − gεabcWµ

b W
ν
c ,

Bµν = ∂µBν − ∂νBµ . (7)

The covariant derivative is

Dµ = ∂µ + igsG
µ
aLa + igWµ

b Tb + ig′BµY , (8)

where the La’s are SU(3)C generators (the 3 × 3 Gell-Mann matrices 1
2λa for triplets, 0 for singlets),

the Tb’s are SU(2)L generators (the 2×2 Pauli matrices 1
2τb for doublets, 0 for singlets), and the Y ’s are

the U(1)Y charges. Explicitly, the covariant derivatives acting on the various scalar and fermion fields
are given by

Dµφ =

(
∂µ +

i

2
gWµ

b τb +
i

2
g′Bµ

)
φ ,

DµQLi =

(
∂µ +

i

2
gsG

µ
aλa +

i

2
gWµ

b τb +
i

6
g′Bµ

)
QLi ,

DµURi =

(
∂µ +

i

2
gsG

µ
aλa +

2i

3
g′Bµ

)
URi ,
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DµDRi =

(
∂µ +

i

2
gsG

µ
aλa −

i

3
g′Bµ

)
DRi ,

DµLLi =

(
∂µ +

i

2
gWµ

b τb −
i

2
g′Bµ

)
LLi ,

DµERi =
(
∂µ − ig′Bµ

)
ERi . (9)

Lkin is given by

LSM
kin = −1

4
Gµνa Gaµν −

1

4
Wµν
b Wbµν −

1

4
BµνBµν

−iQLiD/QLi − iURiD/URi − iDRiD/DRi − iLLiD/LLi − iERiD/ERi
−(Dµφ)†(Dµφ) . (10)

This part of the interaction Lagrangian is flavor-universal. In addition, it conserves CP.

2.1.2 Lψ
There are no mass terms for the fermions in the SM. We cannot write Dirac mass terms for the fermions
because they are assigned to chiral representations of the gauge symmetry. We cannot write Majorana
mass terms for the fermions because they all have Y 6= 0. Thus,

LSM
ψ = 0 . (11)

2.1.3 LYuk

The Yukawa part of the Lagrangian is given by

LSM
Y = Y d

ijQLiφDRj + Y u
ijQLiφ̃URj + Y e

ijLLiφERjh.c. , (12)

where φ̃ = iτ2φ
†, and the Y f are general 3 × 3 matrices of dimensionless couplings. This part of the

Lagrangian is, in general, flavor-dependent (that is, Y f 6∝ 1) and CP violating.

Without loss of generality, we can use a bi-unitary transformation,

Y e → Ŷe = UeLY
eU †eR , (13)

to change the basis to one where Y e is diagonal and real:

Ŷ e = diag(ye, yµ, yτ ) . (14)

In the basis defined in Eq. (14), we denote the components of the lepton SU(2)-doublets, and the three
lepton SU(2)-singlets, as follows:

(
νeL
eL

)
,

(
νµL
µL

)
,

(
ντL
τL

)
; eR, µR, τR, (15)

where e, µ, τ are ordered by the size of ye,µ,τ (from smallest to largest).

Similarly, without loss of generality, we can use a bi-unitary transformation,

Y u → Ŷu = VuLY
uV †uR , (16)

to change the basis to one where Ŷ u is diagonal and real:

Ŷ u = diag(yu, yc, yt) . (17)
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In the basis defined in Eq. (17), we denote the components of the quark SU(2)-doublets, and the quark
up SU(2)-singlets, as follows:

(
uL
duL

)
,

(
cL
dcL

)
,

(
tL
dtL

)
; uR, cR, tR, (18)

where u, c, t are ordered by the size of yu,c,t (from smallest to largest).

We can use yet another bi-unitary transformation,

Y d → Ŷd = VdLY
dV †dR , (19)

to change the basis to one where Ŷ d is diagonal and real:

Ŷ d = diag(yd, ys, yb) . (20)

In the basis defined in Eq. (20), we denote the components of the quark SU(2)-doublets, and the quark
down SU(2)-singlets, as follows:

(
udL
dL

)
,

(
usL
sL

)
,

(
ubL
bL

)
; dR, sR, bR, (21)

where d, s, b are ordered by the size of yd,s,b (from smallest to largest).

Note that if VuL 6= VdL, as is the general case, then the interaction basis defined by (17) is different
from the interaction basis defined by (20). In the former, Y d can be written as a unitary matrix times a
diagonal one,

Y u = Ŷ u, Y d = V Ŷ d . (22)

In the latter, Y u can be written as a unitary matrix times a diagonal one,

Y d = Ŷ d, Y u = V †Ŷ u . (23)

In either case, the matrix V is given by

V = VuLV
†
dL , (24)

where VuL and VdL are defined in Eqs. (16) and (19), respectively. Note that VuL, VuR, VdL and VdR
depend on the basis from which we start the diagonalization. The combination V = VuLV

†
dL, however,

does not. This is a hint that V is physical. Indeed, below we see that it plays a crucial role in the charged
current interactions.

2.1.4 Lφ
The scalar potential is given by

LSM
φ = −µ2φ†φ− λ(φ†φ)2 . (25)

Choosing µ2 < 0 and λ > 0 leads to the required spontaneous symmetry breaking. This part of the
Lagrangian is also CP conserving.

2.2 The spectrum
The spectrum of the standard model is presented in Table 1.

All masses are proportional to the VEV of the scalar field, v. For the three massive gauge bosons,
and for the fermions, this is expected: In the absence of spontaneous symmetry breaking, the former
would be protected by the gauge symmetry and the latter by their chiral nature. For the Higgs boson, the
situation is different, as a mass-squared term does not violate any symmetry.
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Table 1: The SM particles

particle spin color QEM mass [v]

W± 1 (1) ±1 1
2g

Z0 1 (1) 0 1
2

√
g2 + g′2

A0 1 (1) 0 0
g 1 (8) 0 0

h 0 (1) 0
√

2λ

e, µ, τ 1/2 (1) −1 ye,µ,τ/
√

2
νe, νµ, ντ 1/2 (1) 0 0

u, c, t 1/2 (3) +2/3 yu,c,t/
√

2

d, s, b 1/2 (3) −1/3 yd,s,b/
√

2

Table 2: The SM fermion interactions

interaction fermions force carrier coupling flavor

Electromagnetic u, d, ` A0 eQ universal
Strong u, d g gs universal

NC weak all Z0 e(T3−s2WQ)
sW cW

universal
CC weak ūd/¯̀ν W± gV/g non-universal/universal
Yukawa u, d, ` h yq diagonal

For the charged fermions, the spontaneous symmetry breaking allows their masses because they
are in vector-like representations of the SU(3)C × U(1)EM group: The LH and RH charged lepton
fields, e, µ and τ , are in the (1)−1 representation; The LH and RH up-type quark fields, u, c and t, are
in the (3)+2/3 representation; The LH and RH down-type quark fields, d, s and b, are in the (3)−1/3

representation. On the other hand, the neutrinos remain massless in spite of the fact that they are in the
(1)0 representation of SU(3)C × U(1)EM, which allows for Majorana masses. Such masses require a
VEV carried by a scalar field in the (1, 3)+1 representation of the SU(3)C×SU(2)L×U(1)Y symmetry,
but there is no such field in the SM.

The experimental values of the charged fermion masses are [1] 2

me = 0.510998946(3) MeV , mµ = 105.6583745(24) MeV , mτ = 1776.86(12) MeV ,

mu = 2.2+0.5
−0.4 MeV , mc = 1.275+0.025

−0.035 GeV , mt = 173.1± 0.9 GeV ,

md = 4.7+0.5
−0.3 MeV , ms = 95+9

−3 MeV , mb = 4.18+0.04
−0.03 GeV . (26)

2.3 The interactions

Within the SM, the fermions have five types of interactions. These interactions are summarized in Ta-
ble 2. In the next few subsections, we explain the entries of this table.

2See [1] for detailed explanations of the quoted quark masses. For q = u, d, s, c, b, mq are the running quark masses in the
MS scheme, with mu,d,s = mu,d,s(µ = 2 GeV) and mc,b = mc,b(µ = mc,b).
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2.3.1 EM and strong interactions
By construction, a local SU(3)C × U(1)EM symmetry survives the SSB. The SM has thus the photon
and gluon massless gauge fields. All charged fermions interact with the photon:

LQED,ψ = −2e

3
uiA/ui +

e

3
diA/di + e`iA/`i , (27)

where u1,2,3 = u, c, t, d1,2,3 = d, s, b and `1,2,3 = e, µ, τ . We emphasize the following points:

1. The photon couplings are vector-like and parity conserving.
2. Diagonality: The photon couples to e+e−, µ+µ− and τ+τ−, but not to e±µ∓, e±τ∓ or µ±τ∓

pairs, and similarly in the up and down sectors.
3. Universality: The couplings of the photon to different generations are universal.

All colored fermions (namely, quarks) interact with the gluon:

LQCD,ψ = −gs
2
qλaG/aq , (28)

where q = u, c, t, d, s, b. We emphasize the following points:

1. The gluon couplings are vector-like and parity conserving.
2. Diagonality: The gluon couples to t̄t, c̄c, etc., but not to t̄c or any other flavor changing pair.
3. Universality: The couplings of the gluon to different quark generations are universal.

The universality of the photon and gluon couplings are a result of the SU(3)C × U(1)EM gauge invari-
ance, and thus hold in any model, and not just within the SM.

2.3.2 Z-mediated weak interactions
All SM fermions couple to the Z-boson:

LZ,ψ =
e

sW cW

[
−
(

1

2
− s2

W

)
eLiZ/eLi + s2

W eRiZ/eRi +
1

2
νLαZ/νLα (29)

+

(
1

2
− 2

3
s2
W

)
uLiZ/uLi −

2

3
s2
W uRiZ/uRi −

(
1

2
− 1

3
s2
W

)
dLiZ/dLi +

1

3
s2
W dRiZ/dRi

]
.

where να = νe, νµ, ντ . We emphasize the following points:

1. The Z-boson couplings are chiral and parity violating.
2. Diagonality: The Z-boson couples diagonally and, as a result of this, there are no Z-mediated

flavor changing neutral current (FCNC) processes.
3. Universality: The couplings of the Z-boson to different fermion generations are universal.

The universality is a result of a special feature of the SM: all fermions of given chirality and given charge
come from the same SU(2)L × U(1)Y representation.

As an example to experimental tests of diagonality and universality, we can take the leptonic
sector. The branching ratios of the Z-boson into charged lepton pairs [1],

BR(Z → e+e−) = (3.363± 0.004)% , (30)

BR(Z → µ+µ−) = (3.366± 0.007)% ,

BR(Z → τ+τ−) = (3.367± 0.008)% .

7

FLAVOUR PHYSICS AND CP VIOLATION

85



beautifully confirms universality:

Γ(µ+µ−)/Γ(e+e−) = 1.0009± 0.0028 ,

Γ(τ+τ−)/Γ(e+e−) = 1.0019± 0.0032 .

Diagonality is also tested by the following experimental searches:

BR(Z → e+µ−) < 7.5× 10−7 ,

BR(Z → e+τ−) < 9.8× 10−6 ,

BR(Z → µ+τ−) < 1.2× 10−5 . (31)

2.3.3 W -mediated weak interactions
We now study the couplings of the charged vector bosons, W±, to fermion pairs. For the lepton mass
eigenstates, things are simple, because there exists an interaction basis that is also a mass basis. Thus,

LW,` = − g√
2

(
νeL W/

+e−L + νµL W/
+µ−L + ντL W/

+τ−L + h.c.
)

. (32)

Eq. (32) reveals some important features of the model:

1. Only left-handed particles take part in charged-current interactions. Consequently, parity is vio-
lated.

2. Diagonality: the charged current interactions couple each charged lepton to a single neutrino,
and each neutrino to a single charged lepton. Note that a global SU(2) symmetry would allow
off-diagonal couplings; It is the local symmetry that leads to diagonality.

3. Universality: the couplings of the W -boson to τ ν̄τ , to µν̄µ and to eν̄e are equal. Again, a global
symmetry would have allowed an independent coupling to each lepton pair.

All of these predictions have been experimentally tested. As an example of how well universality works,
consider the decay rates of the W -bosons to the three lepton pairs [1]:

BR(W+ → e+νe) = (10.71± 0.16)× 10−2 ,

BR(W+ → µ+νµ) = (10.63± 0.15)× 10−2 ,

BR(W+ → τ+ντ ) = (11.38± 0.21)× 10−2 . (33)

You must be impressed by the nice agreement!

As concerns quarks, things are more complicated, since there is no interaction basis that is also a
mass basis. In the interaction basis where the down quarks are mass eigenstates (21), the W interactions
have the following form:

LW,q = − g√
2

(
udL W/

+dL + usL W/
+sL + ubL W/

+bL + h.c.
)

. (34)

The Yukawa matrices in this basis have the form (23), and in particular, for the up sector, we have

LuYuk = (udL usL ubL)V †Ŷ u



uR
cR
tR


 , (35)

which tells us straightforwardly how to transform to the mass basis:


uL
cL
tL


 = V



udL
usL
ubL


 . (36)
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Using Eq. (36), we obtain the form of the W interactions (34) in the mass basis:

− g√
2

(
uL cL tL

)
V W/ +



dL
sL
bL


+ h.c. . (37)

You can easily convince yourself that we would have obtained the same form starting from any arbitrary
interaction basis. We remind you that

V = VuLV
†
dL (38)

is basis independent. The matrix V is called the CKM matrix [2, 3].

Similarly to the leptons, only left-handed quarks take part in charged-current interactions and,
consequently, parity is violated by these interactions. But then there is an important difference:

1. TheW couplings to the quark mass eigenstates are neither universal nor diagonal. The universality
of gauge interactions is hidden in the unitarity of the matrix V .

Omitting common factors (particularly, a factor of g2/4) and phase space factors, we obtain the
following predictions for the W decays:

Γ(W+ → `+ν`) ∝ 1 ,

Γ(W+ → uidj) ∝ 3|Vij |2 (i = 1, 2; j = 1, 2, 3) . (39)

The top quark is not included because it is heavier than the W boson. Taking this fact into account, and
the CKM unitarity relations

|Vud|2 + |Vus|2 + |Vub|2 = |Vcd|2 + |Vcs|2 + |Vcb|2 = 1 , (40)

we obtain
Γ(W → hadrons)/Γ(W → leptons) ≈ 2 . (41)

Experimentally

BR((W → leptons) = (32.40± 0.27)% BR((W → hadrons) = (67.60± 0.27)% , (42)

which leads to
Γ(W → hadrons)/Γ(W → leptons) = 2.09± 0.1 , (43)

which. taking into account radiative corrections, is in beautiful agreement with the SM prediction. The
(hidden) universality within the quark sector is tested by the prediction

Γ(W → uX) = Γ(W → cX) =
1

2
Γ(W → hadrons) . (44)

Experimentally,
Γ(W → cX)/Γ(W → hadrons) = 0.49± 0.04 . (45)

2.3.4 Yukawa interactions
The Yukawa interactions are given by

LYuk = − h

v
(me eL eR +mµ µL µR +mτ τL τR

+mu uL uR +mc cL cR +mt tL tR +md dL dR +ms sL sR +mb bL bR + h.c.
)

.
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Table 3: Higgs decays: The SM predictions for the branching ratios, and the experimental µ values

Mode BRSM µexperiment Comments
bb̄ 0.58 0.98± 0.20

WW ∗ 0.21 0.99± 0.15 3-body
gg 0.09 loop

τ+τ− 0.06 1.09± 0.23
ZZ∗ 0.03 1.17± 0.23 3-body
cc̄ 0.03
γγ 0.002 1.14± 0.14 loop

To see that the Higgs boson couples diagonally to the quark mass eigenstates, let us start from an
arbitrary interaction basis:

hDLY
dDR = hDL(V †dLVdL)Y d(V †dRVdR)DR

= h(DLV
†
dL)(VdLY

dV †dR)(VdRDR)

= h(dL sL bL)Ŷ d(dR sR bR)T . (46)

We conclude that the Higgs couplings to the fermion mass eigenstates have the following features:

1. Diagonality.
2. Non-universality.
3. Proportionality to the fermion masses: the heavier the fermion, the stronger the coupling. The

factor of proportionality is mψ/v.

Thus, the Higgs boson decay is dominated by the heaviest particle which can be pair-produced in
the decay. Formh ∼ 125 GeV, this is the bottom quark. Indeed, the SM predicts the following branching
ratios quoted in Table 3 for the leading decay modes. The following comments are in order with regard
to the predicted branching ratios:

1. From the seven branching ratios, three (b, τ, c) stand for two-body tree-level decays. Thus, at tree
level, the respective branching ratios obey BRb̄b : BRτ+τ− : BRcc̄ = 3m2

b : m2
τ : 3m2

c . QCD
radiative corrections somewhat suppress the two modes with the quark final states (b, c) compared
to one with the lepton final state (τ ).

2. The WW ∗ and ZZ∗ modes stand for the three-body tree-level decays, where one of the vector
bosons is on-shell and the other off-shell.

3. The Higgs boson does not have a tree-level coupling to gluons since it carries no color (and the
gluons have no mass). The decay into final gluons proceeds via loop diagrams. The dominant
contribution comes from the top-quark loop.

4. Similarly, the Higgs decays into final two photons via loop diagrams with small (BRγγ ∼ 0.002),
but observable, rate. The dominant contributions come from the W and the top-quark loops which
interfere destructively.

Experimentally, the decays into final ZZ∗, WW ∗, γγ, bb̄ and τ+τ− have been established.

2.4 Global symmetries
The SM has an accidental global symmetry:

GSM
global(Y

u,d,e 6= 0) = U(1)B × U(1)e × U(1)µ × U(1)τ . (47)
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This symmetry leads to various testable predictions. Here are a few examples:

– The proton must not decay, e.g. p→ e+π is forbidden.
– FCNC decays of charged leptons must not occur, e.g. µ→ eγ is forbidden.
– Neutrinos are massless, mν = 0.

The last prediction is, however, violated in Nature. Neutrino flavor transitions are observed, implying
that at least two of the neutrino masses are different from zero.

Accidental symmetries are broken by higher-dimensional (non-renormalizable) terms. Two exam-
ples are the following:

– At dimension five,
zνij
Λ LiLjφφ terms break U(1)e × U(1)µ × U(1)τ .

– At dimension six, yijkl
Λ2 QiQjQkLl terms break U(1)B .

Thus, given that mν 6= 0, we learn that the SM is, at best, a good low energy effective field theory.

In the absence of the Yukawa matrices, LYuk = 0, the SM has a large U(3)5 global symmetry:

GSM
global(Y

u,d,e = 0) = SU(3)3
q × SU(3)2

` × U(1)5 , (48)

where

SU(3)3
q = SU(3)Q × SU(3)U × SU(3)D ,

SU(3)2
` = SU(3)L × SU(3)E ,

U(1)5 = U(1)B × U(1)L × U(1)Y × U(1)PQ × U(1)E . (49)

Out of the five U(1) charges, three can be identified with baryon number (B), lepton number (L) and
hypercharge (Y ), which are respected by the Yukawa interactions. The two remaining U(1) groups can
be identified with the PQ symmetry whereby the Higgs and DR, ER fields have opposite charges, and
with a global rotation of ER only.

The point that is important for our purposes is that Lkin respects the non-Abelian flavor symmetry
SU(3)3

q × SU(3)2
` , under which

QL → VQQL , UR → VUUR , DR → VDDR , LL → VLLL , ER → VEER , (50)

where the Vi are unitary matrices. The Yukawa interactions (12) break the global symmetry into the
subgroup of Eq. (47). (Of course, the gauged U(1)Y also remains a good symmetry.) Thus, the transfor-
mations of Eq. (50) are not a symmetry of LSM. Instead, they correspond to a change of the interaction
basis. These observations also offer an alternative way of defining flavor physics: it refers to interac-
tions that break the SU(3)5 symmetry (50). Thus, the term “flavor violation” is often used to describe
processes or parameters that break the symmetry.

One can think of the quark Yukawa couplings as spurions that break the global SU(3)3
q symmetry

(but are neutral under U(1)B),

Y u ∼ (3, 3̄, 1)SU(3)3
q

, Y d ∼ (3, 1, 3̄)SU(3)3
q

, (51)

and of the lepton Yukawa couplings as spurions that break the global SU(3)2
` symmetry (but are neutral

under U(1)e × U(1)µ × U(1)τ ),
Y e ∼ (3, 3̄)SU(3)2

`
. (52)

The spurion formalism is convenient for several purposes: parameter counting (see below), identification
of flavor suppression factors (see Section 7), and the idea of minimal flavor violation (see Section 7.2).
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2.5 Counting parameters
How many independent parameters are there in LqYuk? The two Yukawa matrices, Y u and Y d, are 3× 3
and complex. Consequently, there are 18 real and 18 imaginary parameters in these matrices. Not all of
them are, however, physical. The pattern ofGglobal breaking means that there is freedom to remove 9 real
and 17 imaginary parameters (the number of parameters in three 3× 3 unitary matrices minus the phase
related to U(1)B). For example, we can use the unitary transformations QL → VQQL, UR → VUUR
and DR → VDDR, to lead to the following interaction basis:

Y d = λd, Y u = V †λu , (53)

where λd,u are diagonal,

λd = diag(yd, ys, yb) , λu = diag(yu, yc, yt) , (54)

while V is a unitary matrix that depends on three real angles and one complex phase. We conclude that
there are 10 quark flavor parameters: 9 real ones and a single phase. In the mass basis, we identify the
nine real parameters as six quark masses and three mixing angles, while the single phase is δKM.

How many independent parameters are there in L`Yuk? The Yukawa matrix Y e is 3 × 3 and
complex. Consequently, there are 9 real and 9 imaginary parameters in this matrix. There is, however,
freedom to remove 6 real and 9 imaginary parameters (the number of parameters in two 3 × 3 unitary
matrices minus the phases related to U(1)3). For example, we can use the unitary transformations LL →
VLLL and ER → VEER, to lead to the following interaction basis:

Y e = λe = diag(ye, yµ, yτ ) . (55)

We conclude that there are 3 real lepton flavor parameters. In the mass basis, we identify these parameters
as the three charged lepton masses. We must, however, modify the model when we take into account the
evidence for neutrino masses.

3 The CKM matrix
Among the SM interactions, theW -mediated interactions are the only ones that are not diagonal. Conse-
quently, all flavor changing processes depend on the CKM parameters. The fact that there are only four
independent CKM parameters, while the number of measured flavor changing processes is much larger,
allows for stringent tests of the CKM mechanism for flavor changing processes.

3.1 Parametrization of the CKM matrix
The CKM matrix V is a 3× 3 unitary matrix. Its form, however, is not unique:

(i) There is freedom in defining V in that we can permute between the various generations. This
freedom is fixed by ordering the up quarks and the down quarks by their masses, i.e. (u1, u2, u3) →
(u, c, t) and (d1, d2, d3)→ (d, s, b). The elements of V are written as follows:

V =



Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


 . (56)

(ii) There is further freedom in the phase structure of V . This means that the number of physical
parameters in V is smaller than the number of parameters in a general unitary 3× 3 matrix which is nine
(three real angles and six phases). Let us define Pq (q = u, d) to be diagonal unitary (phase) matrices.
Then, if instead of using VqL and VqR for the rotations (16) and (19) to the mass basis we use ṼqL and
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ṼqR, defined by ṼqL = PqVqL and ṼqR = PqVqR, we still maintain a legitimate mass basis since Mdiag
q

remains unchanged by such transformations. However, V does change:

V → PuV P
∗
d . (57)

This freedom is fixed by demanding that V has the minimal number of phases. In the three generation
case V has a single phase. (There are five phase differences between the elements of Pu and Pd and,
therefore, five of the six phases in the CKM matrix can be removed.) This is the Kobayashi-Maskawa
phase δKM which is the single source of CP violation in the quark sector of the Standard Model [2].

The fact that V is unitary and depends on only four independent physical parameters can be made
manifest by choosing a specific parametrization. The standard choice is [78]

V =




c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13


 , (58)

where cij ≡ cos θij and sij ≡ sin θij . The θij’s are the three real mixing parameters while δ is the
Kobayashi-Maskawa phase. The experimental central values of the four parameters are given by

s12 = 0.225, s23 = 0.042, s13 = 0.0037, δ = 74o . (59)

Since s13 � s23 � s12 � 1, it is convenient to choose an approximate expression where this hierarchy
is manifest. This is the Wolfenstein parametrization, where the four mixing parameters are (λ,A, ρ, η)
with λ = |Vus| ≈ 0.23 playing the role of an expansion parameter and η representing the CP violating
phase [79, 80]:

V =




1− 1
2λ

2 − 1
8λ

4 λ Aλ3(ρ− iη)
−λ+ 1

2A
2λ5[1− 2(ρ+ iη)] 1− 1

2λ
2 − 1

8λ
4(1 + 4A2) Aλ2

Aλ3[1− (1− 1
2λ

2)(ρ+ iη)] −Aλ2 + 1
2Aλ

4[1− 2(ρ+ iη)] 1− 1
2A

2λ4


 . (60)

The experimental ranges for the four parameters are given by

λ = 0.2251± 0.0005 , (61)

A = 0.81± 0.03 ,

ρ = +0.160± 0.007 ,

η = +0.350± 0.006 .

3.2 Unitarity triangles
A very useful concept is that of the unitarity triangles. The unitarity of the CKM matrix leads to various
relations among the matrix elements, e.g.

VudV
∗
us + VcdV

∗
cs + VtdV

∗
ts = 0 , (62)

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0 , (63)

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 . (64)

Each of these three relations requires the sum of three complex quantities to vanish and so can be geo-
metrically represented in the complex plane as a triangle. These are “the unitarity triangles”, though the
term “unitarity triangle” is usually reserved for the relation (64) only. The unitarity triangle related to
Eq. (64) is depicted in Fig. 1.

The rescaled unitarity triangle is derived from (64) by (a) choosing a phase convention such that
(VcdV

∗
cb) is real, and (b) dividing the lengths of all sides by |VcdV ∗cb|. Step (a) aligns one side of the triangle
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VtdVtb
*

VcdVcb
*

α=ϕ2
β=ϕ1

γ=ϕ3

VudVub
*

Fig. 1: Graphical representation of the unitarity constraint VudV ∗ub + VcdV
∗
cb + VtdV

∗
tb = 0 as a triangle in the

complex plane.

with the real axis, and step (b) makes the length of this side 1. The form of the triangle is unchanged.
Two vertices of the rescaled unitarity triangle are thus fixed at (0,0) and (1,0). The coordinates of the
remaining vertex correspond to the Wolfenstein parameters (ρ, η). The area of the rescaled unitarity
triangle is |η|/2.

Depicting the rescaled unitarity triangle in the (ρ, η) plane, the lengths of the two complex sides
are

Ru ≡
∣∣∣∣
VudVub
VcdVcb

∣∣∣∣ =
√
ρ2 + η2 , Rt ≡

∣∣∣∣
VtdVtb
VcdVcb

∣∣∣∣ =
√

(1− ρ)2 + η2 . (65)

The three angles of the unitarity triangle are defined as follows [81, 82]:

α ≡ arg

[
− VtdV

∗
tb

VudV
∗
ub

]
, β ≡ arg

[
−VcdV

∗
cb

VtdV
∗
tb

]
, γ ≡ arg

[
−VudV

∗
ub

VcdV
∗
cb

]
. (66)

They are physical quantities and can be independently measured by CP asymmetries in B decays. It is
also useful to define the two small angles of the unitarity triangles (63,62):

βs ≡ arg

[
−VtsV

∗
tb

VcsV ∗cb

]
, βK ≡ arg

[
− VcsV

∗
cd

VusV ∗ud

]
. (67)

3.3 The CKM matrix from tree level processes
The absolute values of seven entries, and in addition one phase, of the CKM matrix are extracted from
tree level processes, see Table 4.

These eight measurements already over-constrain the four Wolfenstein parameters, but the CKM
mechanism passes this test successfully. The ranges that are consistent with all tree level measurements
are the following:

λ = 0.2245± 0.0005 , A = 0.84± 0.02 , ρ = 0.14± 0.04 , η = 0.37± 0.03 . (68)

The λ and A parameters are very well determined. The main effort in CKM measurements is thus aimed
at further improving our knowledge of ρ and η. The present status of our knowledge is best seen in a plot
of the various constraints and the final allowed region in the ρ − η plane. This is shown in Fig. 3. The
present status of our knowledge of the absolute values of the various entries in the CKM matrix can be
summarized as follows:

|V | =




0.97417± 0.00021 0.2248± 0.0006 (4.1± 0.4)× 10−3

0.2249± 0.0005 0.9735± 0.0001 (4.05± 0.15)× 10−2

(8.7± 0.3)× 10−3 (4.03± 0.13)× 10−2 0.99915± 0.00005


 . (69)
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Table 4: FCCC processes and CKM entries

Process CKM
u→ d`+ν |Vud| = 0.97417± 0.00021
s→ u`−ν̄ |Vus| = 0.2248± 0.0006

c→ d`+ν or νµ + d→ c+ µ− |Vcd| = 0.220± 0.005
c→ s`+ν or cs̄→ `+ν |Vcs| = 0.995± 0.016

b→ c`−ν̄ |Vcb| = 0.0405± 0.0015
b→ u`−ν̄ |Vub| = 0.0041± 0.0004
pp→ tX |Vtb| = 1.01± 0.03

b→ scū and b→ suc̄ γ = 73± 5o

Table 5: Measurements related to neutral meson mixing

Sector CP-conserving CP-violating
sd ∆mK/mK = 7.0× 10−15 εK = 2.3× 10−3

cu ∆mD/mD = 8.7× 10−15 AΓ/yCP ∼< 0.2
bd ∆mB/mB = 6.3× 10−14 SψK = +0.70± 0.02
bs ∆mBs/mBs = 2.1× 10−12 Sψφ = −0.04± 0.06

4 Flavor changing neutral current (FCNC) processes
A very useful class of FCNC is that of neutral meson mixing. Nature provides us with four pairs of
neutral mesons: K0−K0, B0−B0, B0

s −B0
s, andD0−D0. Mixing in this context refers to a transition

such asK0 → K0 (s̄d→ d̄s).3 The experimental results for CP conserving and CP violating observables
related to neutral meson mixing (mass splittings and CP asymmetries in tree level decays, respectively)
are given in Table 5.

4.1 The SM suppression factors
Our aim in this section is to explain the suppression factors that affect FCNC within the SM.

(a) Loop suppression. The W -boson cannot mediate FCNC processes at tree level, since it cou-
ples to up-down pairs, or to neutrino-charged lepton pairs. Obviously, only neutral bosons can mediate
FCNC at tree level. The SM has four neutral bosons: the gluon, the photon, the Z-boson and the
Higgs-boson. As concerns the massless gauge bosons, the gluon and the photon, their couplings are
flavor-universal and, in particular, flavor-diagonal. This is guaranteed by gauge invariance. The univer-
sality of the kinetic terms in the canonical basis requires universality of the gauge couplings related to
the unbroken symmetries. Hence neither the gluon nor the photon can mediate flavor changing processes
at tree level. The situation concerning the Z-boson and the Higgs-boson is more complicated. In fact,
the diagonality of their tree-level couplings is a consequence of special features of the SM, and can be
violated with new physics.

The Z-boson, similarly to the W -boson, does not correspond to an unbroken gauge symmetry (as
manifest in the fact that it is massive). Hence, there is no fundamental symmetry principle that forbids

3These transitions involve four-quark operators. When calculating the matrix elements of these operators between meson-
antimeson states, approximate symmetries of QCD are of no help. Instead, one uses lattice calculations to relate, for example,
the B0 → B0 transition to the corresponding quark process, b̄d→ d̄b.
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flavor changing couplings. Yet, as mentioned in Section 2.3.2, in the SM this does not happen. The key
point is the following. For each sector of mass eigenstates, characterized by spin, SU(3)C representation
and U(1)EM charge, there are two possibilities:

1. All mass eigenstates in this sector originate from interaction eigenstates in the same SU(2)L ×
U(1)Y representation.

2. The mass eigenstates in this sector mix interaction eigenstates of different SU(2)L × U(1)Y rep-
resentations (but, of course, with the same T3 + Y ).

Let us examine the Z couplings in the interaction basis in the subspace of all states that mix within a
given sector of mass eigenstates:

1. In the first class, the Z couplings in this subspace are universal, namely they are proportional to
the unit matrix (times T3 − Q sin2 θW of the relevant interaction eigenstates). The rotation to the
mass basis maintains the universality: VfM × 1× V †fM = 1 (f = u, d, e; M = L,R).

2. In the second class, the Z couplings are only “block-universal”. In each sub-block i of mi interac-
tion eigenstates that have the same (T3)i, they are proportional to the mi×mi unit matrix, but the
overall factor of (T3)i − Q sin2 θW is different between the sub-blocks. In this case, the rotation
to the mass basis, VfM × diag{[(T3)1 − Qs2

W ]1m1 , [(T3)2 − Qs2
W ]1m2 , . . .} × V †fM , does not

maintain the universality, nor even the diagonality.

The special feature of the SM fermions is that they belong to the first class: All fermion mass
eigenstates in a given SU(3)C×U(1)EM representation come from the same SU(3)C×SU(2)L×U(1)Y
representation.4 For example, all the left-handed up quark mass eigenstates, which are in the (3)+2/3

representation, come from interaction eigenstates in the (3, 2)+1/6 representation. This is the reason that
the SM predicts universal Z couplings to fermions. If, for example, Nature had left-handed quarks in the
(3, 1)+2/3 representation, then the Z couplings in the left-handed up sector would be non-universal and
the Z could mediate FCNC.

The Yukawa couplings of the Higgs boson are not universal. In fact, in the interaction basis, they
are given by completely general 3 × 3 matrices. Yet, as explained in Section 2.3.4, in the fermion mass
basis they are diagonal. The reason is that the fermion mass matrix is proportional to the corresponding
Yukawa matrix. Consequently, the mass matrix and the Yukawa matrix are simultaneously diagonalized.
The special features of the SM in this regard are the following:

1. All the SM fermions are chiral, and therefore there are no bare mass terms.
2. The scalar sector has a single Higgs doublet.

In contrast, either of the following possible extensions would lead to flavor changing Higgs couplings:

1. There are quarks or leptons in vector-like representations, and thus there are bare mass terms.
2. There is more than one SU(2)L-doublet scalar.

We conclude that within the SM, all FCNC processes are loop suppressed. However, in extensions
of the SM, FCNC can appear at the tree level, mediated by the Z boson or by the Higgs boson or by new
massive bosons.

(b) CKM suppression. Obviously, all flavor changing processes are proportional to off-diagonal
entries in the CKM matrix. A quick look at the absolute values of the off-diagonal entries of the CKM
matrix (69) reveals that they are small. A rough estimate of the CKM suppression can be acquired by

4This is not true for the SM bosons. The vector boson mass eigenstates in the (1)0 representation come from interaction
eigenstates in the (1, 3)0 and (1, 1)0 representations (W3 and B, respectively).
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counting powers of λ in the Wolfenstein parametrization (60): |Vus| and |Vcd| are suppressed by λ, |Vcb|
and |Vts| by λ2, |Vub| and |Vtd| by λ3.

For example, the amplitude for b → sγ decay comes from penguin diagrams, dominated by the
intermediate top quark, and suppressed by |VtbVts| ∼ λ2. As another example, the B0 − B0 mix-
ing amplitude comes from box diagrams, dominated by intermediate top quarks, and suppressed by
|VtbVtd|2 ∼ λ6.

(c) GIM suppression. If all quarks in a given sector were degenerate, then there would be no flavor
changingW -couplings. A consequence of this fact is that FCNC in the down (up) sector are proportional
to mass-squared differences between the quarks of the up (down) sector. For FCNC processes that involve
only quarks of the first two generations, this leads to a strong suppression factor related to the light quark
masses, and known as Glashow-Iliopoulos-Maiani (GIM) suppression.

Let us take as an example ∆mK , the mass splitting between the two neutral K-mesons. We have
∆mK = 2|MKK̄ |, where MKK̄ corresponds to the K0 → K0 transition and comes from box diagrams.
The top contribution is CKM-suppressed compared to the contributions from intermediate up and charm,
so we consider only the latter:

MKK̄ '
∑

i,j=u,c

G2
Fm

2
W

16π2
〈K0|(d̄LγµsL)2|K0〉(VisV ∗idVjsV ∗jd)× F (xi, xj) , (70)

where xi = m2
i /m

2
W . If we had mu = mc, the amplitude would be proportional to (VusV

∗
ud + VcsV

∗
cd)

2,
which vanishes in the two generation limit. We conclude that ∆mK ∝ (m2

c −m2
u)/m2

W , which is the
GIM suppression factor.

For the B0−B0 and Bs−Bs mixing amplitudes, the top-mediated contribution is not CKM sup-
pressed compared to the lighter generations. The mass ratio m2

t /m
2
W enhances, rather than suppresses,

the top contribution. Consequently, the MBB̄ amplitude is dominated by the top contribution:

MBB̄ '
G2
Fm

2
W

16π2
〈B0|(d̄LγµbL)2|B0〉(VtbV ∗td)2 × F (xt, xt) . (71)

4.2 SM1.5: FCNC at tree level
Consider a model with the SM gauge group and pattern of SSB, but with only three quark flavors: u, d,
s. Such a situation cannot fit into a model with all left-handed quarks in doublets of SU(2)L. How can
we incorporate the interactions of the strange quark in this picture? The solution that we now describe
is wrong. Yet, it is of historical significance and, moreover, helps us to understand some of the unique
properties of the SM described above. In particular, it leads to FCNC at tree level. We define the three
flavor Standard Model (SM1.5) as follows (we ignore the lepton sector):

– The symmetry is a local

GSM = SU(3)C × SU(2)L × U(1)Y . (72)

– It is spontaneously broken by the VEV of a single Higgs scalar,

φ(1, 2)+1/2 , (〈φ0〉 = v/
√

2) , (73)

GSM → SU(3)C × U(1)EM (QEM = T3 + Y ) . (74)

– The colored fermion representations are the following:

QL(3, 2)+1/6 , DL(3, 1)−1/3 , UR(3, 1)+2/3 , DRi(3, 1)−1/3 (i = 1, 2) . (75)

We point out two important ingredients that are different from the SM:
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1. There are quarks in a vector-like representation (DL +DR);
2. Not all (3)−1/3 quarks come from the same type of SU(2)L × U(1)Y representations.

We first note that DL does not couple to the W -bosons:

LW =
g

2
QLW/bτbQL . (76)

The Yukawa interactions are given by

LYuk = −yuQLφ̃UR − Y d
i QLφDRi + h.c. . (77)

Unlike the SM, we now have bare mass terms for fermions:

Lq = −mdiDLDRi + h.c. . (78)

Given that there is a single up generation, the interaction basis is also the up mass basis. Explicitly,
we identify the up-component of QL with uL (and denote the down component of the doublet as duL),
and UR with uR. With the SSB, we have the following mass terms:

− Lmass = (duL DL)

(
Yd1

v√
2

Yd2
v√
2

md1 md2

)(
DR1

DR2

)
+ yu

v√
2
uLuR + h.c. . (79)

We now rotate to the down mass basis:

VdL

(
Yd1

v√
2

Yd2
v√
2

md1 md2

)
V †dR =

(
md

ms

)
. (80)

The resulting mixing matrix for the charged current interactions is a 1× 2 matrix:

− LW,q =
g√
2
uLW/

+(cos θC sin θC)

(
dL
sL

)
+ h.c. , (81)

where θC is the rotation angle of VdL. The neutral current interactions in the left-handed down sector are
neither universal nor diagonal:

LZ,q =
g

cW

[(
1

2
− 2

3
s2
W

)
uLZ/uL −

2

3
s2
W uRZ/uR +

1

3
s2
W (dLZ/dL + sLZ/sL + dRZ/dR + sRZ/sR)

]

− g

2cW
(dL sL)Z/

(
cos2 θC cos θC sin θC

cos θC sin θC sin2 θC

)(
dL
sL

)
. (82)

The Higgs interactions in the down sector are neither proportional to the mass matrix nor diagonal:

LqYuk = yuhuLuR + h(dL sL)

[
VdL

(
Yd1 Yd2

0 0

)
V †dR

](
dR
sR

)
+ h.c. . (83)

Thus, in this model, both the Z-boson and the h-boson mediate FCNC at tree level. For example,
KL → µ+µ− and K0 −K0 mixing get Z- and h-mediated tree-level contributions.

4.3 2HDM: FCNC at tree level
Consider a model with two Higgs doublets. The symmetry structure, the pattern of spontaneous symme-
try breaking, and the fermion content are the same as in the SM. However, the scalar content is extended:
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– The scalar representations are

φi(1, 2)+1/2, i = 1, 2 . (84)

We are particularly interested in the modification of the Yukawa terms:

LYuk = (Y u
k )ijQLiURj φk + (Y d

k )ijQLiDRj φk + (Y e
k )ijLLiERj φk + h.c. . (85)

Without loss of generality, we can work in a basis (commonly called ”the Higgs basis") (φA, φM ), where
one the Higgs doublets carries the VEV, 〈φM 〉 = v, while the other has zero VEV, 〈φA〉 = 0. In this
basis, Y f

M is known and related to the fermions masses in the same way as the Yukawa matrices of the
SM:

Y f
M =

√
2Mf/v . (86)

The entries Yukawa matrices Y f
A are, however, free parameters and, in general, unrelated to the fermion

masses. The rotation angle from the Higgs basis to the basis of neutral CP-even Higgs states, (φh, φH),
is denoted by (α− β). The Yukawa matrix of the light Higgs field h is given by

Y f
h = cα−βY

f
A − sα−βY

f
M . (87)

Given the arbitrary structure of Y f
A , the Higgs boson can have couplings that are neither proportional to

the mass matrix nor diagonal.

It is interesting to note, however, that not all multi Higgs doublet models lead to flavor changing
Higgs couplings. If all the fermions of a given sector couple to one and the same doublet, then the Higgs
couplings in that sector would still be diagonal. For example, in a model with two Higgs doublets, φ1

and φ2, and Yukawa terms of the form

LYuk = Y u
ijQLiURj φ2 + Y d

ijQLiDRj φ1 + Y e
ijLLiERj φ1 + h.c. , (88)

the Higgs couplings are flavor diagonal:

Y u
h = (cα/sβ)Y u

M , Y d
h = −(sα/cβ)Y d

M , Y e
h = −(sα/cβ)Y e

M , (89)

where β [α] is the rotation angle from the (φ1, φ2) basis to the (φA, φM ) [(φh, φH)] basis. In the physics
jargon, we say that such models have natural flavor conservation (NFC).

5 CP violation
There are two main reasons for the interest in CP violation:

– CP asymmetries provide some of the theoretically cleanest probes of flavor physics. The reason
for that is that CP is a good symmetry of the strong interactions. Consequently, for some hadronic
decays, QCD-related uncertainties cancel out in the CP asymmetries.

– There is a cosmological puzzle related to CP violation. The baryon asymmetry of the Universe is a
CP violating observable, and it is many orders of magnitude larger than the SM prediction. Hence,
there must exist new sources of CP violation beyond the single phase of the CKM matrix.

In this section we explain why CP violation is related to complex parameters of the Lagrangian.
Based on this fact, we prove that CP violation in a two generation SM is impossible, while CP violation
in a three generation SM requires a long list of conditions on its flavor parameters in order to occur.
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5.1 CP violation and complex couplings
The CP transformation combines charge conjugation C with parity P. Under C, particles and antiparticles
are interchanged by conjugating all internal quantum numbers, e.g., Q→ −Q. Under P, the handedness
of space is reversed, ~x → −~x. Thus, for example, a left-handed electron e−L is transformed under CP
into a right-handed positron e+

R.

At the Lagrangian level, CP is a good symmetry if there is a basis where all couplings are real. Let
us provide a simple explanation of this statement. Consider fields Φi. We can define the CP transforma-
tion of the fields as

Φi → Φ†i . (90)

Take, for example, terms in the Lagrangian that consist of three fields. (These could be Yukawa terms, if
two of the Φi’s are fermions and one is a scalar, or terms in the scalar potential, if all three are scalars,
etc.) The hermiticity of the Lagrangian dictates that the following two terms should be included:

YijkΦiΦjΦk + Y ∗ijkΦ
†
iΦ
†
jΦ
†
k . (91)

Under the CP transformation, the field content of the two terms is exchanged, but the couplings remain
the same. Thus, CP is a good symmetry if Yijk = Y ∗ijk, i.e., the coupling is real.

In practice, things are more subtle, since one can define the CP transformation as Φi → eiθiΦ†i ,
with θi a convention dependent phase. Then, there can be complex couplings, yet CP would be a good
symmetry. Therefore, the correct statement is that CP is violated if, using all freedom to redefine the
phases of the fields, one cannot find any basis where all couplings are real.

Let us examine the situation in the mass basis of the SM. The couplings of the gluons, the photon
and the Z-boson are all real, as are the two parameters of the scalar potential. As concerns the fermion
mass terms (or, equivalently, the Yukawa couplings) and the weak gauge interactions, the relevant CP
transformation laws are

ψ̄iψj → ψ̄jψi , ψ̄iγ
µW+

µ (1− γ5)ψj → ψ̄jγ
µW−µ (1− γ5)ψi . (92)

Thus the mass terms and CC weak interaction terms are CP invariant if all the masses and couplings are
real. We can always choose the masses to be real. Then, let us focus on the couplings of W± to quarks:

− g√
2

(
Vij ūiγ

µW+
µ (1− γ5)dj + V ∗ij d̄jγ

µW−µ (1− γ5)ui
)

. (93)

The CP operation exchanges the two terms, except that Vij and V ∗ij are not interchanged. Thus CP would
be a good symmetry of the SM only if there were a mass basis and choice of phase convention where all
masses and entries of the CKM matrix are real.

5.2 SM2: CP conserving
Consider a two generation Standard Model, SM2. This model is similar to the one defined in Section 2,
which in this section will be referred to as SM3, except that there are two, rather than three fermion
generations. Many features of SM2 are similar to SM3, but there is one important difference: CP is a
good symmetry of SM2, but not of SM3. To see how this difference comes about, let us examine the
accidental symmetries of SM2. We follow here the line of analysis of SM3 in Section 2.5.

If we set the Yukawa couplings to zero, LSM2
Yuk = 0, SM2 gains an accidental global symmetry:

Gglobal
SM2 (Y u,d,e = 0) = U(2)Q × U(2)U × U(2)D × U(2)L × U(2)E , (94)

where the two generations of each gauge representation are a doublet of the corresponding U(2). The
Yukawa couplings break this symmetry into the subgroup

Gglobal
SM2 = U(1)B × U(1)e × U(1)µ . (95)
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A-priori, the Yukawa terms depend on three 2× 2 complex matrices, namely 12R + 12I parameters. The
global symmetry breaking, [U(2)]5 → [U(1)]3, implies that we can remove 5× (1R + 3I)− 3I = 5R +
12I parameters. Thus the number of physical flavor parameters is 7 real parameters and no imaginary
parameter. The real parameters can be identified as two charged lepton masses, four quark masses, and
the single real mixing angle, sin θc = |Vus|.

The important conclusion for our purposes is that all imaginary couplings can be removed from
SM2, and CP is an accidental symmetry of the model.

5.3 SM3: Not necessarily CP violating
A-priori, CP is not necessarily violated in SM3. If two quarks of the same charge had equal masses, one
mixing angle and the phase could be removed from V . This can be written as a condition on the quark
mass differences. CP violation requires

(m2
t −m2

c)(m
2
t −m2

u)(m2
c −m2

u)(m2
b −m2

s)(m
2
b −m2

d)(m
2
s −m2

d) 6= 0 . (96)

Likewise, if the value of any of the three mixing angles were 0 or π/2, then the phase can be removed.
Finally, CP would not be violated if the value of the single phase were 0 or π. These last eight conditions
are elegantly incorporated into one, parametrization-independent condition. To find this condition, note
that the unitarity of the CKM matrix, V V † = 1, requires that for any choice of i, j, k, l = 1, 2, 3,

Im[VijVklV
∗
ilV
∗
kj ] = J

3∑

m,n=1

εikmεjln . (97)

Then the conditions on the mixing parameters are summarized by

J 6= 0 . (98)

The quantity J is of much interest in the study of CP violation from the CKM matrix. The maximum
value that J could assume in principle is 1/(6

√
3) ≈ 0.1, but it is found to be ∼ 4× 10−5.

The fourteen conditions incorporated in Eqs. (96) and (98) can all be written as a single require-
ment on the quark mass matrices in the interaction basis:

XCP ≡ Im
{

det
[
MdM

†
d ,MuM

†
u

]}
6= 0 ⇔ CP violation . (99)

This is a convention independent condition.

5.4 SψKS

As an example of a CP violating observable, we take the CP asymmetry in B → ψKS decays, which
plays a major role in testing the KM mechanism. Before we explain the test itself, we should understand
why the theoretical interpretation of the asymmetry is exceptionally clean, and what are the theoretical
parameters on which it depends.

The CP asymmetry in neutralB meson decays into final CP eigenstates fCP is defined as follows:

AfCP (t) ≡
dΓ/dt[B0

phys(t)→ fCP ]− dΓ/dt[B0
phys(t)→ fCP ]

dΓ/dt[B0
phys(t)→ fCP ] + dΓ/dt[B0

phys(t)→ fCP ]
. (100)

A detailed evaluation of this asymmetry is given in Appendix A. It leads to the following form:

AfCP (t) = SfCP sin(∆mBt)− CfCP cos(∆mBt) ,
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SfCP ≡ 2 Im(λfCP )

1 + |λfCP |2
, CfCP ≡

1− |λfCP |2
1 + |λfCP |2

, (101)

where
λfCP = e−iφB (AfCP /AfCP ) . (102)

Here φB refers to the phase of MBB̄ [see Eq. (A.23)]. Within the Standard Model, the corresponding
phase factor is given by

e−iφB = (V ∗tbVtd)/(VtbV
∗
td) . (103)

The decay amplitudes Af and Af are defined in Eq. (A.1).

Fig. 2: Feynman diagrams for (a) tree and (b) penguin amplitudes contributing to B0 → f or Bs → f via a
b̄→ q̄qq̄′ quark-level process.
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TheB0 → J/ψK0 decay [4,5] proceeds via the quark transition b̄→ c̄cs̄. There are contributions
from both tree (t) and penguin (pqu , where qu = u, c, t is the quark in the loop) diagrams (see Fig. 2)
which carry different weak phases:

Af = (V ∗cbVcs) tf +
∑

qu=u,c,t

(
V ∗qubVqus

)
pquf . (104)

(The distinction between tree and penguin contributions is a heuristic one, the separation by the operator
that enters is more precise. For a detailed discussion of the more complete operator product approach,
which also includes higher order QCD corrections, see, for example, Ref. [6].) Using CKM unitarity,
these decay amplitudes can always be written in terms of just two CKM combinations:

AψK = (V ∗cbVcs)TψK + (V ∗ubVus)P
u
ψK , (105)

where TψK = tψK + pcψK − ptψK and P uψK = puψK − ptψK . A subtlety arises in this decay that is

related to the fact that B0 → J/ψK0 and B0 → J/ψK0. A common final state, e.g. J/ψKS , can
be reached via K0 − K0 mixing. Consequently, the phase factor corresponding to neutral K mixing,
e−iφK = (V ∗cdVcs)/(VcdV

∗
cs), plays a role:

AψKS
AψKS

= −
(VcbV

∗
cs)TψK + (VubV

∗
us)P

u
ψK(

V ∗cbVcs
)
TψK +

(
V ∗ubVus

)
P uψK

× V ∗cdVcs
VcdV

∗
cs

. (106)

The crucial point is that, for B → J/ψKS and other b̄ → c̄cs̄ processes, we can neglect the P u

contribution to AψK , in the SM, to an approximation that is better than one percent:

|P uψK/TψK | × |Vub/Vcb| × |Vus/Vcs| ∼ (loop factor)× 0.1× 0.23 ∼< 0.005 . (107)
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Thus, to an accuracy better than one percent,

λψKS =

(
V ∗tbVtd
VtbV

∗
td

)(
VcbV

∗
cd

V ∗cbVcd

)
= −e−2iβ , (108)

where β is defined in Eq. (66), and consequently

SψKS = sin 2β, CψKS = 0 . (109)

(Below the percent level, several effects modify this equation [7–10].)

Exercise 3: Show that, if the B → ππ decays were dominated by tree diagrams, then Sππ =
sin 2α.

Exercise 4: Estimate the accuracy of the predictions SφKS = sin 2β and CφKS = 0.

6 Testing CKM
Measurements of rates, mixing, and CP asymmetries inB decays in the two B factories, BaBar and Belle,
and in the two Tevatron detectors, CDF and D0, signified a new era in our understanding of flavor physics
and CP violation. The progress has been both qualitative and quantitative. Various basic questions
concerning CP and flavor violation have received, for the first time, answers based on experimental
information. These questions include, for example,

– Is the Kobayashi-Maskawa mechanism at work (namely, is δKM 6= 0)?
– Does the KM phase dominate the observed CP violation?
– Does the CKM mechanism dominate FCNC?

As a first step, one may assume the SM and test the overall consistency of the various measurements.
However, the richness of data from the B factories allow us to go a step further and answer these questions
model independently, namely allowing new physics to contribute to the relevant processes. We here
explain the way in which this analysis proceeds.

6.1 Is the CKM assumption self-consistent?
The three generation standard model has room for CP violation, through the KM phase in the quark
mixing matrix. Yet, one would like to make sure that indeed CP is violated by the SM interactions,
namely that sin δKM 6= 0. If we establish that this is the case, we would further like to know whether the
SM contributions to CP violating observables are dominant. More quantitatively, we would like to put
an upper bound on the ratio between the new physics and the SM contributions.

As a first step, one can assume that flavor changing processes are fully described by the SM, and
check the consistency of the various measurements with this assumption. There are four relevant mixing
parameters, which can be taken to be the Wolfenstein parameters λ, A, ρ and η defined in Eq. (60). The
values of λ and A are known rather accurately [1] from, respectively, K → π`ν and b→ c`ν decays:

λ = 0.2251± 0.0005 , A = 0.81± 0.03 . (110)

Then, one can express all the relevant observables as a function of the two remaining parameters, ρ and
η, and check whether there is a range in the ρ− η plane that is consistent with all measurements. The list
of observables includes the following:

– The rates of inclusive and exclusive charmless semileptonic B decays depend on |Vub|2 ∝ ρ2 + η2

– The CP asymmetry in B → ψKS , SψKS = sin 2β = 2η(1−ρ)
(1−ρ)2+η2

– The rates of various B → DK decays depend on the phase γ, where eiγ = ρ+iη√
ρ2+η2
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Fig. 3: Allowed region in the ρ, η plane. Superimposed are the individual constraints from charmless semileptonic
B decays (|Vub|), mass differences in the B0 (∆md) and Bs (∆ms) neutral meson systems, and CP violation in
K → ππ (εK), B → ψK (sin 2β), B → ππ, ρπ, ρρ (α), and B → DK (γ). Taken from [12].

– The rates of various B → ππ, ρπ, ρρ decays depend on the phase α = π − β − γ
– The ratio between the mass splittings in the neutral B and Bs systems is sensitive to |Vtd/Vts|2 =
λ2[(1− ρ)2 + η2]

– The CP violation in K → ππ decays, εK , depends in a complicated way on ρ and η .

The resulting constraints are shown in Fig. 3.

The consistency of the various constraints is impressive. In particular, the following ranges for ρ
and η can account for all the measurements [1]:

ρ = +0.160± 0.007 , η = +0.350± 0.006 . (111)

One can make then the following statements [13]:
Very likely, flavor changing processes are dominated by the Cabibbo-Kobayashi-Maskawa mecha-
nism and, in particular, CP violation in flavor changing processes is dominated by the Kobayashi-
Maskawa phase.

In the following subsections, we explain how we can remove the phrase “very likely” from this
statement, and how we can quantify the KM-dominance.

6.2 SψKS

As an example of how to use FCNC in probing new physics, we take SψKS . When we consider extensions
of the SM, we still do not expect any significant new contribution to the tree level decay, b → cc̄s,
beyond the SM W -mediated diagram. Thus, the expression ĀψKS/AψKS = (VcbV

∗
cd)/(V

∗
cbVcd) remains
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valid, though the approximation of neglecting sub-dominant phases can be somewhat less accurate than
Eq. (107). On the other hand,since B0−B0 mixing is an FCNC process, MBB̄ can in principle get large
and even dominant contributions from new physics. We can parameterize the modification to the SM in
terms of a complex parameter ∆d:

MBB̄ = ∆d M
SM
BB̄(ρ, η) . (112)

This leads to the following generalization of Eq. (109):

SψKS = sin [2arctan (η/(1− ρ)) + arg(∆d)] , CψKS = 0 . (113)

The experimental measurements give the following ranges [11]:

SψKS = +0.70± 0.02, CψKS = −0.005± 0.015 . (114)

6.3 Is the KM mechanism at work?
In proving that the KM mechanism is at work, we assume that charged-current tree-level processes are
dominated by theW -mediated SM diagrams (see, for example, [14]). This is a very plausible assumption.
It is difficult to construct a model where new physics competes with the SM in flavor changing charged
current processes, and does not violate the constraints from flavor changing neutral current processes.
Thus we can use all tree level processes and fit them to ρ and η, as we did before. The list of such
processes includes the following:

1. Charmless semileptonic B-decays, b→ u`ν, measure Ru [see Eq. (65)].
2. B → DK decays, which go through the quark transitions b → cūs and b → uc̄s, measure the

angle γ [see Eq. (66)].
3. B → ρρ decays (and, similarly, B → ππ and B → ρπ decays) go through the quark transition
b → uūd. With an isospin analysis, one can determine the relative phase between the tree decay
amplitude and the mixing amplitude. By incorporating the measurement of SψKS , one can subtract
the phase from the mixing amplitude, finally providing a measurement of the angle γ [see Eq. (66)].

In addition, we can use loop processes, but then we must allow for new physics contributions, in
addition to the (ρ, η)-dependent SM contributions. Of course, if each such measurement adds a separate
mode-dependent parameter, then we do not gain anything by using this information. However, there is a
number of observables where the only relevant loop process is B0−B0 mixing. The list includes SψKS ,
∆mB and the CP asymmetry in semileptonic B decays:

SψKS = sin [2arctan (η/(1− ρ)) + arg(∆d)] ,

∆mB = 2|MSM
BB̄(ρ, η)| × |∆d| ,

ASL = −Re
(

ΓBB̄
MBB̄

)SM sin[arg(∆d)]

|∆d|
+ Im

(
ΓBB̄
MBB̄

)SM cos[arg(∆d)]

|∆d|
. (115)

As explained above, such processes involve two new parameters [see Eq. (112)]. Since there are three
relevant observables, we can further tighten the constraints in the (ρ, η)-plane. Similarly, one can use
measurements related to Bs − Bs mixing. One gains three new observables at the cost of two new
parameters (see, for example, [15]).

The results of such fit, projected on the ρ− η plane, can be seen in Fig. 4. It gives [12]

η = 0.38± 0.02 . (116)

It is clear that η 6= 0 is well established:
The Kobayashi-Maskawa mechanism of CP violation is at work.

The consistency of the experimental results (114) with the SM predictions (109) means that the
KM mechanism of CP violation dominates the observed CP violation. In the next subsection, we make
this statement more quantitative.

25

FLAVOUR PHYSICS AND CP VIOLATION

103



)α(γ

ubV

α

βγ

ρ

­0.4 ­0.2 0.0 0.2 0.4 0.6 0.8 1.0

η

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

e
x
c
lu

d
e

d
 a

re
a

 h
a

s
 C

L
 >

 0
.9

5

ICHEP 16

CKM
f i t t e r

Fig. 4: The allowed region in the ρ− η plane, assuming that tree diagrams are dominated by the Standard Model
[12].

6.4 How much can new physics contribute toB0 −B0 mixing?
All that we need to do in order to establish whether the SM dominates the observed CP violation, and to
put an upper bound on the new physics contribution to B0−B0 mixing, is to project the results of the fit
performed in the previous subsection on the Re(∆d) − Im(∆d) plane. If we find that |Im(∆d)| � 1,
then the SM dominance in the observed CP violation will be established. The constraints are shown in
Fig. 5.

Fig. 5: Constraints in the Re(∆d) − Im(∆d) plane, assuming that NP contributions to tree level processes are
negligible [12].
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We obtain:

Re(∆d) = +0.94+0.18
−0.15 ,

26

Y. NIR

104



Im(∆d) = −0.11+0.11
−0.05 . (117)

This can be translated into the following approximate (one sigma) upper bounds:

|MNP
BB̄/M

SM
BB̄ | ∼< 0.2 ,

Im(MNP
BB̄/M

SM
BB̄) ∼< 0.1 . (118)

We can make the following two statements:

1. A new physics contribution to B0 −B0 mixing amplitude that carries a phase that is signifi-
cantly different from the KM phase is constrained to lie below the 10% level.

2. A new physics contribution to the B0 − B0 mixing amplitude which is aligned with the KM
phase is constrained to lie below the 20% level.

Analogous upper bounds can be obtained for new physics contributions to theK0−K0, B0
s −B0

s,
and D0 −D0 mixing amplitudes.

7 The new physics flavor puzzle
7.1 A model independent discussion
It is clear that the Standard Model is not a complete theory of Nature:

1. It does not include gravity, and therefore it cannot be valid at energy scales above mPlanck ∼ 1019

GeV;
2. It does not allow for neutrino masses, and therefore it cannot be valid at energy scales above
mseesaw ∼ 1015 GeV;

3. The fine-tuning problem of the Higgs mass and the puzzle of the dark matter suggest that the scale
where the SM is replaced with a more fundamental theory is actually much lower, mtop−partners,
mwimp ∼< a few TeV.

Given that the SM is only an effective low energy theory, non-renormalizable terms must be added to
LSM. These are terms of dimension higher than four in the fields which, therefore, have couplings that
are inversely proportional to the scale of new physics ΛNP.

The lowest dimension non-renormalizable terms are dimension-five:

− Ldim−5
Seesaw =

Zνij
ΛNP

LLiLLjφφ+ h.c. . (119)

These are the seesaw terms, leading to neutrino masses.

Exercise 5: How does the global symmetry breaking pattern (47) change when (119) is taken into
account?

Exercise 6: What is the number of physical lepton flavor parameters in this case? Identify these
parameters in the mass basis.

As concerns quark flavor physics, consider, for example, the following dimension-six set of oper-
ators:

Ldim−6
∆F=2 =

∑

i 6=j

zij
Λ2

(QLiγµQLj)
2 , (120)

where the zij are dimensionless couplings. These terms contribute to the mass splittings between the
corresponding two neutral mesons. For example, the term L∆B=2 ∝ (dLγµbL)2 contributes to ∆mB ,
the mass difference between the two neutral B-mesons. We use

MNP
BB̄ =

1

6

zdb
Λ2
mBf

2
BBB . (121)
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Table 6: Lower bounds on the scale of new physics Λ, in units of TeV, for |zij | = 1, and upper bounds on zij ,
assuming Λ = 1 TeV.

Operator Λ [TeV] CPC Λ [TeV] CPV |zij | Im(zij) Observables
(s̄Lγ

µdL)2 9.8× 102 1.6× 104 9.0× 10−7 3.4× 10−9 ∆mK ; εK
(s̄RdL)(s̄LdR) 1.8× 104 3.2× 105 6.9× 10−9 2.6× 10−11 ∆mK ; εK

(c̄Lγ
µuL)2 1.2× 103 2.9× 103 5.6× 10−7 1.0× 10−7 ∆mD; AΓ

(c̄RuL)(c̄LuR) 6.2× 103 1.5× 104 5.7× 10−8 1.1× 10−8 ∆mD; AΓ

(b̄Lγ
µdL)2 6.6× 102 9.3× 102 2.3× 10−6 1.1× 10−6 ∆mB; SψK

(b̄RdL)(b̄LdR) 2.5× 103 3.6× 103 3.9× 10−7 1.9× 10−7 ∆mB; SψK
(b̄Lγ

µsL)2 1.4× 102 2.5× 102 5.0× 10−5 1.7× 10−5 ∆mBs ; Sψφ
(b̄RsL)(b̄LsR) 4.8× 102 8.3× 102 8.8× 10−6 2.9× 10−6 ∆mBs ; Sψφ

Analogous expressions hold for the other neutral mesons. Taking into account the bounds of Eq. (118),
we obtain

|zdb|
Λ2

<
2.3× 10−6

TeV2 ,
Im(zdb)

Λ2
<

1.1× 10−6

TeV2 . (122)

A more detailed list of the bounds derived from the ∆F = 2 observables in Table 5 is given in
Table 6. The bounds refer to two representative sets of dimension-six operators: (i) left-left operators,
that are also present in the SM, and (ii) operators with different chirality, where the bounds are strongest
because of larger hadronic matrix elements.

The first lesson that we draw from these bounds on Λ is that new physics can contribute to FCNC at
a level comparable to the SM contributions even if it takes place at a scale that is six orders of magnitude
above the electroweak scale. A second lesson is that if the new physics has a generic flavor structure,
that is zij = O(1), then its scale must be above 104 − 105 TeV (or, if the leading contributions involve
electroweak loops, above 103− 104 TeV). If indeed Λ� TeV , it means that we have misinterpreted the
hints from the fine-tuning problem and the dark matter puzzle.

A different lesson can be drawn from the bounds on zij . It could be that the scale of new physics
is of order TeV, but its flavor structure is far from generic. Specifically, if new particles at the TeV scale
couple to the SM fermions, then there are two ways in which their contributions to FCNC processes,
such as neutral meson mixing, can be suppressed: degeneracy and alignment. Either of these principles,
or a combination of both, signifies non-generic structure.

One can use the language of effective operators also for the SM, integrating out all particles sig-
nificantly heavier than the neutral mesons (that is, the top, the Higgs and the weak gauge bosons). Thus,
the scale is ΛSM ∼ mW . Since the leading contributions to neutral meson mixings come from box dia-
grams, the zij coefficients are suppressed by α2

2. To identify the relevant flavor suppression factor, one
can employ the spurion formalism. For example, the flavor transition that is relevant to B0 −B0 mixing
involves dLbL which transforms as (8, 1, 1)SU(3)3

q
. The leading contribution must then be proportional to

(Y uY u†)13 ∝ y2
t VtbV

∗
td. Indeed, an explicit calculation (using VIA for the matrix element and neglecting

QCD corrections) gives5

2MBB̄

mB
≈ −α

2
2

12

f2
B

m2
W

S0(xt)(VtbV
∗
td)

2 , (123)

where xi = m2
i /m

2
W and

S0(x) =
x

(1− x)2

[
1− 11x

4
+
x2

4
− 3x2 lnx

2(1− x)

]
. (124)

5A detailed derivation can be found in Appendix B of [16].
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Similar spurion analyses, or explicit calculations, allow us to extract the weak and flavor suppression
factors that apply in the SM:

Im(zSM
sd ) ∼ α2

2y
2
t |VtdVts|2 ∼ 1× 10−10 ,

zSM
sd ∼ α2

2y
2
c |VcdVcs|2 ∼ 5× 10−9 ,

Im(zSM
cu ) ∼ α2

2y
2
b |VubVcb|2 ∼ 2× 10−14 ,

zSM
bd ∼ α2

2y
2
t |VtdVtb|2 ∼ 7× 10−8 ,

zSM
bs ∼ α2

2y
2
t |VtsVtb|2 ∼ 2× 10−6 . (125)

(We did not include zSM
cu in the list because it requires a more detailed consideration. The naively leading

short distance contribution is∝ α2
2(y4

s/y
2
c )|VcsVus|2 ∼ 5×10−13. However, higher dimension terms can

replace a y2
s factor with (Λ/mD)2 [17]. Moreover, long distance contributions are expected to dominate.

In particular, peculiar phase space effects [18, 19] have been identified which are expected to enhance
∆mD to within an order of magnitude of the its measured value. The CP violating part, on the other
hand, is dominated by short distance physics.)

It is clear then that contributions from new physics at ΛNP ∼ 1 TeV should be suppressed by
factors that are comparable or smaller than the SM ones. Why does that happen? This is the new physics
flavor puzzle.

The fact that the flavor structure of new physics at the TeV scale must be non-generic means that
flavor measurements are a good probe of the new physics. Perhaps the best-studied example is that of
supersymmetry. Here, the spectrum of the superpartners and the structure of their couplings to the SM
fermions will allow us to probe the mechanism of dynamical supersymmetry breaking.

7.2 Minimal flavor violation (MFV)
Models of gauge mediated supersymmetry breaking (GMSB) provide a concrete example of a large
class of models that obey a simple principle called minimal flavor violation (MFV) [28]. This principle
guarantees that low energy flavor changing processes deviate only very little from the SM predictions.
The basic idea can be described as follows. The gauge interactions of the SM are universal in flavor
space. The only breaking of this flavor universality comes from the three Yukawa matrices, Y u, Y d and
Y e. If this remains true in the presence of the new physics, namely Y u, Y d and Y e are the only flavor
non-universal parameters, then the model belongs to the MFV class.

Let us now formulate this principle in a more formal way, using the language of spurions that
we presented in Section 2.4. The Standard Model with vanishing Yukawa couplings has a large global
symmetry (48,49). In this section we concentrate only on the quarks. The non-Abelian part of the flavor
symmetry for the quarks is SU(3)3

q of Eq. (49) with the three generations of quark fields transforming as
follows:

QL(3, 1, 1) , UR(1, 3, 1) , DR(1, 1, 3) . (126)

The Yukawa interactions,
LqYuk = QLY

dDRH +QLY
uURHc , (127)

(Hc = iτ2H
∗) break this symmetry. The Yukawa couplings can thus be thought of as spurions with the

following transformation properties under SU(3)3
q [see Eq. (51)]:

Y u ∼ (3, 3̄, 1) , Y d ∼ (3, 1, 3̄) . (128)

When we say “spurions”, we mean that we pretend that the Yukawa matrices are fields which transform
under the flavor symmetry, and then require that all the Lagrangian terms, constructed from the SM
fields, Y d and Y u, must be (formally) invariant under the flavor group SU(3)3

q . Of course, in reality,
LqYuk breaks SU(3)3

q precisely because Y d,u are not fields and do not transform under the symmetry.
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Table 7: The MFV values and the experimental bounds on the coefficients of ∆F = 1 operators

Operator zij ∝ CKM+GIM |zij | < (Λ/TeV)2×
(s̄Lγ

µdL)2 y4
t (VtsV

∗
td)

2 10−7 9.0× 10−7

(s̄RdL)(s̄LdR) y4
t ysyd(VtsV

∗
td)

2 10−14 6.9× 10−9

(c̄Lγ
µuL)2 y4

b (VcbV
∗
ub)

2 10−14 5.6× 10−7

(c̄RuL)(c̄LuR) y4
bycyu(VcbV

∗
ub)

2 10−20 5.7× 10−8

(b̄Lγ
µdL)2 y4

t (VtbV
∗
td)

2 10−4 2.3× 10−6

(b̄RdL)(b̄LdR) y4
t ybyd(VtbV

∗
td)

2 10−9 3.9× 10−7

(b̄Lγ
µsL)2 y4

t (VtbV
∗
ts)

2 10−3 5.0× 10−5

(b̄RsL)(b̄LsR) y4
t ybys(VtbV

∗
ts)

2 10−6 8.8× 10−6

The idea of minimal flavor violation is relevant to extensions of the SM, and can be applied in two
ways:

1. If we consider the SM as a low energy effective theory, then all higher-dimension operators, con-
structed from SM-fields and Y -spurions, are formally invariant under Gglobal.

2. If we consider a full high-energy theory that extends the SM, then all operators, constructed from
SM and the new fields, and from Y -spurions, are formally invariant under Gglobal.

That MFV allows new physics at the TeV scale is demonstrated in Table 7.

Exercise 10: Use the spurion formalism to argue that, in MFV models, the KL → π0νν̄ decay
amplitude is proportional to y2

t VtdV
∗
ts.

Examples of MFV models include models of supersymmetry with gauge-mediation or with anomaly-
mediation of its breaking.

8 The Standard Model flavor puzzle
The SM has thirteen flavor parameters: six quark Yukawa couplings, four CKM parameters (three angles
and a phase), and three charged lepton Yukawa couplings. (One can use fermions masses instead of the
fermion Yukawa couplings, yf =

√
2mf/v.) The orders of magnitudes of these thirteen dimensionless

parameters are as follows:

yt ∼ 1, yc ∼ 10−2, yu ∼ 10−5,

yb ∼ 10−2, ys ∼ 10−3, yd ∼ 10−4,

yτ ∼ 10−2, yµ ∼ 10−3, ye ∼ 10−6,

|Vus| ∼ 0.2, |Vcb| ∼ 0.04, |Vub| ∼ 0.004, δKM ∼ 1 . (129)

Only two of these parameters are clearly of O(1), the top-Yukawa and the KM phase. The other flavor
parameters exhibit smallness and hierarchy. Their values span six orders of magnitude. It may be that
this set of numerical values are just accidental. More likely, the smallness and the hierarchy have a
reason. The question of why there is smallness and hierarchy in the SM flavor parameters constitutes
“The Standard Model flavor puzzle.”

The motivation to think that there is indeed a structure in the flavor parameters is strengthened by
considering the values of the four SM parameters that are not flavor parameters, namely the three gauge
couplings and the Higgs self-coupling:

gs ∼ 1 , g ∼ 0.6 , e ∼ 0.3 , λ ∼ 0.12 . (130)
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This set of values does seem to be a random distribution of order-one numbers, as one would naively
expect.

A few examples of mechanisms that were proposed to explain the observed structure of the flavor
parameters are the following:

– An approximate Abelian symmetry (“The Froggatt-Nielsen mechanism” [29]);
– An approximate non-Abelian symmetry (see e.g. [30]);
– Conformal dynamics (“The Nelson-Strassler mechanism” [31]);
– Location in an extra dimension [32];
– Loop corrections (see e.g. [33]).

We take as an example the Froggatt-Nielsen mechanism.

8.1 The Froggatt-Nielsen (FN) mechanism
Small numbers and hierarchies are often explained by approximate symmetries. For example, the small
mass splitting between the charged and neural pions finds an explanation in the approximate isospin
(global SU(2)) symmetry of the strong interactions.

Approximate symmetries lead to selection rules which account for the size of deviations from the
symmetry limit. Spurion analysis is particularly convenient to derive such selection rules. The Froggatt-
Nielsen mechanism postulates a U(1)H symmetry, that is broken by a small spurion εH . Without loss of
generality, we assign εH a U(1)H charge ofH(εH) = −1. Each SM field is assigned a U(1)H charge. In
general, different fermion generations are assigned different charges, hence the term ‘horizontal symme-
try.’ The rule is that each term in the Lagrangian, made of SM fields and the spurion, should be formally
invariant under U(1)H .

The approximate U(1)H symmetry thus leads to the following selection rules:

Y u
ij = ε

|H(Q̄i)+H(Uj)+H(φu)|
H ,

Y d
ij = ε

|H(Q̄i)+H(Dj)+H(φd)|
H ,

Y e
ij = ε

|H(L̄i)+H(Ej)−H(φd)|
H . (131)

The consequent parametric suppression of the physical parameters is then

yf ∝ ε
H(fL)+H(fR)+H(φ)
H ,

|Vij | ∝ ε
H(QLi)−H(QLj)
H . (132)

As a concrete example, we take the following set of charges:

H(Q̄i) = H(Ui) = H(Ei) = (2, 1, 0) ,

H(L̄i) = H(Di) = (0, 0, 0) ,

H(φu) = H(φd) = 0 . (133)

It leads to the following parametric suppressions of the Yukawa couplings:

Y u ∼



ε4 ε3 ε2

ε3 ε2 ε
ε2 ε 1


 , Y d ∼ (Y e)T ∼



ε2 ε2 ε2

ε ε ε
1 1 1


 . (134)

We emphasize that for each entry we give the parametric suppression (that is the power of ε), but each
entry has an unknown (complex) coefficient of order one, and there are no relations between the order
one coefficients of different entries.
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The structure of the Yukawa matrices dictates the parametric suppression of the physical observ-
ables:

yt ∼ 1 , yc ∼ ε2 , yu ∼ ε4,
yb ∼ 1 , ys ∼ ε , yd ∼ ε2 ,
yτ ∼ 1 , yµ ∼ ε , ye ∼ ε2 ,

|Vus| ∼ ε , |Vcb| ∼ ε , |Vub| ∼ ε2 , δKM ∼ 1 . (135)

For ε ∼ 0.05, the parametric suppressions are roughly consistent with the observed hierarchy. In partic-
ular, this set of charges predicts that the down and charged lepton mass hierarchies are similar, while the
up hierarchy is the square of the down hierarchy. These features are roughly realized in Nature.

Exercise 13: Derive the parametric suppression and approximate numerical values of Y u, its
eigenvalues, and the three angles of V u

L , for H(Qi) = 4, 2, 0, H(Ui) = 3, 2, 0 and εH = 0.2

Could we explain any set of observed values with such an approximate symmetry? If we could,
then the FN mechanism cannot be really tested. The answer however is negative. Consider, for example,
the quark sector. Naively, we have 11 U(1)H charges that we are free to choose. However, the U(1)Y ×
U(1)B ×U(1)PQ symmetry implies that there are only 8 independent choices that affect the structure of
the Yukawa couplings. On the other hand, there are 9 physical parameters. Thus, there should be a single
relation between the physical parameters that is independent of the choice of charges. Assuming that the
sum of charges in the exponents of Eq. (131) is of the same sign for all 18 combinations, the relation is

|Vub| ∼ |VusVcb| , (136)

which is fulfilled to within a factor of 2. There are also interesting inequalities (here i < j):

|Vij | ∼> m(Ui)/m(Uj) , m(Di)/m(Dj) . (137)

All six inequalities are fulfilled. Finally, if we order the up and the down masses from light to heavy, then
the CKM matrix is predicted to be ∼ 1, namely the diagonal entries are not parametrically suppressed.
This structure is also consistent with the observed CKM structure.

8.2 The flavor of neutrinos
Five neutrino flavor parameters have been measured in recent years (see e.g. [34]): two mass-squared
differences,

∆m2
21 = (7.5± 0.2)× 10−5 eV2 , |∆m2

32| = (2.5± 0.1)× 10−3 eV2 , (138)

and the three mixing angles,

|Ue2| = 0.55± 0.01, |Uµ3| = 0.67± 0.03, |Ue3| = 0.148± 0.003 . (139)

These parameters constitute a significant addition to the thirteen SM flavor parameters and provide, in
principle, tests of various ideas to explain the SM flavor puzzle.

The numerical values of the parameters show various surprising features:

– |Uµ3| > any |Vij | ;
– |Ue2| > any |Vij | ;
– |Ue3| is not particularly small (|Ue3| 6� |Ue2Uµ3|) ;
– m2/m3 ∼> 1/6 > any mi/mj for charged fermions.
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These features can be summarized by the statement that, in contrast to the charged fermions, neither
smallness nor hierarchy have been observed so far in the neutrino related parameters.

One way of interpretation of the neutrino data comes under the name of neutrino mass anarchy
[35–37]. It postulates that the neutrino mass matrix has no special structure, namely all entries are of
the same order of magnitude. Normalized to an effective neutrino mass scale, v2/Λseesaw, the various
entries are random numbers of order one. Note that anarchy means neither hierarchy nor degeneracy.

If true, the contrast between neutrino mass anarchy and quark and charged lepton mass hierarchy
may be a deep hint for a difference between the flavor physics of Majorana and Dirac fermions. The
source of both anarchy and hierarchy might, however, be explained by a much more mundane mech-
anism. In particular, neutrino mass anarchy could be a result of a FN mechanism, where the three
left-handed lepton doublets carry the same FN charge. In that case, the FN mechanism predict paramet-
ric suppression of neither neutrino mass ratios nor leptonic mixing angles, which is quite consistent with
(138) and (139). Indeed, the viable FN model presented in Section 8.1 belongs to this class.

Another possible interpretation of the neutrino data is to take m2/m3 ∼ |Ue3| ∼ 0.15 to be small,
and require that they are parametrically suppressed (while the other two mixing angles are order one).
Such a situation is impossible to accommodate in a large class of FN models [38].

The same data, and in particular the proximity of (|Uµ3|, |Uτ3|) to (1/
√

2, 1/
√

2), and the proxim-
ity of |Ue2| to 1/

√
3 ' 0.58, led to a very different interpretation. This interpretation, termed ‘tribimax-

imal mixing’ (TBM), postulates that the leptonic mixing matrix is parametrically close to the following
special form [39]:

|U |TBM =




2√
6

1√
3

0
1√
6

1√
3

1√
2

1√
6

1√
3

1√
2


 . (140)

Such a form is suggestive of discrete non-Abelian symmetries, and indeed numerous models based on an
A4 symmetry have been proposed [40,41]. A significant feature of of TBM is that the third mixing angle
should be close to |Ue3| = 0. Until 2012, there have been only upper bounds on |Ue3|, consistent with the
models in the literature. In recent years, however, a value of |Ue3| close to the previous upper bound has
been established [42], see Eq. (139). Such a large value (and the consequent significant deviation of |Uµ3|
from maximal bimixing) puts in serious doubt the TBM idea. Indeed, it is difficult in this framework, if
not impossible, to account for ∆m2

12/∆m
2
23 ∼ |Ue3|2 without fine-tuning [43].

9 Higgs physics: the new flavor arena
The SM relates the Yukawa couplings to the corresponding mass matrices:

Y f =
√

2Mf/v . (141)

This simple equation implies three features:

1. Proportionality: yi ≡ Y f
ii ∝ mi ;

2. Factor of proportionality: yi/mi =
√

2/v ;

3. Diagonality: Y f
ij = 0 for i 6= j .

In extensions of the SM, each of these three features might be violated. Thus, testing these features might
provide a window to new physics and to allow progress in understanding the flavor puzzles.

A Higgs-like boson h has been discovered by the ATLAS and CMS experiments at the LHC [44,
45]. The experiments normalize their results to the SM rates:

µf ≡
σ(pp→ h)BR(h→ f)

[σ(pp→ h)BR(h→ f)]SM
. (142)
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The measurements give [46–50]:

µγγ = 1.14± 0.14 ,

µZZ∗ = 1.17± 0.23 ,

µWW ∗ = 0.99± 0.15 ,

µbb̄ = 0.98± 0.20 ,

µττ = 1.09± 0.23 ,

µtt̄h = 1.29± 0.18 . (143)

(Here µtt̄h ≡ σ(pp → tt̄h)/σ(pp → tt̄h)SM.) In addition, there are upper bounds on decays into the
first two generation charged leptons [51–53]:

µµµ < 2.8 ,

µee < 4× 105 . (144)

As concerns quark flavor changing Higgs couplings, these have been searched for in t → qh
decays (q = c, u) [54, 55]:

BR(t→ ch) < 2.2× 10−3 ,

BR(t→ uh) < 2.4× 10−3 , (145)

and for lepton flavor violating (LFV) decays [56–58]:

BR(h→ τµ) < 2.5× 10−3 ,

BR(h→ τe) < 6.1× 10−3 ,

BR(h→ µe) < 3.4× 10−4 . (146)

The measurements quoted in Eqs. (143) and (144) can be presented in the yi − mi plane. We
do so in Fig. 6. The first two features quoted above are already being tested. The upper bounds on
flavor violating decays quoted in Eqs. (145) and (146) test the third feature. We can make the following
statements:

– ye, yµ < yτ . This goes in the direction of proportionality.
– The third generation Yukawa couplings, yt, yb, yτ , obey y3/m3 ≈

√
2/v. This is in agreement

with the predicted factor of proportionality.
– There are strong upper bounds on violation of diagonality: Ytq/Yyy ∼< 0.1 and Yτ`/Yττ ∼< 0.1.
– The era of Higgs flavor physics has begun.

Beyond the search for new physics via Higgs decays, it is interesting to ask whether the measure-
ments of the Higgs couplings to quarks and leptons can shed light on the standard model and/or new
physics flavor puzzles. If eventually the values of yb and/or yτ deviate from their SM values, the most
likely explanation of such deviations will be that there are more than one Higgs doublets, and that the
doublet(s) that couple to the down and charged lepton sectors are not the same as the one that couples
to the up sector. A more significant test of our understanding of flavor physics, which might provide a
window into new flavor physics, will come further in the future, when µµ+µ− is measured. The ratio

Xµ+µ− ≡
BR(h→ µ+µ−)

BR(h→ τ+τ−)
, (147)

is predicted within the SM with impressive theoretical cleanliness. To leading order, it is given by
Xµ+µ− = m2

µ/m
2
τ , and the corrections of order αW and of order m2

µ/m
2
τ to this leading result are
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Fig. 6: The allowed ranges for the Higgs couplings. The SM prediction is presented by the dashed line (Avital
Dery, private communication).

known. It is an interesting question to understand what can be learned from a test of this relation [59]. In
fact, as mentioned above, the bound (144) already shows thatXµ+µ− < 1, namely that second generation
Yukawa couplings are smaller than third generation ones. It is also interesting to test diagonality via the
search for the SM-forbidden decay modes, h → µ±τ∓ [60–63]. A measurement of, or an upper bound
on

Xµτ ≡
BR(h→ µ+τ−) + BR(h→ µ−τ+)

BR(h→ τ+τ−)
, (148)

would provide additional information relevant to flavor physics. We demonstrate below the potential
power of Higgs flavor physics to lead to progress in our understanding of the flavor puzzles by focussing
on the measurements of µτ+τ− , Xµ+µ− and Xµτ [59].

Let us take as an example how we can use the set of these three measurements if there is a single
light Higgs boson. A violation of the SM relation Y SM

ij =
√

2mi
v δij , is a consequence of nonrenormaliz-

able terms. The leading ones are the d = 6 terms. In the interaction basis, we have

Ld=4
Y = −λij f̄ iLf jRφ+ h.c. , (149)

Ld=6
Y = −

λ′ij
Λ2
f̄ iLf

j
Rφ(φ†φ) + h.c. ,

where expanding around the vacuum we have φ = (v + h)/
√

2. Defining VL,R via

√
2m = VL

(
λ+

v2

2Λ2
λ′
)
V †Rv , (150)

where m = diag(me,mµ,mτ ), and defining λ̂ via

λ̂ = VLλ
′V †R , (151)

we obtain

Yij =

√
2mi

v
δij +

v2

Λ2
λ̂ij . (152)

To proceed, one has to make assumptions about the structure of λ̂. In what follows, we consider
first the assumption of minimal flavor violation (MFV) and then a Froggatt-Nielsen (FN) symmetry.

Exercise 14:
Find the predictions of models with Natural Flavor Conservation (NFC) for µτ+τ− , Xµ+µ− and Xτµ.
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9.1 MFV
MFV requires that the leptonic part of the Lagrangian is invariant under an SU(3)L × SU(3)E global
symmetry, with the left-handed lepton doublets transforming as (3, 1), the right-handed charged lepton
singlets transforming as (1, 3) and the charged lepton Yukawa matrix Y is a spurion transforming as
(3, 3̄).

Specifically, MFV means that, in Eq. (149),

λ′ = aλ+ bλλ†λ+O(λ5) , (153)

where a and b are numbers. Note that, if VL and VR are the diagonalizing matrices for λ, VLλV
†
R = λdiag,

then they are also the diagonalizing matrices for λλ†λ, VLλλ†λV
†
R = (λdiag)3. Then, Eqs. (150), (151)

and (152) become

√
2m

v
=

(
1 +

av2

2Λ2

)
λdiag +

bv2

2Λ2
(λdiag)3 ,

λ̂ = aλdiag + b(λdiag)3 = a

√
2m

v
+

2
√

2bm3

v3
,

Yij =

√
2mi

v
δij

[
1 +

av2

Λ2
+

2bm2
i

Λ2

]
, (154)

where, in the expressions for λ̂ and Y , we included only the leading universal and leading non-universal
corrections to the SM relations.

We learn the following points about the Higgs-related lepton flavor parameters in this class of
models:

1. h has no flavor off-diagonal couplings:

Yµτ , Yτµ = 0 . (155)

2. The values of the diagonal couplings deviate from their SM values. The deviation is small, of order
v2/Λ2:

yτ ≈
(

1 +
av2

Λ2

) √
2mτ

v
. (156)

3. The ratio between the Yukawa couplings to different charged lepton flavors deviates from its SM
value. The deviation is, however, very small, of order m2

`/Λ
2:

yµ
yτ

=
mµ

mτ

(
1−

2b(m2
τ −m2

µ)

Λ2

)
. (157)

The predictions of the SM with MFV non-renormalizable terms are then the following:

µτ+τ− = 1 + 2av2/Λ2 ,

Xµ+µ− = (mµ/mτ )2(1− 4bm2
τ/Λ

2) ,

Xτµ = 0 . (158)

Thus, MFV will be excluded if experiments observe the h→ µτ decay. On the other hand, MFV allows
for a universal deviation of O(v2/Λ2) of the flavor-diagonal dilepton rates, and a smaller non-universal
deviation of O(m2

τ/Λ
2).
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9.2 FN
An attractive explanation of the smallness and hierarchy in the Yukawa couplings is provided by the
Froggatt-Nielsen (FN) mechanism [29]. In this framework, a U(1)H symmetry, under which different
generations carry different charges, is broken by a small parameter εH . Without loss of generality, εH is
taken to be a spurion of charge −1. Then, various entries in the Yukawa mass matrices are suppressed
by different powers of εH , leading to smallness and hierarchy.

Specifically for the leptonic Yukawa matrix, taking h to be neutral under U(1)H , H(h) = 0, we
have

λij ∝ εH(Ej)−H(Li)
H . (159)

We emphasize that the FN mechanism dictates only the parametric suppression. Each entry has an
arbitrary order one coefficient. The resulting parametric suppression of the masses and leptonic mixing
angles is given by [64]

m`i/v ∼ ε
H(Ei)−H(Li)
H , |Uij | ∼ εH(Lj)−H(Li)

H . (160)

Since H(φ†φ) = 0, the entries of the matrix λ′ have the same parametric suppression as the
corresponding entries in λ [65], though the order one coefficients are different:

λ′ij = O(1)× λij . (161)

This structure allows us to estimate the entries of λ̂ij in terms of physical observables:

λ̂33 ∼ mτ/v ,

λ̂22 ∼ mµ/v ,

λ̂23 ∼ |U23|(mτ/v) ,

λ̂32 ∼ (mµ/v)/|U23| . (162)

We learn the following points about the Higgs-related lepton flavor parameters in this class of
models:

1. h has flavor off-diagonal couplings:

Yµτ = O
( |U23|vmτ

Λ2

)
,

Yτµ = O
(

vmµ

|U23|Λ2

)
. (163)

2. The values of the diagonal couplings deviate from their SM values:

yτ ≈
√

2mτ

v

[
1 +O

(
v2

Λ2

)]
. (164)

3. The ratio between the Yukawa couplings to different charged lepton flavors deviates from its SM
value:

yµ
yτ

=
mµ

mτ

[
1 +O

(
v2

Λ2

)]
. (165)

The predictions of the SM with FN-suppressed non-renormalizable terms are then the following:

µτ+τ− = 1 +O(v2/Λ2) ,

Xµ+µ− = (mµ/mτ )2(1 +O(v2/Λ2)) ,
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Xτµ = O(v4/Λ4) . (166)

Thus, FN will be excluded if experiments observe deviations from the SM of the same size in both
flavor-diagonal and flavor-changing h decays. On the other hand, FN allows non-universal deviations of
O(v2/Λ2) in the flavor-diagonal dilepton rates, and a smaller deviation of O(v4/Λ4) in the off-diagonal
rate.

10 Anomalies inB-meson decays?
In this section we discuss two sets of recent measurements of flavor changing processes that arouse
much interest: B → K(∗)µ+µ− and B → D(∗)τν. Both classes of decays test lepton flavor universality
(LFU).

10.1 B → K(∗)µµ

Within the SM, lepton flavor universality (LFU) is respected by the weak interactions. Consequently,
LFU is predicted to hold – up to (calculable) phase-space effects – in processes where the Yukawa inter-
actions are negligible. Hints of violation of LFU have, however, been observed by the LHCb experiment
in B → K(∗)`+`− decays. While LFU implies that the ratios

RK(∗),[a,b] =

∫ b
a dq

2[dΓ(B → K(∗)µ+µ−)/dq2]
∫ b
a dq

2[dΓ(B → K(∗)e+e−)/dq2]
(167)

(q2 is the invariant dilepton mass-squared) should be very close to unity,

RSM
K,[1,6]GeV2 = 1.00± 0.01 ,

RSM
K∗,[1.1,6.0]GeV2 = 1.00± 0.01 ,

RSM
K∗,[0.045,1.1]GeV2 = 0.91± 0.03 , (168)

the measurements give [67, 68]

RK,[1,6]GeV2 = 0.745+0.090
−0.074 ± 0.036 ,

RK∗,[1.1,6.0]GeV2 = 0.69+0.11
−0.07 ± 0.05 ,

RK∗,[0.045,1.1]GeV2 = 0.66+0.11
−0.07 ± 0.03 , (169)

which stand in a 2.2− 2.6σ discrepancy with the SM predictions.

Given various additional measurements, it is plausible that, if indeed the discrepancy is due to
new physics, it is related to modification of the muon mode, rather than to the electron mode. In this
case, there should be destructive interference between the SM and the NP contributions. We assume
that the new physics that affects the b → sµµ transition takes place at an energy scale larger than the
electroweak breaking scale, in which case it can be represented by higher dimensional operators. There
are two dimension-six operators that interfere with the SM contribution:

Leff =
GFα√

2π
VtbV

∗
ts [CLL(sγµPLb)(µγ

µPLµ) + CRL(sγµPRb)(µγ
µPLµ)] + h.c. . (170)

To leading order in CNP
AB , we have

RK,[1,6]GeV2 = 1 + 2Re
(
CNP
LL + CNP

RL

CSM
LL

)
,

RK∗,[0.045,1.1]GeV2 ≈ 1 + 2Re
(
CNP
LL − CNP

RL

CSM
LL

)
, (171)
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where we approximated the polarization fraction p by p = 1. Given that both RK and RK∗ are smaller
than the SM value, CNP

LL /C
SM
LL ∼ −0.15 is singled out as the prime candidate to explain the anomalies.

New physics that generates CLL can do so at tree level or at the loop level. We focus on the first
class. The mediator can be a scalar or a vector. We focus on scalar leptoquarks. There are four scalar
leptoquark representations that couple to a down-type quark and a charged lepton:

– (3, 1)−4/3 couples to D̄Ē and generates CRR.
– (3, 2)+1/6 couples to D̄L and generates CRL.
– (3, 2)+7/6 couples to Q̄E and generates CLR.
– (3, 3)−1/3 couples to Q̄L̄ and generates CLL.

Thus, only T (3, 3)−1/3 can account for both RK and RK∗ . To do so, its mass and couplings have to
obey

Re(Y T
µsY

T∗
µb )

m2
T

∼ −0.004

TeV2 . (172)

ForRe(Y T
µsY

T∗
µb ) ∼< 1, we have mT ∼< 15 TeV.

The same couplings as those modifying RK(∗) modify also other processes. In particular, when
the only operator generated by the NP is CLL, we find the interesting predictions

BR(Bs → µ+µ−)

BR(Bs → µ+µ−)SM
=

BR(Bs → φµ+µ−)

BR(Bs → φµ+µ−)SM
= RK = RK∗ . (173)

The T (3, 3)−1/3 contributes also to Bs −Bs mixing via box diagrams. The resulting constraint is

|Y T
µsY

T∗
µb |2

m2
T

∼< −
0.06

TeV2 . (174)

Let us now consider subjecting this model to the MFV principle [69]. To have a TQ̄L̄ coupling,
T can transform under SU(3)L × SU(3)E as either (3̄, 1) or (1, 3̄). In the first case,

Y T
τsY

T∗
τb

Y T
µsY

T∗
µb

=
y4
τ

y4
µ

, (175)

and the experimental upper bound on B → Kττ is violated. In the latter case,

Y T
τsY

T∗
τb

Y T
µsY

T∗
µb

=
y2
τ

y2
µ

. (176)

The requirement from RK and the constraint from Bs −Bs mixing can be simultaneously satisfied only
for mT ∼< 0.5 TeV, which is excluded by LHC direct searches. We conclude that if the RK(∗) anomaly is
generated by a T (3, 3)−1/3 leptoquark, then MFV will be excluded [69].

10.2 B → D(∗)τν

One can use the following ratios to test lepton flavor universality (LFU):

R(D(∗)) ≡ Γ(B → D(∗)τν)

Γ(B → D(∗)`ν)
, (177)

where ` = e, µ. Babar [70, 71], Belle [72, 73] and LHCb [74] have measured R(D(∗)). The HFAG
average of these measurements gives [75]

R(D∗) = 0.306± 0.015 ,
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R(D) = 0.407± 0.046 . (178)

The SM values (averaged over several calculations) are given by

R(D∗)SM = 0.258± 0.005 ,

R(D)SM = 0.299± 0.003 . (179)

Thus

R(D∗)/R(D∗)SM = 1.19± 0.06 ,

R(D)/R(D)SM = 1.36± 0.15 . (180)

The p-value is 1.57×10−4. In this section we entertain the idea that a deviation from the SM will indeed
be established. We follow mainly the analyses of Refs. [76, 77].

We assume that the new physics that affects the b→ cτν transition takes place at an energy scale
larger than the electroweak breaking scale, in which case it can be represented by higher dimensional
operators. The most general d = 6 terms are [76]

Leff = cijklQQLL(Q̄iγµσ
aQj)(L̄kγ

µσaLl) + cijklQuLe(Q̄iUj)iσ
2(L̄kEl)

+cijkldQLe(d̄iQj)(L̄kEl) + cijkldQLe′(d̄iσµνQj)(L̄kσ
µνEl) + h.c. . (181)

It has been shown that a non-zero cQuLe alone cannot accommodate bothR(D(∗)) and be consistent with
the measurements of the corresponding decay spectra.

In what follows, we write the Wilson coefficients in the down and charged lepton mass bases, e.g.
Q3 = (VibuiL, bL)T and L3 = (ντ , τL)T .

Given that the deviation from the SM is large, of order 30%, and that within the SM the semilep-
tonic decay b → cτν is a W -mediated tree-level decay, it is likely that the new physics contribution is
also a tree-level one. The mediator can be a Lorentz scalar or vector, and a color singlet or triplet, for
example:

– A scalar H ′(1, 2)+1/2 ;
– A vector W ′aµ (1, 3)0 ;
– A vector Uµ(3, 1)+2/3 ;
– A scalar ∆(3, 2)+7/6 .

We discuss the first three.

The scalar H ′ with Yukawa couplings

LH′ = −YbQ̄3H
′bR − YcQ̄3H̃

′cR − Yτ L̄3H
′τR + h.c. (182)

generates
c3333
dQLe = YbY

∗
τ /M

2
H+ , c3233

Qule = YcYτ/M
2
H+ . (183)

It can account for (180) with c3333
dQLe = (50± 14)TeV−2 and c3233

QuLe = (−1.6± 0.5)TeV−2.

The vector W ′aµ with couplings

LW ′ = W ′aµ
(
λqijQ̄iγ

µσaQj + λ`ijL̄iγ
µσaLj

)
(184)

generates
c3333
QQLL = −λq33λ

`
33/M

2
W ′ . (185)
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It can account for (180) (note a Vcb suppression factor) with c3333
QQLL = (−2.1± 0.5)TeV−2. At the same

time, this operator leads to bb̄→W ′0 → τ+τ− at unacceptably large rate.

The vector leptoquark Uµ with couplings

LU = gUUµQ̄3γ
µL3 + h.c. (186)

generates
c3333
QQLL = g2

U/(2M
2
U ) . (187)

It can account for (180) (note a Vcb suppression factor) with c3333
QQLL = (−2.1± 0.5)TeV−2.

The presence of a quark doublet Qi and a lepton doublet Lj in all operators implies that, in
parallel to the charged current operator of interest, there are unavoidably also neutral current four fermion
operators of the type ūu`−`+ or d̄d`−`+. Let us take as an example the case of W ′aµ with only λq33 6= 0
among the quark couplings. Even in this case, a potentially large contribution to ∆C = 2 transition is
generated [77]:

LW ′∆C=2 = −(λq33VubV
∗
cb)

2

2M2
W ′

(ūLγµcL)2 + h.c. . (188)

The experimental bounds on CP violation in D0 −D0 mixing require [77]

λq233

M2
W ′
≤ 10 TeV−2 , (189)

to be compared with the R(D(∗)) constraint [76, 77],

λq33λ
`
33

M2
W ′
∼ 2 TeV−2 . (190)

Thus, the model is viable for λq33/λ
`
33 < 5.

11 Conclusions
(i) Measurements of CP violating B-meson decays have established that the Kobayashi-Maskawa mech-
anism is the dominant source of the observed CP violation.

(ii) Measurements of flavor changingB-meson decays have established the Cabibbo-Kobayashi-Maskawa
mechanism is a major player in flavor violation.

(iii) The consistency of all these measurements with the CKM predictions sharpens the new physics
flavor puzzle: If there is new physics at, or below, the TeV scale, then its flavor structure must be highly
non-generic.

(iv) Measurements of neutrino flavor parameters have not only not clarified the standard model flavor
puzzle, but actually deepened it. Whether they imply an anarchical structure, or a tribimaximal mixing,
it seems that the neutrino flavor structure is very different from that of quarks.

(v) If the LHC experiments discover new particles that couple to the Standard Model fermions, then,
in principle, they will be able to measure new flavor parameters. Consequently, the new physics flavor
puzzle is likely to be understood.

(vi) If the flavor structure of such new particles is affected by the same physics that sets the flavor
structure of the Yukawa couplings, then the LHC experiments (and future flavor factories) may be able
to shed light also on the standard model flavor puzzle.

(vii) The recently discovered Higgs-like boson provides an opportunity to make progress in our under-
standing of the flavor puzzle(s).
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(viii) Extensions of the SM where new particles couple to quark- and/or lepton-pairs are constrained by
flavor.

The huge progress in flavor physics in recent years has provided answers to many questions. At
the same time, new questions arise. The LHC era is likely to provide more answers and more questions.
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Appendices
A CPV inB decays to final CP eigenstates
We define decay amplitudes of B (which could be charged or neutral) and its CP conjugate B to a
multi-particle final state f and its CP conjugate f as

Af = 〈f |H|B〉 , Af = 〈f |H|B〉 , Af = 〈f |H|B〉 , Af = 〈f |H|B〉 , (A.1)

where H is the Hamiltonian governing weak interactions. The action of CP on these states introduces
phases ξB and ξf according to

CP |B〉 = e+iξB |B〉 , CP |f〉 = e+iξf |f〉 ,
CP |B〉 = e−iξB |B〉 , CP |f〉 = e−iξf |f〉 , (A.2)

so that (CP )2 = 1. The phases ξB and ξf are arbitrary and unphysical because of the flavor symmetry
of the strong interaction. If CP is conserved by the dynamics, [CP ,H] = 0, then Af and Af have the
same magnitude and an arbitrary unphysical relative phase

Af = ei(ξf−ξB)Af . (A.3)

A state that is initially a superposition of B0 and B0, say

|ψ(0)〉 = a(0)|B0〉+ b(0)|B0〉 , (A.4)

will evolve in time acquiring components that describe all possible decay final states {f1, f2, . . .}, that
is,

|ψ(t)〉 = a(t)|B0〉+ b(t)|B0〉+ c1(t)|f1〉+ c2(t)|f2〉+ · · · . (A.5)

If we are interested in computing only the values of a(t) and b(t) (and not the values of all ci(t)), and
if the times t in which we are interested are much larger than the typical strong interaction scale, then
we can use a much simplified formalism [83]. The simplified time evolution is determined by a 2 × 2
effective Hamiltonian H that is not Hermitian, since otherwise the mesons would only oscillate and not
decay. Any complex matrix, such asH, can be written in terms of Hermitian matrices M and Γ as

H = M − i

2
Γ . (A.6)

M and Γ are associated with (B0, B0) ↔ (B0, B0) transitions via off-shell (dispersive) and on-shell
(absorptive) intermediate states, respectively. Diagonal elements of M and Γ are associated with the
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flavor-conserving transitions B0 → B0 and B0 → B0 while off-diagonal elements are associated with
flavor-changing transitions B0 ↔ B0.

The eigenvectors of H have well defined masses and decay widths. We introduce complex pa-
rameters p and q to specify the components of the strong interaction eigenstates, B0 and B0, in the light
(BL) and heavy (BH ) mass eigenstates:

|BL,H〉 = p|B0〉 ± q|B0〉 (A.7)

with the normalization |p|2 + |q|2 = 1. The special form of Eq. (A.7) is related to the fact that CPT
imposes M11 = M22 and Γ11 = Γ22. Solving the eigenvalue problem gives

(
q

p

)2

=
M∗12 − (i/2)Γ∗12

M12 − (i/2)Γ12
. (A.8)

If either CP or T is a symmetry ofH, then M12 and Γ12 are relatively real, leading to

(
q

p

)2

= e2iξB ⇒
∣∣∣∣
q

p

∣∣∣∣ = 1 , (A.9)

where ξB is the arbitrary unphysical phase introduced in Eq. (A.2).

The real and imaginary parts of the eigenvalues of H corresponding to |BL,H〉 represent their
masses and decay-widths, respectively. The mass difference ∆mB and the width difference ∆ΓB are
defined as follows:

∆mB ≡MH −ML , ∆ΓB ≡ ΓH − ΓL . (A.10)

Note that here ∆mB is positive by definition, while the sign of ∆ΓB is to be experimentally determined.
The average mass and width are given by

mB ≡
MH +ML

2
, ΓB ≡

ΓH + ΓL
2

. (A.11)

It is useful to define dimensionless ratios x and y:

x ≡ ∆mB

ΓB
, y ≡ ∆ΓB

2ΓB
. (A.12)

Solving the eigenvalue equation gives

(∆mB)2 − 1

4
(∆ΓB)2 = (4|M12|2 − |Γ12|2) , ∆mB∆ΓB = 4Re(M12Γ∗12) . (A.13)

All CP-violating observables in B and B decays to final states f and f can be expressed in terms
of phase-convention-independent combinations of Af , Af , Af and Af , together with, for neutral-meson
decays only, q/p. CP violation in charged-meson decays depends only on the combination |Af/Af |,
while CP violation in neutral-meson decays is complicated by B0 ↔ B0 oscillations and depends,
additionally, on |q/p| and on λf ≡ (q/p)(Af/Af ).

For neutral D, B, and Bs mesons, ∆Γ/Γ � 1 and so both mass eigenstates must be considered
in their evolution. We denote the state of an initially pure |B0〉 or |B0〉 after an elapsed proper time t as
|B0

phys(t)〉 or |B0
phys(t)〉, respectively. Using the effective Hamiltonian approximation, we obtain

|B0
phys(t)〉 = g+(t) |B0〉 − q

p
g−(t)|B0〉 ,

|B0
phys(t)〉 = g+(t) |B0〉 − p

q
g−(t)|B0〉 , (A.14)
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where
g±(t) ≡ 1

2

(
e−imH t−

1
2

ΓH t ± e−imLt− 1
2

ΓLt
)

. (A.15)

One obtains the following time-dependent decay rates:

dΓ[B0
phys(t)→ f ]/dt

e−ΓtNf
=

(
|Af |2 + |(q/p)Af |2

)
cosh(yΓt) +

(
|Af |2 − |(q/p)Af |2

)
cos(xΓt)

+ 2Re((q/p)A∗fAf ) sinh(yΓt)− 2 Im((q/p)A∗fAf ) sin(xΓt) ,(A.16)

dΓ[B0
phys(t)→ f ]/dt

e−ΓtNf
=

(
|(p/q)Af |2 + |Af |2

)
cosh(yΓt)−

(
|(p/q)Af |2 − |Af |2

)
cos(xΓt)

+ 2Re((p/q)AfA∗f ) sinh(yΓt)− 2 Im((p/q)AfA
∗
f ) sin(xΓt) ,(A.17)

where Nf is a common normalization factor. Decay rates to the CP-conjugate final state f are obtained
analogously, with Nf = Nf and the substitutions Af → Af and Af → Af in Eqs. (A.16,A.17). Terms
proportional to |Af |2 or |Af |2 are associated with decays that occur without any net B ↔ B oscilla-
tion, while terms proportional to |(q/p)Af |2 or |(p/q)Af |2 are associated with decays following a net
oscillation. The sinh(yΓt) and sin(xΓt) terms of Eqs. (A.16,A.17) are associated with the interference
between these two cases. Note that, in multi-body decays, amplitudes are functions of phase-space vari-
ables. Interference may be present in some regions but not others, and is strongly influenced by resonant
substructure.

One possible manifestation of CP-violating effects in meson decays [84] is in the interference
between a decay without mixing, B0 → f , and a decay with mixing, B0 → B0 → f (such an effect
occurs only in decays to final states that are common to B0 and B0, including all CP eigenstates). It is
defined by

Im(λf ) 6= 0 , (A.18)

with

λf ≡
q

p

Af
Af

. (A.19)

This form of CP violation can be observed, for example, using the asymmetry of neutral meson decays
into final CP eigenstates fCP

AfCP (t) ≡
dΓ/dt[B0

phys(t)→ fCP ]− dΓ/dt[B0
phys(t)→ fCP ]

dΓ/dt[B0
phys(t)→ fCP ] + dΓ/dt[B0

phys(t)→ fCP ]
. (A.20)

For ∆Γ = 0 and |q/p| = 1 (which is a good approximation for B mesons), AfCP has a particularly
simple form [85–87]:

Af (t) = Sf sin(∆mt)− Cf cos(∆mt) ,

Sf ≡ 2 Im(λf )

1 + |λf |2
, Cf ≡

1− |λf |2
1 + |λf |2

, (A.21)

Consider the B → f decay amplitude Af , and the CP conjugate process, B → f , with decay
amplitude Af . There are two types of phases that may appear in these decay amplitudes. Complex
parameters in any Lagrangian term that contributes to the amplitude will appear in complex conjugate
form in the CP-conjugate amplitude. Thus their phases appear in Af and Af with opposite signs. In the
Standard Model, these phases occur only in the couplings of the W± bosons and hence are often called
“weak phases”. The weak phase of any single term is convention dependent. However, the difference
between the weak phases in two different terms inAf is convention independent. A second type of phase
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can appear in scattering or decay amplitudes even when the Lagrangian is real. Their origin is the possible
contribution from intermediate on-shell states in the decay process. Since these phases are generated by
CP-invariant interactions, they are the same in Af and Af . Usually the dominant rescattering is due to
strong interactions and hence the designation “strong phases” for the phase shifts so induced. Again,
only the relative strong phases between different terms in the amplitude are physically meaningful.

The ‘weak’ and ‘strong’ phases discussed here appear in addition to the ‘spurious’ CP-transformation
phases of Eq. (A.3). Those spurious phases are due to an arbitrary choice of phase convention, and do
not originate from any dynamics or induce any CP violation. For simplicity, we set them to zero from
here on.

It is useful to write each contribution ai to Af in three parts: its magnitude |ai|, its weak phase φi,
and its strong phase δi. If, for example, there are two such contributions, Af = a1 + a2, we have

Af = |a1|ei(δ1+φ1) + |a2|ei(δ2+φ2) ,

Af = |a1|ei(δ1−φ1) + |a2|ei(δ2−φ2) . (A.22)

Similarly, for neutral meson decays, it is useful to write

M12 = |M12|eiφM , Γ12 = |Γ12|eiφΓ . (A.23)

Each of the phases appearing in Eqs. (A.22,A.23) is convention dependent, but combinations such as
δ1−δ2, φ1−φ2, φM −φΓ and φM +φ1−φ1 (where φ1 is a weak phase contributing toAf ) are physical.

In the approximations that only a single weak phase contributes to decay, Af = |af |ei(δf+φf ), and
that |Γ12/M12| = 0, we obtain |λf | = 1 and the CP asymmetries in decays to a final CP eigenstate f
[Eq. (A.20)] with eigenvalue ηf = ±1 are given by

AfCP (t) = Im(λf ) sin(∆mt) with Im(λf ) = ηf sin(φM + 2φf ) . (A.24)

Note that the phase so measured is purely a weak phase, and no hadronic parameters are involved in the
extraction of its value from Im(λf ).

References
[1] C. Patrignani, Chin. Phys. C40 (2016) 100001, doi:10.1088/1674-1137/40/10/100001.
[2] M. Kobayashi and T. Maskawa, Prog. Theor. Phys. 49 (1973) 652, doi:10.1143/PTP.49.652.
[3] N. Cabibbo, Phys. Rev. Lett. 10 (1963) 531, doi:10.1103/PhysRevLett.10.531.
[4] A. B. Carter and A. I. Sanda, Phys. Rev. Lett. 45 (1980) 952, doi:10.1103/PhysRevLett.45.952;

Phys. Rev. D23 (1981) 1567, doi:10.1103/PhysRevD.23.1567.
[5] I. I. Y. Bigi and A. I. Sanda, Nucl. Phys. B193 (1981) 85, doi:10.1016/0550-3213(81)90519-8.
[6] G. Buchalla, A. J. Buras, and M. E. Lautenbacher, Rev. Mod. Phys. 68 (1996) 1125,

doi:10.1103/RevModPhys.68.1125, arXiv:hep-ph/9512380.
[7] Y. Grossman, A. L. Kagan and Z. Ligeti, Phys. Lett. B538 (2002) 327,

doi:10.1016/S0370-2693(02)02027-0, arXiv:hep-ph/0204212.
[8] H. Boos, T. Mannel and J. Reuter, Phys. Rev. D70 (2004) 036006,

doi:10.1103/PhysRevD.70.036006, arXiv:hep-ph/0403085.
[9] H. n. Li and S. Mishima, JHEP 03 (2007) 009, doi:10.1088/1126-6708/2007/03/009,

arXiv:hep-ph/0610120.
[10] M. Gronau and J. L. Rosner, Phys. Lett. B672 (2009) 349, doi:10.1016/j.physletb.2009.01.049,

arXiv:0812.4796 [hep-ph].
[11] Y. Amhis et al. [Heavy Flavor Averaging Group Collaboration], arXiv:1207.1158 [hep-ex] and

online update at http://www.slac.stanford.edu/xorg/hfag.

45

FLAVOUR PHYSICS AND CP VIOLATION

123



[12] CKMfitter Group (J. Charles et al.), Eur. Phys. J. C41 (2005) 1, doi:10.1140/epjc/s2005-02169-1,
arXiv:hep-ph/0406184, updated results and plots available at: http://ckmfitter.in2p3.fr.

[13] Y. Nir, Nucl. Phys. Proc. Suppl. 117 (2003) 111, doi:10.1016/S0920-5632(03)01414-2,
arXiv:hep-ph/0208080.

[14] Y. Grossman, Y. Nir and M. P. Worah, Phys. Lett. B407 (1997) 307,
doi:10.1016/S0370-2693(97)00675-8, arXiv:hep-ph/9704287.

[15] Y. Grossman, Y. Nir and G. Raz, Phys. Rev. Lett. 97 (2006) 151801,
doi:10.1103/PhysRevLett.97.151801, arXiv:hep-ph/0605028.

[16] G. C. Branco, L. Lavoura and J. P. Silva, CP violation, (Clarendon Press, Oxford, 1999).
[17] I. I. Y. Bigi and N. G. Uraltsev, Nucl. Phys. B 592, 92 (2001) [arXiv:hep-ph/0005089].
[18] A. F. Falk, Y. Grossman, Z. Ligeti and A. A. Petrov, Phys. Rev. D65 (2002) 054034, doi:,

arXiv:hep-ph/0110317.
[19] A. F. Falk, Y. Grossman, Z. Ligeti, Y. Nir and A. A. Petrov, Phys. Rev. D69 (2004) 114021,

doi:10.1103/PhysRevD.69.114021, arXiv:hep-ph/0402204.
[20] G. Raz, Phys. Rev. D66 (2002) 037701, doi:10.1103/PhysRevD.66.037701,

arXiv:hep-ph/0205310.
[21] G. Isidori, Y. Nir and G. Perez, Ann. Rev. Nucl. Part. Sci. 60 (2010) 355,

doi:10.1146/annurev.nucl.012809.104534, arXiv:1002.0900 [hep-ph].
[22] N. Arkani-Hamed and S. Dimopoulos, JHEP 06 (2005) 073, doi:10.1088/1126-6708/2005/06/073,

arXiv:hep-th/0405159.
[23] A. G. Cohen, D. B. Kaplan and A. E. Nelson, Phys. Lett. B388 (1996) 588,

doi:10.1016/S0370-2693(96)01183-5, arXiv:hep-ph/9607394.
[24] M. Ciuchini, E. Franco, D. Guadagnoli, V. Lubicz, M. Pierini, V. Porretti and L. Silvestrini, Phys.

Lett. B655 (2007) 162, doi:10.1016/j.physletb.2007.08.055, arXiv:hep-ph/0703204.
[25] Y. Nir, JHEP 05 (2007) 102, doi:10.1088/1126-6708/2007/05/102, arXiv:hep-ph/0703235.
[26] O. Gedalia, J. F. Kamenik, Z. Ligeti and G. Perez, Phys. Lett. B714 (2012) 55,

doi:10.1016/j.physletb.2012.06.050, arXiv:1202.5038 [hep-ph].
[27] K. Blum, Y. Grossman, Y. Nir and G. Perez, Phys. Rev. Lett. 102 (2009) 211802,

doi:10.1103/PhysRevLett.102.211802, arXiv:0903.2118 [hep-ph].
[28] G. D’Ambrosio, G. F. Giudice, G. Isidori and A. Strumia, Nucl. Phys. B645 (2002) 155,

doi:10.1016/S0550-3213(02)00836-2, arXiv:hep-ph/0207036.
[29] C. D. Froggatt and H. B. Nielsen, Nucl. Phys. B147 (1979) 277,

doi:10.1016/0550-3213(79)90316-X.
[30] M. Dine, R. G. Leigh and A. Kagan, Phys. Rev. D48 (1993) 4269,

doi:10.1103/PhysRevD.48.4269, arXiv:hep-ph/9304299.
[31] A. E. Nelson and M. J. Strassler, JHEP 09 (2000) 030, doi:10.1088/1126-6708/2000/09/030,

arXiv:hep-ph/0006251.
[32] N. Arkani-Hamed and M. Schmaltz, Phys. Rev. D61 (2000) 033005,

doi:10.1103/PhysRevD.61.033005, arXiv:hep-ph/9903417.
[33] W. Altmannshofer, C. Frugiuele and R. Harnik, JHEP 12 (2014) 180,

doi:10.1007/JHEP12(2014)180, arXiv:1409.2522 [hep-ph].
[34] M. C. Gonzalez-Garcia, M. Maltoni, J. Salvado and T. Schwetz, JHEP 12 (2012) 123,

doi:10.1007/JHEP12(2012)123, arXiv:1209.3023 [hep-ph];
M. C. Gonzalez-Garcia, M. Maltoni and T. Schwetz, Nucl. Phys. B908 (2016) 199,
doi:10.1016/j.nuclphysb.2016.02.033, arXiv:1512.06856 [hep-ph].

[35] L. J. Hall, H. Murayama and N. Weiner, Phys. Rev. Lett. 84 (2000) 2572,
doi:10.1103/PhysRevLett.84.2572, arXiv:hep-ph/9911341.

46

Y. NIR

124



[36] N. Haba and H. Murayama, Phys. Rev. D63 (2001) 053010, doi:10.1103/PhysRevD.63.053010,
arXiv:hep-ph/0009174.

[37] A. de Gouvea and H. Murayama, Phys. Lett. B573 (2003) 94, doi:10.1016/j.physletb.2003.08.045,
arXiv:hep-ph/0301050; Phys. Lett. B747 (2015) 479, doi:10.1016/j.physletb.2015.06.028,
arXiv:1204.1249 [hep-ph].

[38] S. Amitai, arXiv:1211.6252 [hep-ph].
[39] P. F. Harrison, D. H. Perkins and W. G. Scott, Phys. Lett. B530 (2002) 167,

doi:10.1016/S0370-2693(02)01336-9, arXiv:hep-ph/0202074.
[40] E. Ma and G. Rajasekaran, Phys. Rev. D64 (2001) 113012, doi:10.1103/PhysRevD.64.113012,

arXiv:hep-ph/0106291.
[41] G. Altarelli and F. Feruglio, Rev. Mod. Phys. 82 (2010) 2701, doi:10.1103/RevModPhys.82.2701,

arXiv:1002.0211 [hep-ph]; Nucl. Phys. B741 (2006) 215, doi:10.1016/j.nuclphysb.2006.02.015,
arXiv:hep-ph/0512103.

[42] F. P. An et al. [DAYA-BAY Collaboration], Phys. Rev. Lett. 108 (2012) 171803,
doi:10.1103/PhysRevLett.108.171803, arXiv:1203.1669 [hep-ex].

[43] S. Amitai, arXiv:1212.5165 [hep-ph].
[44] G. Aad et al. [ATLAS Collaboration], Phys. Lett. B716 (2012) 1,

doi:10.1016/j.physletb.2012.08.020, arXiv:1207.7214 [hep-ex].
[45] S. Chatrchyan et al. [CMS Collaboration], Phys. Lett. B716 (2012) 30,

doi:10.1016/j.physletb.2012.08.021, arXiv:1207.7235 [hep-ex].
[46] G. Aad et al. [ATLAS and CMS Collaborations], JHEP 08 (2016) 045,

doi:10.1007/JHEP08(2016)045, arXiv:1606.02266 [hep-ex].
[47] A. M. Sirunyan et al. [CMS Collaboration], Phys. Rev. Lett. 120 (2018) 231801,

doi:10.1103/PhysRevLett.120.231801, arXiv:1804.02610 [hep-ex].
[48] M. Aaboud et al. [ATLAS Collaboration], Phys. Lett. B784 (2018) 173,

doi:10.1016/j.physletb.2018.07.035, arXiv:1806.00425 [hep-ex].
[49] M. Aaboud et al. [ATLAS Collaboration], JHEP 12 (2017) 024, doi:10.1007/JHEP12(2017)024,

arXiv:1708.03299 [hep-ex].
[50] A. M. Sirunyan et al. [CMS Collaboration], Phys. Lett. B780 2018) 501,

doi:10.1016/j.physletb.2018.02.050, arXiv:1709.07497 [hep-ex].
[51] V. Khachatryan et al. [CMS Collaboration], Phys. Lett. B744 (2015) 184,

doi:10.1016/j.physletb.2015.03.048, arXiv:1410.6679 [hep-ex].
[52] M. Aaboud et al. [ATLAS Collaboration], Phys. Rev. Lett. 119 (2017) 051802,

doi:10.1103/PhysRevLett.119.051802, arXiv:1705.04582 [hep-ex].
[53] A. M. Sirunyan et al. [CMS Collaboration], Phys. Rev. Lett. 122 (2019) 021801,

doi:10.1103/PhysRevLett.122.021801, arXiv:1807.06325 [hep-ex].
[54] M. Aaboud et al. [ATLAS Collaboration], JHEP 10 (2017) 129, doi:10.1007/JHEP10(2017)129,

arXiv:1707.01404 [hep-ex].
[55] V. Khachatryan et al. [CMS Collaboration], JHEP 02 (2017) 079, doi:10.1007/JHEP02(2017)079,

arXiv:1610.04857 [hep-ex].
[56] G. Aad et al. [ATLAS Collaboration], Eur. Phys. J. C77 (2017) 70,

doi:10.1140/epjc/s10052-017-4624-0, arXiv:1604.07730 [hep-ex].
[57] A. M. Sirunyan et al. [CMS Collaboration], JHEP 06 (2018) 001, doi:10.1007/JHEP06(2018)001,

arXiv:1712.07173 [hep-ex].
[58] V. Khachatryan et al. [CMS Collaboration], Phys. Lett. B763 (2016) 472,

doi:10.1016/j.physletb.2016.09.062, arXiv:1607.03561 [hep-ex].

47

FLAVOUR PHYSICS AND CP VIOLATION

125



[59] A. Dery, A. Efrati, Y. Hochberg and Y. Nir, JHEP 05 (2013) 039, doi:10.1007/JHEP05(2013)039,
arXiv:1302.3229 [hep-ph].

[60] G. Blankenburg, J. Ellis and G. Isidori, Phys. Lett. B712 (2012) 386,
doi:10.1016/j.physletb.2012.05.007, arXiv:1202.5704 [hep-ph].

[61] R. Harnik, J. Kopp and J. Zupan, JHEP 03 (2013) 026, doi:10.1007/JHEP03(2013)026,
arXiv:1209.1397 [hep-ph].

[62] S. Davidson and P. Verdier, Phys. Rev. D86 (2012) 111701, doi:10.1103/PhysRevD.86.111701,
arXiv:1211.1248 [hep-ph].

[63] A. Arhrib, Y. Cheng and O. C. W. Kong, Phys. Rev. D87 (2013) 015025,
doi:10.1103/PhysRevD.87.015025, arXiv:1210.8241 [hep-ph].

[64] Y. Grossman and Y. Nir, Nucl. Phys. B448 (1995) 30, doi:10.1016/0550-3213(95)00203-5,
arXiv:hep-ph/9502418.

[65] M. Leurer, Y. Nir and N. Seiberg, Nucl. Phys. B420 (1994) 468,
doi:10.1016/0550-3213(94)90074-4, arXiv:hep-ph/9310320.

[66] D. Aloni, Y. Nir and E. Stamou, JHEP 04 (2016) 162, doi:10.1007/JHEP04(2016)162,
arXiv:1511.00979 [hep-ph].

[67] R. Aaij et al. [LHCb Collaboration], Phys. Rev. Lett. 113 (2014) 151601,
doi:10.1103/PhysRevLett.113.151601, arXiv:1406.6482 [hep-ex].

[68] R. Aaij et al. [LHCb Collaboration], JHEP 08 (2017) 055, doi:10.1007/JHEP08(2017)055,
arXiv:1705.05802 [hep-ex].

[69] D. Aloni, A. Dery, C. Frugiuele and Y. Nir, JHEP 11 (2017) 109, doi:10.1007/JHEP11(2017)109,
arXiv:1708.06161 [hep-ph].

[70] J. P. Lees et al. [BaBar Collaboration], Phys. Rev. Lett. 109 (2012) 101802,
doi:10.1103/PhysRevLett.109.101802, arXiv:1205.5442 [hep-ex].

[71] J. P. Lees et al. [BaBar Collaboration], Phys. Rev. D88 (2013) 072012,
doi:10.1103/PhysRevD.88.072012, arXiv:1303.0571 [hep-ex].

[72] M. Huschle et al. [Belle Collaboration], Phys. Rev. D92 (2015) 072014,
doi:10.1103/PhysRevD.92.072014, arXiv:1507.03233 [hep-ex].

[73] A. Abdesselam et al. [Belle Collaboration], arXiv:1603.06711 [hep-ex].
[74] R. Aaij et al. [LHCb Collaboration], Phys. Rev. Lett. 115 (2015) 111803,

doi:10.1103/PhysRevLett.115.111803, Erratum: [Phys. Rev. Lett. 115 (2015)] 159901],
arXiv:1506.08614 [hep-ex].

[75] Y. Amhis et al. [Heavy Flavor Averaging Group (HFAG) Collaboration],
arXiv:1412.7515 [hep-ex].

[76] D. A. Faroughy, A. Greljo and J. F. Kamenik, Phys. Lett. B764 (2017) 126,
doi:10.1016/j.physletb.2016.11.011 arXiv:1609.07138 [hep-ph].

[77] A. Greljo, G. Isidori and D. Marzocca, JHEP 07 (2015) 142, doi:10.1007/JHEP07(2015)142,
arXiv:1506.01705 [hep-ph].

[78] L. Chau and W. Keung, Phys. Rev. Lett. 53 (1984) 1802, doi:10.1103/PhysRevLett.53.1802.
[79] L. Wolfenstein, Phys. Rev. Lett. 51 (1983) 1945, doi:10.1103/PhysRevLett.51.1945.
[80] A. J. Buras, M. E. Lautenbacher, and G. Ostermaier, Phys. Rev. D50 (1994) 3433,

doi:10.1103/PhysRevD.50.3433, arXiv:hep-ph/9403384.
[81] C. Dib, I. Dunietz, F. J. Gilman and Y. Nir, Phys. Rev. D41 (1990) 1522,

doi:10.1103/PhysRevD.41.1522.
[82] J. L. Rosner, A. I. Sanda and M. P. Schmidt, Conf. Proc. C871111 (1987) 165, presented at

Workshop on High Sensitivity Beauty Physics, Batavia, IL, Nov 11-14, 1987,
https://inspirehep.net/literature/258107.

48

Y. NIR

126



[83] V. Weisskopf and E. P. Wigner, Z. Phys. 63 (1930) 54, doi:10.1007/BF01336768;
Z. Phys. 65 (1930) 18, doi:10.1007/BF01397406;
P. K. Kabir, The CP Puzzle: Strange Decays of the Neutral Kaon, (Academic Press (1968),
Appendix A.

[84] Y. Nir, Conf. Proc. C9207131 (1992) 81, lectures given at 20th Annual SLAC Summer Institute on
Particle Physics (Stanford, CA, 1992), https://inspirehep.net/literature/356250.

[85] I. Dunietz and J. L. Rosner, Phys. Rev. D34 (1986) 1404, doi:10.1103/PhysRevD.34.1404.
[86] Ya. I. Azimov, N. G. Uraltsev, and V. A. Khoze, Sov. J. Nucl. Phys. 45 (1987) 878, [Yad. Fiz. 45

(1987) 1412].
[87] I. I. Bigi and A. I. Sanda, Nucl. Phys. B281 (1987) 41, doi:10.1016/0550-3213(87)90246-X.
[88] Y. Nir and G. Raz, Phys. Rev. D66 (2002) 035007, doi:10.1103/PhysRevD.66.035007,

arXiv:hep-ph/0206064.

49

FLAVOUR PHYSICS AND CP VIOLATION

127





Heavy-ion physics

M. Nguyen
Laboratoire Leprince-Ringuet (CNRS), Palaiseau, France

Abstract
These proceedings cover two lectures on heavy-ion physics given at the 2018
edition of the Asia-Europe-Pacific School of High-Energy Physics. After a
brief introduction of basic concepts that are relevant for heavy-ion collisions,
I discuss several interesting phenomena that have been observed, and mention
currently still open questions.

Keywords
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enhancement; collective flow.

1 Introduction
These lectures are an introduction to the physics of ultra-relativistic heavy-ion collisions and the quark-
gluon plasma (QGP). In the first lecture, I start with a brief review of some salient features of quantum
chromodynamics (QCD), which is the underlying theory that describes the dynamics of the QGP, the cal-
culational difficulties of that theory notwithstanding. I then discuss properties of the QGP as seen through
the lens of thermodynamics, which turns out to be an appropriate language with which to describe heavy-
ion collisions, due to the typically large number of individual particles in such collisions. I then trace
out the space-time evolution of a heavy-ion collision focusing first on collision centrality, a key collision
property employed in nearly all heavy-ion measurements. Then I look at a simple picture attributed to
J.D. Bjorken, who estimated the energy density of the QGP from mid-rapidity particle yields. I then turn
to hadro-chemistry, first looking at the statistical hadroproduction model, which connects the abundance
of the various particle species to the properties of the QCD matter prior to hadronization. Then I focus on
the particular role of strangeness in this type of model, and what it tells us about chemical equilibrium.

In the second lecture I focus on the various phenomena that we use to infer the properties of the
QGP. There are many, and I have not attempted a complete survey. Rather I focused on three types of
measurements, which have been of particular interest of late, namely those related to collective flow, jet
quenching and quarkonia dissociation. Finally, I close the second set of lectures with a discussion of
“small systems”, mainly referring to proton-proton and proton-ion collisions, which surprisingly exhibit
certain effects previously only expected in ion-ion collisions.

2 Generalities
Let us begin by defining the term “heavy-ion collision”. Ions are of course nuclei that have been stripped
of their electrons, which is necessary to accelerate them to large energies. The Large Hadron Collider
typically collides the lightest possible ion, the hydrogen ion, also known as the proton. By heavy ions,
we mean nuclei with O(100) nucleons. At the Relativistic Heavy-Ion Collider (RHIC) at Brookhaven,
the most commonly collided ion is gold (Au), although quite a few other species, the heaviest being
the oblong uranium (U) ion, have also been collided. The Au isotope which is collided (the only stable
one) consists of 197 nucleons, 79 protons and 118 neutrons. At the Large Hadron Collider the most
frequently employed ion is Pb(208), with 82 protons and 126 neutrons. Due to the difficulty of isolating
this particular isotope with high purity, the Pb source is perhaps surprisingly more expensive than Au.
The center of mass energy of the highest energy ion collisions at the LHC is about 5 TeV per nucleon
pair. That corresponds to roughly a PeV of total energy! Not all of this energy is however available for
particle production. This energy will be estimated in Bjorken’s picture in Section 5.
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The primary aim of colliding heavy ions is to observe matter in the deconfined phase, that of the
quark-gluon plasma. Such a phase transition was predicted not long after the discovery of asymptotic
freedom, first at large density [1], for example at the core of compact astrophysical objects, and then at
large temperature [2], as in the first few microseconds of the universe. Although finite density calcula-
tions are complicated by the so-called sign problem, the temperature of the phase transition at vanishing
net baryon density is amenable to calculation in lattice QCD. State-of-the-art calculations give a critical
temperature of around 160 MeV [3, 4], which corresponds to about 1012 K! As it turns out, this temper-
ature coincides well with an estimate for a “limiting temperature” of hadronic matter due to Hagedorn,
that pre-dates the advent of QCD [5]. Hagedorn’s estimate was based on the exponential growth in
the number of bound states with increasing energy, and is intimately related to the statistical model of
hadroproduction that will be discussed in Section 6. We will see in Section 5 that the energy delivered
by heavy-ion collisions is sufficient to reach the critical temperature.

3 Brief reminders of QCD
The Lagrangian of QCD is similar in its form to that of QED, but with different constants related to the
SU(3) structure, which are defined by the commutation relations of the generators of the group. The non-
trivial part of the theory, which limits the applicability of perturbative calculations to hard processes, is
the self-coupling of the gauge field, in other words the interaction between gluons. The particle content
of the theory is given by the gluons, which come in 8 different linearly independent color combinations,
and by the quarks, which come in 3 colors, but also in 6 different flavors, which have very different
masses. Most of the matter in the nucleon has nothing to do with the bare quark mass, but is rather
generated dynamically by virtual quarks and gluons that buzz around the valence quarks. The bare quark
masses imparted by the Higgs mechanisms are basically free parameters as far as QCD is concerned.
These masses will turn out to be important for the discussion of the QGP. The light quarks, up and down,
have masses on the order of a few MeV, that are small compared to the temperature of the QGP, such
that the energy can easily be converted to creation of these particles. The strange quark mass of around
100 MeV is of the same order as the transition temperature. The heavy quarks, charm and bottom, are
interesting precisely because they cannot be created easily by the plasma. In Section 10 I will discuss
how bound states of these quarks are modified by the QGP. Top quarks are so heavy that they decay
before the QGP is formed, so I will not discuss them in these lectures.

The reason that the gluon self-interaction is important has to do with the effect it has on the QCD
coupling constant. In QED virtual particles screen the (electric) charge, such that the coupling grows
weaker with distance. In QCD the self-interaction of gluons causes the opposite effect, such that the
coupling increases with distance. The small coupling at short distance scales is what allows us to probe
the quarks inside the nucleons with deep inelastic scattering experiments. This is also what allows us to
solve QCD using a perturbative expansion. But this linearly increasing potential, rather than one which
goes to zero in QED, is what keeps quarks confined inside hadrons. It is also what makes the low energy
behavior of QCD difficult to calculate analytically. In this regime, one has to resort to lattice QCD
calculations, which we’ll come back to in a moment.

4 QCD thermodynamics
First we can get some guidance on what to expect from QCD matter via thermodynamics. The idea of
a QGP emerges directly from the concept of asymptotic freedom. In the limit of large temperature, the
coupling constant approaches zero, so one ends up with a weakly interacting gas of quarks and gluons.
That is not to say that the QGP we create in the laboratory satisfies this condition. As we’ll see, this is
quite far from what actually happens. Rather the QGP just above the confinement temperature is strongly
coupled. However, it’s still instructive to consider this limit, where we can derive the equation of state
directly from kinetic theory.
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The equation of state is usually expressed as the relationship between the pressure and the tem-
perature. Equivalently we may express the E.O.S. in terms of the energy density and temperature. From
kinetic theory, this is simply given by the density of states multiplied by their energy:

ε(T ) =

∫
d3p

(2π)3

∑

i

Ei

eEi/T ± 1
. (1)

Recall that the plus-minus takes into account quantum effects. It would be zero for a classical system,
i.e., Maxwell-Boltzmann statistics. The plus corresponds to fermions, i.e., Fermi-Dirac statistics, and
the minus to bosons, i.e., Bose-Einstein statistics. The sum is over the different species of particles.
Performing the integration (by parts), one obtains

ε(T ) =
π

30
NT 4 . (2)

If one performs the integration, one finds that the energy density is proportional to T 4, the familiar
dependence of blackbody radiation. N is the number of different states. For matter below the critical
temperature, one may approximate matter to be a pion gas, as pions are the lightest and therefore most
abundant particle. The pions form an isospin triplet, so N=3. For the QGP, one obtains the following
result, which is identical save for a slightly different numerical pre-factor for fermions:

ε(T ) =
π

30

(
NB +

7

8
NF

)
T 4 . (3)

The number of degrees of freedom is much larger for the case of the QGP, however. For the bosons
one has 8 different linearly independent color combinations. As a massless spin-1 boson, the gluon also
has two allowable spin states (compare to 3 spin states for the massive pion). As fermions, the quarks
each contribute two spin states. Another factor of two comes from the anti-quarks, as well as a factor of
3 for the three colors of the SU(3) group. Finally we have flavor. Here we can consider that 3 colors are
available to be created, up, down and strange. In practice, strange production is somewhat suppressed by
its mass, which we’ve neglected, but it doesn’t change the result dramatically. In total, instead of 3, we
find 47.5 for the number of degrees of freedom, which is about a factor 15 jump in the energy density at
Tc.

Now we can compare what we get from kinetic theory for an ideal gas to what we get from the
lattice QCD. The equation of state from the lattice is shown in Fig. 1. Indeed one finds a large jump in the
ratio of ε/T 4, indicative of a jump in the number of degrees of freedom. Inserting a critical temperature
of 160 MeV into equation 3, one obtains an energy density of around 1 GeV/fm31.

Although the height of the plateau above Tc in Fig. 1 depends a bit on how exactly one treats the
strange quark, one observes a jump all the same. It’s reasonable to ask, however, whether the ideal gas
E.O.S. is actually a good description of the QGP we observe in the lab. Note that although this jump is a
large factor, it does not quite saturate the Stefan-Boltzmann limit, indicated by arrows on the figure. To
get some intuition, it’s useful to look at N=4 Super Yang Mills, which is a 10 dimensional theory that
has nothing to do with QCD. But this theory is a dual to a conformal field theory, which is a particular
kind of quantum field theory that is scale invariant. Such a theory is very much the opposite of an ideal
gas, as it has infinitely strong coupling. So even though this is not QCD, one may reasonably expect that
the details of the theory aren’t important in the strong coupling limit. And so it turns out that the scaled
energy density is rather close to what one gets in such a theory. So this is by no means a proof that the
QGP is strongly coupled, however it gives a hint that this departure from the weak-coupling limit could
be significant. We will see evidence of the strongly coupled behavior of the plasma in Section 8.

1Keep in mind the handy conversion factor for natural units: ~c = 0.197 GeV fm
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Fig. 1: A lattice QCD calculation of the equation of state of matter in terms of the scaled energy density, as
a function of temperature (normalized by the critical temperature for a phase transition) [6, 7]. The lattice data
demonstrate a precipitous jump near Tc, as expected for a phase transition from hadronic to partonic degrees of
freedom.

5 Space-time evolution

So far we’ve been discussing the quark-gluon plasma as if it’s a static object, when in fact it’s a very
transient state. Before the collision, if we are standing in the lab frame, the two nuclei appear as flattened
pancakes. These pancakes pass through one another, and the particles start to scatter. The time taken
for the scattering to occur can be roughly estimated from the uncertainty principle, as one over the
momentum of the particles. This implies that by a time of 1 fm, the bulk of particles have been created
and can rescatter with each other. We’ll see later from measurements of collectivity that we do in fact
have evidence that thermalization is achieved over such a short timescale. Then the QGP expands and
cools until about 10 fm. At this point the temperature falls below the critical one and hadronization
occurs. This is referred to as chemical freeze-out as the abundances of different particle species are
fixed, barring long-lived decays. There’s a short period of additional rescattering before the particles
stop interacting and free stream to our detectors. So what we end up detecting is a mess of thousands
of final state hadrons. What I’ll try to show you is how we can learn about the QGP, which lasts shorter
than 10 fm, which is something like 3× 10−23 seconds!

In addition to the final state particles, we also need to consider the role of the initial state of the
colliding nuclei. In particular, it’s important to consider the special role that geometry plays in heavy-ion
collisions. When collisions have a relatively small impact parameter, the overlap region is going to be
relatively large. This is referred to as a central event. In more glancing or “peripheral” collisions, one
expects nuclear effects to be smaller, eventually looking very much like proton collisions in the limit of
two nucleon scattering. Nucleons that scatter are referred to as participants, while others are spectators.
Generally in a collider experiment one cannot directly measure how many nucleons participate in the
collision, event-by-event. So if the energy density of the matter depends crucially on impact parameter,
i.e., collision “centrality”, how can we access this in our experiments?

The approach used is to make use of a so-called Glauber model, named after Nobel prize winner
Roy Glauber, who passed away since these lectures were given. The model is based on work he did in
the late 1950’s [8], although this description follows a modern review [9]. The basic assumptions are:
1) the probability of scattering is independent of the scatterings which came before, and 2) the struck
nucleons continue along straight line trajectories. The starting point is to take the nuclear charge density,
which is well-known from all sorts of low energy scattering experiments. This is typically parameterized
by a Woods-Saxon distribution, which for spherical nuclei is expressed as
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ρ(r) =
ρ0

1 + exp[(r −R)/a]
, (4)

where ρ0 is the density at the core. However, we’re only interested in how the density falls off as a
function of the radius (r), such that we can look at the ratio ρ/ρ0. As shown for Pb(208) in Fig. 2
(left), this density is essentially flat until you get close to the surface, where it falls off exponentially.
The parameter R corresponds to the nuclear radius, while the surface thickness a describes how rapidly
the nuclear density falls off. For the example of Pb(208), R = 6.7 fm and a is about 0.5 fm. The
nuclear thickness of nucleus A is defined by the following integral over the nuclear density, TA(~s) =∫
ρA(~s, z)dz, as shown n Fig 2 (right). T is normalized such that the integral over the entire nucleus

gives back the number of nucleons:
∫
TA(~s)d2s = A. The thickness function is then the product of

the two individual nuclear thicknesses integrated over the impact parameter of the collision: TAB(b) =∫
TA(~s) · TB(~s−~b)d2s.

Fig. 2: Left: Woods-Saxon profile for Pb(208). Right: Diagram of nuclear scattering in the Glauber model [9].

There are two numbers that are key for describing heavy-ion collisions. One is the mean number
of inelastic collisions for a given impact parameter. Elastic collisions don’t contribute much to the
mid-rapidity energy density, so they’re not taken into account. The total number of binary inelastic
collisions in a heavy-ion collision is simply the nuclear thickness function times the nucleon-nucleon
cross section: Ncoll = TAB(b)·σnninel. The other important number is the number of participating nucleons,
sometimes called the number of wounded nucleons. This is the number of nucleons that are struck at
least once. Given a nucleon in nucleus A, the probability for it to scatter with a nucleon from B is
pint = TB(~s − ~b) · σnninel/B. The probability for it not to interact with any nucleon in B is then just
(1− pint)B . The probability that at least one nucleon interacts is 1− (1− pint). To get the total number
of participants in A, we integrate this probability over all nucleons in A, taking into account the thickness:
NA

part =
∫
TA(~s) ·

(
1− [1− TB(~s−~b] · σnninel/B]B

)
d2s. The total number of participants is then the

sum over the two nuclei: Npart(b) = NA
part(b) +NB

part(b).

The Glauber model gives us a connection between the geometry, i.e., the impact parameter, on
one hand, and which nucleons are struck on the other. Still missing is a connection to what we measure
in our detectors. Centrality is defined based on some observable, usually multiplicity in some detector,
that has a monotonic dependence on the Glauber quantities, most importantly on Npart. To make the
connection, one has to model the multiplicity distribution for a nn scattering. We know from pp and pp̄
experiments that the multiplicity distribution is well described by a negative binomial distribution. One
can randomly sample this distribution Npart times to get the total multiplicity. One then divides the total
cross section in equal bins or percentiles. The top 5% highest multiplicity events become centrality class
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0-5% for example. One then quotes Glauber quantities, typically 〈Npart〉, for a given centrality class,
which has the advantage of being independent of one’s detector, to good approximation.

Although centrality determination varies by experiment, it’s instructive to look at an example. Fig-
ure 3 shows how ALICE determines their centrality from the multiplicity measured in a forward detector
called the VZERO [10]. Using forward detectors is rather typical, as one wants to avoid correlations be-
tween the centrality determination and mid-rapidity measurements. Their Glauber calculation is shown
in red, which is actually a fit to the data. They assume that particle production scales like a linear sum
of a component proportional to Npart and one proportional to Ncoll. The Npart dominates, as expected
if the multiplicity is dominated by particle production. To model the multiplicity this linear combination
of Npart and Ncoll is convoluted with a negative binomial distribution where the mean and variance are
also free parameters in the fit. The fit turns out to give an excellent description of the data, as shown in
the figure, giving confidence that the extracted Glauber parameters are meaningful.

Fig. 3: Centrality determination from the VZERO amplitude in ALICE [10]. The red line is a fit to a linear
combination of Npart and Ncoll, which is smeared by a negative binomial distribution, as described in the text.

We’ve been discussing multiplicity as a way to characterize the initial state, but multiplicity can
also be used to estimate how much energy is deposited in a heavy-ion collision. Recall that although the
total collision energy is on the order of a PeV, a lot of this energy will just continue with the remnants of
the nuclei down the beampipe. On the other hand, we’re interested to know how much of this energy is
made available for particle production. The multiplicities involved are quite large, around 1.9k particles
per unit η at mid-rapidity in the 5% most central collisions at top LHC energy [11]. The distribution in η
has a characteristic shape with a plateau region at mid-rapidity. This shape can be understood in a simple
space-time picture, which is commonly used to estimate the energy density.

That picture is due to J.D. Bjorken [12], more famous for his work on deep inelastic scattering.
He considered the nuclei to be infinitely thin pancakes moving at the speed of light. The beam remnants
continue moving forward, but mid-rapidity is dominated by produced particles. He considered the pro-
duced matter to expand homogeneously in the longitudinal direction, until some formation time t0 in the
particle rest frame. At that point the particles will materialize and free stream towards your detector. The
velocity of a particle in this system is then simply z/t, or zγ/τ . Considering an infinitely thin slice at
z = 0 and time = τ0, the energy density is then just the area of the cylinder (A), so the size of the nucleus
basically, times dE/dz (evaluated at z = 0):

ε =
E

V
=

1

A

dE

dz

∣∣∣∣
z=0

=
1

A

dy

dz

∣∣∣∣
z=0

dE

dy

∣∣∣∣
y=0

=
1

A · τ0
dE

dy

∣∣∣∣
y=0

. (5)

Here we have used the chain rule to get the energy density in terms of rapidity, as well as using a useful
relation for rapidity: sinh y = β/γ = z/τ . This equation now relates the actual energy density in the
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produced matter to a quantity we can observe in our detector. Inserting some typical numbers, A is about
7 fm for the Pb nucleus. τ0 is usually assumed to be on the order of 1 fm based on the uncertainty
principle, although we’ll see from flow measurements in Section 8 that such a short formation time is
justified. The energy we measure at mid-rapidity can be up to 2 GeV per unit η in central collisions at the
LHC. That gives an energy density of around 13 GeV/fm3 which is well in excess of the energy density
of 1 GeV/fm3 predicated for a phase transition from the lattice.

6 Statistical hadroproduction
In addition to looking at the overall number of particles produced, we can look at what types of particles
are produced. What actually determines this? For elementary collisions, we don’t rely on a first principles
theory. Instead, hadronization is described by fragmentation functions which are universal, but non-
perturbative. There are various phenomenological models to describe hadronization such as the string
model in the Pythia generator [13] and the cluster model in the Herwig generator [14]. In heavy ions we
may however choose to think in terms of an ensemble, where the language of statistical mechanics may
be suitable. In fact that was what Fermi had tried to do back in the 50’s before QCD [15].

We postulate that the QGP turns into an equilibrated gas of hadrons. Equilibrium is assumed to be
established over a large volume, such that particle numbers are conserved only over the entire volume,
not locally. In the language of statistical mechanics this is a grand canonical ensemble. So, for example,
the number density of each state (ni) will be given by a derivative of the partition function as follows,

ni = N/V = −T
V

∂ lnZi
∂µ

=
gi

2π2

∫ ∞

0

p2dp

e(Ei−µi)/T ± 1
. (6)

The abundance of each state depends on its mass and the temperature. Each conserved quantum number
gives you a chemical potential (µ) such that you can conserve charge, baryon number, etc. The key point
is that, if this holds, you can determine the temperature via a fit to the abundance of different states. This
temperature corresponds not to the critical temperature, but to the temperature at chemical freezeout,
when the identity of particles is fixed.

Figure 4 (left) shows an example of such a fit in central PbPb collisions. The ratio of data to
the statistical hadronization model is plotted for a large variety of hadron species. The free parameters
are the freeezeout temperature, the baryon chemical potential and the volume. The model describes
the data remarkably well, given the small number of free parameters, which are the following. The
baryon chemical potential extracted from the fit is consistent with zero, which is what we expect at such
large energy. The volume is 5000 fm3, which corresponds to a radius of about 10 fm. The extracted
temperature of freezeout is 156 MeV, so below the critical temperature, but only slightly. This means
the QGP hadronizes and the particle abundances are fixed almost immediately afterwards.

The fact that the fit works so well supports a picture in which we have chemical equilibrium over a
large volume. This implies that the system is thermalized. What’s surprising then is that such a fit actually
works pretty well in elementary collisions, as well. This is shown in Fig. 4 (right), where the multiplicity
of various hadron species in data is plotted against the results from a statistical model. While an excellent
fit is obtained, crucially, one has to use a canonical ensemble, rather than a grand canonical one, such
that quantum numbers are conserved only locally. One also needs to add an additional chemical potential
for strange particles, which we’ll discuss in the next section. These differences notwithstanding, there is
quite a bit of debate as to why such a description works in elementary collisions, where thermalization is
not expected to be reached [18].

7 Strangeness enhancement
The strange quark is indeed rather peculiar with respect to the QGP. For the light quarks, the hadron
masses are almost entirely generated dynamically by the confinement mechanism, whereas for the heavy
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Fig. 4: Left: Data-to-model ratio for the yields of various species of hadrons in central PbPb collisions [16]. Right:
Multiplicity of various hadron species in data, compared to a statistical model in e+e− collisions. [17]

ones, the mass comes from the Higgs mechanism. The strange quark kind of splits the difference, in
that bare mass isn’t entirely negligible. It is however smaller than the temperature of the QGP, such
that we expect thermal production, according to the statistical model. However, if we only have local
conservation then the created strange quark pairs have a high probability to annihilate shortly after their
creation. On the other hand if we have a situation which may be described as grand canonical ensemble,
where we have a large volume of equilibrated matter, the strange quarks can wander off and hadronize
with other quarks. That’s indeed exactly what we see in the data. If we look at the ratio of strangeness
production compared to light quark production, for example by looking at the ratio of kaons to pions,
we see that there’s an enhancement of a factor 2, which reaches a plateau at large collision energy. This
enhancement factor is even larger for particles that contain more than on strange quark, up to about a
factor of 15 for the triply strange Ω baryon. This supports a picture of the QGP as an equilibrated state
of matter.

Fig. 5: Left: The ratio of strange quarks to light quarks vs. collision energy for various collision species [19].
Right: The ratio of yields of various strange hadrons to charged pions vs. charged particle multiplicity for pp, pPb
and PbPb collisions [20].
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8 Collective flow
We now turn to the 2nd part of the lectures, which is more focused on observables that measure properties
of the QGP, starting with collectivity. In non-central collisions the overlap zone of a heavy-ion collisions
has an ellipsoidal shape. Given rapid thermalization, this leads to larger pressure along the short axis
compared to the long one. This spatial asymmetry hence gives rise to a momentum space anisotropy.
This effect is typically quantified via a Fourier decomposition of the particle yield vs. azimuth as

E
d3σ

dp3
=

1

2π

d2σ

pTdpTdy

(
1 + 2

∑

n

vn cos [n(φ− ψR)]

)
, (7)

where vn are the flow coefficients, and ψR is the reaction plane angle, defined by the short axis of the
ellipsoid. Given the ellipsoidal overlap shape, the 2nd harmonic v2 is expected to dominate, the so-called
elliptic flow term. Naively odd terms are not expected to contribute, due to the symmetry of the overlap
shape.

Collective flow is modeled using relativistic hydrodynamics. Corrections to ideal hydrodynamics
are encoded in the viscous correction terms. The shear viscosity term is particularly relevant as it serves
to damp the elliptic flow. Hydrodynamics calculations including viscous terms [21] are compared to the
data from STAR [22] in Fig. 6 (left). The elliptic flow term (scaled by the eccentricity of the overlap zone)
is plotted as a function of the multiplicity density and compared to hydro calculations for various value of
the dimensionless ratio shear viscosity divided by entropy density (η/s). The result comes remarkably
close to the value of 1/4π, calculated for conformal field theory, via the AdS/CFT correspondence.
Although such a theory does not necessarily represent QCD, as an infinitely strongly coupled theory, it
has been conjectured to give a universal lower bound for η/s. A comparison of the fluid imperfection
index, η/s scaled by the value of 1/4π, for several low viscosity materials in very different temperature
regimes is shown in Fig. 6 (right). Albeit with a sizable systematic uncertainty, the QGP shows the lowest
η/s of any known material, leading it to be dubbed the “perfect fluid”.

Fig. 6: Left: A comparison of STAR v2 data [22] to hydrodynamic calculations with different values of η/s [21].
Right: The fluid imperfection index 4πη/s as a function of temperature for various low viscosity material in the
vicinity of their respective phase transitions.

Whereas a large v2 coefficient was expected, higher orders terms were not expected to be large.
In particular the odd terms were expected to be vanishing owing to the symmetry of the overlap zone.
This turned out not to be the case, as shown in Fig. 7, where the various vn coefficients are plotted vs.
centrality [23]. The v3 and v4 terms were not only found to be non-zero, but have a markedly different
centrality dependence than v2, which increases as collisions become less central. These higher order
terms were eventually understood to be due to event-by-event fluctuations of the overlap shape [24],
which are not accounted for in the analytic Glauber approach described in Section 5.

These higher order terms turn out to be quite useful, which we can understand by analogy with the
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cosmic microwave background. Variation in the temperature of the CMB reflects the density fluctuations
of the early universe before the inflationary period [25]. In much the same way, the azimuthal anisotropy
in long range correlations in central heavy ions collisions reflect fluctuations of the initial state of dense
QCD matter before its hydrodynamic expansion. Figure 7 (right) [26] shows the vn coefficients for a
selection of the 0.2% most central PbPb events, where all azimuthal flow should be dominated by initial
state fluctuations, as the initial overlap zone is symmetric. The data are compared to hydrodynamic
calculations, but with two different initial states: the standard Glauber ones, and MC-KLN, a model
that additionally takes into account color field fluctuation at the sub-nucleon scale [27]. While such
hydrodynamic calculations provide an accurate description of flow measurements overall, there is quite
some sensitivity to how the initial state is modeled, which is demonstrated by the difference between
these two calculations. That in turn effects the estimation of the viscosity, and in fact our knowledge of
the initial state is at present the limiting factor in how well we can extract this quantity.

Fig. 7: Left: Azimuthal flow harmonics of different orders vs. centrality for PbPb collisions at 2.76 TeV from
ALICE [23]. Right: Flow coefficients in ultra-central PbPb collisions from CMS [26], compared to hydrodynamic
calculations with two different models of initial state fluctuations, as described in the text.

9 Jet quenching
The observables we have discussed so far, such as azimuthal flow and strangeness production, are related
to bulk particle production. We now turn to hard probes, i.e., processes with large momentum exchange
that occur before the QGP is formed. Hard scattering, whether in elementary collisions or in heavy ions,
leads to production of jets, a collimated spray of particles resulting from the hadronization of an energetic
parton. In heavy ions, however, one expects these jets to be “quenched”, an idea first proposed in the
early 1980’s by Bjorken [28]. In much that same way as a charged particle loses energy as it traverses
normal matter, a particle with color charge, i.e., a parton, should lose energy as it passes through the
colored medium of the QGP. If one can describe the energy loss process theoretically, then one can in
turn extract properties of the medium itself, such as the color charge density.

Jet quenching was first observed at RHIC. Although full reconstruction of jets was not yet possible
in the busy heavy-ion environment, the phenomenon was clearly visible as a suppression in the yield of
high pT hadrons [29]. Nuclear effects on hard probes are quantified by the nuclear modification factor
RAA, which ratio of the yield observed in AA collisions compared to the expectation from pp collisions,
taking into account the nuclear thickness from the Glauber model discussed in Section 5. For example,
as a function of pT

RAA ≡
dNAA/dpT
〈TAA〉dσ/dpT

=
dNAA/dpT
〈Ncoll〉dN/dpT

, (8)
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where, in the first expression, the denominator contains the inelastic cross section for pp. In the 2nd

equivalent form of RAA one sees explicitly that hard processes are expected to scale with Ncoll, such
that an RAA of unity would indicate the absence of nuclear effects. Figure 8 (left) shows RAA for the π0

meson in central AuAu collisions, which shows a suppression of nearly a factor of 5. This suppression
is nearly independent of pT, which, in the absence of any modification to the fragmentation pattern of
jets, would indicate that partons lose a constant fraction of their pT. No such suppression is observed
in deuteron-gold (dAu) collisions, as would arise if the presence of a nucleus in the initial state was
responsible for the effect. In addition to single particle yields, one can look at back-to-back correlations
from high pT particles from dijet correlations, as shown in Fig. 8 (right). A high pT “trigger” charged
hadron is selected in the range 4 < pT < 6 GeV. The yield of hadron “partners” with pT lower than
the trigger particle, but still above a hard cutoff of 2 GeV, is then studied as function of azimuthal angle
between the two particles. One observes a nearly complete disappearance of back-to-back correlations
in central AuAu collisions, that once again is not observed in dAu. The standard interpretation of this
disappearance is that the selection of a high pT trigger particle preferentially selects jets that come from
the surface of the overlap zone, and hence suffer little quenching. As a result, the recoiling jet traverses
a large medium path-length, on average, and hence suffers a large quenching.

Fig. 8: First observations of jet quenching at RHIC. Left: Nuclear modification factor of π0 in AuAu and dAu
collisions at 200 GeV from PHENIX [30]. Right: Disappearance of back-to-back high pT dihadron azimuthal
correlations in AuAu collisions compared to pp and dAu collisions with STAR [31].

Due to the larger cross section for hard processes, as well as the availability of hermetic calorime-
ters, full reconstruction of jets in heavy ions became possible for the first time at the LHC. Figure 9 (left)
shows jet RAA measured over a very wide range of pT out to nearly 1 TeV. A similar approximate
flatness of RAA is seen, as was observed for hadrons at RHIC. However, if one looks at the charged
hadrons [32], as shown in Fig. 9 (right), one sees that with the much large range of pT that can be mea-
sured at the LHC, that the trend is not nearly as flat as was observed at RHIC. In fact, theRAA of hadrons
rises rather steeply nearly reaching unity above 100 GeV, albeit with non-negligible uncertainties. How
can the measurements of jets and charged hadrons be reconciled? For them to give a different qualitative
behavior requires that there be interplay between quenching and the fragmentation pattern of jets.

An advantage of full jet reconstruction is that their fragmentation pattern can then be measured
rather directly. Figure 10 (left) shows the jet fragmentation function, defined as the distribution of the
ratio (z) of charged hadron pT to the associated jet pT, for pp and various centrality selections of PbPb
collisions [34]. One can study the modification of the fragmentation pattern by forming RD(z), the
ratio of the PbPb and pp measurements, as shown in Fig. 10 (right). The fragmentation pattern shows
a characteristic modification. The enhancement at low z is generally understood to be the response of
the medium to the deposited energy. The depletion and rise at intermediate and high z are still debated.
One possibility is that gluons are preferentially suppressed compared to quarks, due to their larger color
factor. Because of the softer fragmentation function of gluons, the resulting sample of jets, which initially
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Fig. 9: Left: Jet RAA vs. pT in central PbPb collisions from ATLAS [33]. Right: Charged hadron RAA vs. pT in
central PbPb collisions from CMS [32].

contains a roughly even mix of quarks and gluons, is biased towards quark jets. Another possibility is that
there is a direct dependence of quenching of the fragmentation pattern, via the parton shower. Partons
that shower into a larger number of secondary partons may effectively interact with the medium more,
compared to lower multiplicity showers. Understanding these details of parton-medium interactions is at
the forefront of current investigations, which involve, for example, measurements of jet substructure [35].

Fig. 10: Left: Jet fragmentation functions measured in pp and in different centrality selections of PbPb colli-
sions [34]. Right: Ratio of jet fragmentation function in central PbPb to pp collisions [34].

10 Quarkonium dissociation
In addition to jets, hard processes can also produce massive states such as quarkonia, bound states of
a quark and its anti-quark. The most abundant of these is the J/ψ meson, a bound state of c and c̄.
Since the charm mass is above the threshold for thermal production in the QGP, one expects it to be
produced only via hard scattering. Just as electric charges are screened by a (QED) plasma, Matsui and
Satz predicted that the attractive QCD potential between the quarks could be screened in the QGP [36].
Moreover, different quarkonium states have quite different binding energies, which implies that they
should dissociate at different temperatures. For this reason, quarkonia were proposed as a thermometer
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of the QGP.

In line with this expectation, the J/ψ meson was found to be suppressed in fixed target PbPb
collisions at the CERN SPS [37]. As shown in Fig. 11 (left), the data are plotted vs. the pathlength
L, another Glauber derived quantity which scales with collision centrality. As a baseline, the J/ψ yield
is normalized by that of Drell-Yan, which is not expected to be modified by nuclear effects. The J/ψ
shows a rather abrupt suppression in central PbPb events, which is not seen in more peripheral events,
nor in lighter collision systems. This was interpreted as one of the earliest observed signatures of QGP
formation. The more loosely bound excited state, ψ(2S), was also measured. It shows a suppression
starting from even less central events. Naively, one would interpret this as the ψ(2S) dissociating at a
lower temperature, a phenomenon often referred to as “sequential melting”. As it turns out the more
modern interpretation of ψ(2S) data is more nuanced, as it is so fragile that other final state effects likely
come into play.

Fig. 11: Left: Suppression of the J/ψ and ψ(2S) in PbPb collisions, and the corresponding lack of suppression
in lighter collision systems, by the NA50 experiment [37]. The data are plotted vs. the nuclear pathlength and
normalized to the expectation from Drell-Yan events. Right: Nuclear suppression factor for J/ψ vs. the number of
participants for a central and a more forward rapidity selection, as measured by PHENIX [38].

Initial results from RHIC showed a similar suppression factor for the J/ψ, despite the larger col-
lision energy, as seen in the mid-rapidity results in Fig. 11 (right), this time evaluated in terms of RAA

vs. Npart. These results would be most naturally understood as a saturation of the dissociation effect,
such that an increase in temperatures would not lead to further suppression. A measurement at forward
rapidity showed a larger suppression factor, however, that was not anticipated (also shown in the same
figure). Interestingly, when even more forward rapidity measurements were performed at an order of
magnitude larger collision energy (2.76 TeV, as compared to 200 GeV), a much reduced suppression
was observed, as shown in Fig. 12 (left). This effect is now understood to correspond to an additional
mechanism of J/ψ production referred to as statistical regeneration [39]. Although charm quarks are rel-
atively rare at the SPS, at RHIC energies they are abundant enough that charm quarks can combine with
anti-charm quarks produced in a different nucleon-nucleon scattering. This effect is more pronounced at
mid-rapidity, where the charm quark density is larger, explaining the relatively smaller suppression fac-
tor, compared to forward rapidity, observed at RHIC. The charm cross section also grows rather rapidly
with collision energy, explaining the further reduced suppression observed at the LHC.

While the statistical regeneration picture provides a satisfactory explanation to the J/ψ puzzle, it
certainly complicates a simple interpretation in terms of the afore-mentioned sequential melting picture.
In addition to the charmonia states, the large collision energies provided by the LHC enabled the study
of the bottomonia states with reasonably high statistics, for the first time. The mass and radii of the
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Fig. 12: Left: RAA of J/ψ at vs. Npart in 2.76 TeV PbPb collisions at the LHC, compared to 200 GeV collisions
at RHIC [40]. Right: CMS measurement of the invariant mass spectrum of dimuon pairs showing the peaks of the
three lowest lying Υ states in PbPb, compared to the expectation from pp collisions [41].

state J/ψ ψ(2S) Υ(1S) Υ(2S) Υ(3S)
mass (GeV) 3.10 3.68 9.46 10.0 10.4
radius (fm) 0.25 0.45 0.14 0.28 0.39

five quarkonia states that are readily measured in heavy ions are listed in Table 10. The Υ family has
three states that are readily measurable, compared to two for charmonia. The ground state Υ(1S) is
the most tightly bound of the 5 states, while the Υ(2S) and Υ(3S) states are roughly comparable to the
J/ψ and ψ(2S), respectively. In contrast to charmonia though, bottom quark production is sufficiently
rare that statistical regeneration effects are expected to be small. Figure 12 (right) shows the dimuon
invariant mass spectrum in PbPb collisions in the vicinity of the Υ resonances [41]. The PbPb data
are compared to a line-shape based on pp collisions, i.e., in the absence of nuclear effects. A strong
suppression is observed for all 3 states, with R values smaller than 0.15 for both excited states (the 3S
state is only an upper limit). The 1S state is less suppressed, with an RAA value of around 0.45, as
expected from the sequential melting picture. Moreover a sizable fraction of Υ(1S) come from feed-
down of excited states (both S-wave and P-wave), which may account for the majority of its suppression.
The Υ measurements therefore support the scenario of sequential melting of the onium states in the
QGP. A quantitative extraction of the medium temperature requires a thorough evaluation of so called
cold nuclear matter effects, which will be introduced in the next and final section.

11 Small systems
Thus far I have mainly discussed results in ion-ion collisions, using pp collisions as a baseline from
which to benchmark nuclear effects. In Section 9 I mentioned that dAu collisions were studied, to ensure
that jet quenching did not arise from the presence of a heavy nucleus in the initial state (see Fig. 8).
Similarly, in Section 10, we have seen that the anomalous suppression of the charmonium states is not
observed in lighter collision systems, such as pA with various types of heavy nuclei. This is not to say,
however, that nuclear effects are entirely absent from these lighter systems. In this section, I revisit some
of the observables that have been discussed, taking a deeper look at their behavior in pA, as well as in pp
collisions.

One class of initial state nuclear effects that has been known since the 1970s is modification of
the parton distributions in nuclei. The pattern of these modifications, illustrated in Fig. 13 (left), is
quantified by looking at the ratio of nuclear PDF to the free nucleon one, as function of Bjorken x.
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At low x one observes a depletion of partons, known as shadowing, which essentially corresponds to
partons obscuring one another in the nucleus. At intermediate values of x, one sees a compensating
anti-shadowing effect, where the PDF is enhanced in the nucleus. Finally, at large values of x, one again
sees a depletion, referred to as the EMC effect, whose physical explanation remains debated to this day.
As for free nucleons, the nuclear PDFs are universal. One may then ask whether data are consistent with
various global fits of nuclear PDFs, or whether there are other types of nuclear effects potentially at play.
Figure 13 (right) shows the nuclear modification factor in pPb (RpPb) for jets, as a function of pT from
ATLAS [42] and CMS [43]. The results are compatible with a light enhancement from anti-shadowing,
which is dominant in the region of Bjorken x probed by this measurement. By varying the kinematics
of dijets, one is able to span a larger range of Bjorken x, including the shadowing, anti-shadowing and
EMC regions. The results are also compatible with global fits to the nuclear parton distributions, such as
those in Ref. [44].

Fig. 13: Left: A schematic of nuclear modifications to the parton distributions, as a function of Bjorken x [45].
Right: Nuclear modification factor of jets in pPb collisions, as a function of pT [43].

In the charmonia sector, one is also able to reproduce the nuclear modification factor based on
parameterization of nuclear PDF effects. In Fig. 14, theRpPb of J/ψ is plotted as function of rapidity [46].
While nuclear effects are modest at backward rapidity, the Pb-going direction, they are rather sizable at
forward rapidity, which is the proton-side going direction. These effects are consistent with the level of
shadowing found in commonly used global fits (the first three theory calculations on the plots) [44,45,47].
Although the suppression due to shadowing is smaller than that observed in PbPb collisions, clearly it
needs to be taken into account in the interpretation of quarkonium dissociation measurements.

Whereas both the jet and J/ψ data can be described by nuclear PDF parameterizations, there are
effects that cannot be easily described only be these effects. Fig 14 (right) shows the ratio of the yield
of the excited state Υ(2S) to the ground state Υ(1S), as a function of event multiplicity, for 3 collision
systems: pp, pPb and PbPb [49]. One observes that this ratio varies with multiplicity not only in PbPb
collisions, where such an effect is expected based on the corresponding variation of collision centrality,
but also in pPb, and even in pp. Although the statistical precision of the data is not sufficient to tell
whether the data fall along the same trend, clearly there are multiplicity dependent effects present in all
three systems. The interpretation of this data remains a subject of debate.

Such multiplicity dependent effects in small systems have also been observed in the flow sec-
tor. The elliptic flow can be measured there, by using a technique known as multi-particle cumulants.
Figure 15 shows v2 as a function of event multiplicity in pp, pPb and PbPb. Aside from two-particle
correlation results, which are sensitive to a “non-flow” signal from jet correlations, the results for corre-
lations amongst different numbers of particles are very close to one another. This supports collectivity
as the origin of the effect. In PbPb collisions, one observes an increasing v2 with multiplicity, which
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Fig. 14: Left: Nuclear modification factor RpPb of J/ψ, as a function of rapidity [46], compared to calculations
using various parameterizations of nuclear PDF effects, as well as other models. Right: Ratio of the yield of the
excited state Υ(2S) to the ground state Υ(1S), as a function of event multiplicity, for 3 collision systems: pp, pPb
and PbPb [48].

can be traced back to the centrality dependence of the collisions, as discussed in Section 8. Surprisingly,
however, one also observes a non-zero flow appearing in both pp and pPb, which saturates above a mul-
tiplicity of about 100 charged particles, and which is of comparable magnitude in the two systems. Just
as the higher order flow coefficients (see Fig. 7) reflect event-by-event fluctuations of the overlap zone
in PbPb collisions, the non-zero v2 observed in smaller systems is thought to share a similar origin. The
collectivity is thought to arise from fluctuations of color fields on the sub-nucleonic scale. A similar
effect is observed in the ratios of strange particle to light hadron yields in Fig. 5 (right). Together these
results tend to support the surprising conclusion that there is collectivity and chemical equilibrium over
an extended domain, even in light systems. These effects are not captured by standard event generators of
proton collisions, and thus could have an impact on measurements thought to be far outside the domain
of heavy ion physics, where such ideas have arisen. Detailed studies of the origin of such effects in small
systems represents one of the most interesting and active current frontiers in the field.

Fig. 15: The elliptic flow coefficient v2 measured by various methods, as function of event multiplicity in pp (left),
pPb (middle) and PbPb (right) collisions [49].
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Practical statistics for particle physics

R. J. Barlow
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Abstract
This is the write-up of a set of lectures given at the Asia Europe Pacific School
of High Energy Physics in Quy Nhon, Vietnam in September 2018, to an au-
dience of PhD students in all branches of particle physics. They cover the
different meanings of ‘probability’, particularly frequentist and Bayesian, the
binomial, the Poisson and the Gaussian distributions, hypothesis testing, es-
timation, errors (including asymmetric and systematic errors) and goodness
of fit. Several different methods used in setting upper limits are explained,
followed by a discussion on why 5 sigma are conventionally required for a
‘discovery’.

Keywords
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1 Introduction
To interpret the results of your particle physics experiment and see what it implies for the relevant theoret-
ical model and parameters, you need to use statistical techniques. These are a part of your experimental
toolkit, and to extract the maximum information from your data you need to use the correct and most
powerful statistical tools.

Particle physics (like, probably, any field of science) has is own special set of statistical processes
and language. Our use is in some ways more complicated (we often fit multi-parameter functions, not
just straight lines) and in some ways more simple (we do not have to worry about ethics, or law suits).
So the generic textbooks and courses you will meet on ‘Statistics’ are not really appropriate. That’s why
HEP schools like this one include lectures on statistics as well as the fundamental real physics, like field
theory and physics beyond the Standard Model (BSM).

There are several textbooks [1–6] available which are designed for an audience of particle physi-
cists. You will find these helpful—more helpful than general statistical textbooks. You should find one
whose language suits you and keep a copy on your bookshelf—preferably purchased—but at least on
long term library loan. You will also find useful conference proceedings [7–9], journal papers (particu-
larly in Nuclear Instruments and Methods) and web material: often your own experiment will have a set
of pages devoted to the topic.

2 Probability
We begin by looking at the concept of probability. Although this is familiar (we use it all the time, both
inside and outside the laboratory), its use is not as obvious as you would think.

2.1 What is probability?
A typical exam for Statistics101 (or equivalent) might well contain the question:

Q1 Explain what is meant by the probability PA of an event A [1]
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The ‘1’ in square brackets signifies that the answer carries one mark. That’s an indication that just
a sentence or two are required, not a long essay.

Asking a group of physicists this question produces answers falling into four different categories

1. PA is number obeying certain mathematical rules,
2. PA is a property of A that determines how often A happens,
3. For N trials in which A occurs NA times, PA is the limit of NA/N for large N , and
4. PA is my belief that A will happen, measurable by seeing what odds I will accept in a bet.

Although all these are generally present, number 3 is the most common, perhaps because it is often
explicitly taught as the definition. All are, in some way, correct! We consider each in turn.

2.2 Mathematical probability
The Kolmogorov axioms are: For all A ⊂ S

PA ≥ 0

PS = 1

PA∪B = PA + PB if A ∩B = φ and A,B ⊂ S
. (1)

From these simple axioms a complete and complicated structure of theorems can be erected. This
is what pure mathematicians do. For example, the 2nd and 3rd axiom show that the probability of not-A
PA, is 1− PA, and then the 1st axiom shows that PA ≤ 1: probabilities must be less than 1.

But the axioms and the ensuing theorems says nothing about what PA actually means. Kol-
mogorov had frequentist probability in mind, but these axioms apply to any definition: he explicitly
avoids tying PA down in this way. So although this apparatus enables us to compute numbers, it does
not tell us what we can use them for.

2.3 Real probability
Also known as Classical probability, this was developed during the 18th–19th centuries by Pascal,
Laplace and others to serve the gambling industry.

If there are several possible outcomes and there is a symmetry between them so they are all, in a
sense, identical, then their individual probabilities must be equal. For example, there are two sides to a
coin, so if you toss it there must be a probability 1

2 for each face to land uppermost. Likewise there are
52 cards in a pack, so the probability of a particular card being chosen is 1

52 . In the same way there are 6
sides to a dice, and 33 slots in a roulette wheel.

This enables you to answer questions like ‘What is the probability of rolling more than 10 with
2 dice?’. There are 3 such combinations (5-6, 6-5 and 6-6) out of the 6 × 6 = 36 total possibilities,
so the probability is 1

12 . Compound instances of A are broken down into smaller instances to which
the symmetry argument can be applied. This is satisfactory and clearly applicable—you know that if
someone offers you a 10 to 1 bet on this dice throw, you should refuse; in the long run knowledge of the
correct probabilities will pay off.

The problem arises that this approach cannot be applied to continuous variables. This is brought
out in Bertan’s paradoxes, one of which runs:

In a circle of radius R an equilateral triangle is drawn. A chord is drawn at random. What is the
probability that the length of the chord is greater than the side of the triangle?

Considering Fig. 1 one can give three answers:

2
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Fig. 1: Bertan’s paradox

1. If the chord, without loss of generality, starts at A, then it will be longer than the side if the end
point is anywhere between B and C. So the answer is obviously 1

3 .
2. If the centre of the chord, without loss of generality, is chosen at random along the line OD, then

it will be longer than the side of the triangle if it is in OE rather than ED. E is the midpoint of OD
so the answer is obviously 1

2 .
3. If the centre of the chord, without loss of generality, is chosen at random within the circle, then it

will be longer than the side of the triangle if it lies within the circle of radius R
2 . So the answer is

obviously 1
4 .

So we have three obvious but contradictory answers. The whole question is built on a false
premise: drawing a chord ‘at random’ is, unlike tossing a coin or throwing a dice, not defined. An-
other way of seeing this is that a distribution which is uniform in one variable, say θ, is not uniform in
any non-trivial transformation of that variable, say cos θ or tan θ. Classical probability has therefore to
be discarded.

2.4 Frequentist probability
Because of such difficulties, Real Probability was replaced by Frequentist Probability in the early 20th
century. This is the usual definition taught in schools and undergraduate classes. A very readable account
is given by von Mises [10]:

PA = lim
N→∞

NA

N
.

N is the total number of events in the ensemble (or collective). It can be visualised as a Venn
diagram, as in Fig. 2.

The probability of a coin landing heads up is 1
2 because if you toss a coin 1000 times, one side will

come down ∼ 500 times. That is an empirical definition (Frequentist probability has roots in the Vienna
school and logical positivism). Similarly, the lifetime of a muon is 2.2µs because if you take 1000 muons
and wait 2.2µs, then ∼ 368 (that’s a fraction e−1) will remain.

With this definition PA is not just a property of A but a joint property of A and the ensemble. The
same coin will have a different probability for showing head depending on whether it is in a purse or

3

PRACTICAL STATISTICS FOR PARTICLE PHYSICS

151



Fig. 2: Frequentist probability

in a numismatic collection. This leads to two distinctive properties (or, some would say, problems) for
frequentist probability.

Firstly, there may be more than one ensemble. To take an everyday example from von Mises,
German life insurance companies pay out on 0.4% of 40 year old male clients. Your friend Hans is 40
today. What is the probability that he will survive to see his 41st birthday? 99.6% is an answer (if he’s
insured). But he is also a non-smoker and non-drinker—so perhaps the figure is higher (maybe 99.8%)?
But if he drives a Harley-Davidson it should be lower (maybe 99.0%)? All these numbers are acceptable.
The individual Hans belongs to several different ensembles, and the probability will be different for each
of them.

To take an example from physics, suppose your experiment has a Particle Identification (PID)
system using Cherenkov, time-of-flight and/or dEdx measurements. You want to talk about the probability
that aK+ will be correctly recognised by your PID. You determine this by considering manyK+ mesons
and counting the number accepted to get P = Nacc/Ntot. But these will depend on the kaon sample you
work with. It could be all kaons, or kaons above a certain energy threshold, or that actually enter the
detector. The ensemble can be defined in various ways, each giving a valid but different value for the
probability.

On the other hand, there may be no Ensemble. To take an everyday example we might want to
calculate the probability that it will rain tomorrow. This is impossible. There is only one tomorrow. It
will either rain or not rain. Prain is either 0 or 1, and we won’t know which until tomorrow gets here.
Von Mises insists that statements like ‘It will probably rain tomorrow’ are loose and unscientific.

To take an example from physics, consider the probability that there is a supersymmetric particle
with mass below 2 TeV. Again, either there is or there isn’t.

But, despite von Mises’ objections, it does seem sensible, as the pressure falls and the gathering
clouds turn grey, to say ‘It will probably rain’. So this is a drawback to the frequentist definition. We will
return to this and show how frequentists can talk meaningfully and quantitatively about unique events in
the discussion of confidence intervals in Section 8.1.

2.5 Bayes’ theorem

Before presenting Bayesian statistics we need to discuss Bayes’ theorem, though we point out that Bayes’
theorem applies (and is useful) in any probability model: it goes right back to the Kolmogorov axioms.

First we need to define the conditional probability: P (A|B): this is the probability for A, given
that B is true. For example: if a playing card is drawn at random from a pack of 52, then P (♠A) = 1

52 ,
but if you are told that the card is black, then P (♠A|Black) = 1

26 (and obviously P (♠A|Red) = 0).

4

R.J. BARLOW

152



Bayes’ theorem is just

P (A|B) =
P (B|A)

P (B)
× P (A) . (2)

The proof is gratifyingly simple: the probability that A and B are both true can be written in two
ways

P (A|B)× P (B) = P (A&B) = P (B|A)× P (A) .

Throw away middle term and divide by P (B) to get the result.

As a first example, we go back to the ace of spades above. A card is drawn at random, and you are
told that it is black. Bayes’ theorem says

P (♠A|Black) = P (Black|♠A)
P (Black) P (♠A) = 1

1
2

× 1
52 = 1

26 ;

i.e. the original probability of drawing ♠A, 1
52 , is multiplied by the probability that the ace of spades

is black (just 1) and divided by the overall probability of drawing a black card (12 ) to give the obvious
result.

For a less trivial example, suppose you have a momentum-selected beam which is 90% π and 10%
K. This goes through a Cherenkov counter for which pions exceed the threshold velocity but kaons do
not. In principle pions will give a signal, but suppose there is a 5% chance, due to inefficiencies, that
they will not. Again in principle kaons always give no Cherenkov signal, but suppose that probability is
only 95% due to background noise. What is the probability that a particle identified as a kaon, as it gave
no signal, is truly one?

Bayes’ theorem runs

P (K|no signal) = P (no signal|K)
P (no signal) × P (K) = 0.95

0.95×0.1+0.05×0.9 × 0.1 = 0.68 ,

showing that the probability is only 2
3 . The positive identification is not enough to overwhelm the 9:1

π : K ratio. Incidentally this uses the (often handy) expression for the denominator: P (B) = P (B|A)×
P (A) + P (B|A)× P (A).

2.6 Bayesian probability
The Bayesian definition of probability is that PA represents your belief in A. 1 represents certainty, 0
represents total disbelief. Intermediate values can be calibrated by asking whether you would prefer to
bet on A, or on a white ball being drawn from an urn containing a mix of white and black balls.

This avoids the limitations of frequentist probability—coins, dice, kaons, rain tomorrow, existence
of supersymmetry (SUSY) can all have probabilities assigned to them.

The drawback is that your value for PA may be different from mine, or anyone else’s. It is also
called subjective probability.

Bayesian probability makes great use of Bayes’ theorem, in the form

P (Theory|Data) =
P (Data|Theory)

P (Data)
× P (Theory) . (3)

P (Theory) is called the prior: your initial belief in Theory. P (Data|Theory) is the Likelihood:
the probability of getting Data if Theory is true. P (Theory|Data) is the Posterior: your belief in
Theory in the light of a particular Data being observed.

So this all works very sensibly. If the data observed is predicted by the theory, your belief in that
theory is boosted, though this is moderated by the probabilty that the data could have arisen anyway.
Conversely, if data is observed which is disfavoured by the theory, your belief in that theory is weakened.

The process can be chained. The posterior from a first experiment can be taken as the prior for a
second experiment, and so on. When you write out the factors you find that the order doesn’t matter.

5

PRACTICAL STATISTICS FOR PARTICLE PHYSICS

153



2.6.1 Prior distributions

Often, though, the theory being considered is not totally defined: it may contain a parameter (or several
parameters) such as a mass, coupling constant, or decay rate. Generically we will call this a, with the
proviso that it may be multidimensional.

The prior is now not a single number P (Theory) but a probability distribution P0(a).∫ a2
a1
P0(a) da is your prior belief that a lies between a1 and a2.

∫∞
−∞ P0(a) da is your original

P (Theory). This is generally taken as 1, which is valid provided the possibility that the theory that
is false is matched by some value of a—for example if the coupling constant for a hypothetical particle
is zero, that accommodates any belief that it might not exist. Bayes’ theorem then runs:

P1(a;x) ∝ L(a;x)P0(a) . (4)

If the range of a is infinite, P0(a) may be vanishingly small (this is called an ‘improper prior’).
However this is not a problem. Suppose, for example, that all we know about a is that it is non-negative,
and we are genuinely equally open to its having any value. We write P0(a) as C, so

∫ a2
a1
P0(a) da =

C(a2 − a1). This probability is vanishingly small: if you were offered the choice of a bet on a lying
within the range [a1, a2] or of drawing a white ball from an urn containing 1 white ball and N black
balls, you would choose the latter, however large N was. However it is not zero: if the urn contained
N black balls, but no white ball, your betting choice would change. After a measurement you have
P1(a;x) = L(a;x)∫

L(a
′
;x)Cda

′C, and the factors of C can be cancelled (which, and this is the point, you could

not do if C were exactly zero) giving P1(a;x) = L(a;x)∫
L(a
′
;x)da

′ or, P1(a;x) ∝ L(a;x), and you can then

just normalize P1(a) to 1.

Fig. 3: Bayes at work

Figure 3 shows Eq. 4 at work. Suppose a is known to lie between 0 and 6, and the prior distribution
is taken as flat, as shown in the left hand plot. A measurement of a gives a result 4.4 ± 1.0 , as shown
in the central plot. The product of the two gives (after normalization) the posterior, as shown in the right
hand plot.

2.6.2 Likelihood

The likelihood—the number P (Data|Theory)—is now generalised to the function L(a, x), where x is
the observed value of the data. Again, xmay be multidimensional, but in what follows it is not misleading
to ignore that.

This can be confusing. For example, anticipating Section 3.2.2, the probability of getting x counts
from a Poisson process with mean a is

6

R.J. BARLOW

154



P (x, a) = e−a
ax

x!
. (5)

We also write

L(a, x) = e−a
ax

x!
. (6)

What’s the difference? Technically there is none. These are identical joint functions of two vari-
ables (x and a) to which we have just happened to have given different names. Pragmatically we regard
Eq. 5 as describing the probability of getting various different x from some fixed a, whereas Eq. 6
describes the likelihood for various different a from some given x. But be careful with the term ‘like-
lihood’. If P (x1, a) > P (x2, a) then x1 is more probable (whatever you mean by that) than x2. If
L(a1, x) > L(a2, x) it does not mean that a1 is more likely (however you define that) than a2.

2.6.3 Shortcomings of Bayesian probability
The big problem with Bayesian probability is that it is subjective. Your P0(a) and my P0(a) may be
different—so how can we compare results? Science does, after all, take pride in being objective: it
handles real facts, not opinions. If you present a Bayesian result from your search for the X particle this
embodies the actual experiment and your irrational prior prejudices. I am interested in your experiment
but not in your irrational prior prejudices—I have my own—and it is unhelpful if you combine the two.

Bayesians sometimes ask about the right prior they should use. This is the wrong question. The
prior is what you believe, and only you know that.

There is an argument made for taking the prior as uniform. This is sometimes called the ‘Principle
of ignorance’ and justified as being impartial. But this is misleading, even dishonest. If P0(a) is taken
as constant, favouring no particular value, then it is not constant for a2 or

√
a or ln a, which are equally

valid parameters.

It is true that with lots of data, P1(a) decouples from P0(a). The final result depends only on the
measurements. But this is not the case with little data—and that’s the situation we’re usually in—when
doing statistics properly matters.

As an example, suppose you make a Gaussian measurement (anticipating slightly Section 3.2.3).
You consider a prior flat in a and a prior flat in ln a. This latter is quite sensible—it says you expect
a result between 0.1 and 0.2 as being equally likely as a result between 1 and 2, or 10 and 20. The
posteriors are shown in Fig. 4. For an ‘accurate’ result of 3 ± 0.5 the posteriors are very close. For an
‘intermediate’ result of 4.0± 1.0 there is an appreciable difference in the peak value and the shape. For
a ‘poor’ measurement of 5.0± 2.0 the posteriors are very different.

So you should never just quote results from a single prior. Try several forms of prior and examine
the spread of results. If they are pretty much the same you are vindicated. This is called ‘robustness
under choice of prior’ and it is standard practice for statisticians. If they are different then the data are
telling you about the limitations of your results.

2.6.4 Jeffreys’ prior
Jeffreys [11] suggested a technique now known as the Jeffreys’ or objective prior: that you should

choose a prior flat in a transformed variable a′ for which the Fisher information, I = −
〈
∂
2
L(x;a)

∂a
2

〉
is

constant. The Fisher information (which is important in maximum likelihood estimation, as described
in Section 5.2) is a measure of how much a measurement tells you about the parameter: a large I has a
likelihood function with a sharp peak and will tell you (by some measure) a lot about a; a small I has
a featureless likelihood function which will not be useful. Jeffrey’s principle is that the prior should not
favour or disfavour particular values of the parameter. It is equivalently—and more conveniently—used
as taking a prior in the original a which is proportional to

√
I.
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Fig. 4: Posteriors for two different priors for the results 3.0± 0.5, 4.0± 1.0 and 5.0± 2.0

It has not been universally adopted for various reasons. Some practitioners like to be able to
include their own prior belief into the analysis. It also makes the prior dependent on the experiment (in
the form of the likelihood function). Thus if ATLAS and CMS searched for the same new X particle
they would use different priors for P0(MX), which is (to some people) absurd.

So it is not universal—but when you are selecting a bunch of priors to test robustness—the Jef-
ferys’ prior is a strong contender for inclusion.

2.7 Summary

So mathematical probability has no meaning, and real probability is discredited. That leaves the Fre-
quentist and Bayesian definitions. Both are very much in use.

They are sometimes presented as rivals, with adherents on either side (‘frequentists versus
Bayesians’). This is needless drama. They are both tools that help us understand our results. Both
have drawbacks. Sometimes it is clear which is the best tool for a particular job, sometimes it is not and
one is free to choose either. It is said—probably accurately—that particle physicists feel happier with
frequentist probability as they are used to large ensembles of similar but different events, whereas astro-
physicists and cosmologists are more at home with Bayesian probability as they only have one universe
to consider.

What is important is not which version you prefer—these are not football teams—but that you
know the limitations of each, that you use the best definition when there is a reason to do so, and, above
all, that you are aware of which form you are using.

As a possibly heretical afterthought, perhaps classical probability still has a place? Quantum
Mechanics, after all, gives probabilities. If PA is not ‘real’—either because it depends on an arbitrary
ensemble, or because is a subjective belief—then it looks like there is nothing ‘real’ in the universe.

The state of a coin—or an electron spin—having probability 1
2 makes sense. There is a symmetry

that dictates it. The lifetime of a muon—i.e. probability per unit time that it will decay—seems to be a
well-defined quantity, a property of the muon and independent of any ensemble, or any Bayesian belief.

The probability a muon will produce a signal in your muon detector seems like a ‘real well-defined
quantity’, if you specify the 4 momentum and the state of the detector. Of course the inverse probability
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‘What is the probability that a muon signal in my detector comes from a real muon, not background’ is
not intrinsically defined, So perhaps classical probability has a place in physics—but not in interpreting
results. However you should not mention this to a statistician or they will think you’re crazy.

3 Probability distributions and their properties
We have to make a simple distinction between two sorts of data: integer data and real-number data1.

The first covers results which are of their nature whole numbers: the numbers of kaons produced
in a collision, or the number of entries falling into some bin of a histogram. Generically let’s call such
numbers r. They have probabilities P (r) which are dimensionless.

The second covers results whose values are real (or floating-point) numbers. There are lots of
these: energies, angles, invariant masses . . . Generically let’s call such numbers x, and they have proba-
bility density functions P (x) which have dimensions of [x]−1, so

∫ x2
x1
P (x)dx or P (x) dx are probabili-

ties.

You will also sometimes meet the cumulative distribution C(x) =
∫ x
−∞ P (x′) dx′.

3.1 Expectation values
From P (r) or P (x) one can form the expectation value

〈f〉 =
∑

r

f(r)P (r) or 〈f〉 =

∫
f(x)P (x) dx , (7)

where the sum or integral is taken as appropriate. Some authors write this as E(f), but I personally
prefer the angle-bracket notation. You may think it looks too much like quantum mechanics, but in fact
it’s quantum mechanics which looks like statistics: an expression like 〈ψ|Q̂|ψ〉 is the average value of an
operator Q̂ in some state ψ, where ‘average value’ has exactly the same meaning and significance.

3.1.1 Mean and standard deviation
In particular the mean, often written µ, is given by

〈r〉 =
∑

r rP (r) or 〈x〉 =
∫
xP (x) dx .

Similarly one can write higher moments

µk = 〈rk〉 =
∑

r r
kP (r) or 〈xk〉 =

∫
xkP (x) dx ,

and central moments

µ′k = 〈(r − µ)k〉 =
∑

r(r − µ)kP (r) or 〈(x− µ)k〉 =
∫

(x− µ)kP (x) dx .

The second central moment is known as the variance

µ′2 = V =
∑

r(r − µ)2P (r) = 〈r2〉 − 〈r〉2 or
∫

(x− µ)2P (x) dx = 〈x2〉 − 〈x〉2

It is easy to show that 〈(x − µ)2〉 = 〈x2〉 − µ2. The standard deviation is just the square root of the
variance σ =

√
V .

Statisticians usually use variance, perhaps because formulae come out simpler. Physicists usually
use standard deviation, perhaps because it has the same dimensions as the variable being studied, and
can be drawn as an error bar on a plot.

You may also meet skew, which is γ = 〈(x − µ)3〉/σ3 and kurtosis, h = 〈(x − µ)4〉/σ4 − 3.
Definitions vary, so be careful. Skew is a dimensionless measure of the asymmetry of a distribution.
Kurtosis is (thanks to that rather arbitrary looking 3 in the definition) zero for a Gaussian distribution
(see Section 3.2.3): positive kurtosis indicates a narrow core with a wide tail, negative kurtosis indicates
the tails are reduced.

1Other branches of science have to include a third, categorical data, but we will ignore that.
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Fig. 5: Examples of two dimensional distributions. The top right has positive covariance (and correlation), the
bottom left negative. In the top left the covariance is zero and x and y are independent; in the bottom right the
covariance is also zero, but they are not independent.

3.1.2 Covariance and correlation
If your data are 2-dimensional pairs (x, y), then besides forming 〈x〉, 〈y〉, σx etc., you can also form the
Covariance

Cov(x, y) = 〈(x− µx)(y − µy)〉 = 〈xy〉 − 〈x〉〈y〉 .

Examples are shown in Fig. 5. If there is a tendency for positive fluctuations in x to be associated
with positive fluctuations in y (and therefore negative with negative) then the product (xi − x)(yi − y)
tends to be positive and the covariance is greater than 0. A negative covariance, as in the 3rd plot,
happens if a positive fluctuation in one variable is associated with a negative fluctuation in the other.
If the variables are independent then a positive variation in x is equally likely to be associated with a
positive or a negative variation in y and the covariance is zero, as in the first plot. However the converse
is not always the case, there can be two-dimensional distributions where the covariance is zero, but the
two variables are not independent, as is shown in the fourth plot.

Covariance is useful, but it has dimensions. Often one uses the correlation, which is just

ρ =
Cov(x, y)

σxσy
. (8)

It is easy to show that ρ lies between 1 (complete correlation) and -1 (complete anticorrelation).
ρ = 0 if x and y are independent.

If there are more than two variables—the alphabet runs out so let’s call them (x1, x2, x3 . . . xn)—
then these generalise to the covariance matrix

Vij = 〈xixj〉 − 〈xi〉〈xj〉
and the correlation matrix

ρij =
Vij

σiσj
.

The diagonal of V is σ2i . The diagonal of ρ is 1.

3.2 Binomial, Poisson and Gaussian
We now move from considering the general properties of distributions to considering three specific ones.
These are the ones you will most commonly meet for the distribution of the original data (as opposed to
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quantities constructed from it). Actually the first, the binomial, is not nearly as common as the second,
the Poisson; and the third, the Gaussian, is overwhelmingly more common. However it is useful to
consider all three as concepts are built up from the simplest to the more sophisticated.

3.2.1 The binomial distribution
The binomial distribution is easy to understand as it basically describes the familiar2 tossing of coins. It
describes the number r of successes in N trials, each with probability p of success. r is discrete so the
process is described by a probability distribution

P (r; p,N) =
N !

r!(N − r)!p
rqN−r , (9)

where q ≡ 1− p.

Some examples are shown in Fig. 6.

Fig. 6: Some examples of the binomial distribution, for (1) N = 10, p = 0.6, (2) N = 10, p = 0.9, (3)
N = 15, p = 0.1, and (4) N = 25, p = 0.6.

The distribution has mean µ = Np, variance V = Npq, and standard deviation σ =
√
Npq.

3.2.2 The Poisson distribution
The Poisson distribution also describes the probability of some discrete number r, but rather than a fixed
number of ‘trials’ it considers a random rate λ:

P (r;λ) = e−λ
λr

r!
. (10)

It is linked to the binomial—the Poisson is the limit of the binomial—as N → ∞, p → 0 with
np = λ = constant. Figure 7 shows various examples. It has mean µ = λ, variance V = λ, and
standard deviation σ =

√
λ =
√
µ.

The clicks of a Geiger counter are the standard illustration of a Poisson process. You will meet it
a lot as it applies to event counts—on their own or in histogram bins.

To help you think about the Poisson, here is a simple question (which describes a situation I have
seen in practice, more than once, from people who ought to know better).

2Except, as it happens, in Vietnam, where coins have been completely replaced by banknotes.
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Fig. 7: Poisson distributions for (1) λ = 5, (2) λ = 1.5, (3) λ = 12 and (4) λ = 50

You need to know the efficiency of your PID system for positrons.

You find 1000 data events where 2 tracks have a combined mass of 3.1 GeV (J/ψ) and the negative
track is identified as an e− (‘Tag-and-probe’ technique).

In 900 events the e+ is also identified. In 100 events it is not. The efficiency is 90%.

What about the error?

Colleague A says
√

900 = 30 so efficiency is 90.0± 3.0%,

colleague B says
√

100 = 10 so efficiency is 90.0± 1.0%.

Which is right?

Please think about this before turning the page...
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Neither—both are wrong. This is binomial not Poisson: p = 0.9, N = 1000.

The error is
√
Npq =

√
1000× 0.9× 0.1 (or

√
1000× 0.1× 0.9) =

√
90 = 9.49 so the efficiency is

90.0± 0.9 %.

3.2.3 The Gaussian distribution
This is by far the most important statistical distribution. The probability density function (PDF) for a
variable x is given by the formula

P (x;µ, σ) =
1

σ
√

2π
e
− (x−µ)2

2σ
2 . (11)

Pictorially this is shown in Fig. 8.

Fig. 8: The Gaussian distribution

This is sometimes called the ‘bell curve’, though in fact a real bell does not have flared edges like
that. There is (in contrast to the Poisson and binomial) only one Gaussian curve, as µ and σ are just
location and scale parameters.

The mean is µ and the standard deviation is σ. The Skew is zero, as it is symmetric, and the
kurtosis is zero by construction.

In statistics, and most disciplines, this is known as the normal distribution. Only in physics is it
known as ‘The Gaussian’—perhaps because the word ‘normal’ already has so many meanings.

The reason for the importance of the Gaussian is the central limit theorem (CLT) that states: if the
variable X is the sum of N variables x1, x2 . . . xN then:

1. Means add: 〈X〉 = 〈x1〉+ 〈x2〉+ . . . 〈xN 〉,
2. Variances add: VX = V1 + V2 + . . . VN ,
3. If the variables xi are independent and identically distributed (i.i.d.) then P (X) tends to a Gaussian

for large N .

(1) is obvious, (2) is pretty obvious, and means that standard deviations add in quadrature, and that
the standard deviation of an average falls like 1√

N
, (3) applies whatever the form of the original P (x).
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Before proving this, it is helpful to see a demonstration to convince yourself that the implausible
assertion in (3) actually does happen. Take a uniform distribution from 0 to 1, as shown in the top left
subplot of Fig. 9. It is flat. Add two such numbers and the distribution is triangular, between 0 and 2, as
shown in the top right.

Fig. 9: Demonstration of the central limit theorem

With 3 numbers, at the bottom left, it gets curved. With 10 numbers, at the bottom right, it looks
pretty Gaussian. The proof follows.

Proof. First, introduce the characteristic function 〈eikx〉 =
∫
eikxP (x) dx = P̃ (k).

This can usefully be thought of as an expectation value and as a Fourier transform, FT.

Expand the exponential as a series

〈eikx〉 = 〈1 + ikx + (ikx)
2

2! + (ikx)
3

3! . . . 〉 = 1 + ik〈x〉 + (ik)2 〈x
2〉
2! + (ik3) 〈x

3〉
3! . . . . Take the

logarithm and use the expansion ln(1 + z) = z − z
2

2 + z
3

3 . . . This gives a power series in (ik), where
the coefficient κrr! of (ik)r is made up of expectation values of x of total power r

κ1 = 〈x〉, κ2 = 〈x2〉 − 〈x〉2 =, κ3 = 〈x3〉 − 3〈x2〉〈x〉+ 2〈x〉3 . . .
These are called the semi-invariant cumulants of Thièle . Under a change of scale α, κr → αrκr.

Under a change in location only κ1 changes.

If X is the sum of i.i.d. random variables, x1 + x2 + x3..., then P (X) is the convolution of P (x)
with itself N times.

The FT of a convolution is the product of the individual FTs,

the logarithm of a product is the sum of the logarithms,

so P (X) has cumulants Kr = Nκr.

To make graphs commensurate, you need to scale the X axis by the standard deviation, which
grows like

√
N . The cumulants of the scaled graph are K ′r = N1−r/2κr.

As N →∞, these vanish for r > 2, leaving a quadratic.

If the log is a quadratic, the exponential is a Gaussian. So P̃ (X) is Gaussian.

And finally, the inverse FT of a Gaussian is also a Gaussian.
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Even if the distributions are not identical, the CLT tends to apply, unless one (or two) dominates.
Most ‘errors’ fit this, being compounded of many different sources.

4 Hypothesis testing
‘Hypothesis testing’ is another piece of statistical technical jargon. It just means ‘making choices’—in a
logical way—on the basis of statistical information.

– Is some track a pion or a kaon?
– Is this event signal or background?
– Is the detector performance degrading with time?
– Do the data agree with the Standard Model prediction or not?

To establish some terms: you have a hypothesis (the track is a pion, the event is signal, the detector
is stable, the Standard Model is fine . . . ). and an alternative hypothesis (kaon, background, changing,
new physics needed . . . ) Your hypothesis is usually simple i.e. completely specified, but the alternative
is often composite containing a parameter (for example, the detector decay rate) which may have any
non-zero value.

4.1 Type I and type II errors
As an example, let’s use the signal/background decision. Do you accept or reject the event (perhaps
in the trigger, perhaps in your offline analysis)? To make things easy we consider the case where both
hypotheses are simple, i.e. completely defined.

Suppose you measure some parameter x which is related to what you are trying to measure. It
may well be the output from a neural network or other machine learning (ML) systems. The expected
distributions for x under the hypothesis and the alternative, S and B respectively, are shown in Fig. 10.

Fig. 10: Hypothesis testing example

You impose a cut as shown—you have to put one somewhere—accepting events above x = xcut
and rejecting those below.

This means losing a fraction α of signal. This is called a type I error and α is known as the
significance.

You admit a fraction β of background. This is called a type II error and 1− β is the power.

You would like to know the best place to put the cut. This graph cannot tell you! The strategy for
the cut depends on three things—hypothesis testing only covers one of them.
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The second is the prior signal to noise ratio. These plots are normalized to 1. The red curve
is (probably) MUCH bigger. A value of β of, say, 0.01 looks nice and small—only one in a hundred
background events get through. But if your background is 10,000 times bigger than your signal (and it
often is) you are still swamped.

The third is the cost of making mistakes, which will be different for the two types of error. You
have a trade-off between efficiency and purity: what are they worth? In a typical analysis, a type II error
is more serious than a type I: losing a signal event is regrettable, but it happens. Including background
events in your selected pure sample can give a very misleading result. By contrast, in medical decisions,
type I errors are much worse than type II. Telling healthy patients they are sick leads to worry and perhaps
further tests, but telling sick patients they are healthy means they don’t get the treatment they need.

4.2 The Neymann-Pearson lemma

In Fig. 10 the strategy is plain—you choose xcut and evaluate α and β. But suppose the S and B curves
are more complicated, as in Fig. 11? Or that x is multidimensional?

Fig. 11: A more complicated case for hypothesis testing

Neymann and Pearson say: your acceptance region just includes regions of greatest S(x)B(x) (the ratio
of likelihoods). For a given α, this gives the smallest β (‘Most powerful at a given significance’)

The proof is simple: having done this, if you then move a small region from ‘accept’ to ‘reject’
it has to be replaced by an equivalent region, to balance α, which (by construction) brings more back-
ground, increasing β.

However complicated, such a problem reduces to a single monotonic variable S
B , and you cut on

that.

4.3 Efficiency, purity, and ROC plots

ROC plots are often used to show the efficacy of different selection variables. You scan over the cut
value (in x, for Fig. 10 or in S/B for a case like Fig. 11 and plot the fraction of background accepted (β)
against fraction of signal retained (1− α), as shown in Fig. 12.

For a very loose cut all data is accepted, corresponding to a point at the top right. As the cut is
tightened both signal and background fractions fall, so the point moves to the left and down, though
hopefully the background loss is greater than the signal loss, so it moves more to the left than it does
downwards. As the cut is increased the line moves towards the bottom left, the limit of a very tight cut
where all data is rejected.
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Fig. 12: ROC curves

A diagonal line corresponds to no discrimination—the S and B curves are identical. The further
the actual line bulges away from that diagonal, the better.

Where you should put your cut depends, as pointed out earlier, also on the prior signal/background
ratio and the relative costs of errors. The ROC plots do not tell you that, but they can be useful in
comparing the performance of different discriminators.

The name ‘ROC’ stands for ‘receiver operating characteristic’, for reasons that are lost in history.
Actually it is good to use this meaningless acronym, otherwise they get called ‘efficiency-purity plots’
even though they definitely do not show the purity (they cannot, as that depends on the overall sig-
nal/background ratio). Be careful, as the phrases ‘background efficiency’, ‘contamination’, and ‘purity’
are used ambiguously in the literature.

4.4 The null hypothesis
An analysis is often (but not always) investigating whether an effect is present, motivated by the hope
that the results will show that it is:

– Eating broccoli makes you smart.
– Facebook advertising increases sales.
– A new drug increases patient survival rates.
– The data show Beyond-the-Standard-Model physics.

To reach such a conclusion you have to use your best efforts to try, and to fail, to prove the opposite:
the Null Hypothesis H0.

– Broccoli lovers have the same or small IQ than broccoli loathers.
– Sales are independent of the Facebook advertising budget.
– The survival rates for the new treatment is the same.
– The Standard Model (functions or Monte-Carlo) describe the data.

If the null hypothesis is not tenable, you’ve proved—or at least, supported—your point.

The reason for calling α the ‘significance’ is now clear. It is the probability that the null hypothesis
will be wrongly rejected, and you’ll claim an effect where there isn’t any.

There is a minefield of difficulties. Correlation is not causation. If broccoli eaters are more in-
telligent, perhaps that’s because it’s intelligent to eat green vegetables, not that vegetables make you
intelligent. One has to consider that if similar experiments are done, self-censorship will influence which
results get published. This is further discussed in Section 9.
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This account is perhaps unconventional in introducing the null hypothesis at such a late stage.
Most treatments bring it in right at the start of the description of hypothesis testing, because they assume
that all decisions are of this type.

5 Estimation

What statisticians call ‘estimation’, physicists would generally call ‘measurement’.

Suppose you know the probability (density) function P (x; a) and you take a set of data {xi}.
What is the best value for a? (Sometimes one wants to estimate a property (e.g. the mean) rather than a
parameter, but this is relatively uncommon, and the methodology is the same.)

xi may be single values, or pairs, or higher-dimensional. The unknown a may be a single parame-
ter or several. If it has more than one component, these are sometimes split into ‘parameters of interest’
and ‘nuisance parameters’.

The estimator is defined very broadly: an estimator â(x1 . . . xN ) is a function of the data that gives
a value for the parameter a. There is no ‘correct’ estimator, but some are better than others. A perfect
estimator would be:

– Consistent. â(x1 . . . xN )→ a as N →∞,
– Unbiased: 〈â〉 = a,
– Efficient: 〈(â− a)2〉 is as small as possible,
– Invariant: f̂(a) = f(â).

No estimator is perfect—these 4 goals are incompatible. In particular the second and the fourth; if
an estimator â is unbiased for a then

√
â is not an unbiased estimator of

√
a.

5.1 Bias

Suppose we estimate the mean by taking the obvious3 µ̂ = x

〈µ̂〉 =
〈

1
N

∑
xi
〉

= 1
N

∑
µ = µ.

So there is no bias. This expectation value of this estimator of µ is just µ itself. By contrast
suppose we estimate the variance by the apparently obvious V̂ = x2 − x2.

Then
〈
V̂
〉

=
〈
x2
〉
−
〈
x2
〉

.

The first term is just
〈
x2
〉

. To make sense of the second term, note that 〈x〉 = 〈x〉 and add and

subtract 〈x〉2 to get〈
V̂
〉

=
〈
x2
〉
− 〈x〉2 − (

〈
x2
〉
− 〈x〉2)

〈
V̂
〉

= V (x)− V (x) = V − V
N = N−1

N V .

So the estimator is biased! V̂ will, on average, give too small a value.

This bias, like any known bias, can be corrected for. Using V̂ = N
N−1(x2 − x2) corrects the bias.

The familiar estimator for the standard deviation follows: σ̂ =

√∑
i(xi−x)

2

N−1 .

(Of course this gives a biased estimate of σ. But V is generally more important in this context.)

3Note the difference between 〈x〉 which is an average over a PDF and x which denotes the average over a particular sample:
both are called ‘the mean x’.
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5.2 Efficiency
Somewhat surprisingly, there is a limit to the efficiency of an estimator: the minimum variance bound
(MVB), also known as the Cramér-Rao bound.

For any unbiased estimator â(x), the variance is bounded

V (â) ≥ − 1〈
d
2
lnL

da
2

〉 =
1〈(

d lnL
da

)2〉 . (12)

L is the likelihood (as introduced in Section 2.6.2) of a sample of independent measurements, i.e.
the probability for the whole data sample for a particular value of a. It is just the product of the individual
probabilities:

L(a;x1, x2, ...xN ) = P (x1; a)P (x2; a)...P (xN ; a).

We will write L(a;x1, x2, ...xN ) as L(a;x) for simplicity.

Proof. Proof of the MVB

Unitarity requires
∫
P (x; a) dx =

∫
L(a;x) dx = 1

Differentiate wrt a:

0 =

∫
dL

da
dx =

∫
L
d lnL

da
dx =

〈
d lnL

da

〉
(13)

If â is unbiased 〈â〉 =
∫
â(x)P (x; a) dx =

∫
â(x)L(a;x) dx = a

Differentiate wrt a: 1 =
∫
â(x)dLda dx =

∫
âLd lnLda dx

Subtract Eq. 13 multiplied by a, and get
∫

(â− a)d lnLda Ldx = 1

Invoke the Schwarz inequality
∫
u2 dx

∫
v2 dx ≥

(∫
uv dx

)2 with u ≡ (â− a)
√
L, v ≡ d lnL

da

√
L

Hence
∫

(â− a)2Ldx
∫ (

d lnL
da

)2
Ldx ≥ 1

〈
(â− a)2

〉
≥ 1/

〈(
dlnL

da

)2
〉

(14)

Differentiating Eq. 13 again gives
d
da

∫
Ld lnLda dx =

∫
dL
da

d lnL
da dx+

∫
Ld

2
lnA

da
2 dx =

〈(
d lnL
da

)2〉
+
〈
d
2
lnL

da
2

〉
= 0,

hence
〈(

d lnL
da

)2〉
= −

〈
d
2
lnL

da
2

〉
.

This is the Fisher information referred to in Section 2.6.4. Note how it is intrinsically positive.

5.3 Maximum likelihood estimation
The maximum likelihood (ML) estimator just does what it says: a is adjusted to maximise the likelihood
of the sample (for practical reasons one actually maximises the log likelihood, which is a sum rather than
a product).

Maximise lnL =
∑

i

lnP (xi; a) , (15)

d lnL

da

∣∣∣∣
â

= 0 . (16)
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The ML estimator is very commonly used. It is not only simple and intuitive, it has lots of nice
properties.

– It is consistent.
– It is biased, but bias falls like 1/N .
– It is efficient for the large N .
– It is invariant—doesn’t matter if you reparametrize a.

A particular maximisation problem may be solved in 3 ways, depending on the complexity

1. Solve Eq. 16 algebraically,
2. Solve Eq. 16 numerically, and
3. Solve Eq. 15 numerically.

5.4 Least squares
Least squares estimation follows from maximum likelihood estimation. If you have Gaussian measure-
ments of y taken at various x values, with measurement error σ, and a prediction y = f(x; a) then the
Gaussian probability

P (y;x, a) = 1
σ
√
2π
e−(y−f(x,a))

2
/2σ

2

gives the log likelihood

lnL = −∑ (yi−f(xi;a))2

2σ
2
i

+ constants.

To maximise lnL, you minimise χ2 =
∑ (yi−f(xi;a))2

σ
2
i

, hence the name ‘least squares’.

Differentiating gives the normal equations:
∑ (yi−f(xi;a))

σ
2
i

f ′(xi; a) = 0.

If f(x; a) is linear in a then these can be solved exactly. Otherwise an iterative method has to be
used.

5.5 Straight line fits
As a particular instance of least squares estimation, suppose the function is y = mx + c, and assume
all σi are the same (the extension to the general case is straightforward). The normal equations are then∑

(yi −mxi − c)xi = 0 and
∑

(yi −mxi − c) = 0 , for which the solution, shown in Fig. 13, is

m = xy−x ,y
x
2−x2

, c = y −mx .

Statisticians call this regression. Actually there is a subtle difference, as shown in Fig. 14.

The straight line fit considers well-defined x values and y values with measurement errors—if
it were not for those errors then presumably the values would line up perfectly, with no scatter. The
scatter in regression is not caused by measurement errors, but by the fact that the variables are linked
only loosely.

The history of regression started with Galton, who measured the heights of fathers and their (adult)
sons. Tall parents tend to have tall children so there is a correlation. Because the height of a son depends
not just on his paternal genes but on many factors (maternal genes, diet, childhood illnesses . . . ), the
points do not line up exactly—and using a high accuracy laser interferometer to do the measurements,
rather than a simple ruler, would not change anything.

Galton, incidentally, used this to show that although tall fathers tend to have tall sons, they are
not that tall. An outstandingly tall father will have (on average) quite tall children, and only tallish
grandchildren. He called this ‘Regression towards mediocrity’, hence the name.
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Fig. 13: A straight line fit

Fig. 14: A straight line fit (left) and linear regression (right)

It is also true that tall sons tend to have tall fathers—but not that tall—and only tallish grandfathers.
Regress works in both directions!

Thus for regression there is always an ambiguity as to whether to plot x against y or y against x.
For a straight line fit as we usually meet them this does not arise: one variable is precisely specified and
we call that one x, and the one with measurement errors is y.

5.6 Fitting histograms
When fitting a histogram the error is given by Poisson statistics for the number of events in each bin.

There are 4 methods of approaching this problem—in order of increasing accuracy and decreasing
speed. It is assumed that the bin width W is narrow, so that f(xi, a) =

∫ xi+W
xi

P (x, a) dx can be
approximated by fi(xi; a) = P (xi; a)×W . W is almost always the same for all bins, but the rare cases
of variable bin width can easily be included.

1. Minimise χ2 =
∑

i
(ni−fi)2

ni
. This is the simplest but clearly breaks if ni = 0.

2. Minimise χ2 =
∑

i
(ni−fi)2

fi
. Minimising the Pearson χ2 (which is valid here) avoids the division-

by-zero problem. It assumes that the Poisson distribution can be approximated by a Gaussian.
3. Maximise lnL =

∑
ln(e−fifnii /ni!) ∼

∑
ni ln fi − fi. This, known as binned maximum likeli-

hood, remedies that assumption.
4. Ignore bins and maximise the total likelihood. Sums run over Nevents not Nbins. So if you have

large data samples this is much slower. You have to use it for sparse data, but of course in such
cases the sample is small and the time penalty is irrelevant.
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Fig. 15: Fitting a histogram

Which method to use is something you have to decide on a case by case basis. If you have bins
with zero entries then the first method is ruled out (and removing such bins from the fit introduces bias so
this should not be done). Otherwise, in my experience, the improvement in adopting a more complicated
method tends to be small.

6 Errors

Estimation gives you a value for the parameter(s) that we have called a. But you also—presumably—
want to know something about the uncertainty on that estimate. The maximum likelihood method pro-
vides this.

6.1 Errors from likelihood

For large N , the lnL(a, x) curve is a parabola, as shown in Fig. 16.

Fig. 16: Reading off the error from a Maximum Likelihood fit

At the maximum, a Taylor expansion gives lnL(a) = lnL(â) + 1
2(a− â)2 d

2
lnL

da
2 . . .
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The maximum likelihood estimator saturates the MVB, so

Vâ = −1/

〈
d2 lnL

da2

〉
σâ =

√√√√− 1

d
2
lnL

da
2

. (17)

We approximate the expectation value
〈
d
2
lnL

da
2

〉
by the actual value in this case d

2
lnL

da
2

∣∣∣
a=â

(for a
discussion of the introduced inaccuracy, see Ref. [12]).

This can be read off the curve, as also shown in Fig. 16. The maximum gives the estimate. You
then draw a line 1

2 below that (of course nowadays this is done within the code, not with pencil and ruler,
but the visual image is still valid). This line lnL(a) = lnL(â)− 1

2 intersects the likelihood curve at the

points a = â± σâ. If you are working with χ2, L ∝ e−
1
2
χ
2

so the line is ∆χ2 = 1.

This gives σ, or 68% errors. You can also take ∆ lnL = −2 to get 2 sigma or 95% errors, or−4.5
for 3 sigma errors as desired. For large N these will all be consistent.

6.2 Combining errors
Having obtained—by whatever means—errors σx, σy... how does one combine them to get errors on
derived quantities f(x, y...), g(x, y, ...)?

Suppose f = Ax+By + C, with A,B and C constant. Then it is easy to show that

Vf =
〈

(f − 〈f〉)2
〉

=
〈

(Ax+By + C − 〈Ax+By + C〉)2
〉

= A2(
〈
x2
〉
− 〈x〉2) +B2(

〈
y2
〉
− 〈y〉2) + 2AB(〈xy〉 − 〈x〉 〈y〉)

= A2Vx +B2Vy + 2AB Covxy . (18)

If f is not a simple linear function of x and y then one can use a first order Taylor expansion to
approximate it about a central value f0(x0, y0)

f(x, y) ≈ f0 +

(
∂f

∂x

)
(x− x0) +

(
∂f

∂y

)
(y − y0) (19)

and application of Eq. 18 gives

Vf =

(
∂f

∂x

)2

Vx +

(
∂f

∂y

)2

Vy + 2

(
∂f

∂x

)(
∂f

∂y

)
Covxy (20)

writing the more familiar σ2 instead of V this is equivalent to

σ2f =

(
∂f

∂x

)2

σ2x +

(
∂f

∂y

)2

σ2y + 2ρ

(
∂f

∂x

)(
∂f

∂y

)
σxσy . (21)

If x and y are independent, which is often but not always the case, this reduces to what is often
known as the ‘combination of errors’ formula

σ2f =

(
∂f

∂x

)2

σ2x +

(
∂f

∂y

)2

σ2y . (22)

23

PRACTICAL STATISTICS FOR PARTICLE PHYSICS

171



Extension to more than two variables is trivial: an extra squared term is added for each and an
extra covariance term for each of the variables (if any) with which it is correlated.

This can be expressed in language as errors add in quadrature. This is a friendly fact, as the result
is smaller than you would get from arithmetic addition. If this puzzles you, it may be helpful to think
of this as allowing for the possibility that a positive fluctuation in one variable may be cancelled by a
negative fluctuation in the other.

There are a couple of special cases we need to consider. If f is a simple product, f = Axy, then
Eq. 22 gives

σ2f = (Ay)2σ2x + (Ax)2σ2y ,

which, dividing by f2, can be written as
(
σf
f

)2

=
(σx
x

)2
+

(
σy
y

)2

. (23)

Furthermore this also applies if f is a simple quotient, f = Ax/y or Ay/x or even A/(xy).

This is very elegant, but it should not be overemphasised. Equation 23 is not fundamental: it only
applies in certain cases (products or quotients). Equation 22 is the fundamental one, and Eq. 23 is just a
special case of it.

For example: if you measure the radius of a cylinder as r = 123 ± 2 mm and the height
as h = 456 ± 3 mm then the volume πr2h is π × 1232 × 456 = 21673295 mm3 with error√

(2πrh)2 × σ2r + (πr2)2 × σ2h = 719101, so one could write it as v = (216.73 ± 0.72) × 105 mm3.

The surface area 2πr2 + 2πrh is 2π × 1232 + 2π × 123 × 456 = 447470 mm2 with error√
(4πr + 2πh)2σ2r + (2πr)2σ2h = 9121 mm2—so one could write the result as a = (447.5 ± 9.1) ×

103 mm2.

A full error analysis has to include the treatment of the covariance terms—if only to show that they
can be ignored. Why should the x and y in Eq. 20 be correlated? For direct measurements very often (but
not always) they will not be. However the interpretation of results is generally a multistage process. From
raw numbers of events one computes branching ratios (or cross sections...), from which one computes
matrix elements (or particle masses...). Many quantities of interest to theorists are expressed as ratios of
experimental numbers. And in this interpretation there is plenty of scope for correlations to creep into
the analysis.

For example, an experiment might measure a cross section σ(pp→ X) from a number of observed
events N in the decay channel X → µ+µ−. One would use a formula

σ =
N

BηL ,

where η is the efficiency for detecting and reconstructing an event, B is the branching ratio for X →
µ+µ−, and L is the integrated luminosity. These will all have errors, and the above prescription can be
applied.

However it might also use the X → e+e− channel and then use

σ′ =
N ′

B′η′L
.

Now σ and σ′ are clearly correlated; even though N and N ′ are independent, the same L appears
in both. If the estimate of L is on the high side, that will push both σ and σ′ downwards, and vice versa.

On the other hand, if a second experiment did the same measurement it would have its own N , η
and L, but would be correlated with the first through using the same branching ratio (taken, presumably,
from the Particle Data Group).
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To calculate correlations between results we need the equivalent of Eq. 18

Covfg = 〈(f − 〈f〉)(g − 〈g〉)〉

=

(
∂f

∂x

)(
∂g

∂x

)
σ2x , (24)

This can all be combined in the general formula which encapsulates all of the ones above

Vf = GVxG̃ , (25)

where Vx is the covariance matrix of the primary quantities (often, as pointed out earlier, this is diago-
nal), Vf is the covariance matrix of secondary quantities, and

Gij =
∂fi
∂xj

. (26)

The G matrix is rectangular but need not be square. There may be more—or fewer—derived
quantities than primary quantities. The matrix algebra of G and its transpose G̃ ensures that the numbers
of rows and columns match for Eq. 25.

To show how this works, we go back to our earlier example of a cylinder. v and a are correlated:
if r or h fluctuate upwards (or downwards), that makes both volume and area larger (or smaller). The
matrix G is

G =

(
2πrh πr2

2π(2r + h) 2πr

)
=

(
352411 47529
4411 773

)
, (27)

the variance matrix Vx is

Vx =

(
4 0
0 9

)

and Eq. 25 gives

Vf =

(
517.1× 109 6.548× 109

6.548× 109 83.20× 106

)

from which one obtains, as before, σv = 719101, σa = 9121 but also ρ = 0.9983.

This can be used to provide a useful example of why correlation matters. Suppose you want to
know the volume to surface ratio, z = v/a, of this cylinder. Division gives z = 21673295/447470 =
48.4352 mm.

If we just use Eq. 22 for the error, this gives σz = 1.89 mm. Including the correlation term, as in
Eq. 21, reduces this to 0.62 mm—three times smaller. It makes a big difference.

We can also check that this is correct, because the ration v
a can be written as πr

2
h

2πr
2
+2πrh

, and
applying the uncorrelated errors of the original r and h to this also gives an error of 0.62 mm.

As a second, hopefully helpful, example we consider a simple straight line fit, y = mx + c.
Assuming that all the N y values are measured with the same error σ, least squares estimation gives the
well known results

m =
xy − x y
x2 − x2

c =
y x2 − xy x
x2 − x2

. (28)
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For simplicity we write D = 1/(x2 − x2). The differentials are

∂m

∂yi
=
D

N
(xi − x)

∂c

∂yi
=
D

N
(x2 − xix) ,

from which, remembering that the y values are uncorrelated,

Vm = σ2
(
D

N

)2∑
(xi − x)2 = σ2

D

N

Vc = σ2
(
D

N

)2∑
(x2 − xix)2 = σ2x2

D

N

Covmc = σ2
(
D

N

)2∑
(xi − x)(x2 − xix) = −σ2xD

N

from which the correlation between m and c is just ρ = −x/
√
x2.

This makes sense. Imagine you’re fitting a straight line through a set of points with a range of
positive x values (so x is positive). If the rightmost point happened to be a bit higher, that would push
the slope m up and the intercept c down. Likewise if the leftmost point happened to be too high that
would push the slope down and the intercept up. There is a negative correlation between the two fitted
quantities.

Does it matter? Sometimes. Not if you’re just interested in the slope—or the constant. But suppose
you intend to use them to find the expected value of y at some extrapolated x. Equation 21 gives

y = mx+ c±
√
x2σ2m + σ2c + 2xρσmσc

and if, for a typical case where x is positive so ρ is negative, you leave out the correlation term you will
overestimate your error.

This is an educational example because this correlation can be avoided. Shifting to a co-ordinate
system in which x is zero ensures that the quantities are uncorrelated. This is equivalent to rewriting the
well-known y = mx+ c formula as y = m(x−x) + c′, where m is the same as before and c′ = c+mx.
m and c′ are now uncorrelated, and error calculations involving them become a lot simpler.

6.3 Asymmetric errors

So what happens if you plot the likelihood function and it is not symmetric like Fig. 16 but looks more
like Fig. 17? This arises in many cases when numbers are small. For instance, in a simple Poisson count
suppose you observe one event. P (1;λ) = λe−λ is not symmetric: λ = 1.5 is more likely to fluctuate
down to 1 than λ = 0.5 is to fluctuate up to 1.

You can read off σ+ and σ− from the two ∆ lnL = −1
2 crossings, but they are different. The

result can then be given as a+σ+−σ− . What happens after that?

The first advice is to avoid this if possible. If you get â = 4.56 with σ+ = 1.61, σ− = 1.59 then
quote this as 4.6± 1.6 rather than 4.56+1.61

−1.59. Those extra significant digits have no real meaning. If you
can convince yourself that the difference between σ+ and σ− is small enough to be ignored then you
should do so, as the alternative brings in a whole lot of trouble and it’s not worth it.

But there will be some cases where the difference is too great to be swept away, so let’s consider
that case. There are two problems that arise: combination of measurements and combination of errors.
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Fig. 17: An asymmetric likelihood curve

6.3.1 Combination of measurements with asymmetric errors

Suppose you have two measurements of the same parameter a: â1
+σ

+
1

−σ−1
and â2

+σ
+
2

−σ−2
and you want to

combine them to give the best estimate and, of course, its error. For symmetric errors the answer is well

established to be â = â1/σ
2
1+â2/σ

2
2

1/σ
2
1+1/σ

2
2

.

If you know the likelihood functions, you can do it. The joint likelihood is just the sum. This is
shown in Fig. 18 where the red and green curves are measurements of a. The log likelihood functions
just add (blue), from which the peak is found and the ∆ lnL = −1

2 errors read off.

Fig. 18: Combination of two likelihood functions (red and green) to give the total (blue)

But you don’t know the full likelihood function: just 3 points (and that it had a maximum at the
second). There are, of course, an infinite number of curves that could be drawn, and several models have
been tried (cubics, constrained quartic...) on likely instances—see Ref. [13] for details. Some do better
than others. The two most plausible are

lnL = −1

2

(
a− â

σ + σ′(a− â)

)2

and (29)

lnL = −1

2

(a− â)2

V + V ′(a− â)
. (30)
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These are similar to the Gaussian parabola, but the denominator is not constant. It varies with the
value of a, being linear either in the standard deviation or in the variance. Both are pretty good. The first
does better with errors on log a (which are asymmetric if a is symmetric: such asymmetric error bars are
often seen on plots where the y axis is logarithmic), the second does better with Poisson measurements.

From the 3 numbers given one readily obtains

σ =
2σ+σ−

σ+ + σ−
σ′ =

σ+ − σ−

σ+ + σ−
(31)

or, if preferred
V = σ+σ− V ′ = σ+ − σ− . (32)

From the total likelihood you then find the maximum of sum, numerically, and the ∆ lnL = −1
2

points.

Code for doing this is available on GitHub4 in both R and Root.

Fig. 19: Combining three asymmetric measurements

An example is shown in Fig. 19. Combining 1.9+0.7
−0.5, 2.4+0.6

−0.8 and 3.1+0.5
−0.4 gives 2.76+0.29

−0.27 .

6.3.2 Combination of errors for asymmetric errors
For symmetric errors, given x± σx, y ± σy, (and ρxy = 0) the error on f(x, y) is the sum in quadrature:

σ2f =
(
∂f
∂x

)2
σ2x +

(
∂f
∂y

)2
σ2y . What is the equivalent for the error on f(x, y) when the errors are asym-

metric, x+σ
+
x

−σ−x
, y

+σ
+
y

−σ−y
? Such a problem arises frequently at the end of an analysis when the systematic

errors from various sources are all combined.

The standard procedure—which you will see done, though it has not, to my knowledge, been
written down anywhere—is to add the positive and negative errors in quadrature separately: σ+f

2
=

σ+x
2

+ σ+y
2
, σ−f

2
= σ−x

2
+ σ−y

2
. This looks plausible, but it is manifestly wrong as it breaks the central

limit theorem.

To see this, suppose you have to average N i.i.d. variables each with the same errors which are
asymmetric: σ+ = 2σ− . The standard procedure reduces both σ+ and σ− by a factor 1/

√
N , but the

skewness remains. The positive error is twice the negative error. This is therefore not Gaussian, and
never will be, even as N →∞.

4https://github.com/RogerJBarlow/Asymmetric-Errors
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You can see what’s happening by considering the combination of two of these measurements. They
both may fluctuate upwards, or they both may fluctuate downwards, and yes, the upward fluctuation will
be, on average, twice as big. But there is a 50% chance of one upward and one downward fluctuation,
which is not considered in the standard procedure.

For simplicity we write zi = ∂f
∂xi

(xi − x0i ), the deviation of the parameter from its nominal value,
scaled by the differential. The individual likelihoods are again parametrized as Gaussian with a linear
dependence of the standard deviation or of the variance, giving

lnL(~z) = −1

2

∑

i

(
zi

σi + σ′izi

)2

or − 1

2

∑

i

z2i
Vi + V ′i zi

, (33)

where σ, σ′, V, V ′ are obtained from Eqs. 31 or 32.

The zi are nuisance parameters (as described later) and can be removed by profiling. Let u =
∑
zi

be the total deviation in the quoted f arising from the individual deviations. We form L̂(u) as the
maximum of L(~z) subject to the constraint

∑
i zi = u. The method of undetermined multipliers readily

gives the solution

zi = u
wi∑
j wj

, (34)

where

wi =
(σi + σ′izi)

3

2σi
or

(Vi + V ′i zi)
2

2Vi + V ′i zi
. (35)

The equations are nonlinear, but can be solved iteratively. At u = 0 all the zi are zero. Increasing
(or decreasing) u in small steps, Eqs. 34 and 35 are applied successively to give the zi and the wi:
convergence is rapid. The value of u which maximises the likelihood should in principle be applied as a
correction to the quoted result.

Programs to do this are also available on the GitHub site.

As an example, consider a counting experiment with a number of backgrounds, each determined
by an ancillary Poisson experiment, and that for simplicity each background was determined by running
the apparatus for the same time as the actual experiment. (In practice this is unlikely, but scale factors
can easily be added.)

Suppose two backgrounds are measured, one giving four events and the other five. These would
be reported, using ∆lnL = −1

2 errors, as 4+2.346
−1.682 and 5+2.581

−1.916. The method, using linear V , gives the
combined error on the background count as +3.333

−2.668.

In this simple case we can check the result against the total background count of nine events,
which has errors +3.342

−2.676. The agreement is impressive. Further examples of the same total, partitioned
differently, are shown in table 1.

Inputs Linear σ Linear V
σ− σ+ σ− σ+

4+5 2.653 3.310 2.668 3.333
3+6 2.653 3.310 2.668 3.333
2+7 2.653 3.310 2.668 3.333
2+7 2.653 3.310 2.668 3.333
3+3+3 2.630 3.278 2.659 3.323
1+1+1+1+1+1+1+1+1 2.500 3.098 2.610 3.270

Table 1: Various combinations of Poisson errors. The target value is σ− = 2.676, σ+ = 3.342
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6.4 Errors in 2 or more dimensions

For 2 (or more) dimensions, one plots the log likelihood and defines regions using contours in ∆ lnL (or
∆χ2 ≡ −2∆ lnL). An example is given in Fig. 20.

Fig. 20: CMS results on CV and CF , taken from Ref. [14]

The link between the ∆ lnL values and the significance changes. In 1D, there is a 68% probability
of a measurement falling within 1 σ. In 2D, a 1σ square would give a probability 0.682 = 47%. If one
rounds off the corners and draws a 1σ contour at ∆ lnL = −1

2 this falls to 39%. To retrieve the full 68%
one has to draw a contour at ∆ lnL = −1.14, or equivalently ∆χ2 = 2.27. For 95% use ∆χ2 = 5.99 or
∆ lnL = −3.00.

The necessary value is obtained from the χ2 distribution—described later. It can be found by the
R function qchisq(p,n) or the Root function TMath::ChiSquareQuantile(p,n), where the desired
probability p and number of degrees of freedom n are the arguments given.

6.4.1 Nuisance parameters

In the example of Fig. 20, both CV and CF are interesting. But in many cases one is interested only in
one (or some) of the quantities and the others are ‘nuisance parameters’ that one would like to remove,
reducing the dimensionality of the quoted result. There are two methods of doing this, one (basically)
frequentist and one Bayesian.

The frequentist uses the profile likelihood technique. Suppose that there are two parameters, a1
and a2, where a2 is a nuisance parameter, and so one wants to reduce the joint likelihood function
L(x; a1, a2) to some function L̂(a1). To do this one scans across the values of a1 and inserts ˆ̂a2(a1), the
value of a2 which maximises the likelihood for that particular a1

L̂(x, a1) = L(a1, ˆ̂a2(a1)) (36)

and the location of the maximum and the ∆ lnL = 1
2 errors are read off as usual.
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To see why this works—though this is not a very rigorous motivation—suppose one had a likeli-
hood function as shown in Fig. 21.

Fig. 21: Justification of the likelihood profile method

The horizontal axis is for the parameter of interest, a1, and the vertical for the nuisance parameter
a2.

Different values of a2 give different results (central and errors) for a1.

If it is possible to transform to a′2(a1, a2) so that L factorises, then we can write L(a1, a
′
2) =

L1(a1)L2(a
′
2): this is shown in the plot on the right. We suppose that this is indeed possible. In the case

here, and other not-too-complicated cases, it clearly is, although it will not be so in more complicated
topologies with multiple peaks.

Then using the transformed graph, whatever the value of a′2, one would get the same result for a1.
Then one can present this result for a1, independent of anything about a′2.

There is no need to factorise explicitly: the path of central a′2 value as a function of a1 (the central
of the 3 lines on the right hand plot) is the path of the peak, and that path can be located in the first plot
(the transformation only stretches the a2 axis, it does not change the heights).

The Bayesian method uses the technique called marginalisation, which just integrates over
a2. Frequentists can not do this as they are not allowed to integrate likelihoods over the parameter:∫
P (x; a) dx is fine, but

∫
P (x; a) da is off limits. Nevertheless this can be a very helpful alternative to

profiling, specially for many nuisance parameters. But if you use it you must be aware that this is strictly
Bayesian. Reparametrizing a2 (or choosing a different prior) will give different results for a1. In many
cases, where the effect of the nuisance parameter is small, this does not have a big effect on the result.

6.5 Systematic errors

This can be a touchy subject. There is a lot of bad practice out there. Muddled thinking and following
traditional procedures without understanding. When statistical errors dominated, this didn’t matter much.
In the days of particle factories and big data samples, it does.

6.5.1 What is a systematic error?

Consider these two quotations, from eminent and widely-read authorities.

R. Bevington defines
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‘Systematic error: reproducible inaccuracy introduced by faulty equipment, calibration,
or technique.’ [15],

whereas J. Orear writes

‘Systematic effects is a general category which includes effects such as background,
scanning efficiency, energy resolution, variation of counter efficiency with beam position,
and energy, dead time, etc. The uncertainty in the estimation of such a systematic effect is
called a systematic error.’ [16].

Read these carefully and you will see that they are contradictory. They are not talking about the
same thing. Furthermore, Orear is RIGHT and Bevington is WRONG—as are a lot of other books and
websites.

We teach undergraduates the difference between measurement errors, which are part of doing
science, and mistakes. They are not the same. If you measure a potential of 12.3 V as 12.4 V, with a
voltmeter accurate to 0.1V, that is fine. Even if you measure 12.5 V. If you measure it as 124 V, that is a
mistake.

In the quotes above, Bevington is describing systematic mistakes (the word ‘faulty’ is the key)
whereas Orear is describing systematic uncertainties—which are ‘errors’ in the way we use the term.

There is a case for saying one should avoid the term ‘systematic error’ and always use ‘uncertainty’
or ’mistake’. This is probably impossible. But you should always know which you mean.

Restricting ourselves to uncertainties (we will come back to mistakes later) here are some typical
examples:

– Track momenta from pi = 0.3Bρi have statistical errors from ρ and systematic errors from B,
– Calorimeter energies from Ei = αDi + β have statistical errors from the digitised light signal Di

and systematic errors from the calibration α, β, and
– Branching ratios from Br = ND−B

ηNT
have statistical errors from ND and systematic errors from

efficiency η, background B, total NT .

Systematic uncertainties can be either Bayesian or Frequentist. There are clearly frequentist cases
where errors have been determined by an ancillary experiment (real or simulated), such as magnetic field
measurements, calorimeter calibration in a testbeam, and efficiencies from Monte Carlo simulations.
(Sometimes the ancillary experiment is also the main experiment—e.g. in estimating background from
sidebands.) There are also uncertainties that can only be Bayesian, e.g. when a theorist tells you that
their calculation is good to 5% (or whatever) or an experimentalist affirms that the calibration will not
have shifted during the run by more than 2% (or whatever).

6.5.2 How to handle them: correlations
Working with systematic errors is actually quite straightforward. They obey the same rules as statistical
uncertainties.

We write x = 12.2±0.3±0.4 ‘where the first error is statistical and the second is systematic’, but
it would be valid to write x = 12.2±0.5. For single measurement the extra information given by the two
separate numbers is small. (In this case it just tells you that there is little to be gained by increasing the
size of the data sample). For multiple measurements e.g. xa = 12.2± 0.3, xb = 17.1± 0.4, all± 0.5 the
extra information is important, as results are correlated. Such cases arise, for example, in cross section
measurements with a common luminosity error, or branching ratios with common efficiency.

Such a correlation means that taking more measurements and averaging does not reduce the error.
Also there is no way to estimate σsys from the data—hence no check on the goodness of fit from a χ2

test.
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6.5.3 Handling systematic errors in your analysis
It is useful to consider systematic errors as having three types:

1. Uncertainty in an explicit continuous parameter. For example an uncertainty in efficiency, back-
ground and luminosity in determining a branching ratio or cross section. For these the standard
combination of errors formula and algebra are usable, just like undergraduate labs.

2. Uncertainty in an implicit continuous parameter. For example: MC tuning parameters (σpT , po-
larisation . . . ). These are not amenable to algebra. Instead one calculates the result for different
parameter values, typically at ±σ, and observes the variation in the result, as illustrated in Fig. 22.

Fig. 22: Evaluating the effect of an implicit systematic uncertainty

Hopefully the effect is equal but opposite—if not then one can reluctantly quote an asymmetric
error. Also your analysis results will have errors due to finite MC statistics. Some people add these
in quadrature. This is wrong. The technically correct thing to do is to subtract them in quadrature,
but this is not advised.

3. Discrete uncertainties:
These typically occur in model choices. Using a different Monte Carlo for background—or
signal—gives you a (slightly) different result. How do you include this uncertainty?
The situation depends on the status of the models. Sometimes one is preferred, sometimes they are
all equal (more or less).
With 1 preferred model and one other, quote R1 ± |R1 −R2| .
With 2 models of equal status, quote R1+R2

2 ± |R1−R2√
2
| .

With N models: take R±
√

N
N−1(R

2 −R2
) or similar mean value.

2 extreme models: take R1+R2
2 ± |R1−R2|√

12
.

These are just ballpark estimates. Do not push them too hard. If the difference is not small, you
have a problem—which can be an opportunity to study model differences.

6.5.4 Checking the analysis
“As we know, there are known knowns. There are things we know that we know. There are known
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unknowns. That is to say, there are things that we know we don’t know. But there are also unknown
unknowns. There are things we don’t know we don’t know."

Donald H. Rumsfeld

Errors are not mistakes—but mistakes still happen. Statistical tools can help find them. Check
your result by repeating the analysis with changes which should make no difference:

– Data subsets,
– Magnet up/down,
– Different selection cuts,
– Changing histogram bin size and fit ranges,
– Changing parametrization (including order of polynomial),
– Changing fit technique,
– Looking for impossibilities,
– . . .

The more tests the better. You cannot prove the analysis is correct. But the more tests it survives
the more likely your colleagues5 will be to believe the result.

For example: in the paper reporting the first measurement of CP violation in B mesons the BaBar
Collaboration [17] reported

‘. . . consistency checks, including separation of the decay by decay mode, tagging cat-
egory and Btag flavour . . . We also fit the samples of non-CP decay modes for sin 2β with
no statistically significant difference found.’

If your analysis passes a test then tick the box and move on. Do not add the discrepancy to the
systematic error. Many people do—and your supervisor and your review committee may want you to do
so. Do not give in.

– It’s illogical,
– It penalises diligence, and
– Errors get inflated.

If your analysis fails a test then worry!

– Check the test. Very often this turns out to be faulty.
– Check the analysis. Find mistake, enjoy improvement.
– Worry. Consider whether the effect might be real. (E.g. June’s results are different from July’s.

Temperature effect? If so can (i) compensate and (ii) introduce implicit systematic uncertainty).
– Worry harder. Ask colleagues, look at other experiments.

Only as a last resort, add the term to the systematic error. Remember that this could be a hint of
something much bigger and nastier.

5and eventually even you
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6.5.5 Clearing up a possible confusion
What’s the difference between?

Evaluating implicit systematic errors: vary lots of parameters, see what happens to the result, and
include in systematic error.

Checks: vary lots of parameters, see what happens to the result, and don’t include in systematic
error.

If you find yourself in such a situation there are actually two ways to tell the difference.

(1) Are you expecting to see an effect? If so, it’s an evaluation, if not, it’s a check.

(2) Do you clearly know how much to vary them by? If so, it’s an evaluation. If not, it’s a check.

These cover even complicated cases such as a trigger energy cut where the energy calibration is
uncertain—and it may be simpler to simulate the effect by varying the cut rather than the calibration.

6.5.6 So finally:
1. Thou shalt never say ‘systematic error’ when thou meanest ‘systematic effect’ or ‘systematic mis-

take’.
2. Thou shalt know at all times whether what thou performest is a check for a mistake or an evaluation

of an uncertainty.
3. Thou shalt not incorporate successful check results into thy total systematic error and make thereby

a shield to hide thy dodgy result.
4. Thou shalt not incorporate failed check results unless thou art truly at thy wits’ end.
5. Thou shalt not add uncertainties on uncertainties in quadrature. If they are larger than chickenfeed

thou shalt generate more Monte Carlo until they shrink.
6. Thou shalt say what thou doest, and thou shalt be able to justify it out of thine own mouth; not the

mouth of thy supervisor, nor thy colleague who did the analysis last time, nor thy local statistics
guru, nor thy mate down the pub.

Do these, and thou shalt flourish, and thine analysis likewise.

7 Goodness of fit
You have the best fit model to your data—but is it good enough? The upper plot in Fig. 23 shows the
best straight line through a set of points which are clearly not well described by a straight line. How can
one quantify this?

You construct some measure of agreement—call it t—between the model and the data. Conven-
tion: t ≥ 0, t = 0 is perfect agreement. Worse agreement implies larger t. The null hypothesis H0 is that
the model did indeed produce this data. You calculate the p−value: the probability under H0 of getting
a t this bad, or worse. This is shown schematically in the lower plot. Usually this can be done using
known algebra—if not one can use simulation (a so-called ‘Toy Monte Carlo’).

7.1 The χ2 distribution
The overwhelmingly most used such measure of agreement is the quantity χ2

χ2 =

N∑

1

(
yi − f(xi)

σi

)2

. (37)

In words: the total of the squared differences between prediction and data, scaled by the expected error.
Obviously each term will be about 1, so

〈
χ2
〉
≈ N , and this turns out to be exact.
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Fig. 23: The best fit to the data may not be good enough

The distribution for χ2 is given by

P (χ2;N) =
1

2N/2Γ(N/2)
χN−2e−χ

2
/2 (38)

shown in Fig. 24, though this is in fact not much used: one is usually interested in the p−value,
the probability (under the null hypothesis) of getting a value of χ2 as large as, or larger than, the
one observed. This can be found in ROOT with TMath::Prob(chisquared,ndf), and in R from
1-pchisq(chisquared,ndf).

Thus for example with N = 10, χ2 = 15 then p = 0.13. This is probably OK. But for N =
10, χ2 = 20 then p = 0.03, which is probably not OK.

If the model has parameters which have been adjusted to fit the data, this clearly reduces χ2. It is
a very useful fact that the result also follows a χ2 distribution for NDF = Ndata −Nparameters where
NDF is called the ‘number of degrees of freedom’.
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Fig. 24: The χ2 distribution for various N

If your χ2 is suspiciously big, there are 4 possible reasons:

1. Your model is wrong,
2. Your data are wrong,
3. Your errors are too small, or
4. You are unlucky.

If your χ2 is suspiciously small there are 2 possible reasons:

1. Your errors are too big, or
2. You are lucky.

7.2 Wilks’ theorem
The Likelihood on its own tells you nothing. Even if you include all the constant factors normally omitted
in maximisation. This may seem counter-intuitive, but it is inescapably true.

There is a theorem due to Wilks which is frequently invoked and appears to link likelihood and χ2,
but it does so only in very specific circumstances. Given two nested models, for largeN the improvement
in lnL is distributed like χ2 in −2∆ lnL, with NDF the number of extra parameters.

So suppose you have some data with many (x, y) values and two models, Model 1 being linear and
Model 2 quadratic. You maximise the likelihood using Model 1 and then using Model 2: the Likelihood
increases as more parameters are available (NDF = 1). If this increase is significantly more than N
that justifies using Model 2 rather than Model 1. So it may tell you whether or not the extra term in
a quadratic gives a meaningful improvement, but not whether the final quadratic (or linear) model is a
good one.

Even this has an important exception. it does not apply if Model 2 contains a parameter which is
meaningless under Model 1. This is a surprisingly common occurrence. Model 1 may be background,
Model 2 background plus a Breit-Wigner with adjustable mass, width and normalization (NDF = 3).
The mass and the width are meaningless under Model 1 so Wilks’ theorem does not apply and the
improvement in likelihood cannot be translated into a χ2 for testing.
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7.3 Toy Monte Carlos and likelihood for goodness of fit
Although the likelihood contains no information about the goodness of fit of the model, an obvious way
to get such information is to run many simulations of the model, plot the spread of fitted likelihoods and
use it to get the p−value.

This may be obvious, but it is wrong [18]. Consider a test case observing decay times where the
model is a simple exponential P (t) = 1

τ e
−t/τ , with τ an adjustable parameter. Then you get the Log

Likelihood
∑

(−ti/τ − ln τ) = −N(t/τ + ln τ) and maximum likelihood gives t̂ = t = 1
N

∑
i ti, so

lnL(t̂;x) = −N(1 + ln t) . This holds whatever the original sample {ti} looks like: any distribution
with the same t has the same likelihood, after fitting.

8 Upper limits
Many analyses are ‘searches for...’ and most of these are unsuccessful. But you have to say something!
Not just ‘We looked, but we didn’t see anything’. This is done using the construction of frequentist
confidence intervals and/or Bayesian credible intervals.

8.1 Frequentist confidence
Going back to the discussion of the basics, for frequentists the probability that it will rain tomorrow is
meaningless: there is only one tomorrow, it will either rain or it will not, there is no ensemble. The
probability Nrain/Ntomorrows is either 0 or 1. To talk about Prain is "unscientific" [10].

This is unhelpful. But there is a workaround.

Suppose some forecast says it will rain and studies show this forecast is correct 90% of the time.
We now have an ensemble of statements, and can say: ‘The statement ‘It will rain tomorrow’ has a 90%
probability of being true’. We shorten this to ‘It will rain tomorrow, with 90% confidence’. We state X
with confidence P if X is a member of an ensemble of statements of which at least P are true.

Note the ‘at least’ which has crept into the definition. There are two reasons for it:

1. Higher confidences embrace lower ones. If X at 95% then X at 90%, and
2. We can cater for composite hypotheses which are not completely defined.

The familiar quoted error is in fact a confidence statement. Consider as an illustration the Higgs
mass measurement (current at the time of writing) MH = 125.09 ± 0.24 GeV. This does not mean that
the probability of the Higgs mass being in the range 124.85 < MH < 125.33 GeV is 68%: the Higgs
mass is a single, unique, number which either lies in this interval or it does not. What we are saying is
that MH has been measured to be 125.09 GeV with a technique that will give a value within 0.24 GeV
of the true value 68% of the time. We say: 124.85 < MH < 125.33 GeV with 68% confidence. The
statement is either true or false (time will tell), but it belongs to a collection of statements of which (at
least) 68% are true.

So we construct confidence regions also known as confidence intervals [x−, x+] such that∫ x+
x−

P (x) dx = CL. We have not only a choice of the probability content (68%, 90%, 95%, 99%...)
to work with but also of strategy. Common options are:

1. Symmetric: x̂− x− = x+ − x̂ ,
2. Shortest: Interval that minimises x+ − x− ,
3. Central:

∫ x−
−∞ P (x) dx =

∫∞
x+
P (x) dx = 1

2(1− CL) ,

4. Upper Limit: x− = −∞,
∫∞
x+
P (x) , dx = 1− CL , and

5. Lower Limit: x+ =∞,
∫ x−
−∞ P (x) , dx = 1− CL .
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For the Gaussian (or any symmetric PDF) 1-3 are the same.

We are particularly concerned with the upper limit: we observe some small value x. We find a
value x+ such that for values of x+ or more the probability of getting a result as small as x, or even less,
is 1− CL, or even less.

8.2 Confidence belts
We have shown that a simple Gaussian measurement is basically a statement about confidence regions.
x = 100± 10 implies that [90,110] is the 68% central confidence region.

We want to extend this to less simple scenarios. As a first step, we consider a proportional Gaus-
sian. Suppose we measure x = 100 from Gaussian measurement with σ = 0.1x (a 10% measurement—
which is realistic). If the true value is 90 the error is σ = 9 so x = 100 is more than one standard
deviation, whereas if the true value is 110 then σ = 11 and it is less than one standard deviation. 90 and
110 are not equidistant from 100.

This is done with a technique called a confidence belt. The key point is that they are are constructed
horizontally and read vertically, using the following procedure (as shown in Fig. 25). Suppose that a is
the parameter of interest and x is the measurement.

Fig. 25: A confidence belt for a proportional Gaussian

1. For each a, construct desired confidence interval (here 68% central).
2. The result (x, a) lies inside the belt (the red lines), with 68% confidence.
3. Measure x.
4. The result (x, a) lies inside the belt, with 68% confidence. And now we know x.
5. Read off the belt limits a+ and a− at that x: in this case they are 111.1, 90.9. So we can report

that a lies in [90.9,111.1] with 68% confidence.
6. Other choices for the confidence level value and for the strategy are available.

This can be extended to the case of a Poisson distribution, Fig. 26.

The only difference is that the horizontal axis is discrete as the number observed, x, is integer. In
constructing the belt (horizontally) there will not in general be x values available to give

∑x+
x−

= CL
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Fig. 26: A confidence belt for a Poisson

and we call, again, on the ‘at least’ in the definition and allow it to be
∑x+

x−
≥ CL.

Thus for a central 90% confidence we require for each a the largest integer xlo and smallest xhi for
which

∑xlo−1
x=0 e−a a

x

x! ≤ 0.05 and
∑∞

x=xhi+1 e
−a ax

x! ≤ 0.05. For the second sum it is easier to calculate
∑xhi

x=0 e
−a ax

x! ≥ 0.95 .

Whatever the value of a, the probability of the result falling in the belt is 90% or more. We proceed
as for the Gaussian.

8.3 Coverage

This is an appropriate point to introduce coverage: the probability, given a, that the statement ‘alo ≤ a ≤
ahi’ will be true. Ideally this would be the same as the confidence level, however it may (because of the
‘at least’ clauses) exceed it (‘overcover’); this is allowed though in principle inefficient. It should never
be less (‘undercover’).

For example: suppose we have a Poisson process with a = 3.5 and we want a 90% central limit.

There is a probability e−3.5 = 3% of getting zero events, leading to a+ = 3.0, which would be
wrong as 3.0 < 3.5 .

Continuing in sequence, there is a probability 3.5e−3.5 =11% of getting one event, leading to
a+ = 4.7, which would be right.

Right answers continue up to seven events (with probability 3.57e−3.5/7! =4% ): this gives a
safely large value for a+ and a− = 3.3, which is right as 3.3 < 3.5, though only just, The next outcome,
eight events (probability 2%) gives a− = 4.0 which is wrong, as are all subsequent results.

Adding up the probabilities for the outcomes 1 thru 7 that give a true answer totals 94%, so there
is 4% overcoverage.

Note that coverage is a function of the true value of the parameter on which limits are being placed.
Values of a other than 3.5 will give different coverage numbers—though all are over 90%.
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8.4 Upper limits
The one-sided upper limit—option 4 in the list above—gives us a way of quantifying the outcome of a
null experiment. ‘We saw nothing (or nothing that might not have been background), so we say a ≤ a+
at some confidence level’.

One simple and enlightening example occurs if you see no events, and there is no expected back-
ground. Now P (0; 2.996) = 0.05 and 2.996 ∼ 3. So if you see zero events, you can say with 95%
confidence that the true value is less than 3.0. You can then directly use this to calculate a limit on the
branching fraction, cross section, or whatever you’re measuring.

8.5 Bayesian ‘credible intervals’
A Bayesian has no problems saying ‘It will probably rain tomorrow’ or ‘The probability that 124.85 <
MH < 125.33 GeV is 68%’. The downside, of course, is that another Bayesian can say ‘It will probably
not rain tomorrow’ and ‘The probability that 124.85 < MH < 125.33 GeV is 86%’ with equal validity
and the two cannot resolve their subjective difference in any objective way.

A Bayesian has a prior belief PDF P (a) and defines a regionR such that
∫
R P (a) da = CL. There

is the same ambiguity regarding choice of content (68%, 90%, 95%...) and strategy (central, symmetric,
upper limit...). So Bayesian credible intervals look a lot like frequentist confidence intervals even if their
meaning is different.

There are two happy coincidences.

The first is that Bayesian credible intervals on Gaussians, with a flat prior, are the same as Fre-
quentist confidence intervals. If F quotes 68% or 95% or . . . confidence intervals and B quotes 68% or
95% or . . . credible interval, their results will agree.

The second is that although the Frequentist Poisson upper limit is given by
∑r=rdata

r=0 e−ahiarhi/r!
whereas the Bayesian Poisson flat prior upper limit is given by

∫ ahi
0 e−aardata/rdata! da, integration by

parts of the Bayesian formula gives a series which is same as the Frequentist limit. A Bayesian will also
say : ‘I see zero events—the probability is 95% that the true value is 3.0 or less.’ This is (I think) a
coincidence—it does not apply for lower limits. But it does avoid heated discussions as to which value
to publish.

8.6 Limits in the presence of background
This is where it gets tricky. Typically an experiment may observe ND events, with an expected back-
ground NB and efficiency η, and wants to present results for NS = ND−NB

η . Uncertainties in η and NB

are handled by profiling or marginalising. The problem is that the actual number of background events
is not NB but Poisson in NB .

So in a straightforward case, if you observe twelve events, with expected background 3.4 and
η = 1 it is obviously sensible to say NS = 8.6 (though the error is

√
12 not

√
8.6)

But suppose, with the same background, you see four events, three events or zero events. Can you
say NS = 0.6? or −0.4? Or −3.4???

We will look at four methods of handling this, considering as an example the observation of three
events with expected background 3.40 and wanting to present the 95% CL upper limit on NS .

8.6.1 Method 1: Pure frequentist
ND − NB is an unbiased estimator of NS and its properties are known. Quote the result. Even if it is
non-physical.

The argument for doing so is that this is needed for balance: if there is really no signal, approxi-
mately half of the experiments will give positive values and half negative. If the negative results are not
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published, but the positive ones are, the world average will be spuriously high. For a 95% confidence
limit one accepts that 5% of the results can be wrong. This (unlikely) case is clearly one of them. So
what?

A counter-argument is that if ND < NB , we know that the background has fluctuated downwards.
But this cannot be incorporated into the formalism.

Anyway, the upper limit from 3 is 7.75, as
∑3

0 e
−7.757.75r/r! = 0.05, and the 95% upper limit on

NS = 7.75− 3.40 = 4.35 .

8.6.2 Method 2: Go Bayesian

Assign a uniform prior to NS , for NS > 0, zero for NS < 0. The posterior is then just the like-

lihood, P (NS |ND, NB) = e−(NS+NB) (NS+NB)
ND

ND! . The required limit is obtained from integrating
∫ Nhi
0 P (NS) dNS = 0.95 where P (NS) ∝ e−(Ns+3.40) (Ns+3.4)

3

3! ; this is illustrated in Fig. 27 and the
value of the limit is 5.21.
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Fig. 27: The Bayesian limit construction

8.6.3 Method 3: Feldman-Cousins

This—called ‘the unified approach’ by Feldman and Cousins [19]—takes a step backwards and considers
the ambiguity in the use of confidence belts.

In principle, if you decide to work at, say, 90% confidence you may choose to use a 90% central
or a 90% upper limit, and in either case the probability of the result lying in the band is at least 90%.
This is shown in Fig. 28.

In practice, if you happen to get a low result you would quote an upper limit, but if you get a high
result you would quote a central limit. This, which they call ‘flip-flopping’, is illustrated in the plot by a
break shown here for r = 10.

Now the confidence belt is the green one for r < 10 and the red one for r ≥ 10. The probability
of lying in the band is no longer 90%! Flip-flopping invalidates the Frequentist construction, leading to
undercoverage.
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Fig. 28: The flip-flopping problem

They show how to avoid this. You draw the plot slightly differently: r ≡ ND is still the horizontal
variable, but as the vertical variable you use NS . (This means a different plot for any different NB ,
whereas the previous Poisson plot is universal, but this is not a problem.) This is to be filled using
P (r;Ns) = e−(Ns+NB) (NS+NB)

r

r! .

For eachNS you define a regionR such that
∑

rεR P (r;Ns) ≥ 90%. You have a choice of strategy
that goes beyond ‘central’ or ‘upper limit’: one plausible suggestion would be to rank r by probability
and take them in order until the desired total probability content is achieved (which would, incidentally,
give the shortest interval). However this has the drawback that outcomes with r < NB will have small
probabilities and be excluded for all NS , so that, if such a result does occur, one cannot say anything
constructive, just ‘This was unlikely’.

An improved form of this suggestion is that for each NS , considering each r you compare
P (r;NS) with the largest possible value obtained by varying NS . This is easier than it sounds be-
cause this highest value is either at NS = r − NB (if r ≥ NB) or NS = 0 (if r ≤ NB ). Rank on the
ratio P (r;NS)/P (r;N best

S ) and again take them in order till their sum gives the desired probability.

This gives a band as shown in Fig. 29, which hasNB = 3.4. You can see that ‘flip-flopping’ occurs
naturally: for small values of r one just has an upper limit, whereas for larger values, above r = 7, one
obtains a lower limit as well. Yet there is a single band, and the coverage is correct (i.e. it does not
undercover). In the case we are considering, r = 3, just an upper limit is given, at 4.86.

Like other good ideas, this has not found universal favour. Two arguments are raised against the
method.

First, that it deprives the physicist of the choice of whether to publish an upper limit or a range. It
could be embarrassing if you look for something weird and are ‘forced’ to publish a non-zero result. But
this is actually the point, and in such cases one can always explain that the limits should not be taken as
implying that the quantity actually is nonzero.

Secondly, if two experiments with different NB get the same small ND, the one with the higher
NB will quote a smaller limit on NS . The worse experiment gets the better result, which is clearly
unfair! But this is not comparing like with like: for a ‘bad’ experiment with large background to get a
small number of events is much less likely than it is for a ‘good’ low background experiment.
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Fig. 29: A Feldman-Cousins confidence band

8.6.4 Method 4: CLs

This is a modification of the standard frequentist approach to include the fact, as mentioned above, that
a small observed signal implies a downward fluctuation in background [20]. Although presented here
using just numbers of events, the method is usually extended to use the full likelihood of the result, as
will be discussed in Section 8.6.6.

Fig. 30: The CLs construction

Denote the (strict frequentist) probability of getting a result this small (or less) from s + b events
as CLs+b, and the equivalent probability from pure background as CLb (so CLb = CLs+b for s = 0).
Then introduce
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CLs =
CLs+b
CLb

. (39)

Looking at Fig. 30, the CLs+b curve shows that if s + b is small then the probability of getting
three events or less is high, near 100%. As s+ b increases this probability falls, and at s+ b = 7.75 the
probability of only getting three events or less is only 5%. This, after subtraction of b = 3.4, gives the
strict frequentist value.

The point s + b = 3.4 corresponds to s = 0, at which the probability CLb is 56% As s must
be non-negative, one can argue that everything to the left of that is unmeaningful. So one attempts to
incorporate this by renormalizing the (blue) CLs+b curve to have a maximum of 100% in the physically
sensible region, dividing it by 0.56 to get the (green) CLs curve. This is treated in the same way as the
CLs+b curve, reading off the point at s + b = 8.61 where it falls to 5%. This is a limit on s + b so
we subtract 3.4 to get the limit on s as 5.21. This is larger than the strict frequentist limit: the method
over-covers (which, as we have seen, is allowed if not encouraged) and is, in this respect ‘conservative’6.
This is the same value as the Bayesian Method 2, as it makes the same assumptions.

CLs is not frequentist, just ‘frequentist inspired’. In terms of statistics there is perhaps little in its
favour. But it has an intuitive appeal, and is widely used.

8.6.5 Summary so far

Given three observed events, and an expected background of 3.4 events, what is the 95% upper limit on
the ‘true’ number of events? Possible answers are shown in table 2.

Strict Frequentist 4.35
Bayesian (uniform prior) 5.21

Feldman-Cousins 4.86
CLs 5.21

Table 2: Upper limits from different methods

Which is ‘right’? Take your pick! All are correct. (Well, not wrong.). The golden rule is to say
what you are doing, and if possible give the raw numbers.

8.6.6 Extension: not just counting numbers

These examples have used simple counting experiments. But a simple number does not (usually) exploit
the full information.

Consider the illustration in Fig. 31. One is searching for (or putting an upper limit on) some
broad resonance around 7 GeV. One could count the number of events inside some window (perhaps 6
to 8 GeV?) and subtract the estimated background. This might work with high statistics, as in the left,
but would be pretty useless with small numbers, as in the right. It is clearly not optimal just to count an
event as ‘in’, whether it is at 7.0 or 7.9, and to treat an event as ‘out’, if it is at 8.1 or 10.1.

It is better to calculate the Likelihood lnLs+b =
∑

i lnNsS(xi) +NbB(xi) ; lnLb =∑
i lnNbB(xi). Then, for example using CLs, you can work with Ls+b/Lb, or −2 ln (Ls+b/Lb). The

confidence/probability quantities can be found from simulations, or sometimes from data.

6‘Conservative’ is a misleading word. It is used by people describing their analyses to imply safety and caution, whereas it
usually entails cowardice and sloppy thinking.
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Fig. 31: Just counting numbers may not give the full information

Fig. 32: Significance plot for the Higgs search

8.6.7 Extension: From numbers to masses
Limits on numbers of events can readily be translated into limits on branching ratios, BR = Ns

Ntotal
, or

limits on cross sections, σ = Ns∫
Ldt .

These may translate to limits on other, theory, parameters.

In the Higgs search (to take an example) the cross section depends on the mass, MH—and so
does the detection efficiency—which may require changing strategy (hence different backgrounds). This
leads to the need to basically repeat the analysis for all (of many) MH values. This can be presented in
two ways.

The first is shown in Fig. 32, taken from Ref. [21]. For eachMH (or whatever is being studied) you
search for a signal and plot the CLs (or whatever limit method you prefer) significance in a Significance
Plot. Small values indicate that it is unlikely to get a signal this large just from background.

One often also plots the expected (from MC) significance, assuming the signal hypothesis is true.
This is a measure of a ‘good experiment’. In this case there is a discovery level drop at MH ≈ 125 GeV,
which exceeds the expected significance, though not by much: ATLAS were lucky but not incredibly

46

R.J. BARLOW

194



lucky.

The second method is—for some reason—known as the green-and-yellow plot. This is basically
the same data, but fixing CL at a chosen value: in Fig. 33 it is 95%. You find the limit on signal strength,
at this confidence level, and interpret it as a limit on the cross section σ/σSM . Again, as well as plotting
the actual data one also plots the expected (from MC) limit, with variations. If there is no signal, 68% of
experiments should give results in the green band, 95% in the yellow band.

Fig. 33: Green and yellow plot showing the Higgs discovery

So this figure shows the experimental result as a black line. Around 125 GeV the 95% upper limit
is more than the Standard Model prediction indicating a discovery. There are peaks between 200 and
300 GeV, but they do not approach the SM value, indicating that they are just fluctuations. The value
rises at 600 GeV, but the green (and yellow) bands rise also, showing that the experiment is not sensitive
for such high masses: basically it sees nothing but would expect to see nothing.

9 Making a discovery
We now turn from setting limits, to say what you did not see, to the more exciting prospect of making a
discovery.

Remembering hypothesis testing, in claiming a discovery you have to show that your data can’t be
explained without it. This is quantified by the p−value: the probability of getting a result this extreme (or
worse) under the null hypothesis/Standard Model. (This is not ‘The probability that the Standard Model
is correct’, but it seems impossible for journalists to understand the difference.)

Some journals (particularly in psychology) refuse to publish papers giving p−values. If you do
lots of studies, some will have low p−values (5% below 0.05 etc.). The danger is that these get published,
but the unsuccessful ones are binned.

Is p like the significance α? Yes and no. The formula is the same, but α is a property of the test,
computed before you see the data. p is a property of the data.

9.1 Sigma language

The probability (p−value) is often translated into Gaussian-like language: the probability of a result
more than 3σ from the mean is 0.27% so a p−value of 0.0027 is a ‘3 σ effect’ (or 0.0013 depending on
whether one takes the 1-tailed or 2-tailed option. Both are used.) In reporting a result with a significance
of ‘so many σ’ there is no actual σ involved: it is just a translation to give a better feel for the size of the
probability.
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By convention, 3 sigma, p = 0.0013 is reported as ‘Evidence for’ whereas a full 5 sigma
p = 0.0000003 is required for ‘discovery of’.

9.2 The look-elsewhere effect

You may think that the requirement for 5 σ is excessively cautious. Its justification comes from history—
too many 3- and 4- sigma ‘signals’ have gone away when more data was taken.

This is partly explained by the ‘look-elsewhere effect’. How many peaks can you see in the data
in Fig. 34?

Fig. 34: How many peaks are in this data?

The answer is that there are none. The data is in fact purely random and flat. But the human eye is
very good at seeing features.

With 100 bins, a p−value below 1% is pretty likely. This can be factored in, to some extent,
using pseudo-experiments, but this does not allow for the sheer number of plots being produced by
hard-working physicists looking for something. Hence the need for caution.

This is not just ancient history. ATLAS and CMS recently observed a signal in the γγ mass around
750 GeV, with a significance of 3.9σ (ATLAS) and 3.4σ (CMS), which went away when more data was
taken.

9.3 Blind analysis

It is said7 that when Michaelangelo was asked how he created his masterpiece sculpture ‘David’ he
replied ‘It was easy—all I did was get a block of marble and chip away everything that didn’t look like
David’. Such creativity may be good for sculpture, but it’s bad for physics. If you take your data and
devise cuts to remove all the events that don’t look like the signal you want to see, then whatever is left
at the end will look like that signal.

Many/most analyses are now done ‘blind’. Cuts are devised using Monte Carlo and/or non-signal
data. You only ‘open the box’ once the cuts are fixed. Most collaborations have a formal procedure for
doing this.

This may seem a tedious imposition, but we have learnt the hard way that it avoids embarrassing
mistakes.

7This story is certainly not historically accurate, but it’s still a good story (quoteinvestigator.com: https://
quoteinvestigator.com/2014/06/22/chip-away/).
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10 Conclusions
Statistics is a tool for doing physics. Good physicists understand their tools. Don’t just follow without
understanding, but read books and conference proceedings, go to seminars, talk to people, experiment
with the data, and understand what you are doing. Then you will succeed. And you will have a great
time!
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