
CERN Yellow Reports: School Proceedings CERN-2021-002

Proceedings of the 2019 CERN–Latin-American School of
High-Energy Physics

Villa General Belgrano, Argentina, 13–26 March 2019

Editors:
C. Duhr
M. Mulders



ISBN 978-92-9083-604-9 (Print)
ISBN 978-92-9083-605-6 (Online)
ISSN 2519-8041 (Print)
ISSN 2519-805X (Online)
DOI https://doi.org/10.23730/CYRSP-2021-002

Copyright c© CERN, 2021
Creative Commons Attribution 4.0

This report should be cited as:
Proceedings of the 2019 CERN–Latin-American School of High-Energy Physics,
Villa General Belgrano, Argentina, 13–26 March 2019, edited by C. Duhr and M. Mulders, CERN-2021-002
(CERN, Geneva, 2021), https://doi.org/10.23730/CYRSP-2021-002

A contribution in this report should be cited as:
[Author name(s)], in Proceedings of the 2019 CERN–Latin-American School of High-Energy Physics, Villa
General Belgrano, Argentina, 13–26 March 2019, edited by C. Duhr and M. Mulders, CERN-2021-002
(CERN, Geneva, 2021), pp. [first page]–[last page], https://doi.org/10.23730/CYRSP-2021-002.[first page]

Corresponding editors: Claude.Duhr@cern.ch and Martijn.Mulders@cern.ch
Accepted by the CERN Reports Editorial Board (contact Carlos.Lourenco@cern.ch) in May 2021.
Published by the CERN Scientific Information Service (contact Jens.Vigen@cern.ch).
Indexed in the CERN Document Server, INSPIRE and in Scopus.
Published Open Access to permit its wide dissemination, as knowledge transfer is an integral part of the
mission of CERN.

https://doi.org/10.23730/CYRSP-2021-002
https://doi.org/10.23730/CYRSP-2021-002
mailto:Claude.Duhr@cern.ch 
mailto:Martijn.Mulders@cern.ch 
http://library.cern/about_us/editorial_board
mailto:Carlos.Lourenco@cern.ch
mailto:Jens.Vigen@cern.ch
https://cds.cern.ch/collection/CERN%20Yellow%20Reports?ln=en
https://inspirehep.net/
https://www.scopus.com/


Abstract

The CERN–Latin-American School of High-Energy Physics is intended to give young physicists an introduc-
tion to the theoretical aspects of recent advances in elementary particle physics. These proceedings contain
lecture notes on quantum field theory, flavour dynamics and CP violation, heavy-ion physics, LHC highlights
and prospects, and experimental facilities in Latin America.
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Preface

The tenth Event in the series of CERN–Latin-American Schools of High-Energy Physics took place from 13
to 26 March 2019 in Villa General Belgrano, Argentina. It was organized by CERN with the support of Ar-
gentinian colleagues from Comisión Nacional de Energía Atómica, Instituto Balseiro, Universidad de Buenos
Aires, Universidad Nacional de Córdoba, Universidad Nacional de La Plata, Universidad Nacional de Mar del
Plata, and Universidad de la República, Uruguay.

The School received financial support from: CBPF, Brazil, CERN, CIEMAT, Spain, CONICET, Argentina
and SMF, Mexico. Financial and in-kind contributions were also received from the following institutes and uni-
versities: Agencia Nacional de Promoción Científica y Tecnológica, Comisión Nacional de Energía Atómica,
Universidad Nacional de Córdoba and Universidad Nacional de La Plata.

Our sincere thanks go to all of the sponsors for making it possible to organize the School with a large num-
ber of young participants from Latin-American countries, many of whom would otherwise not have been able
to attend. We would particularly like to thank the Universidad Nacional de Córdoba for their important in-kind
contributions and practical help.

The School was hosted in the Hotel Howard Johnson in Villa General Belgrano. We are indebted to the
hotel and its friendly staff for their help in making the Event such a success. In particular, we would like to
mention Juan Manuel Laurini and Lucas Emmanuel Medina who helped us greatly in preparing the School, as
well as during the Event itself. The excellent meals served in the Restaurante los Personajes at the hotel were
highly appreciated, and special thanks are due to the chef, Aida Ieno Pose. Thanks also to Brunnen beer and
Bodega Alfredo Roca for supplying drinks during the poster session and the final night dinner.

Tere Dova from UNLP acted as local director for the School, assisted by members of the local organising
committee. We are extremely grateful to Tere and her colleagues for their excellent work in organizing the
School and for creating such a wonderful atmosphere for the participants.

Seventy-five students of 17 different nationalities attended the School, including 21 from Argentina. Fol-
lowing the tradition of the School the students shared twin rooms mixing nationalities, and in particular the
Europeans mixed with Latin Americans.

The 13 lecturers came from Europe, Latin America and the USA. The lectures, which were given in En-
glish, were complemented by daily discussion sessions led by five physicists coming from Latin America. The
lectures and the discussion sessions were all held using the conference facilities of the hotel. The students
displayed their own research work in the form of posters in a special evening session during the first week.
The posters were left on display until the end of the School. The students from each discussion group also
performed a project, studying in detail the analysis of a published paper from an LHC experiment. A represen-
tative of each group gave a brief summary talk during a special evening session during the second week of the
School.
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Our thanks are due to the lecturers and discussion leaders for their active participation in the School and for
making the scientific programme so stimulating. The students who in turn manifested their good spirits during
two intense weeks undoubtedly appreciated their personal contributions in answering questions and explaining
points of theory. During the school two public lecturers were organised at the University of Cordoba, given by
Tere Dova and Juan Martín Maldacena.

We are very grateful to Kate Ross, the administrator for the CERN Schools of Physics, for her efforts in
the lengthy preparations for the School and during the Event itself. Her efficient work, friendly attitude, and
continuous care of the participants and their needs were highly appreciated.

The participants will certainly remember the two interesting excursions: an afternoon visit to the nearby
town of la Cumbrecita, followed by dinner at a local restaurant; and a full-day excursion to the city of Córdoba.
They also greatly appreciated evenings spent together in the hotel, especially the farewell party on the last night.
The success of the School was to a large extent due to the students themselves. Their poster session and group
projects were very well prepared and highly appreciated, and throughout the School they participated actively
during the lectures, in the discussion sessions, and in the different activities and excursions.

Nick Ellis
(On behalf of the Organizing Committee)
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presentations, very muchparticular in the ones provided in the bibliography [2–11]. Specially modern

tbooks in the subject, and inform in [1]. For full details and proofs we refer the reader to the many tex
s, has appeared in bookof these lectures, following the same philosophy but including many other topic

A very much expanded versionconcept or property by describing a physical situation where it arises.
ad, very often we illustrate aBy lack of space and purpose, few proofs have been included. Inste

we have included an Appendix with a review of the basics concepts.
ce no group theory was assumed,of the Casimir effect and particle creation by classical backgrounds. Sin

articular the discussioncations. Sometimes the treatment given to some subjects has been extended, in p
ith numerous clarifi-These notes have been written following closely the original presentation, w

of supersymmetry.
nd the very basics- Some more specialized topics, like the creation of particle by classical fields a

theories.- The physical idea behind the process of renormalization of quantum field

- Anomalies.

- Quantum aspects of global and gauge symmetries and their breaking.

electric charge in terms of magnetic monopoles.
the quantization of thea brief study of the Aharonov-Bohm effect and Dirac’s explanation of

na. We have included- Quantization of gauge theories and the rôle of topology in quantum phenome

- The need to introduce quantum fields, with the great complexity this implies.

m we have selected:one often is uncomfortable with after a first introduction to the subject. Among the
conceptual subtleties. Those topicscourses) was to present some basic aspects of the theory that present

troductions to laterThe guiding principle in choosing the topics presented (apart to serve as in

Introduction1

and string theory.
hysicslected because they appear frequently in current applications to particle p

Some of them are conceptual and some more practical. They have been se-
In these lectures we present a few topics in quantum field theory in detail.
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A note about notation

Before starting it is convenient to review the notation used. Through thesenotes we will be using the
metric ηµν = diag (1,−1,−1,−1). Derivatives with respect to the four-vectorxµ = (ct, ~x) will be
denoted by the shorthand

∂µ ≡ ∂

∂xµ
=

(
1

c

∂

∂t
, ~∇

)
. (1)

As usual space-time indices will be labelled by Greek letters (µ, ν, . . . = 0, 1, 2, 3) while Latin indices
will be used for spatial directions (i, j, . . . = 1, 2, 3). In many expressions we will use the notation
σµ = (1, σi) whereσi are the Pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (2)

Sometimes we use of the Feynman’s slash notation/a = γµaµ. Finally, unless stated otherwise, we work
in natural units~ = c = 1.

2 Why do we need quantum field theory after all?

In spite of the impressive success of Quantum Mechanics in describing atomic physics, it was immedi-
ately clear after its formulation that its relativistic extension was not free of difficulties. These problems
were clear already to Schrödinger, whose first guess for a wave equation of a free relativistic particle was
the Klein-Gordon equation

(
∂2

∂t2
−∇2 +m2

)
ψ(t, ~x) = 0. (3)

This equation follows directly from the relativistic “mass-shell” identityE2 = ~p 2 +m2 using the corre-
spondence principle

E → i
∂

∂t
,

~p → −i~∇. (4)

Plane wave solutions to the wave equation (3) are readily obtained

ψ(t, ~x) = e−ipµxµ
= e−iEt+i~p·~x with E = ±ωp ≡ ±

√
~p 2 +m2. (5)

In order to have a complete basis of functions, one must include plane wavewith bothE > 0 andE < 0.
This implies that given the conserved current

jµ =
i

2

(
ψ∗∂µψ − ∂µψ

∗ ψ
)
, (6)

its time-component isj0 = E and therefore does not define a positive-definite probability density.

A complete, properly normalized, continuous basis of solutions of the Klein-Gordon equation (3)
labelled by the momentum~p can be defined as

fp(t, ~x) =
1

(2π)
3
2
√
2ωp

e−iωpt+i~p·~x,

f−p(t, ~x) =
1

(2π)
3
2
√
2ωp

eiωpt−i~p·~x. (7)
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Energy

m

0

−m

Fig. 1: Spectrum of the Klein-Gordon wave equation

Given the inner product

〈ψ1|ψ2〉 = i

∫
d3x

(
ψ∗
1∂0ψ2 − ∂0ψ

∗
1 ψ2

)

the states (7) form an orthonormal basis

〈fp|fp′〉 = δ(~p− ~p ′),

〈f−p|f−p′〉 = −δ(~p− ~p ′), (8)

〈fp|f−p′〉 = 0. (9)

The wave functionsfp(t, x) describes states with momentum~p and energy given byωp =
√

~p 2 +m2.
On the other hand, the states|f−p〉 not only have a negative scalar product but they actually correspond
to negative energy states

i∂0f−p(t, ~x) = −
√

~p 2 +m2 f−p(t, ~x). (10)

Therefore the energy spectrum of the theory satisfies|E| > m and is unbounded from below (see Fig.
1). Although in a case of a free theory the absence of a ground state is not necessarily a fatal problem,
once the theory is coupled to the electromagnetic field this is the source of all kinds of disasters, since
nothing can prevent the decay of any state by emission of electromagnetic radiation.

The problem of the instability of the “first-quantized” relativistic wave equation can be heuristi-
cally tackled in the case of spin-1

2 particles, described by the Dirac equation
(
−iβ

∂

∂t
+ ~α · ~∇−m

)
ψ(t, ~x) = 0, (11)

where~α andβ are4× 4 matrices

αi =

(
0 iσi

−iσi 0

)
, β =

(
0 1
1 0

)
, (12)
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antiparticle (hole)

photon

Dirac Sea

Fig. 2: Creation of a particle-antiparticle pair in the Dirac see picture

with σi the Pauli matrices, and the wave functionψ(t, ~x) has four components. The wave equation (11)
can be thought of as a kind of “square root” of the Klein-Gordon equation (3), since the latter can be
obtained as

(
−iβ

∂

∂t
+ ~α · ~∇−m

)†(
−iβ

∂

∂t
+ ~α · ~∇−m

)
ψ(t, ~x) =

(
∂2

∂t2
−∇2 +m2

)
ψ(t, ~x). (13)

An analysis of Eq. (11) along the lines of the one presented above for theKlein-Gordon equation
leads again to the existence of negative energy states and a spectrum unbounded from below as in Fig.
1. Dirac, however, solved the instability problem by pointing out that now theparticles are fermions
and therefore they are subject to Pauli’s exclusion principle. Hence, each state in the spectrum can be
occupied by at most one particle, so the states withE = m can be made stable if we assume thatall the
negative energy states are filled.

If Dirac’s idea restores the stability of the spectrum by introducing a stable vacuum where all
negative energy states are occupied, the so-called Dirac sea, it also leads directly to the conclusion that a
single-particle interpretation of the Dirac equation is not possible. Indeed,a photon with enough energy
(E > 2m) can excite one of the electrons filling the negative energy states, leaving behind a “hole” in
the Dirac see (see Fig. 2). This hole behaves as a particle with equal mass and opposite charge that
is interpreted as a positron, so there is no escape to the conclusion that interactions will produce pairs
particle-antiparticle out of the vacuum.

In spite of the success of the heuristic interpretation of negative energy states in the Dirac equation
this is not the end of the story. In 1929 Oskar Klein stumbled into an apparentparadox when trying to
describe the scattering of a relativistic electron by a square potential usingDirac’s wave equation [12] (for
pedagogical reviews see [13, 14]). In order to capture the essenceof the problem without entering into
unnecessary complication we will study Klein’s paradox in the context of theKlein-Gordon equation.

Let us consider a square potential with heightV0 > 0 of the type showed in Fig. 3. A solution to
the wave equation in regions I and II is given by

ψI(t, x) = e−iEt+ip1x +Re−iEt−ip1x,

ψII(t, x) = Te−iEt+p2x, (14)
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Fig. 3: Illustration of the Klein paradox.

where the mass-shell condition implies that

p1 =
√
E2 −m2, p2 =

√
(E − V0)2 −m2. (15)

The constantsR andT are computed by matching the two solutions across the boundaryx = 0. The
conditionsψI(t, 0) = ψII(t, 0) and∂xψI(t, 0) = ∂xψII(t, 0) imply that

T =
2p1

p1 + p2
, R =

p1 − p2
p1 + p2

. (16)

At first sight one would expect a behavior similar to the one encountered inthe nonrelativistic
case. If the kinetic energy is bigger thanV0 both a transmitted and reflected wave are expected, whereas
when the kinetic energy is smaller thanV0 one only expect to find a reflected wave, the transmitted wave
being exponentially damped within a distance of a Compton wavelength inside the barrier.

Indeed this is what happens ifE − m > V0. In this case bothp1 andp2 are real and we have a
partly reflected, and a partly transmitted wave. In the same way, ifV0 − 2m < E −m < V0 thenp2 is
imaginary and there is total reflection.

However, in the case whenV0 > 2m and the energy is in the range0 < E − m < V0 − 2m
a completely different situation arises. In this case one finds that bothp1 andp2 are real and therefore
the incoming wave function is partially reflected and partially transmitted across the barrier. This is a
shocking result, since it implies that there is a nonvanishing probability of finding the particle at any
point across the barrier with negative kinetic energy (E −m − V0 < 0)! This weird result is known as
Klein’s paradox.

As with the negative energy states, the Klein paradox results from our insistence in giving a single-
particle interpretation to the relativistic wave function. Actually, a multiparticle analysis of the paradox
[13] shows that what happens when0 < E − m < V0 − 2m is that the reflection of the incoming
particle by the barrier is accompanied by the creation of pairs particle-antiparticle out of the energy of
the barrier (notice that for this to happen it is required thatV0 > 2m, the threshold for the creation of a
particle-antiparticle pair).

5
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Fig. 4: Two regionsR1, R2 that are causally disconnected.

Actually, this particle creation can be understood by noticing that the suddenpotential step in Fig.
3 localizes the incoming particle with massm in distances smaller than its Compton wavelengthλ = 1

m .
This can be seen by replacing the square potential by another one wherethe potential varies smoothly
from 0 toV0 > 2m in distances scales larger than1/m. This case was worked out by Sauter shortly after
Klein pointed out the paradox [15]. He considered a situation where the regions withV = 0 andV = V0

are connected by a region of lengthd with a linear potentialV (x) = V0x
d . Whend > 1

m he found that
the transmission coefficient is exponentially small1.

The creation of particles is impossible to avoid whenever one tries to locate a particle of massm
within its Compton wavelength. Indeed, from Heisenberg uncertainty relationwe find that if∆x ∼ 1

m ,
the fluctuations in the momentum will be of order∆p ∼ m and fluctuations in the energy of order

∆E ∼ m (17)

can be expected. Therefore, in a relativistic theory, the fluctuations of the energy are enough to allow
the creation of particles out of the vacuum. In the case of a spin-1

2 particle, the Dirac sea picture shows
clearly how, when the energy fluctuations are of orderm, electrons from the Dirac sea can be excited to
positive energy states, thus creating electron-positron pairs.

It is possible to see how the multiparticle interpretation is forced upon us by relativistic invariance.
In non-relativistic Quantum Mechanics observables are represented by self-adjoint operator that in the
Heisenberg picture depend on time. Therefore measurements are localizedin time but are global in
space. The situation is radically different in the relativistic case. Becauseno signal can propagate faster
than the speed of light, measurements have to be localized both in time and space.Causality demands
then that two measurements carried out in causally-disconnected regions of space-time cannot interfere
with each other. In mathematical terms this means that ifOR1 andOR2 are the observables associated
with two measurements localized in two causally-disconnected regionsR1, R2 (see Fig. 4), they satisfy

[OR1 ,OR2 ] = 0, if (x1 − x2)
2 < 0, for all x1 ∈ R1, x2 ∈ R2. (18)

1In section (9.1) we will see how, in the case of the Dirac field, this exponential behavior can be associated with the creation
of electron-positron pairs due to a constant electric field (Schwinger effect).
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Hence, in a relativistic theory, the basic operators in the Heisenberg picture must depend on the
space-time positionxµ. Unlike the case in non-relativistic quantum mechanics, here the position~x is not
an observable, but just a label, similarly to the case of time in ordinary quantum mechanics. Causality is
then imposed microscopically by requiring

[O(x),O(y)] = 0, if (x− y)2 < 0. (19)

A smeared operatorOR over a space-time regionR can then be defined as

OR =

∫
d4xO(x) fR(x) (20)

wherefR(x) is the characteristic function associated withR,

fR(x) =

{
1 x ∈ R
0 x /∈ R

. (21)

Eq. (18) follows now from the microcausality condition (19).

Therefore, relativistic invariance forces the introduction of quantum fields. It is only when we
insist in keeping a single-particle interpretation that we crash against causality violations. To illustrate
the point, let us consider a single particle wave functionψ(t, ~x) that initially is localized in the position
~x = 0

ψ(0, ~x) = δ(~x). (22)

Evolving this wave function using the HamiltonianH =
√
−∇2 +m2 we find that the wave function

can be written as

ψ(t, ~x) = e−it
√
−∇2+m2

δ(~x) =

∫
d3k

(2π)3
ei
~k·~x−it

√
k2+m2

. (23)

Integrating over the angular variables, the wave function can be recastin the form

ψ(t, ~x) =
1

2π2|~x|

∫ ∞

−∞
k dk eik|~x| e−it

√
k2+m2

. (24)

The resulting integral can be evaluated using the complex integration contourC shown in Fig. 5. The
result is that, for anyt > 0, one finds thatψ(t, ~x) 6= 0 for any~x. If we insist in interpreting the wave
functionψ(t, ~x) as the probability density of finding the particle at the location~x in the timet we find
that the probability leaks out of the light cone, thus violating causality.

3 From classical to quantum fields

We have learned how the consistency of quantum mechanics with special relativity forces us to abandon
the single-particle interpretation of the wave function. Instead we have to consider quantum fields whose
elementary excitations are associated with particle states, as we will see below.

In any scattering experiment, the only information available to us is the set of quantum number
associated with the set of free particles in the initial and final states. Ignoring for the moment other
quantum numbers like spin and flavor, one-particle states are labelled by thethree-momentum~p and
span the single-particle Hilbert spaceH1

|~p〉 ∈ H1, 〈~p|~p ′〉 = δ(~p− ~p ′) . (25)

The states{|~p〉} form a basis ofH1 and therefore satisfy the closure relation
∫

d3p |~p〉〈~p| = 1 (26)
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k

mi

C

Fig. 5: Complex contourC for the computation of the integral in Eq. (24).

The group of spatial rotations acts unitarily on the states|~p〉. This means that for every rotationR ∈
SO(3) there is a unitary operatorU(R) such that

U(R)|~p〉 = |R~p〉 (27)

whereR~p represents the action of the rotation on the vector~k, (R~p)i = Ri
jk

j . Using a spectral decom-

position, the momentum operator̂P i can be written as

P̂ i =

∫
d3p |~p〉 pi 〈~p| (28)

With the help of Eq. (27) it is straightforward to check that the momentum operator transforms as a
vector under rotations:

U(R)−1 P̂ i U(R) =

∫
d3p |R−1~p〉 pi 〈R−1~p| = Ri

jP̂
j , (29)

where we have used that the integration measure is invariant under SO(3).

Since, as we argued above, we are forced to deal with multiparticle states, itis convenient to
introduce creation-annihilation operators associated with a single-particle state of momentum~p

[a(~p), a†(~p ′)] = δ(~p− ~p ′), [a(~p), a(~p ′)] = [a†(~p), a†(~p ′)] = 0, (30)

such that the state|~p〉 is created out of the Fock space vacuum|0〉 (normalized such that〈0|0〉 = 1) by
the action of a creation operatora†(~p)

|~p〉 = a†(~p)|0〉, a(~p)|0〉 = 0 ∀~p. (31)

Covariance under spatial rotations is all we need if we are interested in a nonrelativistic theory.
However in a relativistic quantum field theory we must preserve more that SO(3), actually we need
the expressions to be covariant under the full Poincaré group ISO(1, 3) consisting in spatial rotations,
boosts and space-time translations. Therefore, in order to build the Fock space of the theory we need
two key ingredients: first an invariant normalization for the states, since wewant a normalized state in
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one reference frame to be normalized in any other inertial frame. And secondly a relativistic invariant
integration measure in momentum space, so the spectral decomposition of operators is covariant under
the full Poincaré group.

Let us begin with the invariant measure. Given an invariant functionf(p) of the four-momentum
pµ of a particle of massm with positive energyp0 > 0, there is an integration measure which is invariant
under proper Lorentz transformations2

∫
d4p

(2π)4
(2π)δ(p2 −m2) θ(p0) f(p), (32)

whereθ(x) represent the Heaviside step function. The integration overp0 can be easily done using the
δ-function identity

δ[f(x)] =
∑

xi=zeros of f

1

|f ′(xi)|
δ(x− xi), (33)

which in our case implies that

δ(p2 −m2) =
1

2p0
δ
(
p0 −

√
~p 2 +m2

)
+

1

2p0
δ
(
p0 +

√
~p 2 +m2

)
. (34)

The second term in the previous expression correspond to states with negative energy and therefore does
not contribute to the integral. We can write then

∫
d4p

(2π)4
(2π)δ(p2 −m2) θ(p0) f(p) =

∫
d3p

(2π)3
1

2
√

~p 2 +m2
f
(√

~p 2 +m2, ~p
)
. (35)

Hence, the relativistic invariant measure is given by

∫
d3p

(2π)3
1

2ωp
with ωp ≡

√
~p 2 +m2. (36)

Once we have an invariant measure the next step is to find an invariant normalization for the states.
We work with a basis{|p〉} of eigenstates of the four-momentum operatorP̂µ

P̂ 0|p〉 = ωp|p〉, P̂ i|p〉 = p i|p〉. (37)

Since the states|p〉 are eigenstates of the three-momentum operator we can express them in termsof the
non-relativistic states|~p〉 that we introduced in Eq. (25)

|p〉 = N(~p)|~p〉 (38)

with N(~p) a normalization to be determined now. The states{|p〉} form a complete basis, so they should
satisfy the Lorentz invariant closure relation

∫
d4p

(2π)4
(2π)δ(p2 −m2) θ(p0) |p〉 〈p| = 1 (39)

At the same time, this closure relation can be expressed, using Eq. (38), in terms of the nonrelativistic
basis of states{|~p〉} as

∫
d4p

(2π)4
(2π)δ(p2 −m2) θ(p0) |p〉 〈p| =

∫
d3p

(2π)3
1

2ωp
|N(p)|2 |~p〉 〈~p|. (40)

2The factors of2π are introduced for later convenience.
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Using now Eq. (28) for the nonrelativistic states, expression (39) follows provided

|N(~p)|2 = (2π)3 (2ωp). (41)

Taking the overall phase in Eq. (38) so thatN(p) is real, we define the Lorentz invariant states|p〉 as

|p〉 = (2π)
3
2

√
2ωp |~p〉, (42)

and given the normalization of|~p〉 we find the normalization of the relativistic states to be

〈p|p′〉 = (2π)3(2ωp)δ(~p− ~p ′). (43)

Although not obvious at first sight, the previous normalization is Lorentz invariant. Although it
is not difficult to show this in general, here we consider the simpler case of 1+1 dimensions where the
two components(p0, p1) of the on-shell momentum can be parametrized in terms of a single hyperbolic
angleλ as

p0 = m coshλ, p1 = m sinhλ. (44)

Now, the combination2ωpδ(p
1 − p1′) can be written as

2ωpδ(p
1 − p1′) = 2m coshλ δ(m sinhλ−m sinhλ′) = 2δ(λ− λ′), (45)

where we have made use of the property (33) of theδ-function. Lorentz transformations in1 + 1 di-
mensions are labelled by a parameterξ ∈ R and act on the momentum by shifting the hyperbolic angle
λ → λ+ ξ. However, Eq. (45) is invariant under a common shift ofλ andλ′, so the whole expression is
obviously invariant under Lorentz transformations.

To summarize what we did so far, we have succeed in constructing a Lorentz covariant basis of
states for the one-particle Hilbert spaceH1. The generators of the Poincaré group act on the states|p〉 of
the basis as

P̂µ|p〉 = pµ|p〉, U(Λ)|p〉 = |Λµ
ν p

ν〉 ≡ |Λp〉 with Λ ∈ SO(1, 3). (46)

This is compatible with the Lorentz invariance of the normalization that we have checked above

〈p|p′〉 = 〈p|U(Λ)−1U(Λ)|p′〉 = 〈Λp|Λp′〉. (47)

OnH1 the operator̂Pµ admits the following spectral representation

P̂µ =

∫
d3p

(2π)3
1

2ωp
|p〉 pµ 〈p| . (48)

Using (47) and the fact that the measure is invariant under Lorentz transformation, one can easily show
thatP̂µ transform covariantly under SO(1, 3)

U(Λ)−1P̂µU(Λ) =
∫

d3p

(2π)3
1

2ωp
|Λ−1p〉 pµ 〈Λ−1p| = Λµ

νP̂
ν . (49)

A set of covariant creation-annihilation operators can be constructed now in terms of the operators
a(~p), a†(~p) introduced above

α(~p) ≡ (2π)
3
2

√
2ωpa(~p), α†(~p) ≡ (2π)

3
2

√
2ωpa

†(~p) (50)

with the Lorentz invariant commutation relations

[α(~p), α†(~p ′)] = (2π)3(2ωp)δ(~p− ~p ′),
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[α(~p), α(~p ′)] = [α†(~p), α†(~p ′)] = 0. (51)

Particle states are created by acting with any number of creation operatorsα(~p) on the Poincaré invariant
vacuum state|0〉 satisfying

〈0|0〉 = 1, P̂µ|0〉 = 0, U(Λ)|0〉 = |0〉, ∀Λ ∈ SO(1, 3). (52)

A general one-particle state|f〉 ∈ H1 can be then written as

|f〉 =
∫

d3p

(2π)3
1

2ωp
f(~p)α†(~p)|0〉, (53)

while an-particle state|f〉 ∈ H⊗n
1 can be expressed as

|f〉 =
∫ n∏

i=1

d3pi
(2π)3

1

2ωpi

f(~p1, . . . , ~pn)α
†(~p1) . . . α†(~pn)|0〉. (54)

That this states are Lorentz invariant can be checked by noticing that from the definition of the creation-
annihilation operators follows the transformation

U(Λ)α(~p)U(Λ)† = α(Λ~p) (55)

and the corresponding one for creation operators.

As we have argued above, the very fact that measurements have to be localized implies the ne-
cessity of introducing quantum fields. Here we will consider the simplest case of a scalar quantum field
φ(x) satisfying the following properties:

- Hermiticity.

φ†(x) = φ(x). (56)

- Microcausality. Since measurements cannot interfere with each other when performed in causally
disconnected points of space-time, the commutator of two fields have to vanish outside the relative
ligth-cone

[φ(x), φ(y)] = 0, (x− y)2 < 0. (57)

- Translation invariance.

ei
bP ·aφ(x)e−i bP ·a = φ(x− a). (58)

- Lorentz invariance.

U(Λ)†φ(x)U(Λ) = φ(Λ−1x). (59)

- Linearity. To simplify matters we will also assume thatφ(x) is linear in the creation-annihilation
operatorsα(~p), α†(~p)

φ(x) =

∫
d3p

(2π)3
1

2ωp

[
f(~p, x)α(~p) + g(~p, x)α†(~p)

]
. (60)

Sinceφ(x) should be hermitian we are forced to takef(~p, x)∗ = g(~p, x). Moreover,φ(x) satisfies
the equations of motion of a free scalar field,(∂µ∂

µ +m2)φ(x) = 0, only if f(~p, x) is a complete
basis of solutions of the Klein-Gordon equation. These considerations leads to the expansion

φ(x) =

∫
d3p

(2π)3
1

2ωp

[
e−iωpt+i~p·~xα(~p) + eiωpt−i~p·~xα†(~p)

]
. (61)
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Given the expansion of the scalar field in terms of the creation-annihilation operators it can be
checked thatφ(x) and∂tφ(x) satisfy the equal-time canonical commutation relations

[φ(t, ~x), ∂tφ(t, ~y)] = iδ(~x− ~y) (62)

The general commutator[φ(x), φ(y)] can be also computed to be

[φ(x), φ(x′)] = i∆(x− x′). (63)

The function∆(x− y) is given by

i∆(x− y) = −Im

∫
d3p

(2π)3
1

2ωp
e−iωp(t−t′)+i~p·(~x−~x ′)

=

∫
d4p

(2π)4
(2π)δ(p2 −m2)ε(p0)e−ip·(x−x′), (64)

whereε(x) is defined as

ε(x) ≡ θ(x)− θ(−x) =

{
1 x > 0

−1 x < 0
. (65)

Using the last expression in Eq. (64) it is easy to show thati∆(x − x′) vanishes whenx andx′

are space-like separated. Indeed, if(x− x′)2 < 0 there is always a reference frame in which both events
are simultaneous, and sincei∆(x − x′) is Lorentz invariant we can compute it in this reference frame.
In this caset = t′ and the exponential in the second line of (64) does not depend onp0. Therefore, the
integration overk0 gives

∫ ∞

−∞
dp0ε(p0)δ(p2 −m2) =

∫ ∞

−∞
dp0

[
1

2ωp
ε(p0)δ(p0 − ωp) +

1

2ωp
ε(p0)δ(p0 + ωp)

]

=
1

2ωp
− 1

2ωp
= 0. (66)

So we have concluded thati∆(x− x′) = 0 if (x− x′)2 < 0, as required by microcausality. Notice that
the situation is completely different when(x − x′)2 ≥ 0, since in this case the exponential depends on
p0 and the integration over this component of the momentum does not vanish.

3.1 Canonical quantization

So far we have contented ourselves with requiring a number of propertiesto the quantum scalar field:
existence of asymptotic states, locality, microcausality and relativistic invariance. With these only ingre-
dients we have managed to go quite far. The previous can also be obtained using canonical quantization.
One starts with a classical free scalar field theory in Hamiltonian formalism and obtains the quantum
theory by replacing Poisson brackets by commutators. Since this quantizationprocedure is based on the
use of the canonical formalism, which gives time a privileged rôle, it is important to check at the end of
the calculation that the resulting quantum theory is Lorentz invariant. In the following we will briefly
overview the canonical quantization of the Klein-Gordon scalar field.

The starting point is the action functionalS[φ(x)] which, in the case of a free real scalar field of
massm is given by

S[φ(x)] ≡
∫

d4xL(φ, ∂µφ) =
1

2

∫
d4x

(
∂µφ∂

µφ−m2φ2
)
. (67)
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The equations of motion are obtained, as usual, from the Euler-Lagrangeequations

∂µ

[
∂L

∂(∂µφ)

]
− ∂L

∂φ
= 0 =⇒ (∂µ∂

µ +m2)φ = 0. (68)

The momentum canonically conjugated to the fieldφ(x) is given by

π(x) ≡ ∂L
∂(∂0φ)

=
∂φ

∂t
. (69)

In the Hamiltonian formalism the physical system is described not in terms of the generalized coordinates
and their time derivatives but in terms of the generalized coordinates and their canonically conjugated
momenta. This is achieved by a Legendre transformation after which the dynamics of the system is
determined by the Hamiltonian function

H ≡
∫

d3x

(
π
∂φ

∂t
− L

)
=

1

2

∫
d3x

[
π2 + (~∇φ)2 +m2

]
. (70)

The equations of motion can be written in terms of the Poisson rackets. Given two functional
A[φ, π], B[φ, π] of the canonical variables

A[φ, π] =

∫
d3xA(φ, π), B[φ, π] =

∫
d3xB(φ, π). (71)

Their Poisson bracket is defined by

{A,B} ≡
∫

d3x

[
δA

δφ

δB

δπ
− δA

δπ

δB

δφ

]
, (72)

where δ
δφ denotes the functional derivative defined as

δA

δφ
≡ ∂A

∂φ
− ∂µ

[
∂A

∂(∂µφ)

]
(73)

Then, the canonically conjugated fields satisfy the following equal time Poisson brackets

{φ(t, ~x), φ(t, ~x ′)} = {π(t, ~x), π(t, ~x ′)} = 0,

{φ(t, ~x), π(t, ~x ′)} = δ(~x− ~x ′). (74)

Canonical quantization proceeds now by replacing classical fields with operators and Poisson
brackets with commutators according to the rule

i{·, ·} −→ [·, ·]. (75)

In the case of the scalar field, a general solution of the field equations (68) can be obtained by working
with the Fourier transform

(∂µ∂
µ +m2)φ(x) = 0 =⇒ (−p2 +m2)φ̃(p) = 0, (76)

whose general solution can be written as3

φ(x) =

∫
d4p

(2π)4
(2π)δ(p2 −m2)θ(p0)

[
α(p)e−ip·x + α(p)∗eip·x

]

3In momentum space, the general solution to this equation iseφ(p) = f(p)δ(p2 − m2), with f(p) a completely general
function ofpµ. The solution in position space is obtained by inverse Fourier transform.
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=

∫
d3p

(2π)3
1

2ωp

[
α(~p )e−iωpt+~p·~x + α(~p )∗eiωpt−~p·~x

]
(77)

and we have requiredφ(x) to be real. The conjugate momentum is

π(x) = − i

2

∫
d3p

(2π)3

[
α(~p )e−iωpt+~p·~x + α(~p )∗eiωpt−~p·~x

]
. (78)

Now φ(x) andπ(x) are promoted to operators by replacing the functionsα(~p), α(~p)∗ by the
corresponding operators

α(~p ) −→ α̂(~p ), α(~p )∗ −→ α̂†(~p ). (79)

Moreover, demanding[φ(t, ~x), π(t, ~x ′)] = iδ(~x − ~x ′) forces the operatorŝα(~p), α̂(~p)† to have the
commutation relations found in Eq. (51). Therefore they are identified as a set of creation-annihilation
operators creating states with well-defined momentum~p out of the vacuum|0〉. In the canonical quanti-
zation formalism the concept of particle appears as a result of the quantization of a classical field.

Knowing the expressions of̂φ andπ̂ in terms of the creation-annihilation operators we can proceed
to evaluate the Hamiltonian operator. After a simple calculation one arrives to theexpression

Ĥ =

∫
d3p

[
ωpα̂

†(~p)α̂(~p) +
1

2
ωp δ(~0)

]
. (80)

The first term has a simple physical interpretation sinceα̂†(~p)α̂(~p) is the number operator of particles
with momentum~p. The second divergent term can be eliminated if we defined the normal-ordered
Hamiltonian:Ĥ: with the vacuum energy subtracted

:Ĥ:≡ Ĥ − 〈0|Ĥ|0〉 =
∫

d3pωp α̂
†(~p ) α̂(~p ) (81)

It is interesting to try to make sense of the divergent term in Eq. (80). This term have two sources
of divergence. One is associated with the delta function evaluated at zerocoming from the fact that we
are working in a infinite volume. It can be regularized for large but finite volume by replacingδ(~0) ∼ V .
Hence, it is of infrared origin. The second one comes from the integrationof ωp at large values of
the momentum and it is then an ultraviolet divergence. The infrared divergence can be regularized by
considering the scalar field to be living in a box of finite volumeV . In this case the vacuum energy is

Evac ≡ 〈0|Ĥ|0〉 =
∑

~p

1

2
ωp. (82)

Written in this way the interpretation of the vacuum energy is straightforward.A free scalar quantum
field can be seen as a infinite collection of harmonic oscillators per unit volume,each one labelled by
~p. Even if those oscillators are not excited, they contribute to the vacuum energy with their zero-point
energy, given by12ωp. This vacuum contribution to the energy add up to infinity even if we work at
finite volume, since even then there are modes with arbitrary high momentum contributing to the sum,
pi = niπ

Li
, with Li the sides of the box of volumeV andni an integer. Hence, this divergence is of

ultraviolet origin.

Our discussion leads us to the conclusion that the vacuum in quantum field theory is radically
different from the classical idea of the vacuum as “empty space”. Indeed, we have seen that a quantum
field can be regarded as a set of an infinite number of harmonic oscillators and that the ground state of
the system is obtained whenall oscillators are in their respective ground states. This being so, we know
from elementary quantum mechanics that a harmonic oscillator in its ground stateis not “at rest”, but
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Region I Region II

Conducting plates

Region III

d

Fig. 6: Illustration of the Casimir effect. In regions I and II the spetrum of modes of the momentump⊥ is
continuous, while in the space between the plates (region II) it is quantized in units ofπd .

fluctuate with an energy given by its zero-point energy. When translatedto quantum field theory, this
means that the vacuum can be picture as a medium where virtual particles arecontinuously created and
annihilated. As we will see, this nontrivial character of the vacuum has physical consequences ranging
from the Casimir effect (see below) to the screening or antiscreening of charges in gauge theories (see
Section 8.2).

3.2 The Casimir effect

The presence of a vacuum energy is not characteristic of the scalar field. It is also present in other cases,
in particular in quantum electrodynamics. Although one might be tempted to discarding this infinite
contribution to the energy of the vacuum as unphysical, it has observableconsequences. In 1948 Hendrik
Casimir pointed out [16] that although a formally divergent vacuum energy would not be observable, any
variation in this energy would be (see [17] for comprehensive reviews).

To show this he devised the following experiment. Consider a couple of infinite, perfectly con-
ducting plates placed parallel to each other at a distanced (see Fig. 6). Because the conducting plates fix
the boundary condition of the vacuum modes of the electromagnetic field theseare discrete in between
the plates (region II), while outside there is a continuous spectrum of modes(regions I and III). In order
to calculate the force between the plates we can take the vacuum energy of the electromagnetic field
as given by the contribution of two scalar fields corresponding to the two polarizations of the photon.
Therefore we can use the formulas derived above.

A naive calculation of the vacuum energy in this system gives a divergent result. This infinity can
be removed, however, by substracting the vacuum energy corresponding to the situation where the plates
are removed

E(d)reg = E(d)vac − E(∞)vac (83)

This substraction cancels the contribution of the modes outside the plates. Because of the boundary
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conditions imposed by the plates the momentum of the modes perpendicular to the plates are quantized
according top⊥ = nπ

d , with n a non-negative integer. If we consider that the size of the plates is much
larger than their separationd we can take the momenta parallel to the plates~p‖ as continuous. Forn > 0
we have two polarizations for each vacuum mode of the electromagnetic field,each contributing like
1
2

√
~p 2
‖ + p2⊥ to the vacuum energy. On the other hand, whenp⊥ = 0 the corresponding modes of the

field are effectively (2+1)-dimensional and therefore there is only onepolarization. Keeping this in mind,
we can write

E(d)reg = S

∫
d2p‖
(2π)2

1

2
|~p‖|+ 2S

∫
d2p‖
(2π)2

∞∑

n=1

1

2

√
~p 2
‖ +

(nπ
d

)2

− 2Sd

∫
d3p

(2π)3
1

2
|~p | (84)

whereS is the area of the plates. The factors of 2 take into account the two propagating degrees of
freedom of the electromagnetic field, as discussed above. In order to ensure the convergence of integrals
and infinite sums we can introduce an exponential damping factor4

E(d)reg =
1

2
S

∫
d2p⊥
(2π)2

e−
1
Λ
|~p‖ ||~p‖ |+ S

∞∑

n=1

∫
d2p‖
(2π)2

e
− 1

Λ

q

~p 2
‖+(

nπ
d )

2
√

~p 2
‖ +

(nπ
d

)2

− Sd

∫ ∞

−∞

dp⊥
2π

∫
d2p‖
(2π)2

e
− 1

Λ

q

~p 2
‖+p2⊥

√
~p 2
‖ + p2⊥ (85)

whereΛ is an ultraviolet cutoff. It is now straightforward to see that if we define thefunction

F (x) =
1

2π

∫ ∞

0
y dy e−

1
Λ

q

y2+(xπ
d )

2
√
y2 +

(xπ
d

)2
=

1

4π

∫ ∞

(xπ
d )

2
dz e−

√
z

Λ
√
z (86)

the regularized vacuum energy can be written as

E(d)reg = S

[
1

2
F (0) +

∞∑

n=1

F (n)−
∫ ∞

0
dxF (x)

]
(87)

This expression can be evaluated using the Euler-MacLaurin formula [19]
∞∑

n=1

F (n)−
∫ ∞

0
dxF (x) = −1

2
[F (0) + F (∞)] +

1

12

[
F ′(∞)− F ′(0)

]

− 1

720

[
F ′′′(∞)− F ′′′(0)

]
+ . . . (88)

Since for our functionF (∞) = F ′(∞) = F ′′′(∞) = 0 andF ′(0) = 0, the value ofE(d)reg is
determined byF ′′′(0). Computing this term and removing the ultraviolet cutoff,Λ → ∞ we find the
result

E(d)reg =
S

720
F ′′′(0) = − π2S

720d3
. (89)

Then, the force per unit area between the plates is given by

PCasimir = − π2

240

1

d4
. (90)

The minus sign shows that the force between the plates is attractive. This is theso-called Casimir effect.
It was experimentally measured in 1958 by Sparnaay [18] and since then the Casimir effect has been
checked with better and better precission in a variety of situations [17].

4Actually, one could introduce any cutoff functionf(p2⊥ + p2‖) going to zero fast enough asp⊥, p‖ → ∞. The result is
independent of the particular function used in the calculation.
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4 Theories and Lagrangians

Up to this point we have used a scalar field to illustrate our discussion of the quantization procedure.
However, nature is richer than that and it is necessary to consider otherfields with more complicated be-
havior under Lorentz transformations. Before considering other fieldswe pause and study the properties
of the Lorentz group.

4.1 Representations of the Lorentz group

In four dimensions the Lorentz group has six generators. Three of themcorrespond to the generators
of the group of rotations in three dimensions SO(3). In terms of the generators Ji of the group a finite
rotation of angleϕ with respect to an axis determined by a unitary vector~e can be written as

R(~e, ϕ) = e−iϕ~e· ~J , ~J =




J1
J2
J3


 . (91)

The other three generators of the Lorentz group are associated with boostsMi along the three spatial
directions. A boost with rapidityλ along a direction~u is given by

B(~u, λ) = e−iλ ~u· ~M , ~M =




M1

M2

M3


 . (92)

These six generators satisfy the algebra

[Ji, Jj ] = iǫijkJk,

[Ji,Mk] = iǫijkMk, (93)

[Mi,Mj ] = −iǫijkJk,

The first line corresponds to the commutation relations of SO(3), while the second one implies that the
generators of the boosts transform like a vector under rotations.

At first sight, to find representations of the algebra (93) might seem difficult. The problem is
greatly simplified if we consider the following combination of the generators

J±
k =

1

2
(Jk ± iMk). (94)

Using (93) it is easy to prove that the new generatorsJ±
k satisfy the algebra

[J±
i , J±

j ] = iǫijkJ
±
k ,

[J+
i , J−

j ] = 0. (95)

Then the Lorentz algebra (93) is actually equivalent to two copies of the algebra ofSU(2) ≈ SO(3).
Therefore the irreducible representations of the Lorentz group can beobtained from the well-known rep-
resentations of SU(2). Since the latter ones are labelled by the spins = k + 1

2 , k (with k ∈ N), any
representation of the Lorentz algebra can be identified by specifying(s+, s−), the spins of the represen-
tations of the two copies of SU(2) that made up the algebra (93).

To get familiar with this way of labelling the representations of the Lorentz group we study some
particular examples. Let us start with the simplest one(s+, s−) = (0,0). This state is a singlet under
J±
i and therefore also under rotations and boosts. Therefore we have a scalar.

The next interesting cases are(12 ,0) and(0, 12). They correspond respectively to a right-handed
and a left-handed Weyl spinor. Their properties will be studied in more detail below. In the case of
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Representation Type of field

(0,0) Scalar

(12 ,0) Right-handed spinor

(0, 12) Left-handed spinor

(12 ,
1
2) Vector

(1,0) Selfdual antisymmetric 2-tensor

(0,1) Anti-selfdual antisymmetric 2-tensor

Table 1: Representations of the Lorentz group

(12 ,
1
2), since from Eq. (94) we see thatJi = J+

i + J−
i the rules of addition of angular momentum

tell us that there are two states, one of them transforming as a vector and another one as a scalar under
three-dimensional rotations. Actually, a more detailed analysis shows that thesinglet state corresponds
to the time component of a vector and the states combine to form a vector under the Lorentz group.

There are also more “exotic” representations. For example we can consider the(1,0) and(0,1)
representations corresponding respectively to a selfdual and an anti-selfdual rank-two antisymmetric
tensor. In Table 1 we summarize the previous discussion.

To conclude our discussion of the representations of the Lorentz groupwe notice that under a
parity transformation the generators of SO(1,3) transform as

P : Ji −→ Ji, P : Mi −→ −Mi (96)

this means thatP : J±
i −→ J∓

i and therefore a representation(s1, s2) is transformed into(s2, s1). This
means that, for example, a vector(12 ,

1
2) is invariant under parity, whereas a left-handed Weyl spinor

(12 ,0) transforms into a right-handed one(0, 12) and vice versa.

4.2 Spinors

Weyl spinors. Let us go back to the two spinor representations of the Lorentz group, namely (12 ,0) and
(0, 12). These representations can be explicitly constructed using the Pauli matrices as

J+
i =

1

2
σi, J−

i = 0 for (12 ,0),

J+
i = 0, J−

i =
1

2
σi for (0, 12). (97)

We denote byu± a complex two-component object that transforms in the representations± = 1
2 of J i

±.
If we defineσµ

± = (1,±σi) we can construct the following vector quantities

u†+σ
µ
+u+, u†−σ

µ
−u−. (98)

Notice that since(J±
i )† = J∓

i the hermitian conjugated fieldsu†± are in the(0, 12) and(12 ,0) respectively.

To construct a free Lagrangian for the fieldsu± we have to look for quadratic combinations of the
fields that are Lorentz scalars. If we also demand invariance under global phase rotations

u± −→ eiθu± (99)
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we are left with just one possibility up to a sign

L±
Weyl = iu†±

(
∂t ± ~σ · ~∇

)
u± = iu†±σ

µ
±∂µu±. (100)

This is the Weyl Lagrangian. In order to grasp the physical meaning of thespinorsu± we write the
equations of motion

(
∂0 ± ~σ · ~∇

)
u± = 0. (101)

Multiplying this equation on the left by
(
∂0 ∓ ~σ · ~∇

)
and applying the algebraic properties of the Pauli

matrices we conclude thatu± satisfies the massless Klein-Gordon equation

∂µ∂
µ u± = 0, (102)

whose solutions are:

u±(x) = u±(k)e−ik·x, with k0 = |~k|. (103)

Plugging these solutions back into the equations of motion (101) we find
(
|~k| ∓ ~k · ~σ

)
u± = 0, (104)

which implies

u+ :
~σ · ~k
|~k|

= 1,

u− :
~σ · ~k
|~k|

= −1. (105)

Since the spin operator is defined as~s = 1
2~σ, the previous expressions give the chirality of the states with

wave functionu±, i.e. the projection of spin along the momentum of the particle. Therefore we conclude
thatu+ is a Weyl spinor of positive helicityλ = 1

2 , whileu− has negative helicityλ = −1
2 . This agrees

with our assertion that the representation(12 ,0) corresponds to a right-handed Weyl fermion (positive
chirality) whereas(0, 12) is a left-handed Weyl fermion (negative chirality). For example, in the standard
model neutrinos are left-handed Weyl spinors and therefore transform in the representation(0, 12) of the
Lorentz group.

Nevertheless, it is possible that we were too restrictive in constructing the Weyl Lagrangian (100).
There we constructed the invariants from the vector bilinears (98) corresponding to the product repre-
sentations

(12 ,
1
2) = (12 ,0)⊗ (0, 12) and (12 ,

1
2) = (0, 12)⊗ (12 ,0). (106)

In particular our insistence in demanding the Lagrangian to be invariant under the global symmetry
u± → eiθu± rules out the scalar term that appears in the product representations

(12 ,0)⊗ (12 ,0) = (1,0)⊕ (0,0), (0, 12)⊗ (0, 12) = (0,1)⊕ (0,0). (107)

The singlet representations corresponds to the antisymmetric combinations

ǫabu
a
±u

b
±, (108)

whereǫab is the antisymmetric symbolǫ12 = −ǫ21 = 1.
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At first sight it might seem that the term (108) vanishes identically becauseof the antisymmetry
of the ǫ-symbol. However we should keep in mind that the spin-statistic theorem (more on this later)
demands that fields with half-integer spin have to satisfy the Fermi-Dirac statistics and therefore satisfy
anticommutation relations, whereas fields of integer spin follow the statistic of Bose-Einstein and, as a
consequence, quantization replaces Poisson brackets by commutators. This implies that the components
of the Weyl fermionsu± are anticommuting Grassmann fields

ua±u
b
± + ub±u

a
± = 0. (109)

It is important to realize that, strictly speaking, fermions (i.e., objects that satisfy the Fermi-Dirac statis-
tics) do not exist classically. The reason is that they satisfy the Pauli exclusion principle and therefore
each quantum state can be occupied, at most, by one fermion. Thereforethe naïve definition of the clas-
sical limit as a limit of large occupation numbers cannot be applied. Fermion field do not really make
sense classically.

Since the combination (108) does not vanish and we can construct a new Lagrangian

L±
Weyl = iu†±σ

µ
±∂µu± − m

2
ǫabu

a
±u

b
± + h.c. (110)

This mass term, called of Majorana type, is allowed if we do not worry about breaking the global U(1)
symmetryu± → eiθu±. This is not the case, for example, of charged chiral fermions, since theMajorana
mass violates the conservation of electric charge or any other gauge U(1)charge. In the standard model,
however, there is no such a problem if we introduce Majorana masses forright-handed neutrinos, since
they are singlet under all standard model gauge groups. Such a term willbreak, however, the global U(1)
lepton number charge because the operatorǫabν

a
Rν

b
R changes the lepton number by two units

Dirac spinors. We have seen that parity interchanges the representations(12 ,0) and(0, 12), i.e. it
changes right-handed with left-handed fermions

P : u± −→ u∓. (111)

An obvious way to build a parity invariant theory is to introduce a pair or Weylfermionsu+ andu+.
Actually, these two fields can be combined in a single four-component spinor

ψ =

(
u+
u−

)
(112)

transforming in the reducible representation(12 ,0)⊕ (0, 12).

Since now we have bothu+ andu− simultaneously at our disposal the equations of motion for
u±, iσµ

±∂µu± = 0 can be modified, while keeping them linear, to

iσµ
+∂µu+ = mu−

iσµ
−∂µu− = mu+



 =⇒ i

(
σµ
+ 0
0 σµ

−

)
∂µψ = m

(
0 1
1 0

)
ψ. (113)

These equations of motion can be derived from the Lagrangian density

LDirac = iψ†
(

σµ
+ 0
0 σµ

−

)
∂µψ −mψ†

(
0 1
1 0

)
ψ. (114)

To simplify the notation it is useful to define the Diracγ-matrices as

γµ =

(
0 σµ

−
σµ
+ 0

)
(115)
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and the Dirac conjugate spinorψ

ψ ≡ ψ†γ0 = ψ†
(

0 1
1 0

)
. (116)

Now the Lagrangian (114) can be written in the more compact form

LDirac = ψ (iγµ∂µ −m)ψ. (117)

The associated equations of motion give the Dirac equation (11) with the identifications

γ0 = β, γi = iαi. (118)

In addition, theγ-matrices defined in (115) satisfy the Clifford algebra

{γµ, γν} = 2ηµν . (119)

In D dimensions this algebra admits representations of dimension2[
D
2
]. WhenD is even the Dirac

fermionsψ transform in a reducible representation of the Lorentz group. In the case of interest,D = 4
this is easy to prove by defining the matrix

γ5 = −iγ0γ1γ2γ3 =

(
1 0
0 −1

)
. (120)

We see thatγ5 anticommutes with all otherγ-matrices. This implies that

[γ5, σµν ] = 0, with σµν = − i

4
[γµ, γν ]. (121)

Because of Schur’s lemma (see Appendix) this implies that the representationof the Lorentz group
provided byσµν is reducible into subspaces spanned by the eigenvectors ofγ5 with the same eigenvalue.
If we define the projectorsP± = 1

2(1± γ5) these subspaces correspond to

P+ψ =

(
u+
0

)
, P−ψ =

(
0
u−

)
, (122)

which are precisely the Weyl spinors introduced before.

Our next task is to quantize the Dirac Lagrangian. This will be done along thelines used for
the Klein-Gordon field, starting with a general solution to the Dirac equation and introducing the cor-
responding set of creation-annihilation operators. Therefore we start by looking for a complete basis of
solutions to the Dirac equation. In the case of the scalar field the elements of thebasis were labelled by
their four-momentumkµ. Now, however, we have more degrees of freedom since we are dealing with
a spinor which means that we have to add extra labels. Looking back at Eq.(105) we can define the
helicity operator for a Dirac spinor as

λ =
1

2
~σ ·

~k

|~k|

(
1 0
0 1

)
. (123)

Hence, each element of the basis of functions is labelled by its four-momentumkµ and the corresponding
eigenvalues of the helicity operator. For positive energy solutions we then propose theansatz

u(k, s)e−ik·x, s = ±1

2
, (124)

whereuα(k, s) (α = 1, . . . , 4) is a four-component spinor. Substituting in the Dirac equation we obtain

(/k −m)u(k, s) = 0. (125)
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In the same way, for negative energy solutions we have

v(k, s)eik·x, s = ±1

2
, (126)

wherev(k, s) has to satisfy

(/k +m)v(k, s) = 0. (127)

Multiplying Eqs. (125) and (127) on the left respectively by(/k ∓ m) we find that the momentum is
on the mass shell,k2 = m2. Because of this, the wave function for both positive- and negative-energy
solutions can be labeled as well using the three-momentum~k of the particle,u(~k, s), v(~k, s).

A detailed analysis shows that the functionsu(~k, s), v(~k, s) satisfy the properties

u(~k, s)u(~k, s) = 2m, v(~k, s)v(~k, s) = −2m,

u(~k, s)γµu(~k, s) = 2kµ, v(~k, s)γµv(~k, s) = 2kµ, (128)∑

s=± 1
2

uα(~k, s)uβ(~k, s) = (/k +m)αβ ,
∑

s=± 1
2

vα(~k, s)vβ(~k, s) = (/k −m)αβ ,

with k0 = ωk =
√
~k 2 +m2. Then, a general solution to the Dirac equation including creation and

annihilation operators can be written as:

ψ̂(t, ~x) =

∫
d3k

(2π)3
1

2ωk

∑

s=± 1
2

[
u(~k, s) b̂(~k, s)e−iωkt+i~k·~x + v(~k, s) d̂†(~k, s)eiωkt−i~k·~x

]
. (129)

The operatorŝb†(~k, s), b̂(~k) respectively create and annihilate a spin-1
2 particle (for example, an

electron) out of the vacuum with momentum~k and helicitys. Because we are dealing with half-integer
spin fields, the spin-statistics theorem forces canonical anticommutation relations for ψ̂ which means
that the creation-annihilation operators satisfy the algebra5

{b(~k, s), b†(~k ′, s′)} = δ(~k − ~k ′)δss′ ,

{b(~k, s), b(~k ′, s′)} = {b†(~k, s), b†(~k ′, s′)} = 0. (130)

In the case ofd(~k, s), d†(~k, s) we have a set of creation-annihilation operators for the correspond-
ing antiparticles (for example positrons). This is clear if we notice thatd†(~k, s) can be seen as the
annihilation operator of a negative energy state of the Dirac equation with wave functionvα(~k, s). As
we saw, in the Dirac sea picture this corresponds to the creation of an antiparticle out of the vacuum (see
Fig. 2). The creation-annihilation operators for antiparticles also satisfy the fermionic algebra

{d(~k, s), d†(~k ′, s′)} = δ(~k − ~k ′)δss′ ,

{d(~k, s), d(~k ′, s′)} = {d†(~k, s), d†(~k ′, s′)} = 0. (131)

All other anticommutators betweenb(~k, s), b†(~k, s) andd(~k, s), d†(~k, s) vanish.

The Hamiltonian operator for the Dirac field is

Ĥ =
1

2

∑

s=± 1
2

∫
d3k

(2π)3

[
b†(~k, s)b(~k, s)− d(~k, s)d†(~k, s)

]
. (132)

At this point we realize again of the necessity of quantizing the theory using anticommutators instead
of commutators. Had we use canonical commutation relations, the second term inside the integral in

5To simplify notation, and since there is no risk of confusion, we drop fromnow on the hat to indicate operators.
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(132) would give the number operatord†(~k, s)d(~k, s) with a minus sign in front. As a consequence the
Hamiltonian would be unbounded from below and we would be facing again theinstability of the theory
already noticed in the context of relativistic quantum mechanics. However,because of theanticommuta-
tion relations (131), the Hamiltonian (132) takes the form

Ĥ =
∑

s=± 1
2

∫
d3k

(2π)3
1

2ωk

[
ωkb

†(~k, s)b(~k, s) + ωkd
†(~k, s)d(~k, s)

]
− 2

∫
d3k ωkδ(~0). (133)

As with the scalar field, we find a divergent vacuum energy contribution due to the zero-point energy
of the infinite number of harmonic oscillators. Unlike the Klein-Gordon field, thevacuum energy is
negative. In section 9.2 we will see that in certain type of theories called supersymmetric, where the
number of bosonic and fermionic degrees of freedom is the same, there is acancellation of the vacuum
energy. The divergent contribution can be removed by the normal order prescription

:Ĥ:=
∑

s=± 1
2

∫
d3k

(2π)3
1

2ωk

[
ωkb

†(~k, s)b(~k, s) + ωkd
†(~k, s)d(~k, s)

]
. (134)

Finally, let us mention that using the Dirac equation it is easy to prove that thereis a conserved
four-current given by

jµ = ψγµψ, ∂µj
µ = 0. (135)

As we will explain further in sec. 6 this current is associated to the invariance of the Dirac Lagrangian
under the global phase shiftψ → eiθψ. In electrodynamics the associated conserved charge

Q = e

∫
d3x j0 (136)

is identified with the electric charge.

4.3 Gauge fields

In classical electrodynamics the basic quantities are the electric and magnetic fields ~E, ~B. These can be
expressed in terms of the scalar and vector potential(ϕ, ~A)

~E = −~∇ϕ− ∂ ~A

∂t
,

~B = ~∇× ~A. (137)

From these equations it follows that there is an ambiguity in the definition of the potentials given by the
gauge transformations

ϕ(t, ~x) → ϕ(t, ~x) +
∂

∂t
ǫ(t, ~x), ~A(t, ~x) → ~A(t, ~x)− ~∇ǫ(t, ~x). (138)

Classically(ϕ, ~A) are seen as only a convenient way to solve the Maxwell equations, but without physical
relevance.

The equations of electrodynamics can be recast in a manifestly Lorentz invariant form using the
four-vector gauge potentialAµ = (ϕ, ~A) and the antisymmetric rank-two tensor:Fµν = ∂µAν − ∂νAµ.
Maxwell’s equations become

∂µF
µν = jµ,

ǫµνση∂νFση = 0, (139)
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where the four-currentjµ = (ρ,~) contains the charge density and the electric current. The field strength
tensorFµν and the Maxwell equations are invariant under gauge transformations (138), which in covari-
ant form read

Aµ −→ Aµ + ∂µǫ. (140)

Finally, the equations of motion of charged particles are given, in covariant form, by

m
duµ

dτ
= eFµνuν , (141)

wheree is the charge of the particle anduµ(τ) its four-velocity as a function of the proper time.

The physical rôle of the vector potential becomes manifest only in Quantum Mechanics. Using
the prescription of minimal substitution~p → ~p−e ~A, the Schrödinger equation describing a particle with
chargee moving in an electromagnetic field is

i∂tΨ =

[
− 1

2m

(
~∇− ie ~A

)2
+ eϕ

]
Ψ. (142)

Because of the explicit dependence on the electromagnetic potentialsϕ and ~A, this equation seems
to change under the gauge transformations (138). This is physically acceptable only if the ambiguity
does not affect the probability density given by|Ψ(t, ~x)|2. Therefore, a gauge transformation of the
electromagnetic potential should amount to a change in the (unobservable) phase of the wave function.
This is indeed what happens: the Schrödinger equation (142) is invariant under the gauge transformations
(138) provided the phase of the wave function is transformed at the same timeaccording to

Ψ(t, ~x) −→ e−ie ǫ(t,~x)Ψ(t, ~x). (143)

Aharonov-Bohm effect.This interplay between gauge transformations and the phase of the wave
function give rise to surprising phenomena. The first evidence of the rôle played by the electromagnetic
potentials at the quantum level was pointed out by Yakir Aharonov and David Bohm [20]. Let us consider
a double slit experiment as shown in Fig. 7, where we have placed a shielded solenoid just behind the
first screen. Although the magnetic field is confined to the interior of the solenoid, the vector potential is
nonvanishing also outside. Of course the value of~A outside the solenoid is a pure gauge, i.e.~∇× ~A = ~0,
however because the region outside the solenoid is not simply connected thevector potential cannot be
gauged to zero everywhere. If we denote byΨ

(0)
1 andΨ(0)

2 the wave functions for each of the two electron
beams in the absence of the solenoid, the total wave function once the magneticfield is switched on can
be written as

Ψ = e
ie

R

Γ1
~A·d~x

Ψ
(0)
1 + e

ie
R

Γ2
~A·d~x

Ψ
(0)
2

= e
ie

R

Γ1
~A·d~x

[
Ψ

(0)
1 + eie

H

Γ
~A·d~xΨ(0)

2

]
, (144)

whereΓ1 andΓ2 are two curves surrounding the solenoid from different sides, andΓ is any closed loop
surrounding it. Therefore the relative phase between the two beams gets an extra term depending on the
value of the vector potential outside the solenoid as

U = exp

[
ie

∮

Γ

~A · d~x
]
. (145)

Because of the change in the relative phase of the electron wave functions, the presence of the vector
potential becomes observable even if the electrons do not feel the magneticfield. If we perform the
double-slit experiment when the magnetic field inside the solenoid is switched off we will observe the
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Fig. 7: Illustration of an interference experiment to show the Aharonov-Bohm effect.S represent the solenoid in
whose interior the magnetic field is confined.

usual interference pattern on the second screen. However if now the magnetic field is switched on,
because of the phase (144), a change in the interference pattern will appear. This is the Aharonov-Bohm
effect.

The first question that comes up is what happens with gauge invariance. Since we said that~A
can be changed by a gauge transformation it seems that the resulting interference patters might depend
on the gauge used. Actually, the phaseU in (145) is independent of the gauge although, unlike other
gauge-invariant quantities like~E and ~B, is nonlocal. Notice that, since~∇× ~A = ~0 outside the solenoid,
the value ofU does not change under continuous deformations of the closed curveΓ, so long as it does
not cross the solenoid.

The Dirac monopole.It is very easy to check that the vacuum Maxwell equations remain invariant
under the transformation

~E − i ~B −→ eiθ( ~E − i ~B), θ ∈ [0, 2π] (146)

which, in particular, forθ = π
2 interchanges the electric and the magnetic fields:~E → ~B, ~B → − ~E.

This duality symmetry is however broken in the presence of electric sources. Nevertheless the Maxwell
equations can be “completed” by introducing sources for the magnetic field(ρm,~m) in such a way that
the duality (146) is restored when supplemented by the transformation

ρ− iρm −→ eiθ(ρ− iρm), ~− i~m −→ eiθ(~− i~m). (147)

Again forθ = π/2 the electric and magnetic sources get interchanged.

In 1931 Dirac [21] studied the possibility of finding solutions of the completed Maxwell equation
with a magnetic monopoles of chargeg, i.e. solutions to

~∇ · ~B = g δ(~x). (148)

Away from the position of the monopole~∇ · ~B = 0 and the magnetic field can be still derived locally
from a vector potential~A according to~B = ~∇ × ~A. However, the vector potential cannot be regular
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Dirac string

Γ

g

Fig. 8: The Dirac monopole.

everywhere since otherwise Gauss law would imply that the magnetic flux threading a closed surface
around the monopole should vanish, contradicting (148).

We look now for solutions to Eq. (148). Working in spherical coordinateswe find

Br =
g

|~x|2 , Bϕ = Bθ = 0. (149)

Away from the position of the monopole (~x 6= ~0) the magnetic field can be derived from the vector
potential

Aϕ =
g

|~x| tan
θ

2
, Ar = Aθ = 0. (150)

As expected we find that this vector potential is actually singular around the half-line θ = π (see Fig.
8). This singular line starting at the position of the monopole is called the Dirac string and its position
changes with a change of gauge but cannot be eliminated by any gauge transformation. Physically we
can see it as an infinitely thin solenoid confining a magnetic flux entering into the magnetic monopole
from infinity that equals the outgoing magnetic flux from the monopole.

Since the position of the Dirac string depends on the gauge chosen it seems that the presence of
monopoles introduces an ambiguity. This would be rather strange, since Maxwell equations are gauge
invariant also in the presence of magnetic sources. The solution to this apparent riddle lies in the fact that
the Dirac string does not pose any consistency problem as far as it doesnot produce any physical effect,
i.e. if its presence turns out to be undetectable. From our discussion of theAharonov-Bohm effect we
know that the wave function of charged particles pick up a phase (145) when surrounding a region where
magnetic flux is confined (for example the solenoid in the Aharonov-Bohm experiment). As explained
above, the Dirac string associated with the monopole can be seen as a infinitelythin solenoid. Therefore
the Dirac string will be unobservable if the phase picked up by the wave function of a charged particle is
equal to one. A simple calculation shows that this happens if

ei e g = 1 =⇒ e g = 2πn with n ∈ Z. (151)
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Interestingly, this discussion leads to the conclusion that the presence of asingle magnetic monopoles
somewhere in the Universe implies for consistency the quantization of the electric charge in units of2πg ,
whereg the magnetic charge of the monopole.

Quantization of the electromagnetic field.We now proceed to the quantization of the electro-
magnetic field in the absence of sourcesρ = 0, ~ = ~0. In this case the Maxwell equations (139) can be
derived from the Lagrangian density

LMaxwell = −1

4
FµνF

µν =
1

2

(
~E 2 − ~B 2

)
. (152)

Although in general the procedure to quantize the Maxwell Lagrangian is not very different from the
one used for the Klein-Gordon or the Dirac field, here we need to deal witha new ingredient: gauge
invariance. Unlike the cases studied so far, here the photon fieldAµ is not unambiguously defined
because the action and the equations of motion are insensitive to the gauge transformationsAµ → Aµ +
∂µε. A first consequence of this symmetry is that the theory has less physical degrees of freedom than
one would expect from the fact that we are dealing with a vector field.

The way to tackle the problem of gauge invariance is to fix the freedom in choosing the electro-
magnetic potential before quantization. This can be done in several ways,for example by imposing the
Lorentz gauge fixing condition

∂µA
µ = 0. (153)

Notice that this condition does not fix completely the gauge freedom since Eq.(153) is left invariant
by gauge transformations satisfying∂µ∂µε = 0. One of the advantages, however, of the Lorentz gauge
is that it is covariant and therefore does not pose any danger to the Lorentz invariance of the quantum
theory. Besides, applying it to the Maxwell equation∂µF

µν = 0 one finds

0 = ∂µ∂
µAν − ∂ν (∂µA

µ) = ∂µ∂
µAν , (154)

which means that sinceAµ satisfies the massless Klein-Gordon equation the photon, the quantum of the
electromagnetic field, has zero mass.

Once gauge invariance is fixedAµ is expanded in a complete basis of solutions to (154) and the
canonical commutation relations are imposed

Âµ(t, ~x) =
∑

λ=±1

∫
d3k

(2π)3
1

2|~k|

[
ǫµ(~k, λ)â(~k, λ)e

−i|~k|t+i~k·~x + ǫµ(~k, λ)
∗ â†(~k, λ)ei|

~k|t−i~k·~x
]

(155)

whereλ = ±1 represent the helicity of the photon, andǫµ(~k, λ) are solutions to the equations of motion
with well defined momentum an helicity. Because of (153) the polarization vectors have to be orthogonal
to kµ

kµǫµ(~k, λ) = kµǫµ(~k, λ)
∗ = 0. (156)

The canonical commutation relations imply that

[â(~k, λ), â†(~k ′, λ′)] = (2π)3(2|~k|)δ(~k − ~k ′)δλλ′

[â(~k, λ), â(~k ′, λ′)] = [â†(~k, λ), â†(~k ′, λ′)] = 0. (157)

Thereforêa(~k, λ), â†(~k, λ) form a set of creation-annihilation operators for photons with momentum~k
and helicityλ.

Behind the simple construction presented above there are a number of subleties related with gauge
invariance. In particular the gauge freedom seem to introduce states in theHilbert space with negative
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probability. A careful analysis shows that when gauge invariance if properly handled these spurious states
decouple from physical states and can be eliminated. The details can be found in standard textbooks [1]-
[11].

Coupling gauge fields to matter.Once we know how to quantize the electromagnetic field we
consider theories containing electrically charged particles, for example electrons. To couple the Dirac
Lagrangian to electromagnetism we use as guiding principle what we learnedabout the Schrödinger
equation for a charged particle. There we saw that the gauge ambiguity of the electromagnetic potential
is compensated with a U(1) phase shift in the wave function. In the case of the Dirac equation we know
that the Lagrangian is invariant underψ → eieεψ, with ε a constant. However this invariance is broken
as soon as one identifiesε with the gauge transformation parameter of the electromagnetic field which
depends on the position.

Looking at the Dirac Lagrangian (117) it is easy to see that in order to promote the global U(1)
symmetry into a local one,ψ → e−ieε(x)ψ, it suffices to replace the ordinary derivative∂µ by a covariant
oneDµ satisfying

Dµ

[
e−ieε(x)ψ

]
= e−ieε(x)Dµψ. (158)

This covariant derivative can be constructed in terms of the gauge potential Aµ as

Dµ = ∂µ + ieAµ. (159)

The Lagrangian of a spin-12 field coupled to electromagnetism is written as

LQED = −1

4
FµνF

µν + ψ(i/D −m)ψ, (160)

invariant under the gauge transformations

ψ −→ e−ieε(x)ψ, Aµ −→ Aµ + ∂µε(x). (161)

Unlike the theories we have seen so far, the Lagrangian (160) describean interacting theory. By
plugging (159) into the Lagrangian we find that the interaction between fermions and photons to be

L(int)
QED = −eAµ ψγ

µψ. (162)

As advertised above, in the Dirac theory the electric current four-vector is given byjµ = eψγµψ.

The quantization of interacting field theories poses new problems that we did not meet in the case
of the free theories. In particular in most cases it is not possible to solve thetheory exactly. When this
happens the physical observables have to be computed in perturbation theory in powers of the coupling
constant. An added problem appears when computing quantum corrections to the classical result, since
in that case the computation of observables are plagued with infinities that should be taken care of. We
will go back to this problem in section 8.

Nonabelian gauge theories.Quantum electrodynamics (QED) is the simplest example of a gauge
theory coupled to matter based in the abelian gauge symmetry of local U(1) phase rotations. However, it
is possible also to construct gauge theories based on nonabelian groups. Actually, our knowledge of the
strong and weak interactions is based on the use of such nonabelian generalizations of QED.

Let us consider a gauge groupG with generatorsT a, a = 1, . . . ,dimG satisfying the Lie algebra6

[T a, T b] = ifabcT c. (163)

6Some basics facts about Lie groups have been summarized in AppendixA.
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A gauge field taking values on the Lie algebra ofG can be introducedAµ ≡ Aa
µT

a which transforms
under a gauge transformations as

Aµ −→ − 1

ig
U∂µU

−1 + UAµU
−1, U = eiχ

a(x)Ta
, (164)

whereg is the coupling constant. The associated field strength is defined as

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gfabcAb

µA
c
ν . (165)

Notice that this definition of theF a
µν reduces to the one used in QED in the abelian case whenfabc = 0.

In general, however, unlike the case of QED the field strength is not gauge invariant. In terms ofFµν =
F a
µνT

a it transforms as

Fµν −→ UFµνU
−1. (166)

The coupling of matter to a nonabelian gauge field is done by introducing again acovariant deriva-
tive. For a field in a representation ofG

Φ −→ UΦ (167)

the covariant derivative is given by

DµΦ = ∂µΦ− igAa
µT

aΦ. (168)

With the help of this we can write a generic Lagrangian for a nonabelian gauge field coupled to scalars
φ and spinorsψ as

L = −1

4
F a
µνF

µν a + iψ/Dψ +DµφD
µφ− ψ [M1(φ) + iγ5M2(φ)]ψ − V (φ). (169)

In order to keep the theory renormalizable we have to restrictM1(φ) andM2(φ) to be at most linear inφ
whereasV (φ) have to be at most of quartic order. The Lagrangian of the standard model is of the form
(169).

4.4 Understanding gauge symmetry

In classical mechanics the use of the Hamiltonian formalism starts with the replacement of generalized
velocities by momenta

pi ≡
∂L

∂q̇i
=⇒ q̇i = q̇i(q, p). (170)

Most of the times there is no problem in inverting the relationspi = pi(q, q̇). However in some systems
these relations might not be invertible and result in a number of constraints ofthe type

fa(q, p) = 0, a = 1, . . . , N1. (171)

These systems are called degenerate or constrained [23,24].

The presence of constraints of the type (171) makes the formulation of the Hamiltonian formalism
more involved. The first problem is related to the ambiguity in defining the Hamiltonian, since the
addition of any linear combination of the constraints do not modify its value. Secondly, one has to make
sure that the constraints are consistent with the time evolution in the system. In thelanguage of Poisson
brackets this means that further constraints have to be imposed in the form

{fa, H} ≈ 0. (172)
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Following [23] we use the symbol≈ to indicate a “weak” equality that holds when the constraints
fa(q, p) = 0 are satisfied. Notice however that since the computation of the Poisson brackets involves
derivatives, the constraints can be used only after the bracket is computed. In principle the conditions
(172) can give rise to a new set of constraintsgb(q, p) = 0, b = 1, . . . , N2. Again these constraints
have to be consistent with time evolution and we have to repeat the procedure. Eventually this finishes
when a set of constraints is found that do not require any further constraint to be preserved by the time
evolution7.

Once we find all the constraints of a degenerate system we consider the so-called first class con-
straintsφa(q, p) = 0, a = 1, . . . ,M , which are those whose Poisson bracket vanishes weakly

{φa, φb} = cabcφc ≈ 0. (173)

The constraints that do not satisfy this condition, called second class constraints, can be eliminated by
modifying the Poisson bracket [23]. Then the total Hamiltonian of the theory isdefined by

HT = piqi − L+
M∑

a=1

λ(t)φa. (174)

What has all this to do with gauge invariance? The interesting answer is that for a singular system
the first class constraintsφa generate gauge transformations. Indeed, because{φa, φb} ≈ 0 ≈ {φa, H}
the transformations

qi −→ qi +
M∑

a

εa(t){qi, φa},

pi −→ pi +
M∑

a

εa(t){pi, φa} (175)

leave invariant the state of the system. This ambiguity in the description of the system in terms of
the generalized coordinates and momenta can be traced back to the equations of motion in Lagrangian
language. Writing them in the form

∂2L

∂q̇i∂q̇j
q̈j = − ∂2L

∂q̇i∂qj
q̇j +

∂L

∂qi
, (176)

we find that order to determine the accelerations in terms of the positions and velocities the matrix ∂2L
∂q̇i∂q̇j

has to be invertible. However, the existence of constraints (171) precisely implies that the determinant
of this matrix vanishes and therefore the time evolution is not uniquely determinedin terms of the initial
conditions.

Let us apply this to Maxwell electrodynamics described by the Lagrangian

L = −1

4

∫
d3 FµνF

µν . (177)

The generalized momentum conjugate toAµ is given by

πµ =
δL

δ(∂0Aµ)
= F 0µ. (178)

In particular for the time component we find the constraintπ0 = 0. The Hamiltonian is given by

H =

∫
d3x [πµ∂0Aµ − L] =

∫
d3x

[
1

2

(
~E 2 + ~B 2

)
+ π0∂0A0 +A0

~∇ · ~E
]
. (179)

7In principle it is also possible that the procedure finishes because some kind of inconsistent identity is found. In this case
the system itself is inconsistent as it is the case with the LagrangianL(q, q̇) = q.
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Requiring the consistency of the constraintπ0 = 0 we find a second constraint

{π0, H} ≈ ∂0π
0 + ~∇ · ~E = 0. (180)

Together with the first constraintπ0 = 0 this one implies Gauss’ law~∇ · ~E = 0. These two constrains
have vanishing Poisson bracket and therefore they are first class. Therefore the total Hamiltonian is given
by

HT = H +

∫
d3x

[
λ1(x)π

0 + λ2(x)~∇ · ~E
]
, (181)

where we have absorbedA0 in the definition of the arbitrary functionsλ1(x) andλ2(x). Actually, we
can fix part of the ambiguity takingλ1 = 0. Notice that, becauseA0 has been included in the multipliers,
fixing λ1 amounts to fixing the value ofA0 and therefore it is equivalent to taking a temporal gauge. In
this case the Hamiltonian is

HT =

∫
d3x

[
1

2

(
~E 2 + ~B 2

)
+ ε(x)~∇ · ~E

]
(182)

and we are left just with Gauss’ law as the only constraint. Using the canonical commutation relations

{Ai(t, ~x), Ej(t, ~x
′)} = δijδ(~x− ~x ′) (183)

we find that the remaining gauge transformations are generated by Gauss’law

δAi = {Ai,

∫
d3x′ ε ~∇ · ~E} = ∂iε, (184)

while leavingA0 invariant, so for consistency with the general gauge transformations the functionε(x)
should be independent of time. Notice that the constraint~∇ · ~E = 0 can be implemented by demanding
~∇ · ~A = 0 which reduces the three degrees of freedom of~A to the two physical degrees of freedom of
the photon.

So much for the classical analysis. In the quantum theory the constraint~∇ · ~E = 0 has to be
imposed on the physical states|phys〉. This is done by defining the following unitary operator on the
Hilbert space

U(ε) ≡ exp

(
i

∫
d3x ε(~x) ~∇ · ~E

)
. (185)

By definition, physical states should not change when a gauge transformations is performed. This is
implemented by requiring that the operatorU(ε) acts trivially on a physical state

U(ε)|phys〉 = |phys〉 =⇒ (~∇ · ~E)|phys〉 = 0. (186)

In the presence of charge densityρ, the condition that physical states are annihilated by Gauss’ law
changes to(~∇ · ~E − ρ)|phys〉 = 0.

The role of gauge transformations in the quantum theory is very illuminating in understanding the
real rôle of gauge invariance [25]. As we have learned, the existenceof a gauge symmetry in a theory
reflects a degree of redundancy in the description of physical states in terms of the degrees of freedom
appearing in the Lagrangian. In Classical Mechanics, for example, the state of a system is usually
determined by the value of the canonical coordinates(qi, pi). We know, however, that this is not the case
for constrained Hamiltonian systems where the transformations generated bythe first class constraints
change the value ofqi andpi withoug changing the physical state. In the case of Maxwell theory for every
physical configuration determined by the gauge invariant quantities~E, ~B there is an infinite number of
possible values of the vector potential that are related by gauge transformationsδAµ = ∂µε.
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Fig. 9: Compactification of the real line (a) into the circumferenceS1 (b) by adding the point at infinity.

In the quantum theory this means that the Hilbert space of physical states is defined as the result of
identifying all states related by the operatorU(ε) with any gauge functionε(x) into a single physical state
|phys〉. In other words, each physical state corresponds to a whole orbit of states that are transformed
among themselves by gauge transformations.

This explains the necessity of gauge fixing. In order to avoid the redundancy in the states a further
condition can be given that selects one single state on each orbit. In the case of Maxwell electrodynamics
the conditionsA0 = 0, ~∇ · ~A = 0 selects a value of the gauge potential among all possible ones giving
the same value for the electric and magnetic fields.

Since states have to be identified by gauge transformations the topology of thegauge group plays
an important physical rôle. To illustrate the point let us first deal with a toy model of a U(1) gauge theory
in 1+1 dimensions. Later we will be more general. In the Hamiltonian formalism gauge transformations
g(~x) are functions defined onR with values on the gauge group U(1)

g : R −→ U(1). (187)

We assume thatg(x) is regular at infinity. In this case we can add to the real lineR the point at infinity
to compactify it into the circumferenceS1 (see Fig. 9). Once this is doneg(x) are functions defined on
S1 with values onU(1) = S1 that can be parametrized as

g : S1 −→ U(1), g(x) = eiα(x), (188)

with x ∈ [0, 2π].

BecauseS1 does have a nontrivial topology,g(x) can be divided into topological sectors. These
sectors are labelled by an integer numbern ∈ Z and are defined by

α(2π) = α(0) + 2π n . (189)

Geometricallyn gives the number of times that the spatialS1 winds around theS1 defining the gauge
group U(1). This winding number can be written in a more sophisticated way as

∮

S1

g(x)−1dg(x) = 2πn , (190)

where the integral is along the spatialS1.

In R3 a similar situation happens with the gauge group8 SU(2). If we demandg(~x) ∈ SU(2) to be
regular at infinity|~x| → ∞ we can compactifyR3 into a three-dimensional sphereS3, exactly as we did
in 1+1 dimensions. On the other hand, the functiong(~x) can be written as

g(~x) = a0(x)1+ ~a(x) · ~σ (191)

8Although we present for simplicity only the case of SU(2), similar arguments apply to any simple group.
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and the conditionsg(x)†g(x) = 1, det g = 1 implies that(a0)2 + ~a 2 = 1. Therefore SU(2) is a
three-dimensional sphere andg(x) defines a function

g : S3 −→ S3. (192)

As it was the case in 1+1 dimensions here the gauge transformationsg(x) are also divided into topolog-
ical sectors labelled this time by the winding number

n =
1

24π2

∫

S3

d3x ǫijkTr
[(
g−1∂ig

) (
g−1∂ig

) (
g−1∂ig

)]
∈ Z. (193)

In the two cases analyzed we find that due to the nontrivial topology of the gauge group manifold
the gauge transformations are divided into different sectors labelled by an integern. Gauge transforma-
tions with different values ofn cannot be smoothly deformed into each other. The sector withn = 0
corresponds to those gauge transformations that can be connected with the identity.

Now we can be a bit more formal. Let us consider a gauge theory in 3+1 dimensions with gauge
groupG and let us denote byG the set of all gauge transformationsG = {g : S3 → G}. At the same
time we defineG0 as the set of transformations inG that can be smoothly deformed into the identity. Our
theory will have topological sectors if

G/G0 6= 1. (194)

In the case of the electromagnetism we have seen that Gauss’ law annihilatesphysical states. For a
nonabelian theory the analysis is similar and leads to the condition

U(g0)|phys〉 ≡ exp

[
i

∫
d3xχa(~x)~∇ · ~Ea

]
|phys〉 = |phys〉, (195)

whereg0(~x) = eiχ
a(~x)Ta

is in the connected component of the identityG0. The important point to realize
here is that only the elements ofG0 can be written as exponentials of the infinitesimal generators. Since
this generators annihilate the physical states this implies thatU(g0)|phys〉 = |phys〉 only wheng0 ∈ G0.

What happens then with the other topological sectors? Ifg ∈ G/G0 there is still a unitary operator
U(g) that realizes gauge transformations on the Hilbert space of the theory. However sinceg is not in the
connected component of the identity, it cannot be written as the exponentialof Gauss’ law. Still gauge
invariance is preserved ifU(g) only changes the overall global phase of the physical states. For example,
if g1 is a gauge transformation with winding numbern = 1

U(g1)|phys〉 = eiθ|phys〉. (196)

It is easy to convince oneself that all transformations with winding numbern = 1 have the same value
of θ modulo2π. This can be shown by noticing that ifg(~x) has winding numbern = 1 theng(~x)−1 has
opposite winding numbern = −1. Since the winding number is additive, given two transformationsg1,
g2 with winding number 1,g−1

1 g2 has winding numbern = 0. This implies that

|phys〉 = U(g−1
1 g2)|phys〉 = U(g1)†U(g2)|phys〉 = ei(θ2−θ1)|phys〉 (197)

and we conclude thatθ1 = θ2 mod2π. Once we know this it is straightforward to conclude that a gauge
transformationgn(~x) with winding numbern has the following action on physical states

U(gn)|phys〉 = einθ|phys〉, n ∈ Z. (198)

To find a physical interpretation of this result we are going to look for similar things in other
physical situations. One of then is borrowed from condensed matter physics and refers to the quantum
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states of electrons in the periodic potential produced by the ion lattice in a solid.For simplicity we
discuss the one-dimensional case where the minima of the potential are separated by a distancea. When
the barrier between consecutive degenerate vacua is high enough we can neglect tunneling between
different vacua and consider the ground state|na〉 of the potential near the minimum located atx = na
(n ∈ Z) as possible vacua of the theory. This vacuum state is, however, not invariant under lattice
translations

eia
bP |na〉 = |(n+ 1)a〉. (199)

However, it is possible to define a new vacuum state

|k〉 =
∑

n∈Z
e−ikna|na〉, (200)

which undereia bP transforms by a global phase

eia
bP |k〉 =

∑

n∈Z
e−ikna|(n+ 1)a〉 = eika|k〉. (201)

This ground state is labelled by the momentumk and corresponds to the Bloch wave function.

This looks very much the same as what we found for nonabelian gauge theories. The vacuum
state labelled byθ plays a rôle similar to the Bloch wave function for the periodic potential with the
identification ofθ with the momentumk. To make this analogy more precise let us write the Hamiltonian
for nonabelian gauge theories

H =
1

2

∫
d3x

(
~πa · ~πa + ~Ba · ~Ba

)
=

1

2

∫
d3x

(
~Ea · ~Ea + ~Ba · ~Ba

)
, (202)

where we have used the expression of the canonical momentaπi
a and we assume that the Gauss’ law

constraint is satisfied. Looking at this Hamiltonian we can interpret the first term within the brackets as
the kinetic energyT = 1

2~πa ·~πa and the second term as the potential energyV = 1
2
~Ba · ~Ba. SinceV ≥ 0

we can identify the vacua of the theory as those~A for whichV = 0, modulo gauge transformations. This
happens wherever~A is a pure gauge. However, since we know that the gauge transformationsare labelled
by the winding number we can have an infinite number of vacua which cannotbe continuously connected
with one another using trivial gauge transformations. Taking a representative gauge transformationgn(~x)
in the sector with winding numbern, these vacua will be associated with the gauge potentials

~A = − 1

ig
gn(~x)~∇gn(~x)

−1, (203)

modulo topologically trivial gauge transformations. Therefore the theory ischaracterized by an infinite
number of vacua|n〉 labelled by the winding number. These vacua are not gauge invariant. Indeed, a
gauge transformation withn = 1 will change the winding number of the vacua in one unit

U(g1)|n〉 = |n+ 1〉. (204)

Nevertheless a gauge invariant vacuum can be defined as

|θ〉 =
∑

n∈Z
e−inθ|n〉, with θ ∈ R (205)

satisfying

U(g1)|θ〉 = eiθ|θ〉. (206)
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We have concluded that the nontrivial topology of the gauge group havevery important physi-
cal consequences for the quantum theory. In particular it implies an ambiguity in the definition of the
vacuum. Actually, this can also be seen in a Lagrangian analysis. In constructing the Lagrangian for
the nonabelian version of Maxwell theory we only consider the termF a

µνF
µν a. However this is not the

only Lorentz and gauge invariant term that contains just two derivatives. We can write the more general
Lagrangian

L = −1

4
F a
µνF

µν a − θg2

32π2
F a
µνF̃

µν a, (207)

whereF̃ a
µν is the dual of the field strength defined by

F̃ a
µν =

1

2
ǫµνσλF

σλ. (208)

The extra term in (207), proportional to~E a · ~B a, is actually a total derivative and does not change the
equations of motion or the quantum perturbation theory. Nevertheless it hasseveral important physical
consequences. One of them is that it violates both parityP and the combination of charge conjugation
and parityCP . This means that since strong interactions are described by a nonabelian gauge theory
with group SU(3) there is an extra source ofCP violation which puts a strong bound on the value ofθ.
One of the consequences of a term like (207) in the QCD Lagrangian is a nonvanishing electric dipole
moment for the neutron [26]. The fact that this is not observed impose a very strong bound on the value
of theθ-parameter

|θ| < 10−9 (209)

From a theoretical point of view it is still to be fully understood whyθ either vanishes or has a very small
value.

Finally, theθ-vacuum structure of gauge theories that we found in the Hamiltonian formalism can
be also obtained using path integral techniques form the Lagrangian (207). The second term in Eq. (207)
gives then a contribution that depends on the winding number of the corresponding gauge configuration.

5 Towards computational rules: Feynman diagrams

As the basic tool to describe the physics of elementary particles, the final aimof quantum field theory
is the calculation of observables. Most of the information we have about thephysics of subatomic
particles comes from scattering experiments. Typically, these experiments consist of arranging two or
more particles to collide with a certain energy and to setup an array of detectors, sufficiently far away
from the region where the collision takes place, that register the outgoing products of the collision and
their momenta (together with other relevant quantum numbers).

Next we discuss how these cross sections can be computed from quantum mechanical amplitudes
and how these amplitudes themselves can be evaluated in perturbative quantum field theory. We keep our
discussion rather heuristic and avoid technical details that can be found instandard texts [2]- [11]. The
techniques described will be illustrated with the calculation of the cross sectionfor Compton scattering
at low energies.

5.1 Cross sections and S-matrix amplitudes

In order to fix ideas let us consider the simplest case of a collision experiment where two particles collide
to produce again two particles in the final state. The aim of such an experiments is a direct measurement
of the number of particles per unit timedNdt (θ, ϕ) registered by the detector flying within a solid angle
dΩ in the direction specified by the polar anglesθ, ϕ (see Fig. 10). On general grounds we know that
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Fig. 10: Schematic setup of a two-to-two-particles single scattering event in the center of mass reference frame.

this quantity has to be proportional to the flux of incoming particles9, fin. The proportionality constant
defines the differential cross section

dN

dt
(θ, ϕ) = fin

dσ

dΩ
(θ, ϕ). (210)

In natural unitsfin has dimensions of (length)−3, and then the differential cross section has dimensions
of (length)2. It depends, apart from the direction(θ, ϕ), on the parameters of the collision (energy, impact
parameter, etc.) as well as on the masses and spins of the incoming particles.

Differential cross sections measure the angular distribution of the products of the collision. It is
also physically interesting to quantify how effective the interaction between the particles is to produce
a nontrivial dispersion. This is measured by the total cross section, whichis obtained by integrating the
differential cross section over all directions

σ =

∫ 1

−1
d(cos θ)

∫ 2π

0
dϕ

dσ

dΩ
(θ, ϕ). (211)

To get some physical intuition of the meaning of the total cross section we can think of the classical
scattering of a point particle off a sphere of radiusR. The particle undergoes a collision only when the
impact parameter is smaller than the radius of the sphere and a calculation of thetotal cross section yields
σ = πR2. This is precisely the cross area that the sphere presents to incoming particles.

In Quantum Mechanics in general and in quantum field theory in particular the starting point for
the calculation of cross sections is the probability amplitude for the corresponding process. In a scattering
experiment one prepares a system with a given number of particles with definite momenta~p1, . . . , ~pn. In
the Heisenberg picture this is described by a time independent state labelled bythe incoming momenta
of the particles (to keep things simple we consider spinless particles) that we denote by

|~p1, . . . , ~pn; in〉. (212)

9This is defined as the number of particles that enter the interaction region per unit time and per unit area perpendicular to
the direction of the beam.
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On the other hand, as a result of the scattering experiment a numberk of particles with momenta
~p1

′, . . . , ~pk ′ are detected. Thus, the system is now in the “out” Heisenberg picture state

|~p1′, . . . , ~pk ′; out〉 (213)

labelled by the momenta of the particles detected at late times. The probability amplitudeof detectingk
particles in the final state with momenta~p1′, . . . , ~pk ′ in the collision ofn particles with initial momenta
~p1, . . . , ~pn defines theS-matrix amplitude

S(in → out) = 〈~p1′, . . . , ~pk ′; out|~p1, . . . , ~pn; in〉. (214)

It is very important to keep in mind that both the (212) and (213) are time-independent states in
the Hilbert space of a very complicated interacting theory. However, sinceboth at early and late times the
incoming and outgoing particles are well apart from each other, the “in” and “out” states can be thought
as two states|~p1, . . . , ~pn〉 and|~p1′, . . . , ~pk ′〉 of the Fock space of the corresponding free theory in which
the coupling constants are zero. Then, the overlaps (214) can be writtenin terms of the matrix elements
of anS-matrix operator̂S acting on the free Fock space

〈~p1′, . . . , ~pk ′; out|~p1, . . . , ~pn; in〉 = 〈~p1′, . . . , ~pk ′|Ŝ|~p1, . . . , ~pn〉. (215)

The operator̂S is unitary,Ŝ† = Ŝ−1, and its matrix elements are analytic in the external momenta.

In any scattering experiment there is the possibility that the particles do not interact at all and the
system is left in the same initial state. Then it is useful to write theS-matrix operator as

Ŝ = 1+ iT̂ , (216)

where1 represents the identity operator. In this way, all nontrivial interactions are encoded in the matrix
elements of theT -operator〈~p1′, . . . , ~pk ′|iT̂ |~p1, . . . , ~pn〉. Since momentum has to be conserved, a global
delta function can be factored out from these matrix elements to define the invariant scattering amplitude
iM

〈~p1′, . . . , ~pk ′|iT̂ |~p1, . . . , ~pn〉 = (2π)4δ(4)

( ∑

initial

pi −
∑

final

p′f

)
iM(~p1, . . . , ~pn; ~p1

′, . . . , ~pk
′) (217)

Total and differential cross sections can be now computed from the invariant amplitudes. Here we
consider the most common situation in which two particles with momenta~p1 and~p2 collide to produce
a number of particles in the final state with momenta~pi

′. In this case the total cross section is given by

σ =
1

(2ωp1)(2ωp2)|~v12|

∫ [ ∏

final
states

d3p′i
(2π)3

1

2ωp′i

]∣∣∣Mi→f

∣∣∣
2
(2π)4δ(4)

(
p1 + p2 −

∑

final
states

p′i

)
, (218)

where~v12 is the relative velocity of the two scattering particles. The corresponding differential cross
section can be computed by dropping the integration over the directions of thefinal momenta. We will
use this expression later in Section 5.3 to evaluate the cross section of Comptonscattering.

We seen how particle cross sections are determined by the invariant amplitudefor the correspond-
ing proccess, i.e.S-matrix amplitudes. In general, in quantum field theory it is not possible to compute
exactly these amplitudes. However, in many physical situations it can be argued that interactions are
weak enough to allow for a perturbative evaluation. In what follows we willdescribe howS-matrix
elements can be computed in perturbation theory using Feynman diagrams and rules. These are very
convenient bookkeeping techniques allowing both to keep track of all contributions to a process at a
given order in perturbation theory, and computing the different contributions.
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5.2 Feynman rules

The basic quantities to be computed in quantum field theory are vacuum expectation values of products
of the operators of the theory. Particularly useful are time-ordered Green functions,

〈Ω|T
[
O1(x1) . . .On(xn)

]
|Ω〉, (219)

where|Ω〉 is the the ground state of the theory and the time ordered product is defined

T
[
Oi(x)Oj(y)

]
= θ(x0 − y0)Oi(x)Oj(y) + θ(y0 − x0)Oj(y)Oi(x). (220)

The generalization to products with more than two operators is straightforward: operators are always
multiplied in time order, those evaluated at earlier times always to the right. The interest of these kind of
correlation functions lies in the fact that they can be related toS-matrix amplitudes through the so-called
reduction formula. To keep our discussion as simple as possible we will not derived it or even write
it down in full detail. Its form for different theories can be found in any textbook. Here it suffices to
say that the reduction formula simply states that anyS-matrix amplitude can be written in terms of the
Fourier transform of a time-ordered correlation function. Morally speaking

〈~p1′, . . . , ~pm′; out|~p1, . . . , ~pn; in〉

⇓ (221)
∫
d4x1 . . .

∫
d4yn〈Ω|T

[
φ(x1)

† . . . φ(xm)†φ(y1) . . . φ(yn)
]
|Ω〉 eip1′·x1 . . . e−ipn·yn ,

whereφ(x) is the field whose elementary excitations are the particles involved in the scattering.

The reduction formula reduces the problem of computingS-matrix amplitudes to that of evaluating
time-ordered correlation functions of field operators. These quantities are easy to compute exactly in the
free theory. For an interacting theory the situation is more complicated, however. Using path integrals,
the vacuum expectation value of the time-ordered product of a number of operators can be expressed as

〈Ω|T
[
O1(x1) . . .On(xn)

]
|Ω〉 =

∫
DφDφ†O1(x1) . . .On(xn) e

iS[φ,φ†]

∫
DφDφ† eiS[φ,φ

†]
. (222)

For an theory with interactions, neither the path integral in the numerator or in the denominator is Gaus-
sian and they cannot be calculated exactly. However, Eq. (222) is still very useful. The actionS[φ, φ†]
can be split into the free (quadratic) piece and the interaction part

S[φ, φ†] = S0[φ, φ
†] + Sint[φ, φ

†]. (223)

All dependence in the coupling constants of the theory comes from the second piece. Expanding now
exp[iSint] in power series of the coupling constant we find that each term in the seriesexpansion of both
the numerator and the denominator has the structure

∫
DφDφ†

[
. . .

]
eiS0[φ,φ†], (224)

where “. . .” denotes certain monomial of fields. The important point is that now the integration measure
only involves the free action, and the path integral in (224) is Gaussian andtherefore can be computed
exactly. The same conclusion can be reached using the operator formalism.In this case the correlation
function (219) can be expressed in terms of correlation functions of operators in the interaction picture.
The advantage of using this picture is that the fields satisfy the free equationsof motion and therefore
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can be expanded in creation-annihilation operators. The correlations functions are then easily computed
using Wick’s theorem.

Putting together all the previous ingredients we can calculateS-matrix amplitudes in a perturbative
series in the coupling constants of the field theory. This can be done using Feynman diagrams and rules,
a very economical way to compute each term in the perturbative expansion of the S-matrix amplitude
for a given process. We will not detail the the construction of Feynman rules but just present them
heuristically.

For the sake of concreteness we focus on the case of QED first. Going back to Eq. (160) we
expand the covariant derivative to write the action

SQED =

∫
d4x

[
−1

4
FµνF

µν + ψ(i/∂ −m)ψ + eψγµψAµ

]
. (225)

The action contains two types of particles, photons and fermions, that we represent by straight and wavy
lines respectively

� �
The arrow in the fermion line does not represent the direction of the momentumbut the flux of (negative)
charge. This distinguishes particles form antiparticles: if the fermion propagates from left to right (i.e.
in the direction of the charge flux) it represents a particle, whereas whenit does from right to left it
corresponds to an antiparticle. Photons are not charged and therefore wavy lines do not have orientation.

Next we turn to the interaction part of the action containing a photon field, a spinor and its conju-
gate. In a Feynman diagram this corresponds to the vertex

�
Now, in order to compute anS-matrix amplitude to a given order in the coupling constante for a process
with certain number of incoming and outgoing asymptotic states one only has to draw all possible dia-
grams with as many vertices as the order in perturbation theory, and the corresponding number and type
of external legs. It is very important to keep in mind that in joining the fermion lines among the different
building blocks of the diagram one has to respect their orientation. This reflects the conservation of the
electric charge. In addition one should only consider diagrams that are topologically non-equivalent, i.e.
that they cannot be smoothly deformed into one another keeping the external legs fixed10.

To show in a practical way how Feynman diagrams are drawn, we considerBhabha scattering, i.e.
the elastic dispersion of an electron and a positron:

e+ + e− −→ e+ + e−.

Our problem is to compute theS-matrix amplitude to the leading order in the electric charge. Because
the QED vertex contains a photon line and our process does not have photons either in the initial or the

10From the point of view of the operator formalism, the requirement of considering only diagrams that are topologically
nonequivalent comes from the fact that each diagram represents a certain Wick contraction in the correlation function of
interaction-picture operators.
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final states we find that drawing a Feynman diagram requires at least two vertices. In fact, the leading
contribution is of ordere2 and comes from the following two diagrams, each containing two vertices:

�
e−

e+

e−

e+

+ (−1)×�
e−

e+

e−

e+

Incoming and outgoing particles appear respectively on the left and the right of this diagram. Notice
how the identification of electrons and positrons is done comparing the direction of the charge flux with
the direction of propagation. For electrons the flux of charges goes in thedirection of propagation,
whereas for positrons the two directions are opposite. These are the onlytwo diagrams that can be
drawn at this order in perturbation theory. It is important to include a relative minus sign between
the two contributions. To understand the origin of this sign we have to rememberthat in the operator
formalism Feynman diagrams are just a way to encode a particular Wick contraction of field operators
in the interaction picture. The factor of−1 reflects the relative sign in Wick contractions represented by
the two diagrams, due to the fermionic character of the Dirac field.

We have learned how to draw Feynman diagrams in QED. Now one needs to compute the con-
tribution of each one to the corresponding amplitude using the so-called Feynman rules. The idea is
simple: given a diagram, each of its building blocks (vertices as well as external and internal lines) has
an associated contribution that allows the calculation of the corresponding diagram. In the case of QED
in the Feynman gauge, we have the following correspondence for vertices and internal propagators:

�α β =⇒
(

i

/p−m+ iε

)

βα

�µ ν =⇒ −iηµν
p2 + iε

�
α

β

µ =⇒ −ieγµβα(2π)
4δ(4)(p1 + p2 + p3).

A change in the gauge would reflect in an extra piece in the photon propagator. The delta function
implementing conservation of momenta is written using the convention that all momenta are entering the
vertex. In addition, one has to perform an integration over all momenta running in internal lines with the
measure

∫
ddp

(2π)4
, (226)

and introduce a factor of−1 for each fermion loop in the diagram11.
11The contribution of each diagram comes also multiplied by a degeneracy factor that takes into account in how many ways

a given Wick contraction can be done. In QED, however, these factorsare equal to 1 for many diagrams.
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In fact, some of the integrations over internal momenta can actually be done using the delta func-
tion at the vertices, leaving just a global delta function implementing the total momentum conservation in
the diagram [cf. Eq. (217)]. It is even possible that all integrations canbe eliminated in this way. This is
the case when we have tree level diagrams, i.e. those without closed loops.In the case of diagrams with
loops there will be as many remaining integrations as the number of independent loops in the diagram.

The need to perform integrations over internal momenta in loop diagrams has important conse-
quences in Quantum Field Theory. The reason is that in many cases the resulting integrals are ill-defined,
i.e. are divergent either at small or large values of the loop momenta. In the first case one speaks ofin-
frared divergencesand usually they cancel once all contributions to a given process are added together.
More profound, however, are the divergences appearing at largeinternal momenta. Theseultraviolet
divergencescannot be cancelled and have to be dealt through the renormalization procedure. We will
discuss this problem in some detail in Section 8.

Were we computing time-ordered (amputated) correlation function of operators, this would be all.
However, in the case ofS-matrix amplitudes this is not the whole story. In addition to the previous
rules here one needs to attach contributions also to the external legs in the diagram. These are the wave
functions of the corresponding asymptotic states containing information about the spin and momenta of
the incoming and outgoing particles. In the case of QED these contributions are:

Incoming fermion:	α =⇒ uα(~p, s)

Incoming antifermion:
α =⇒ vα(~p, s)

Outgoing fermion:� α =⇒ uα(~p, s)

Outgoing antifermion:� α =⇒ vα(p, s)

Incoming photon:
µ =⇒ ǫµ(~k, λ)

Outgoing photon:Æ µ =⇒ ǫµ(~k, λ)
∗
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Here we have assumed that the momenta for incoming (resp. outgoing) particles are entering (resp.
leaving) the diagram. It is important also to keep in mind that in the computation ofS-matrix amplitudes
all external states are on-shell. In Section 5.3 we illustrate the use of the Feynman rules for QED with
the case of the Compton scattering.

The application of Feynman diagrams to carry out computations in perturbationtheory is ex-
tremely convenient. It provides a very useful bookkeeping technique toaccount for all contributions to
a process at a given order in the coupling constant. This does not mean that the calculation of Feynman
diagrams is an easy task. The number of diagrams contributing to the processgrows very fast with the
order in perturbation theory and the integrals that appear in calculating loopdiagrams also get very com-
plicated. This means that, generically, the calculation of Feynman diagrams beyond the first few orders
very often requires the use of computers.

Above we have illustrated the Feynman rules with the case of QED. Similar rules can be com-
puted for other interacting quantum field theories with scalar, vector or spinor fields. In the case of the
nonabelian gauge theories introduced in Section 4.3 we have:

�α, i β, j =⇒
(

i

/p−m+ iε

)

βα

δij

�µ, a ν, b =⇒ −iηµν
p2 + iε

δab

�
α, i

β, j

µ, a =⇒ −igγµβαt
a
ij

�
ν, b

σ, c

µ, a =⇒ g fabc
[
ηµν(pσ1 − pσ2 ) + permutations

]

�
µ, a

σ, c

ν, b

λ, d

=⇒ −ig2
[
fabef cde

(
ηµσηνλ − ηµληνσ

)
+ permutations

]

It is not our aim here to give a full and detailed description of the Feynman rules for nonabelian
gauge theories. It suffices to point out that, unlike the case of QED, here the gauge fields can interact
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among themselves. Indeed, the three and four gauge field vertices are a consequence of the cubic and
quartic terms in the action

S = −1

4

∫
d4xF a

µνF
µν a, (227)

where the nonabelian gauge field strengthF a
µν is given in Eq. (165). The self-interaction of the non-

abelian gauge fields has crucial dynamical consequences and its at the very heart of its success in de-
scribing the physics of elementary particles.

5.3 An example: Compton scattering

To illustrate the use of Feynman diagrams and Feynman rules we compute the cross section for the
dispersion of photons by free electrons, the so-called Compton scattering:

γ(k, λ) + e−(p, s) −→ γ(k′, λ′) + e−(p′, s′).

In brackets we have indicated the momenta for the different particles, as well as the polarizations and
spins of the incoming and outgoing photon and electrons respectively. Thefirst step is to identify all
the diagrams contributing to the process at leading order. Taking into account that the vertex of QED
contains two fermion and one photon leg, it is straightforward to realize that any diagram contributing to
the process at hand must contain at least two vertices. Hence the leading contribution is of ordere2. A
first diagram we can draw is:

�
k, λ

p, s

k′, λ′

p′, s′

This is, however, not the only possibility. Indeed, there is a second possible diagram:

�
k, λ

p, s

p′, s′

k′, λ′

It is important to stress that these two diagrams are topologically nonequivalent, since deforming one into
the other would require changing the label of the external legs. Therefore the leadingO(e2) amplitude
has to be computed adding the contributions from both of them.

Using the Feynman rules of QED we find� +� = (ie)2u(~p ′, s′)/ǫ ′(~k ′, λ′)∗
/p+ /k +me

(p+ k)2 −m2
e

/ǫ(~k, λ)u(~p, s)

+ (ie)2u(~p ′, s′)/ǫ(~k, λ)
/p− /k′ +me

(p− k′)2 −m2
e

/ǫ ′(~k ′, λ′)∗u(~p, s). (228)

Because the leading order contributions only involve tree-level diagrams,there is no integration over
internal momenta and therefore we are left with a purely algebraic expression for the amplitude. To get
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an explicit expression we begin by simplifying the numerators. The following simple identity turns out
to be very useful for this task

/a/b = −/b/a+ 2(a · b)1. (229)

Indeed, looking at the first term in Eq. (228) we have

(/p+ /k +me)/ǫ(~k, λ)u(~p, s) = −/ǫ(~k, λ)(/p−me)u(~p, s) + /k/ǫ(~k, λ)u(~p, s)

+ 2p · ǫ(~k, λ)u(~p, s), (230)

where we have applied the identity (229) on the first term inside the parenthesis. The first term on
the right-hand side of this equation vanishes identically because of Eq. (125). The expression can be
further simplified if we restrict our attention to the Compton scattering at low energy when electrons are
nonrelativistic. This means that all spatial momenta are much smaller than the electron mass

|~p|, |~k|, |~p ′|, |~k ′| ≪ me. (231)

In this approximation we have thatpµ, p′µ ≈ (me,~0) and therefore

p · ǫ(~k, λ) = 0. (232)

This follows from the absence of temporal photon polarization. Then we conclude that at low energies

(/p+ /k +me)/ǫ(~k, λ)u(~p, s) = /k/ǫ(~k, λ)u(~p, s) (233)

and similarly for the second term in Eq. (228)

(/p− /k′ +me)/ǫ
′(~k′, λ′)∗u(~p, s) = −/k′/ǫ ′(~k′, λ′)∗u(~p, s). (234)

Next, we turn to the denominators in Eq. (228). As it was explained in Section 5.2, in computing
scattering amplitudes incoming and outgoing particles should have on-shell momenta,

p2 = m2
e = p′2 and k2 = 0 = k′2. (235)

Then, the two denominator in Eq. (228) simplify respectively to

(p+ k)2 −m2
e = p2 + k2 + 2p · k −m2

e = 2p · k = 2ωp|~k| − 2~p · ~k (236)

and

(p− k′)2 −m2
e = p2 + k′2 + 2p · k′ −m2

e = −2p · k′ = −2ωp|~k ′|+ 2~p · ~k ′. (237)

Working again in the low energy approximation (231) these two expressionssimplify to

(p+ k)2 −m2
e ≈ 2me|~k|, (p− k′)2 −m2

e ≈ −2me|~k ′|. (238)

Putting together all these expressions we find that at low energies� +�
≈ (ie)2

2me
u(~p ′, s′)

[
/ǫ ′(~k ′λ′)∗

/k

|~k|
ǫ(~k, λ) + ǫ(~k, λ)

/k′

|~k ′|
/ǫ ′(~k ′λ′)∗

]
u(~p, s). (239)
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Using now again the identity (229) a number of times as well as the transversalitycondition of the
polarization vectors (156) we end up with a handier equation� +� ≈ e2

me

[
ǫ(~k, λ) · ǫ′(~k ′, λ′)∗

]
u(~p ′, s′)

/k

|~k|
u(~p, s)

+
e2

2me
u(~p ′, s′)/ǫ(~k, λ)/ǫ ′(~k ′, λ′)∗

(
/k

|~k|
− /k′

|~k ′|

)
u(~p, s). (240)

With a little bit of effort we can show that the second term on the right-hand side vanishes. First we
notice that in the low energy limit|~k| ≈ |~k ′|. If in addition we make use the conservation of momentum
k − k ′ = p ′ − p and the identity (125)

u(~p ′, s′)/ǫ(~k, λ)/ǫ ′(~k ′, λ′)∗
(

/k

|~k|
− /k′

|~k ′|

)
u(~p, s)

≈ 1

|~k|
u(~p ′, s′)/ǫ(~k, λ)/ǫ ′(~k ′, λ′)∗(/p′ −me)u(~p, s). (241)

Next we use the identity (229) to take the term(/p′−me) to the right. Taking into account that in the low
energy limit the electron four-momenta are orthogonal to the photon polarization vectors [see Eq. (232)]
we conclude that

u(~p ′, s′)/ǫ(~k, λ)/ǫ ′(~k ′, λ′)∗(/p′ −me)u(~p, s)

= u(~p ′, s′)(/p′ −me)/ǫ(~k, λ)/ǫ
′(~k ′, λ′)∗u(~p, s) = 0 (242)

where the last identity follows from the equation satisfied by the conjugate positive-energy spinor,
u(~p ′, s′)(/p′ −me) = 0.

After all these lengthy manipulations we have finally arrived at the expression of the invariant
amplitude for the Compton scattering at low energies

iM =
e2

me

[
ǫ(~k, λ) · ǫ′(~k ′, λ′)∗

]
u(~p ′, s′)

/k

|~k|
u(~p, s). (243)

The calculation of the cross section involves computing the modulus squared of this quantity. For many
physical applications, however, one is interested in the dispersion of photons with a given polarization
by electrons that are not polarized, i.e. whose spins are randomly distributed. In addition in many
situations either we are not interested, or there is no way to measure the finalpolarization of the outgoing
electron. This is for example the situation in cosmology, where we do not haveany information about
the polarization of the free electrons in the primordial plasma before or afterthe scattering with photons
(although we have ways to measure the polarization of the scattered photons).

To describe this physical situations we have to average over initial electronpolarization (since we
do not know them) and sum over all possible final electron polarization (because our detector is blind to
this quantum number),

|iM|2 = 1

2

(
e2

me|~k|

)2 ∣∣∣ǫ(~k, λ) · ǫ′(~k ′, λ′)∗
∣∣∣
2 ∑

s=± 1
2

∑

s′=± 1
2

∣∣∣u(~p ′, s′)/ku(~p, s)
∣∣∣
2
. (244)

The factor of 12 comes from averaging over the two possible polarizations of the incoming electrons.
The sums in this expression can be calculated without much difficulty. Expanding the absolute value
explicitly

∑

s=± 1
2

∑

s′=± 1
2

∣∣∣u(~p ′, s′)/ku(~p, s)
∣∣∣
2
=

∑

s=± 1
2

∑

s′=± 1
2

[
u(~p, s)†/k†u(~p ′, s′)†

][
u(~p ′, s′)/ku(~p, s)

]
, (245)
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using thatγµ† = γ0γµγ0 and after some manipulation one finds that

∑

s=± 1
2

∑

s′=± 1
2

∣∣∣u(~p ′, s′)/ku(~p, s)
∣∣∣
2

=




∑

s=± 1
2

uα(~p, s)uβ(~p, s)


 (/k)βσ




∑

s′=± 1
2

uσ(~p
′, s′)uρ(~p ′, s′)


 (/k)ρα

= Tr
[
(/p+me)/k(/p

′ +me)/k
]
, (246)

where the final expression has been computed using the completeness relations in Eq. (128). The final
evaluation of the trace can be done using the standard Dirac matrices identities. Here we compute it
applying again the relation (229) to commute/p′ and/k. Using thatk2 = 0 and that we are working in the
low energy limit we have12

Tr
[
(/p+me)/k(/p

′ +me)/k
]
= 2(p · k)(p′ · k)Tr1 ≈ 8m2

e|~k|2. (247)

This gives the following value for the invariant amplitude

|iM|2 = 4e4
∣∣∣ǫ(~k, λ) · ǫ′(~k ′, λ′)∗

∣∣∣
2

(248)

Plugging|iM|2 into the formula for the differential cross section we get

dσ

dΩ
=

1

64π2m2
e

|iM|2 =
(

e2

4πme

)2 ∣∣∣ǫ(~k, λ) · ǫ′(~k ′, λ′)∗
∣∣∣
2
. (249)

The prefactor of the last equation is precisely the square of the so-calledclassical electron radiusrcl. In
fact, the previous differential cross section can be rewritten as

dσ

dΩ
=

3

8π
σT

∣∣∣ǫ(~k, λ) · ǫ′(~k ′, λ′)∗
∣∣∣
2
, (250)

whereσT is the total Thomson cross section

σT =
e4

6πm2
e

=
8π

3
r2cl. (251)

The result (250) is relevant in many areas of Physics, but its importance isparamount in the study
of the cosmological microwave background (CMB). Just before recombination the universe is filled by
a plasma of electrons interacting with photons via Compton scattering, with temperatures of the order of
1 keV. Electrons are then nonrelativistic (me ∼ 0.5 MeV) and the approximations leading to Eq. (250)
are fully valid. Because we do not know the polarization state of the photonsbefore being scattered by
electrons we have to consider the cross section averaged over incoming photon polarizations. From Eq.
(250) we see that this is proportional to

1

2

∑

λ=1,2

∣∣∣ǫ(~k, λ) · ǫ′(~k ′, λ′)∗
∣∣∣
2
=


1

2

∑

λ=1,2

ǫi(~k, λ)ǫj(~k, λ)
∗


 ǫj(~k

′, λ′)ǫi(~k ′, λ′)∗. (252)

The sum inside the brackets can be computed using the normalization of the polarization vectors,|~ǫ (~k, λ)|2 =
1, and the transversality condition~k · ~ǫ(~k, λ) = 0

1

2

∑

λ=1,2

∣∣∣ǫ(~k, λ) · ǫ′(~k ′, λ′)∗
∣∣∣
2

=
1

2

(
δij −

kikj

|~k|2

)
ǫ′j(~k

′, λ′)ǫ′i(~k
′, λ′)∗

12We use also the fact that the trace of the product of an odd number of Dirac matrices is always zero.
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=
1

2

[
1− |~ℓ · ~ǫ ′(~k ′, λ′)|2

]
, (253)

where~ℓ =
~k

|~k| is the unit vector in the direction of the incoming photon.

From the last equation we conclude that Thomson scattering suppresses all polarizations parallel to
the direction of the incoming photon~ℓ, whereas the differential cross section reaches the maximum in the
plane normal to~ℓ. If photons would collide with the electrons in the plasma with the same intensity from
all directions, the result would be an unpolarized CMB radiation. The factthat polarization is actually
measured in the CMB carries crucial information about the physics of the plasma before recombination
and, as a consequence, about the very early universe (see for example [22] for a throughout discussion).

6 Symmetries

6.1 Noether’s theorem

In Classical Mechanics and Classical Field Theory there is a basic resultthat relates symmetries and
conserved charges. This is called Noether’s theorem and states that for each continuous symmetry of the
system there is conserved current. In its simplest version in Classical Mechanics it can be easily proved.
Let us consider a LagrangianL(qi, q̇i) which is invariant under a transformationqi(t) → q′i(t, ǫ) labelled
by a parameterǫ. This means thatL(q′, q̇′) = L(q, q̇) without using the equations of motion13. If ǫ ≪ 1
we can consider an infinitesimal variation of the coordinatesδǫqi(t) and the invariance of the Lagrangian
implies

0 = δǫL(qi, q̇i) =
∂L

∂qi
δǫqi +

∂L

∂q̇i
δǫq̇i =

[
∂L

∂qi
− d

dt

∂L

∂q̇i

]
δǫqi +

d

dt

(
∂L

∂q̇i
δǫqi

)
. (254)

Whenδǫqi is applied on a solution to the equations of motion the term inside the square brackets vanishes
and we conclude that there is a conserved quantity

Q̇ = 0 with Q ≡ ∂L

∂q̇i
δǫqi. (255)

Notice that in this derivation it is crucial that the symmetry depends on a continuous parameter since
otherwise the infinitesimal variation of the Lagrangian in Eq. (254) does notmake sense.

In Classical Field Theory a similar result holds. Let us consider for simplicitya theory of a single
field φ(x). We say that the variationsδǫφ depending on a continuous parameterǫ are a symmetry of the
theory if, without using the equations of motion, the Lagrangian density changes by

δǫL = ∂µK
µ. (256)

If this happens then the action remains invariant and so do the equations of motion. Working out now the
variation ofL underδǫφ we find

∂µK
µ =

∂L
∂(∂µφ)

∂µδǫφ+
∂L
∂φ

δǫφ = ∂µ

(
∂L

∂(∂µφ)
δǫφ

)
+

[
∂L
∂φ

− ∂µ

(
∂L

∂(∂µφ)

)]
δǫφ. (257)

If φ(x) is a solution to the equations of motion the last terms disappears, and we find thatthere is a
conserved current

∂µJ
µ = 0 with Jµ =

∂L
∂(∂µφ)

δǫφ−Kµ. (258)

13The following result can be also derived a more general situations where the Lagrangian changes by a total time derivative.
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Actually a conserved current implies the existence of a charge

Q ≡
∫

d3xJ0(t, ~x) (259)

which is conserved

dQ

dt
=

∫
d3x ∂0J

0(t, ~x) = −
∫

d3x ∂iJ
i(t, ~x) = 0, (260)

provided the fields vanish at infinity fast enough. Moreover, the conserved chargeQ is a Lorentz scalar.
After canonical quantization the chargeQ defined by Eq. (259) is promoted to an operator that generates
the symmetry on the fields

δφ = i[φ,Q]. (261)

As an example we can consider a scalar fieldφ(x)which under a coordinate transformationx → x′

changes asφ′(x′) = φ(x). In particular performing a space-time translationxµ
′
= xµ + aµ we have

φ′(x)− φ(x) = −aµ∂µφ+O(a2) =⇒ δφ = −aµ∂µφ. (262)

Since the Lagrangian density is also a scalar quantity, it transforms under translations as

δL = −aµ∂µL. (263)

Therefore the corresponding conserved charge is

Jµ = − ∂L
∂(∂µφ)

aν∂νφ+ aµL ≡ −aνT
µν , (264)

where we introduced the energy-momentum tensor

Tµν =
∂L

∂(∂µφ)
∂νφ− ηµνL. (265)

We find that associated with the invariance of the theory with respect to space-time translations there
are four conserved currents defined byTµν with ν = 0, . . . , 3, each one associated with the translation
along a space-time direction. These four currents form a rank-two tensor under Lorentz transformations
satisfying

∂µT
µν = 0. (266)

The associated conserved charges are given by

P ν =

∫
d3xT 0ν (267)

and correspond to the total energy-momentum content of the field configuration. Therefore the energy
density of the field is given byT 00 while T 0i is the momentum density. In the quantum theory thePµ

are the generators of space-time translations.

Another example of a symmetry related with a physically relevant conserved charge is the global
phase invariance of the Dirac Lagrangian (117),ψ → eiθψ. For smallθ this corresponds to variations
δθψ = iθψ, δθψ = −iθψ which by Noether’s theorem result in the conserved charge

jµ = ψγµψ, ∂µj
µ = 0. (268)
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Thus implying the existence of a conserved charge

Q =

∫
d3xψγ0ψ =

∫
d3xψ†ψ. (269)

In physics there are several instances of global U(1) symmetries that act as phase shifts on spinors.
This is the case, for example, of the baryon and lepton number conservation in the standard model. A
more familiar case is the U(1) local symmetry associated with electromagnetism. Notice that although
in this case we are dealing with a local symmetry,θ → eα(x), the invariance of the Lagrangian holds
in particular for global transformations and therefore there is a conserved currentjµ = eψγµψ. In
Eq. (162) we saw that the spinor is coupled to the photon field precisely through this current. Its time
component is the electric charge densityρ, while the spatial components are the current density vector~.

This analysis can be carried over also to nonabelian unitary global symmetries acting as

ψi −→ Uijψj , U †U = 1 (270)

and leaving invariant the Dirac Lagrangian when we have several fermions. If we write the matrixU in
terms of the hermitian group generatorsT a as

U = exp (iαaT
a) , (T a)† = T a, (271)

we find the conserved current

jµa = ψiT
a
ijγ

µψj , ∂µj
µ = 0. (272)

This is the case, for example of the approximate flavor symmetries in hadron physics. The simplest
example is the isospin symmetry that mixes the quarksu andd

(
u
d

)
−→ M

(
u
d

)
, M ∈ SU(2). (273)

Since the proton is a bound state of two quarksu and one quarkd while the neutron is made out of
one quarku and two quarksd, this isospin symmetry reduces at low energies to the well known isospin
transformations of nuclear physics that mixes protons and neutrons.

6.2 Symmetries in the quantum theory

We have seen that in canonical quantization the conserved chargesQa associated to symmetries by
Noether’s theorem are operators implementing the symmetry at the quantum level. Since the charges are
conserved they must commute with the Hamiltonian

[Qa, H] = 0. (274)

There are several possibilities in the quantum mechanical realization of a symmetry:

Wigner-Weyl realization. In this case the ground state of the theory|0〉 is invariant under the
symmetry. Since the symmetry is generated byQa this means that

U(α)|0〉 ≡ eiαaQa |0〉 = |0〉 =⇒ Qa|0〉 = 0. (275)

At the same time the fields of the theory have to transform according to some irreducible representation
of the group generated by theQa. From Eq. (261) it is easy to prove that

U(α)φiU(α)−1 = Uij(α)φj , (276)
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whereUij(α) is an element of the representation in which the fieldφi transforms. If we consider now
the quantum state associated with the operatorφi

|i〉 = φi|0〉 (277)

we find that because of the invariance of the vacuum (275) the states|i〉 transform in the same represen-
tation asφi

U(α)|i〉 = U(α)φiU(α)−1U(α)|0〉 = Uij(α)φj |0〉 = Uij(α)|j〉. (278)

Therefore the spectrum of the theory is classified in multiplets of the symmetry group. In addition, since
[H,U(α)] = 0 all states in the same multiplet have the same energy. If we consider one-particle states,
then going to the rest frame we conclude that all states in the same multiplet have exactly the same mass.

Nambu-Goldstone realization. In our previous discussion the result that the spectrum of the
theory is classified according to multiplets of the symmetry group depended crucially on the invariance
of the ground state. However this condition is not mandatory and one can relax it to consider theories
where the vacuum state is not left invariant by the symmetry

eiαaQa |0〉 6= |0〉 =⇒ Qa|0〉 6= 0. (279)

In this case it is also said that the symmetry is spontaneously broken by the vacuum.

To illustrate the consequences of (279) we consider the example of a number scalar fieldsϕi

(i = 1, . . . , N ) whose dynamics is governed by the Lagrangian

L =
1

2
∂µϕ

i∂µϕi − V (ϕ), (280)

where we assume thatV (φ) is bounded from below. This theory is globally invariant under the transfor-
mations

δϕi = ǫa(T a)ijϕ
j , (281)

with T a, a = 1, . . . , 12N(N − 1) the generators of the group SO(N).

To analyze the structure of vacua of the theory we construct the Hamiltonian

H =

∫
d3x

[
1

2
πiπi +

1

2
~∇ϕi · ~∇ϕi + V (ϕ)

]
(282)

and look for the minimum of

V(ϕ) =
∫

d3x

[
1

2
~∇ϕi · ~∇ϕi + V (ϕ)

]
. (283)

Since we are interested in finding constant field configurations,~∇ϕ = ~0 to preserve translational invari-
ance, the vacua of the potentialV(ϕ) coincides with the vacua ofV (ϕ). Therefore the minima of the
potential correspond to the vacuum expectation values14

〈ϕi〉 : V (〈ϕi〉) = 0,
∂V

∂ϕi

∣∣∣∣
ϕi=〈ϕi〉

= 0. (284)

We divide the generatorsT a of SO(N ) into two groups: Those denoted byHα (α = 1, . . . , h)
that satisfy

(Hα)ij〈ϕj〉 = 0. (285)

14For simplicity we consider that the minima ofV (φ) occur at zero potential.
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This means that the vacuum configuration〈ϕi〉 is left invariant by the transformation generated byHα.
For this reason we call themunbroken generators. Notice that the commutator of two unbroken genera-
tors also annihilates the vacuum expectation value,[Hα, Hβ ]ij〈ϕj〉 = 0. Therefore the generators{Hα}
form a subalgebra of the algebra of the generators of SO(N ). The subgroup of the symmetry group
generated by them is realized à la Wigner-Weyl.

The remaining generatorsKA, with A = 1, . . . , 12N(N − 1) − h, by definition do not preserve
the vacuum expectation value of the field

(KA)ij〈ϕj〉 6= 0. (286)

These will be called thebroken generators. Next we prove a very important result concerning the broken
generators known as the Goldstone theorem: for each generator broken by the vacuum expectation value
there is a massless excitation.

The mass matrix of the excitations around the vacuum〈ϕi〉 is determined by the quadratic part of
the potential. Since we assumed thatV (〈ϕ〉) = 0 and we are expanding around a minimum, the first
term in the expansion of the potentialV (ϕ) around the vacuum expectation values is given by

V (ϕ) =
∂2V

∂ϕi∂ϕj

∣∣∣∣
ϕ=〈ϕ〉

(ϕi − 〈ϕi〉)(ϕj − 〈ϕj〉) +O
[
(ϕ− 〈ϕ〉)3

]
(287)

and the mass matrix is:

M2
ij ≡

∂2V

∂ϕi∂ϕj

∣∣∣∣
ϕ=〈ϕ〉

. (288)

In order to avoid a cumbersome notation we do not show explicitly the dependence of the mass matrix
on the vacuum expectation values〈ϕi〉.

To extract some information about the possible zero modes of the mass matrix, we write down the
conditions that follow from the invariance of the potential underδϕi = ǫa(T a)ijϕ

j . At first order inǫa

δV (ϕ) = ǫa
∂V

∂ϕi
(T a)ijϕ

j = 0. (289)

Differentiating this expression with respect toϕk we arrive at

∂2V

∂ϕi∂ϕk
(T a)ijϕ

j +
∂V

∂ϕi
(T a)ik = 0. (290)

Now we evaluate this expression in the vacuumϕi = 〈ϕi〉. Then the derivative in the second term cancels
while the second derivative in the first one gives the mass matrix. Hence wefind

M2
ik(T

a)ij〈ϕj〉 = 0. (291)

Now we can write this expression for both broken and unbroken generators. For the unbroken ones, since
(Hα)ij〈ϕj〉 = 0, we find a trivial identity0 = 0. On the other hand for the broken generators we have

M2
ik(K

A)ij〈ϕj〉 = 0. (292)

Since(KA)ij〈ϕj〉 6= 0 this equation implies that the mass matrix has as many zero modes as broken
generators. Therefore we have proven Goldstone’s theorem: associated with each broken symmetry
there is a massless mode in the theory. Here we have presented a classical proof of the theorem. In the
quantum theory the proof follows the same lines as the one presented here but one has to consider the
effective action containing the effects of the quantum corrections to the classical Lagrangian.
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As an example to illustrate this theorem, we consider a SO(3) invariant scalar field theory with a
“mexican hat” potential

V (~ϕ) =
λ

4

(
~ϕ 2 − a2

)2
. (293)

The vacua of the theory correspond to the configurations satisfying〈~ϕ〉 2 = a2. In field space this equa-
tion describes a two-dimensional sphere and each solution is just a point in that sphere. Geometrically
it is easy to visualize that a given vacuum field configuration, i.e. a point in the sphere, is preserved
by SO(2) rotations around the axis of the sphere that passes through that point. Hence the vacuum
expectation value of the scalar field breaks the symmetry according to

〈~ϕ〉 : SO(3) −→ SO(2). (294)

Since SO(3) has three generators and SO(2) only one we see that two generators are broken and there-
fore there are two massless Goldstone bosons. Physically this massless modescan be thought of as
corresponding to excitations along the surface of the sphere〈~ϕ〉 2 = a2.

Once a minimum of the potential has been chosen we can proceed to quantize the excitations
around it. Since the vacuum only leaves invariant a SO(2) subgroup of the original SO(3) symmetry
group it seems that the fact that we are expanding around a particular vacuum expectation value of the
scalar field has resulted in a lost of symmetry. This is however not the case.The full quantum theory
is symmetric under the whole symmetry group SO(3). This is reflected in the factthat the physical
properties of the theory do not depend on the particular point of the sphere 〈~ϕ〉 2 = a2 that we have
chosen. Different vacua are related by the full SO(3) symmetry and therefore should give the same
physics.

It is very important to realize that given a theory with a vacuum determined by〈~ϕ〉 all other
possible vacua of the theory are unaccessible in the infinite volume limit. This means that two vacuum
states|01〉, |02〉 corresponding to different vacuum expectation values of the scalar field are orthogonal
〈01|02〉 = 0 and cannot be connected by any local observableΦ(x), 〈01|Φ(x)|02〉 = 0. Heuristically
this can be understood by noticing that in the infinite volume limit switching from onevacuum into
another one requires changing the vacuum expectation value of the field everywhere in space at the same
time, something that cannot be done by any local operator. Notice that this is radically different to our
expectations based on the Quantum Mechanics of a system with a finite numberof degrees of freedom.

In High Energy Physics the typical example of a Goldstone boson is the pion,associated with
the spontaneous breaking of the global chiral isospinSU(2)L × SU(2)R symmetry. This symmetry acts
independently in the left- and right-handed spinors as

(
uL,R
dL,R

)
−→ ML,R

(
uL,R
dL,R

)
, ML,R ∈ SU(2)L,R (295)

Presumably since the quarks are confined at low energies this symmetry is spontaneously broken down
to the diagonal SU(2) acting in the same way on the left- and right-handed components of the spinors.
Associated with this symmetry breaking there is a Goldstone mode which is identifiedas the pion. No-
tice, nevertheless, that the SU(2)L×SU(2)R would be an exact global symmetry of the QCD Lagrangian
only in the limit when the masses of the quarks are zeromu,md → 0. Since these quarks have nonzero
masses the chiral symmetry is only approximate and as a consequence the corresponding Goldstone bo-
son is not massless. That is why pions have masses, although they are the lightest particle among the
hadrons.

Symmetry breaking appears also in many places in condensed matter. For example, when a solid
crystallizes from a liquid the translational invariance that is present in the liquid phase is broken to a
discrete group of translations that represent the crystal lattice. This symmetry breaking has Goldstone
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bosons associated which are identified with phonons which are the quantumexcitation modes of the
vibrational degrees of freedom of the lattice.

The Higgs mechanism.Gauge symmetry seems to prevent a vector field from having a mass.
This is obvious once we realize that a term in the Lagrangian likem2AµA

µ is incompatible with gauge
invariance.

However certain physical situations seem to require massive vector fields. This happened for
example during the 1960s in the study of weak interactions. The Glashow model gave a common de-
scription of both electromagnetic and weak interactions based on a gauge theory with group SU(2)×U(1)
but, in order to reproduce Fermi’s four-fermion theory of theβ-decay it was necessary that two of the
vector fields involved would be massive. Also in condensed matter physics massive vector fields are
required to describe certain systems, most notably in superconductivity.

The way out to this situation is found in the concept of spontaneous symmetry breaking discussed
previously. The consistency of the quantum theory requires gauge invariance, but this invariance can be
realized à la Nambu-Goldstone. When this is the case the full gauge symmetry is not explicitly present in
the effective action constructed around the particular vacuum chosen by the theory. This makes possible
the existence of mass terms for gauge fields without jeopardizing the consistency of the full theory, which
is still invariant under the whole gauge group.

To illustrate the Higgs mechanism we study the simplest example, the Abelian Higgs model: a
U(1) gauge field coupled to a self-interacting charged complex scalar fieldΦ with Lagrangian

L = −1

4
FµνF

µν +DµΦD
µΦ− λ

4

(
ΦΦ− µ2

)2
, (296)

where the covariant derivative is given by Eq. (159). This theory is invariant under the gauge transfor-
mations

Φ → eiα(x)Φ, Aµ → Aµ + ∂µα(x). (297)

The minimum of the potential is defined by the equation|Φ| = µ. We have a continuum of different
vacua labelled by the phase of the scalar field. None of these vacua, however, is invariant under the
gauge symmetry

〈Φ〉 = µeiϑ0 → µeiϑ0+iα(x) (298)

and therefore the symmetry is spontaneously broken Let us study now the theory around one of these
vacua, for example〈Φ〉 = µ, by writing the fieldΦ in terms of the excitations around this particular
vacuum

Φ(x) =

[
µ+

1√
2
σ(x)

]
eiϑ(x). (299)

Independently of whether we are expanding around a particular vacuum for the scalar field we should
keep in mind that the whole Lagrangian is still gauge invariant under (297).This means that perform-
ing a gauge transformation with parameterα(x) = −ϑ(x) we can get rid of the phase in Eq. (299).
Substituting thenΦ(x) = µ+ 1√

2
σ(x) in the Lagrangian we find

L = −1

4
FµνF

µν + e2µ2AµA
µ +

1

2
∂µσ∂

µσ − 1

2
λµ2σ2

− λµσ3 − λ

4
σ4 + e2µAµA

µσ + e2AµA
µσ2. (300)

What are the excitation of the theory around the vacuum〈Φ〉 = µ? First we find a massive real scalar
field σ(x). The important point however is that the vector fieldAµ now has a mass given by

m2
γ = 2e2µ2. (301)
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The remarkable thing about this way of giving a mass to the photon is that at nopoint we have given up
gauge invariance. The symmetry is only hidden. Therefore in quantizing thetheory we can still enjoy all
the advantages of having a gauge theory but at the same time we have managed to generate a mass for
the gauge field.

It is surprising, however, that in the Lagrangian (300) we did not found any massless mode. Since
the vacuum chosen by the scalar field breaks theU(1) generator of U(1) we would have expected one
masless particle from Goldstone’s theorem. To understand the fate of the missing Goldstone boson we
have to revisit the calculation leading to Eq. (300). Were we dealing with a global U(1) theory, the
Goldstone boson would correspond to excitation of the scalar field along thevalley of the potential and
the phaseϑ(x) would be the massless Goldstone boson. However we have to keep in mind thatin com-
puting the Lagrangian we managed to get rid ofϑ(x) by shifting it intoAµ using a gauge transformation.
Actually by identifying the gauge parameter with the Goldstone excitation we havecompletely fixed the
gauge and the Lagrangian (300) does not have any gauge symmetry left.

A massive vector field has three polarizations: two transverse ones~k · ~ǫ (~k,±1) = 0 plus a longi-
tudinal one~ǫL(~k) ∼ ~k. In gauging away the massless Goldstone bosonϑ(x) we have transformed it into
the longitudinal polarization of the massive vector field. In the literature this is usually expressed saying
that the Goldstone mode is “eaten up” by the longitudinal component of the gauge field. It is important
to realize that in spite of the fact that the Lagrangian (300) looks pretty different from the one we started
with we have not lost any degrees of freedom. We started with the two polarizations of the photon plus
the two degrees of freedom associated with the real and imaginary components of the complex scalar
field. After symmetry breaking we end up with the three polarizations of the massive vector field and the
degree of freedom of the real scalar fieldσ(x).

We can also understand the Higgs mechanism in the light of our discussion ofgauge symmetry
in section 4.4. In the Higgs mechanism the invariance of the theory under infinitesimal gauge trans-
formations is not explicitly broken, and this implies that Gauss’ law is satisfied quantum mechanically,
~∇ · ~Ea|phys〉 = 0. The theory remains invariant under gauge transformations in the connected com-
ponent of the identityG0, the ones generated by Gauss’ law. This does not pose any restriction on the
possible breaking of the invariance of the theory with respect to transformations that cannot be continu-
ously deformed to the identity. Hence in the Higgs mechanism the invariance under gauge transformation
that are not in the connected component of the identity,G/G0, can be broken. Let us try to put it in more
precise terms. As we learned in section 4.4, in the Hamiltonian formulation of the theory finite energy
gauge field configurations tend to a pure gauge at spatial infinity

~Aµ(~x)−→− 1

ig
g(~x)~∇g(~x)−1, |~x| → ∞ (302)

The set transformationsg0(~x) ∈ G0 that tend to the identity at infinity are the ones generated by Gauss’
law. However, one can also consider in general gauge transformationsg(~x) which, as|~x| → ∞, approach
any other elementg ∈ G. The quotientG∞ ≡ G/G0 gives a copy of the gauge group at infinity. There
is no reason, however, why this group should not be broken, and in general it is if the gauge symmetry
is spontaneously broken. Notice that this is not a threat to the consistency of the theory. Properties
like the decoupling of unphysical states are guaranteed by the fact that Gauss’ law is satisfied quantum
mechanically and are not affected by the breaking ofG∞.

In condensed matter physics the symmetry breaking described by the nonrelativistic version of
the Abelian Higgs model can be used to characterize the onset of a superconducting phase in the BCS
theory, where the complex scalar fieldΦ is associated with the Cooper pairs. In this case the parameterµ2

depends on the temperature. Above the critical temperatureTc, µ2(T ) > 0 and there is only a symmetric
vacuum〈Φ〉 = 0. When, on the other hand,T < Tc thenµ2(T ) < 0 and symmetry breaking takes place.
The onset of a nonzero mass of the photon (301) below the critical temperature explains the Meissner
effect: the magnetic fields cannot penetrate inside superconductors beyond a distance of the order1mγ

.
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The Abelian Higgs model discussed here can be regarded as a toy model ofthe Brout-Englert-
Higgs mechanism responsible for giving mass to theW± andZ0 gauge bosons in the standard model.
Giving mass to these three bosons requires the introduction of a two-component complex scalar field
transforming as a doublet under SU(2). Three of its four degrees of freedom are incorporated as the
longitudinal components of the three massive gauge fields, whereas the fourth one remains as a scalar
propagating degree of freedom. Its elementary excitations are spin zero neutral particles known as Higgs
bosons.

The Higgs boson couples to the massive gauge fields, as well as to quarksand leptons. More-
over, its coupling to the fermions is proportional to the fermion masses and therefore very weak for
light fermions. This, together with the fact that Higgs productions processes have large standard model
backgrounds, complicates its experimental detection. After decades of searches in various experiments,
a Higgs boson candidate was finally detected at the ATLAS and CMS collaborations at the Large Hadron
Collider (LHC) in 2012 with a mass of approximately 125 GeV. At the time of writing,all evidences
point to the fact that this new particle is indeed the so much coveted standard model Higgs.

7 Anomalies

So far we did not worry too much about how classical symmetries of a theoryare carried over to the
quantum theory. We have implicitly assumed that classical symmetries are preserved in the process of
quantization, so they are also realized in the quantum theory.

This, however, does not have to be necessarily the case. Quantizing aninteracting field theory
is a very involved process that requires regularization and renormalization and sometimes, it does not
matter how hard we try, there is no way for a classical symmetry to survive quantization. When this
happens one says that the theory has ananomaly(for reviews see [28]). It is important to avoid here the
misconception that anomalies appear due to a bad choice of the way a theory isregularized in the process
of quantization. When we talk about anomalies we mean a classical symmetry thatcannotbe realized in
the quantum theory, no matter how smart we are in choosing the regularizationprocedure.

In the following we analyze some examples of anomalies associated with global and local sym-
metries of the classical theory. In Section 8 we will encounter yet another example of an anomaly, this
time associated with the breaking of classical scale invariance in the quantum theory.

7.1 Axial anomaly

Probably the best known examples of anomalies appear when we consideraxial symmetries. If we
consider a theory of two Weyl spinorsu±

L = iψ∂/ψ = iu†+σ
µ
+∂µu+ + iu†−σ

µ
−∂µu− with ψ =

(
u+
u−

)
(303)

the Lagrangian is invariant under two types of global U(1) transformations. In the first one both helicities
transform with the same phase, this is avectortransformation:

U(1)V : u± −→ eiαu±, (304)

whereas in the second one, the axialU(1), the signs of the phases are different for the two chiralities

U(1)A : u± −→ e±iαu±. (305)

Using Noether’s theorem, there are two conserved currents, a vector current

Jµ
V = ψγµψ = u†+σ

µ
+u+ + u†−σ

µ
−u− =⇒ ∂µJ

µ
V = 0 (306)
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and an axial vector current

Jµ
A = ψγµγ5ψ = u†+σ

µ
+u+ − u†−σ

µ
−u− =⇒ ∂µJ

µ
A = 0. (307)

The theory described by the Lagrangian (303) can be coupled to the electromagnetic field. The
resulting classical theory is still invariant under the vector and axial U(1)symmetries (304) and (305).
Surprisingly, upon quantization it turns out that the conservation of the axial current (307) is spoiled by
quantum effects

∂µJ
µ
A ∼ ~ ~E · ~B. (308)

To understand more clearly how this result comes about we study first a simple model in two
dimensions that captures the relevant physics involved in the four-dimensional case [29]. We work in
Minkowski space in two dimensions with coordinates(x0, x1) ≡ (t, x) and where the spatial direction
is compactified to a circleS1. In this setup we consider a fermion coupled to the electromagnetic field.
Notice that since we are living in two dimensions the field strengthFµν only has one independent com-
ponent that corresponds to the electric field along the spatial direction,F 01 ≡ E (in two dimensions there
are no magnetic fields!).

To write the Lagrangian for the spinor field we need to find a representationof the algebra of
γ-matrices

{γµ, γν} = 2ηµν with η =

(
1 0
0 −1

)
. (309)

In two dimensions the dimension of the representation of theγ-matrices is2[
2
2
] = 2. Here take

γ0 ≡ σ1 =

(
0 1
1 0

)
, γ1 ≡ iσ2 =

(
0 1

−1 0

)
. (310)

This is a chiral representation since the matrixγ5 is diagonal15

γ5 ≡ −γ0γ1 =

(
1 0
0 −1

)
(311)

Writing the two-component spinorψ as

ψ =

(
u+
u−

)
(312)

and defining as usual the projectorsP± = 1
2(1±γ5) we find that the componentsu± of ψ are respectively

a right- and left-handed Weyl spinor in two dimensions.

Once we have a representation of theγ-matrices we can write the Dirac equation. Expressing it in
terms of the componentsu± of the Dirac spinor we find

(∂0 − ∂1)u+ = 0, (∂0 + ∂1)u− = 0. (313)

The general solution to these equations can be immediately written as

u+ = u+(x
0 + x1), u− = u−(x0 − x1). (314)

Henceu± are two wave packets moving along the spatial dimension respectively to the left (u+) and
to the right(u−). Notice that according to our convention the left-movingu+ is a right-handed spinor
(positive helicity) whereas the right-movingu− is a left-handed spinor (negative helicity).

15In any even number of dimensionsγ5 is defined to satisfy the conditionsγ2
5 = 1 and{γ5, γµ} = 0.
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Fig. 11: Spectrum of the massless two-dimensional Dirac field.

If we want to interpret (313) as the wave equation for two-dimensional Weyl spinors we have the
following wave functions for free particles with well defined momentumpµ = (E, p).

u
(E)
± (x0 ± x1) =

1√
L
e−iE(x0±x1) with p = ∓E. (315)

As it is always the case with the Dirac equation we have both positive and negative energy solutions. For
u+, sinceE = −p, we see that the solutions with positive energy are those with negative momentum
p < 0, whereas the negative energy solutions are plane waves withp > 0. For the left-handed spinoru−
the situation is reversed. Besides, since the spatial direction is compact with lengthL the momentump
is quantized according to

p =
2πn

L
, n ∈ Z. (316)

The spectrum of the theory is represented in Fig. 11.

Once we have the spectrum of the theory the next step is to obtain the vacuum.As with the Dirac
equation in four dimensions we fill all the states withE ≤ 0 (Fig. 12). Exciting of a particle in the Dirac
see produces a positive energy fermion plus a hole that is interpreted as an antiparticle. This gives us the
clue on how to quantize the theory. In the expansion of the operatoru± in terms of the modes (315) we
associate positive energy states with annihilation operators whereas the states with negative energy are
associated with creation operators for the corresponding antiparticle

u±(x) =
∑

E>0

[
a±(E)v

(E)
± (x) + b†±(E)v

(E)
± (x)∗

]
. (317)

The operatora±(E) acting on the vacuum|0,±〉 annihilates a particle with positive energyE and mo-
mentum∓E. In the same wayb†±(E) creates out of the vacuum an antiparticle with positive energyE
and spatial momentum∓E. In the Dirac sea picture the operatorb±(E)† is originally an annihilation
operator for a state of the sea with negative energy−E. As in the four-dimensional case the problem of
the negative energy states is solved by interpreting annihilation operators for negative energy states as
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Fig. 12: Vacuum of the theory.

creation operators for the corresponding antiparticle with positive energy (and vice versa). The operators
appearing in the expansion ofu± in Eq. (317) satisfy the usual algebra

{aλ(E), a†λ′(E
′)} = {bλ(E), b†λ′(E

′)} = δE,E′δλλ′ , (318)

where we have introduced the labelλ, λ′ = ±. Also,aλ(E), a†λ(E) anticommute withbλ′(E′), b†λ′(E′).

The Lagrangian of the theory

L = iu†+(∂0 + ∂1)u+ + iu†−(∂0 − ∂1)u− (319)

is invariant under both U(1)V , Eq. (304), and U(1)A, Eq. (305). The associated Noether currents are in
this case

Jµ
V =

(
u†+u+ + u†−u−
−u†+u+ + u†−u−

)
, Jµ

A =

(
u†+u+ − u†−u−
−u†+u+ − u†−u−

)
. (320)

The associated conserved charges are given, for the vector current by

QV =

∫ L

0
dx1

(
u†+u+ + u†−u−

)
(321)

and for the axial current

QA =

∫ L

0
dx1

(
u†+u+ − u†−u−

)
. (322)

Using the orthonormality relations for the modesv
(E)
± (x)

∫ L

0
dx1 v

(E)
± (x) v

(E′)
± (x) = δE,E′ (323)

we find for the conserved charges:

QV =
∑

E>0

[
a†+(E)a+(E)− b†+(E)b+(E) + a†−(E)a−(E)− b†−(E)b−(E)

]
,
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p

E

Fig. 13: Effect of the electric field.

QA =
∑

E>0

[
a†+(E)a+(E)− b†+(E)b+(E)− a†−(E)a−(E) + b†−(E)b−(E)

]
. (324)

We see thatQV counts the net number (particles minus antiparticles) of positive helicity states plus the
net number of states with negative helicity. The axial charge, on the other hand, counts the net number of
positive helicity states minus the number of negative helicity ones. In the case of the vector current we
have subtracted a formally divergent vacuum contribution to the charge (the “charge of the Dirac sea”).

In the free theory there is of course no problem with the conservation of eitherQV orQA, since the
occupation numbers do not change. What we want to study is the effect of coupling the theory to electric
field E . We work in the gaugeA0 = 0. Instead of solving the problem exactly we are going to simulate
the electric field by adiabatically varying in a long timeτ0 the vector potentialA1 from zero value to
−Eτ0. From our discussion in section 4.3 we know that the effect of the electromagnetic coupling in the
theory is a shift in the momentum according to

p −→ p− eA1, (325)

wheree is the charge of the fermions. Since we assumed that the vector potential varies adiabatically,
we can assume it to be approximately constant at each time.

Then, we have to understand what is the effect of (325) on the vacuumdepicted in Fig. (12). What
we find is that the two branches move as shown in Fig. (13) resulting in some ofthe negative energy
states of thev+ branch acquiring positive energy while the same number of the empty positiveenergy
states of the other branchv− will become empty negative energy states. Physically this means that the
external electric fieldE creates a number of particle-antiparticle pairs out of the vacuum. Denoting by
N ∼ eE the number of such pairs created by the electric field per unit time, the final values of the charges
QV andQA are

QA(τ0) = (N − 0) + (0−N) = 0,

QV (τ0) = (N − 0)− (0−N) = 2N. (326)
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Therefore we conclude that the coupling to the electric field produces a violation in the conservation of
the axial charge per unit time given by∆QA ∼ eE . This implies that

∂µJ
µ
A ∼ e~E , (327)

where we have restored~ to make clear that the violation in the conservation of the axial current is a
quantum effect. At the same time∆QV = 0 guarantees that the vector current remains conserved also
quantum mechanically,∂µJ

µ
V = 0.

We have just studied a two-dimensional example of the Adler-Bell-Jackiw axial anomaly [30].
The heuristic analysis presented here can be made more precise by computing the quantity

Cµν = 〈0|T
[
Jµ
A(x)J

ν
V (0)

]
|0〉 =�Jµ

A
γ

(328)

The anomaly is given then by∂µCµν . A careful calculation yields the numerical prefactor missing in Eq.
(327) leading to the result

∂µJ
µ
A =

e~
2π

ενσFνσ, (329)

with ε01 = −ε10 = 1.

The existence of an anomaly in the axial symmetry that we have illustrated in two dimensions is
present in all even dimensional of space-times. In particular in four dimensions the axial anomaly it is
given by

∂µJ
µ
A = − e2

16π2
εµνσλFµνFσλ. (330)

This result has very important consequences in the physics of strong interactions as we will see in what
follows

7.2 Chiral symmetry in QCD

Our knowledge of the physics of strong interactions is based on the theoryof Quantum Chromodynamics
(QCD) [32]. This is a nonabelian gauge theory with gauge group SU(Nc) coupled to a numberNf of
quarks. These are spin-1

2 particlesQi f labelled by two quantum numbers: colori = 1, . . . , Nc and flavor
f = 1, . . . , Nf . The interaction between them is mediated by theN2

c − 1 gauge bosons, the gluonsAa
µ,

a = 1, . . . , N2
c − 1. In the real worldNc = 3 and the number of flavors is six, corresponding to the

number of different quarks: up (u), down (d), charm (c), strange (s), top (t) and bottom (b).

For the time being we are going to study a general theory of QCD withNc colors andNf flavors.
Also, for reasons that will be clear later we are going to work in the limit of vanishing quark masses,
mf → 0. In this cases the Lagrangian is given by

LQCD = −1

4
F a
µνF

aµν +

Nf∑

f=1

[
iQ

f
LD/ Qf

L + iQ
f
RD/ Qf

R

]
, (331)

where the subscriptsL andR indicate respectively left and right-handed spinors,Qf
L,R ≡ P±Qf , and the

field strengthF a
µν and the covariant derivativeDµ are respectively defined in Eqs. (165) and (168). Apart
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from the gauge symmetry, this Lagrangian is also invariant under a global U(Nf )L×U(Nf )R acting on
the flavor indices and defined by

U(Nf )L :





Qf
L → ∑

f ′(UL)ff ′Qf ′
L

Qf
R → Qf

R

U(Nf )R :





Qf
L → Qf

L

Qr
R → ∑

f ′(UR)ff ′Qf ′
R

(332)

with UL, UR ∈ U(Nf ). Actually, since U(N )=U(1)×SU(N ) this global symmetry group can be written
as SU(Nf )L×SU(Nf )R×U(1)L×U(1)R. The abelian subgroup U(1)L×U(1)R can be now decomposed
into their vector U(1)B and axial U(1)A subgroups defined by the transformations

U(1)B :





Qf
L → eiαQf

L

Qf
R → eiαQf

R

U(1)A :





Qf
L → eiαQf

L

Qf
R → e−iαQf

R

(333)

According to Noether’s theorem, associated with these two abelian symmetries we have two conserved
currents:

Jµ
V =

Nf∑

f=1

Q
f
γµQf , Jµ

A =

Nf∑

f=1

Q
f
γµγ5Q

f . (334)

The conserved charge associated with vector chargeJµ
V is actually the baryon number defined as the

number of quarks minus number of antiquarks.

The nonabelian part of the global symmetry group SU(Nf )L×SU(Nf )R can also be decomposed
into its vector and axial subgroups, SU(Nf )V × SU(Nf )A, defined by the following transformations of
the quarks fields

SU(Nf )V :





Qf
L → ∑

f ′(UL)ff ′Qf ′
L

Qf
R → ∑

f ′(UL)ff ′Qf ′
R

SU(Nf )A :





Qf
L → ∑

f ′(UL)ff ′Qf ′
L

Qf
R → ∑

f ′(U
−1
R )ff ′Qf ′

R

(335)

Again, the application of Noether’s theorem shows the existence of the following nonabelian conserved
charges

JI µ
V ≡

Nf∑

f,f ′=1

Q
f
γµ(T I)ff ′Qf ′

, JI µ
A ≡

Nf∑

f,f ′=1

Q
f
γµγ5(T

I)ff ′Qf ′
. (336)

To summarize, we have shown that the initial chiral symmetry of the QCD Lagrangian (331) can be
decomposed into its chiral and vector subgroups according to

U(Nf )L × U(Nf )R = SU(Nf )V × SU(Nf )A × U(1)B × U(1)A. (337)

The question to address now is which part of the classical global symmetry ispreserved by the quantum
theory.

As argued in section 7.1, the conservation of the axial currentsJµ
A andJaµ

A can in principle be
spoiled due to the presence of an anomaly. In the case of the abelian axial currentJµ

A the relevant quantity
is the correlation function

Cµνσ ≡ 〈0|T
[
Jµ
A(x)j

a ν
gauge(x

′)jb σgauge(0)
]
|0〉 =

Nf∑

f=1


�Jµ

A

Qf g

Qf

g

Qf



symmetric

(338)
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Herejaµgauge is the nonabelian conserved current coupling to the gluon field

jaµgauge ≡
Nf∑

f=1

Q
f
γµτaQf , (339)

where, to avoid confusion with the generators of the global symmetry we have denoted byτa the gen-
erators of the gauge group SU(Nc). The anomaly can be read now from∂µCµνσ. If we impose Bose
symmetry with respect to the interchange of the two outgoing gluons and gaugeinvariance of the whole
expression,∂νCµνσ = 0 = ∂σC

µνσ, we find that the axial abelian global current has an anomaly given
by16

∂µJ
µ
A = −g2Nf

32π2
εµνσλF a

µνF
aµν . (340)

In the case of the nonabelian axial global symmetry SU(Nf )A the calculation of the anomaly is
made as above. The result, however, is quite different since in this case we conclude that the nonabelian
axial currentJaµ

A is not anomalous. This can be easily seen by noticing that associated with the axial
current vertex we have a generatorT I of SU(Nf ), whereas for the two gluon vertices we have the
generatorsτa of the gauge group SU(Nc). Therefore, the triangle diagram is proportional to the group-
theoretic factor


�JIµ

A
Qf g

Qf

g

Qf



symmetric

∼ trT I tr {τa, τ b} = 0 (341)

which vanishes because the generators of SU(Nf ) are traceless.

From here we would conclude that the nonabelian axial symmetry SU(Nf )A is nonanomalous.
However this is not the whole story since quarks are charged particles that also couple to photons. Hence
there is a second potential source of an anomaly coming from the the one-loop triangle diagram coupling
JI µ
A to two photons

〈0|T
[
JI µ
A (x)jνem(x

′)jσem(0)
]
|0〉 =

Nf∑

f=1


�JIµ

A
Qf γ

Qf

γ

Qf



symmetric

(342)

wherejµem is the electromagnetic current

jµem =

Nf∑

f=1

qf Q
f
γµQf , (343)

with qf the electric charge of thef -th quark flavor. A calculation of the diagram in (342) shows the
existence of an Adler-Bell-Jackiw anomaly given by

∂µJ
I µ
A = − Nc

16π2




Nf∑

f=1

(T I)ff q
2
f


 εµνσλFµνFσλ, (344)

16The normalization of the generatorsT I of the global SU(Nf ) is given bytr (T IT J) = 1
2
δIJ .
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whereFµν is the field strength of the electromagnetic field coupling to the quarks. The onlychance for
the anomaly to cancel is that the factor between brackets in this equation be identically zero.

Before proceeding let us summarize the results found so far. Because of the presence of anomalies
the axial part of the global chiral symmetry, SU(Nf )A and U(1)A are not realized quantum mechanically
in general. We found that U(1)A is always affected by an anomaly. However, because the right-hand
side of the anomaly equation (340) is a total derivative, the anomalous character ofJµ

A does not explain
the absence of U(1)A multiplets in the hadron spectrum, since a new current can be constructed which
is conserved. In addition, the nonexistence of candidates for a Goldstone boson associated with the
right quantum numbers indicates that U(1)A is not spontaneously broken either, so it has be explicitly
broken somehow. This is the so-called U(1)-problem which was solved by’t Hooft [33], who showed
how the contribution of quantum transitions between vacua with topologically nontrivial gauge field
configurations (instantons) results in an explicit breaking of this symmetry.

Due to the dynamics of the SU(Nc) gauge theory the axial nonabelian symmetry is spontaneously

broken due to the presence at low energies of a vacuum expectation value for the fermion bilinearQ
f
Qf

〈0|Qf
Qf |0〉 6= 0 (No summation inf !). (345)

This nonvanishing vacuum expectation value for the quark bilinear actuallybreaks chiral invariance
spontaneously to the vector subgroup SU(Nf )V , so the only subgroup of the original global symmetry
that is realized by the full theory at low energy is

U(Nf )L × U(Nf )R −→ SU(Nf )V × U(1)B. (346)

Associated with this breaking a Goldstone boson should appear with the quantum numbers of the broken
nonabelian current. For example, in the case of QCD the Goldstone bosonsassociated with the sponta-
neously symmetry breaking induced by the vacuum expectation values〈uu〉, 〈dd〉 and〈(ud− du)〉 have
been identified as the pionsπ0, π±. These bosons are not exactly massless because of the nonvanishing
mass of theu andd quarks. Since the global chiral symmetry is already slightly broken by mass terms in
the Lagrangian, the associated Goldstone bosons also have masses although they are very light compared
to the masses of other hadrons.

In order to have a better physical understanding of the role of anomalies inthe physics of strong
interactions we particularize now our analysis of the case of real QCD. Since theu andd quarks are
much lighter than the other four flavors, QCD at low energies can be well described by including only
these two flavors and ignoring heavier quarks. In this approximation, from our previous discussion we
know that the low energy global symmetry of the theory is SU(2)V ×U(1)B, where now the vector group
SU(2)V is the well-known isospin symmetry. The axial U(1)A current is anomalous due to Eq. (340)
with Nf = 2. In the case of the nonabelian axial symmetry SU(2)A, taking into account thatqu = 2

3e
andqd = −1

3e and that the three generators of SU(2) can be written in terms of the Pauli matrices as
TK = 1

2σ
K we find

∑

f=u,d

(T 1)ff q
2
f =

∑

f=u,d

(T 1)ff q
2
f = 0,

∑

f=u,d

(T 3)ff q
2
f =

e2

6
. (347)

ThereforeJ3µ
A is anomalous.

Physically, the anomaly in the axial currentJ3µ
A has an important consequence. In the quark

model, the wave function of the neutral pionπ0 is given in terms of those for theu andd quark by

|π0〉 = 1√
2

(
|ū〉|u〉 − |d̄〉|d〉

)
. (348)
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The isospin quantum numbers of|π0〉 are those of the generatorT 3. Actually the analogy goes further
since∂µJ

3µ
A is the operator creating a pionπ0 out of the vacuum

|π0〉 ∼ ∂µJ
3µ
A |0〉. (349)

This leads to the physical interpretation of the triangle diagram (342) withJ3µ
A as the one loop contribu-

tion to the decay of a neutral pion into two photons

π0 −→ 2γ . (350)

This is an interesting piece of physics. In 1967 Sutherland and Veltman [34]presented a calcula-
tion, using current algebra techniques, according to which the decay ofthe pion into two photons should
be suppressed. This however contradicted the experimental evidence that showed the existence of such a
decay. The way out to this paradox, as pointed out in [30], is the axial anomaly. What happens is that the
current algebra analysis overlooks the ambiguities associated with the regularization of divergences in
quantum field theory. A QED evaluation of the triangle diagram leads to a divergent integral that has to
be regularized somehow. It is in this process that the Adler-Bell-Jackiw axial anomaly appears resulting
in a nonvanishing value for theπ0 → 2γ amplitude17.

The existence of anomalies associated with global currents does not necessarily mean difficulties
for the theory. On the contrary, as we saw in the case of the axial anomaly itis its existence what
allows for a solution of the Sutherland-Veltman paradox and an explanation of the electromagnetic decay
of the pion. The situation, however, is very different if we deal with localsymmetries. A quantum
mechanical violation of gauge symmetry leads to all kinds of problems, from lack of renormalizability to
nondecoupling of negative norm states. This is because the presence of an anomaly in the theory implies
that the Gauss’ law constraint~∇ · ~Ea = ρa cannot be consistently implemented in the quantum theory.
As a consequence states that classically are eliminated by the gauge symmetry become propagating fields
in the quantum theory, thus spoiling the consistency of the theory.

Anomalies in a gauge symmetry can be expected only in chiral theories where left and right-
handed fermions transform in different representations of the gauge group. Physically, the most inter-
esting example of such theories is the electroweak sector of the standard model where, for example, left
handed fermions transform as doublets under SU(2) whereas right-handed fermions are singlets. On the
other hand, QCD is free of gauge anomalies since both left- and right-handed quarks transform in the
fundamental representation of SU(3).

We consider the Lagrangian

L = −1

4
F aµνF a

µν + i

N+∑

i=1

ψ
i
+D/

(+)ψi
+ + i

N−∑

j=1

ψ
j
−D/

(−)ψj
−, (351)

where the chiral fermionsψi
± transform according to the representationsτai,± of the gauge groupG

(a = 1, . . . ,dimG). The covariant derivativesD(±)
µ are then defined by

D(±)
µ ψi

± = ∂µψ
i
± + igAK

µ τKi,±ψ
i
±. (352)

As for global symmetries, anomalies in the gauge symmetry appear in the triangle diagram with one
axial and two vector gauge current vertices

〈0|T
[
jaµA (x)jb νV (x′)jc σV (0)

]
|0〉 =


 jaµA jbνV

jcσV



symmetric

(353)

17An early computation of the triangle diagram for the electromagnetic decay of the pion was made by Steinberger in [31].
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where gauge vector and axial currentsjaµV , jaµA are given by

jaµV =

N+∑

i=1

ψ
i
+τ

a
+γ

µψi
+ +

N−∑

j=1

ψ
j
−τ

a
−γ

µψj
−,

jaµA =

N+∑

i=1

ψ
i
+τ

a
+γ

µψi
+ −

N−∑

i=1

ψ
j
−τ

a
−γ

µψj
−. (354)

Luckily, we do not have to compute the whole diagram in order to find an anomaly cancellation condition,
it is enough if we calculate the overall group theoretical factor. In the case of the diagram in Eq. (353)
for every fermion species running in the loop this factor is equal to

tr
[
τai,±{τ bi,±, τ ci,±}

]
, (355)

where the sign± corresponds respectively to the generators of the representation of the gauge group for
the left and right-handed fermions. Hence the anomaly cancellation conditionreads

N+∑

i=1

tr
[
τai,+{τ bi,+, τ ci,+}

]
−

N−∑

j=1

tr
[
τaj,−{τ bj,−, τ cj,−}

]
= 0. (356)

Knowing this we can proceed to check the anomaly cancellation in the standardmodel SU(3)×SU(2)×U(1).
Left handed fermions (both leptons and quarks) transform as doubletswith respect to the SU(2) factor
whereas the right-handed components are singlets. The charge with respect to the U(1) part, the hyper-
chargeY , is determined by the Gell-Mann-Nishijima formula

Q = T3 + Y, (357)

whereQ is the electric charge of the corresponding particle andT3 is the eigenvalue with respect to the
third generator of the SU(2) group in the corresponding representation: T3 = 1

2σ
3 for the doublets and

T3 = 0 for the singlets. For the first family of quarks (u, d) and leptons (e, νe) we have the following
field content

quarks:

(
uα

dα

)

L, 1
6

uα
R, 2

3

dα
R, 2

3

leptons:

(
νe
e

)

L,− 1
2

eR,−1 (358)

whereα = 1, 2, 3 labels the color quantum number and the subscript indicates the value of the weak
hyperchargeY . Denoting the representations of SU(3)×SU(2)×U(1) by (nc, nw)Y , with nc andnw

the representations of SU(3) and SU(2) respectively andY the hypercharge, the matter content of the
standard model consists of a three family replication of the representations:

left-handed fermions: (3, 2)L1
6

(1, 2)L− 1
2

(359)

right-handed fermions: (3, 1)R2
3

(3, 1)R− 1
3

(1, 1)R−1.

In computing the triangle diagram we have 10 possibilities depending on which factor of the gauge group

65

INTRODUCTORY LECTURES ON QUANTUM FIELD THEORY

65

INTRODUCTORY LECTURES ON QUANTUM FIELD THEORY

65



SU(3)×SU(2)×U(1) couples to each vertex:

SU(3)3 SU(2)3 U(1)3

SU(3)2 SU(2) SU(2)2 U(1)

SU(3)2 U(1) SU(2) U(1)2

SU(3) SU(2)2

SU(3) SU(2) U(1)

SU(3) U(1)2

It is easy to check that some of them do not give rise to anomalies. For example the anomaly for the
SU(3)3 case cancels because left and right-handed quarks transform in the same representation. In the
case of SU(2)3 the cancellation happens term by term because of the Pauli matrices identityσaσb =
δab + iεabcσc that leads to

tr
[
σa{σb, σc}

]
= 2 (trσa) δbc = 0. (360)

However the hardest anomaly cancellation condition to satisfy is the one with three U(1)’s. In this case
the absence of anomalies within a single family is guaranteed by the nontrivial identity

∑

left

Y 3
+ −

∑

right

Y 3
− = 3× 2×

(
1

6

)3

+ 2×
(
−1

2

)3

− 3×
(
2

3

)3

− 3×
(
−1

3

)3

− (−1)3

=

(
−3

4

)
+

(
3

4

)
= 0. (361)

It is remarkable that the anomaly exactly cancels between leptons and quarks. Notice that this result
holds even if a right-handed sterile neutrino is added since such a particle isa singlet under the whole
standard model gauge group and therefore does not contribute to the triangle diagram. Therefore we see
how the matter content of the standard model conspires to yield a consistent quantum field theory.

In all our discussion of anomalies we only considered the computation of one-loop diagrams.
It may happen that higher loop orders impose additional conditions. Fortunately this is not so: the
Adler-Bardeen theorem [35] guarantees that the axial anomaly only receives contributions from one loop
diagrams. Therefore, once anomalies are canceled (if possible) at oneloop we know that there will be
no new conditions coming from higher-loop diagrams in perturbation theory.

The Adler-Bardeen theorem, however, only applies in perturbation theory. It is nonetheless possi-
ble that nonperturbative effects can result in the quantum violation of a gauge symmetry. This is precisely
the case pointed out by Witten [36] with respect to the SU(2) gauge symmetry of the standard model.
In this case the problem lies in the nontrivial topology of the gauge group SU(2). The invariance of
the theory with respect to gauge transformations which are not in the connected component of the iden-
tity makes all correlation functions equal to zero. Only when the number of left-handed SU(2) fermion
doublets is even gauge invariance allows for a nontrivial theory. It is again remarkable that the family
structure of the standard model makes this anomaly to cancel

3×
(

u
d

)

L

+ 1×
(

νe
e

)

L

= 4 SU(2)-doublets, (362)

where the factor of 3 comes from the number of colors.
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8 Renormalization

8.1 Removing infinities

From its very early stages, quantum field theory was faced with infinities. They emerged in the calcula-
tion of most physical quantities, such as the correction to the charge of the electron due to the interactions
with the radiation field. The way these divergences where handled in the 1940s, starting with Kramers,
was physically very much in the spirit of the Quantum Theory emphasis in observable quantities: since
the observed magnitude of physical quantities (such as the charge of the electron) is finite, this number
should arise from the addition of a “bare” (unobservable) value and thequantum corrections. The fact
that both of these quantities were divergent was not a problem physically, since only its finite sum was
an observable quantity. To make thing mathematically sound, the handling of infinities requires the in-
troduction of some regularization procedure which cuts the divergent integrals off at some momentum
scaleΛ. Morally speaking, the physical value of an observableOphysical is given by

Ophysical = lim
Λ→∞

[O(Λ)bare +∆O(Λ)~] , (363)

where∆O(Λ)~ represents the regularized quantum corrections.

To make this qualitative discussion more precise we compute the corrections to the electric charge
in Quantum Electrodynamics. We consider the process of annihilation of an electron-positron pair to
create a muon-antimuon paire−e+ → µ+µ−. To lowest order in the electric chargee the only diagram
contributing is

!e− µ+

e+

γ

µ−

However, the corrections at ordere4 to this result requires the calculation of seven more diagrams

"e− µ+

e+ µ−

+#e− µ+

e+

µ−

+$µ+e−

µ−e+

+%e− µ+

e+ µ−

+&e− µ+

e+

µ−
+'µ+

e+

µ−
e−

+(µ+e+

µ−e−

In order to compute the renormalization of the charge we consider the first diagram which takes
into account the first correction to the propagator of the virtual photon interchanged between the pairs
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due to vacuum polarization. We begin by evaluating

) =
−iηµα

q2 + iǫ


*α β




−iηβν

q2 + iǫ
, (364)

where the diagram between brackets is given by

+α β ≡ Παβ(q) = i2(−ie)2(−1)

∫
d4k

(2π)4
Tr (/k +me)γ

α(/k + /q +me)γ
β

[k2 −m2
e + iǫ] [(k + q)2 −m2

e + iǫ]
. (365)

Physically this diagram includes the correction to the propagator due to the polarization of the vacuum,
i.e. the creation of virtual electron-positron pairs by the propagating photon. The momentumq is the
total momentum of the electron-positron pair in the intermediate channel.

It is instructive to look at this diagram from the point of view of perturbationtheory in nonrela-
tivistic Quantum Mechanics. In each vertex the interaction consists of the annihilation (resp. creation)
of a photon and the creation (resp. annihilation) of an electron-positron pair. This can be implemented
by the interaction Hamiltonian

Hint = e

∫
d3xψγµψAµ. (366)

All fields inside the integral can be expressed in terms of the corresponding creation-annihilation oper-
ators for photons, electrons and positrons. In Quantum Mechanics, thechange in the wave function at
first order in the perturbationHint is given by

|γ, in〉 = |γ, in〉0 +
∑

n

〈n|Hint|γ, in〉0
Ein − En

|n〉 (367)

and similarly for |γ, out〉, where we have denoted symbolically by|n〉 all the possible states of the
electron-positron pair. Since these states are orthogonal to|γ, in〉0, |γ, out〉0, we find tordere2

〈γ, in|γ′, out〉 = 0〈γ, in|γ′, out〉0 +
∑

n

0〈γ, in|Hint|n〉 〈n|Hint|γ′, out〉0
(Ein − En)(Eout − En)

+O(e4). (368)

Hence, we see that the diagram of Eq. (364) really corresponds to the order-e2 correction to the photon
propagator〈γ, in|γ′, out〉

,γ γ′
−→ 0〈γ, in|γ′, out〉0

-γ γ′
−→

∑

n

〈γ, in|Hint|n〉 〈n|Hint|γ′, out〉
(Ein − En)(Eout − En)

. (369)
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Once we understood the physical meaning of the Feynman diagram to be computed we proceed
to its evaluation. In principle there is no problem in computing the integral in Eq. (364) for nonzero
values of the electron mass. However since here we are going to be mostly interested in seeing how
the divergence of the integral results in a scale-dependent renormalization of the electric charge, we
will set me = 0. This is something safe to do, since in the case of this diagram we are not inducing
new infrared divergences in taking the electron as massless. Implementing gauge invariance and using
standard techniques in the computation of Feynman diagrams (see references [1]- [11]) the polarization
tensorΠµν(q) defined in Eq. (365) can be written as

Πµν(q) =
(
q2ηµν − qµqν

)
Π(q2) (370)

with

Π(q) = 8e2
∫ 1

0
dx

∫
d4k

(2π)4
x(1− x)

[k2 −m2 + x(1− x)q2 + iǫ]2
(371)

To handle this divergent integral we have to figure out some procedureto render it finite. This can be
done in several ways, but here we choose to cut the integrals off at a high energy scaleΛ, where new
physics might be at work,|p| < Λ. This gives the result

Π(q2) ≃ e2

12π2
log

(
q2

Λ2

)
+ finite terms. (372)

If we would send the cutoff to infinityΛ → ∞ the divergence blows up and something has to be done
about it.

If we want to make sense out of this, we have to go back to the physical question that led us to
compute Eq. (364). Our primordial motivation was to compute the corrections tothe annihilation of two
electrons into two muons. Including the correction to the propagator of the virtual photon we have

. =/ +0
= ηαβ (veγ

αue)
e2

4πq2

(
vµγ

βuµ

)
+ ηαβ (veγ

αue)
e2

4πq2
Π(q2)

(
vµγ

βuµ

)

= ηαβ (veγ
αue)

{
e2

4πq2

[
1 +

e2

12π2
log

(
q2

Λ2

)]}(
vµγ

βuµ

)
. (373)

Now let us imagine that we are performing ae− e+ → µ−µ+ with a center of mass energyµ. From the
previous result we can identify the effective charge of the particles at this energy scalee(µ) as

1 = ηαβ (veγ
αue)

[
e(µ)2

4πq2

](
vµγ

βuµ

)
. (374)

This charge,e(µ), is the quantity that is physically measurable in our experiment. Now we can make
sense of the formally divergent result (373) by assuming that the charge appearing in the classical La-
grangian of QED is just a “bare” value that depends on the scaleΛ at which we cut off the theory,
e ≡ e(Λ)bare. In order to reconcile (373) with the physical results (374) we must assume that the
dependence of the bare (unobservable) chargee(Λ)bare on the cutoffΛ is determined by the identity

e(µ)2 = e(Λ)2bare

[
1 +

e(Λ)2bare
12π2

log

(
µ2

Λ2

)]
. (375)
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If we still insist in removing the cutoff,Λ → ∞ we have to send the bare charge to zeroe(Λ)bare → 0
in such a way that the effective coupling has the finite value given by the experiment at the energy scale
µ. It is not a problem, however, that the bare charge is small for large values of the cutoff, since the
only measurable quantity is the effective charge that remains finite. Therefore all observable quantities
should be expressed in perturbation theory as a power series in the physical couplinge(µ)2 and not in
the unphysical bare couplinge(Λ)bare.

8.2 The beta-function and asymptotic freedom

We can look at the previous discussion, an in particular Eq. (375), froma different point of view. In order
to remove the ambiguities associated with infinities we have been forced to introduce a dependence of
the coupling constant on the energy scale at which a process takes place. From the expression of the
physical coupling in terms of the bare charge (375) we can actually eliminate the cutoffΛ, whose value
after all should not affect the value of physical quantities. Taking into account that we are working in
perturbation theory ine(µ)2, we can express the bare chargee(Λ)2bare in terms ofe(µ)2 as

e(Λ)2 = e(µ)2
[
1 +

e(µ)2

12π2
log

(
µ2

Λ2

)]
+O[e(µ)6]. (376)

This expression allow us to eliminate all dependence in the cutoff in the expression of the effective charge
at a scaleµ by replacinge(Λ)bare in Eq. (375) by the one computed using (376) at a given reference
energy scaleµ0

e(µ)2 = e(µ0)
2

[
1 +

e(µ0)
2

12π2
log

(
µ2

µ2
0

)]
. (377)

From this equation we can compute, at this order in perturbation theory, the effective value of the
coupling constant at an energyµ, once we know its value at some reference energy scaleµ0. In the case
of the electron charge we can use as a reference Thompson’s scattering at energies of the order of the
electron massme ≃ 0.5 MeV, at where the value of the electron charge is given by the well knownvalue

e(me)
2 ≃ 1

137
. (378)

With this we can computee(µ)2 at any other energy scale applying Eq. (377), for example at the electron
massµ = me ≃ 0.5MeV. However, in computing the electromagnetic coupling constant at any other
scale we must take into account the fact that other charged particles can run in the loop in Eq. (373).
Suppose, for example, that we want to calculate the fine structure constant at the mass of theZ0-boson
µ = MZ ≡ 92 GeV. Then we should include in Eq. (377) the effect of other fermionic standard model
fields with masses belowMZ . Doing this, we find18

e(MZ)
2 = e(me)

2

[
1 +

e(me)
2

12π2

(∑

i

q2i

)
log

(
M2

Z

m2
e

)]
, (379)

whereqi is the charge in units of the electron charge of thei-th fermionic species running in the loop
and we sum over all fermions with masses below the mass of theZ0 boson. This expression shows how
the electromagnetic coupling grows with energy. However, in order to compare with the experimental
value ofe(MZ)

2 it is not enough with including the effect of fermionic fields, since also theW± bosons

18In the first version of these notes the argument used to show the growingof the electromagnetic coupling constant could
have led to confusion to some readers. To avoid this potential problem we include in the equation for the running coupling
e(µ)2 the contribution of all fermions with masses belowMZ . We thank Lubos Motl for bringing this issue to our attention.
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can run in the loop (MW < MZ). Taking this into account, as well as threshold effects, the value of the
electron charge at the scaleMZ is found to be [37]

e(MZ)
2 ≃ 1

128.9
. (380)

This growing of the effective fine structure constant with energy can beunderstood heuristically
by remembering that the effect of the polarization of the vacuum shown in thediagram of Eq. (364)
amounts to the creation of a plethora of electron-positron pairs around the location of the charge. These
virtual pairs behave as dipoles that, as in a dielectric medium, tend to screen thischarge and decreasing
its value at long distances (i.e. lower energies).

The variation of the coupling constant with energy is usually encoded in quantum field theory in
thebeta functiondefined by

β(g) = µ
dg

dµ
. (381)

In the case of QED the beta function can be computed from Eq. (377) with theresult

β(e)QED =
e3

12π2
. (382)

The fact that the coefficient of the leading term in the beta-function is positive β0 ≡ 1
6π > 0 gives

us the overall behavior of the coupling as we change the scale. Eq. (382) means that, if we start at an
energy where the electric coupling is small enough for our perturbative treatment to be valid, the effective
charge grows with the energy scale. This growing of the effective coupling constant with energy means
that QED is infrared safe, since the perturbative approximation gives better and better results as we go to
lower energies. Actually, because the electron is the lighter electrically charged particle and has a finite
nonvanishing mass the running of the fine structure constant stops at the scaleme in the well-known
value 1

137 . Would other charged fermions with masses belowme be present in Nature, the effective value
of the fine structure constant in the interaction between these particles wouldrun further to lower values
at energies below the electron mass.

On the other hand if we increase the energy scalee(µ)2 grows until at some scale the coupling is of
order one and the perturbative approximation breaks down. In QED this isknown as the problem of the
Landau pole but in fact it does not pose any serious threat to the reliabilityof QED perturbation theory:
a simple calculation shows that the energy scale at which the theory would become strongly coupled is
ΛLandau ≃ 10277 GeV. However, we know that QED does not live that long! At much lower scales we
expect electromagnetism to be unified with other interactions, and even if this isnot the case we will
enter the uncharted territory of quantum gravity at energies of the orderof 1019 GeV.

So much for QED. The next question that one may ask at this stage is whetherit is possible to
find quantum field theories with a behavior opposite to that of QED, i.e. such that they become weakly
coupled at high energies. This is not a purely academic question. In the late1960s a series of deep-
inelastic scattering experiments carried out at SLAC showed that the quarks behave essentially as free
particles inside hadrons. The apparent problem was that no theory wasknown at that time that would
become free at very short distances: the example set by QED seem to be followed by all the theories that
were studied. This posed a very serious problem for quantum field theory as a way to describe subnuclear
physics, since it seemed that its predictive power was restricted to electrodynamics but failed miserably
when applied to describe strong interactions.

Nevertheless, this critical time for quantum field theory turned out to be its finest hour. In 1973
David Gross and Frank Wilczek [38] and David Politzer [39] showed thatnonabelian gauge theories can
actually display the required behavior. For the QCD Lagrangian in Eq. (331) the beta function is given
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Fig. 14: Beta function for a hypothetical theory with three fixed points g∗1 , g∗2 andg∗3 . A perturbative analysis
would capture only the regions shown in the boxes.

by19

β(g) = − g3

16π2

[
11

3
Nc −

2

3
Nf

]
. (383)

In particular, for real QCD (NC = 3, Nf = 6) we have thatβ(g) = − 7g3

16π2 < 0. This means that
for a theory that is weakly coupled at an energy scaleµ0 the coupling constant decreases as the energy
increasesµ → ∞. This explain the apparent freedom of quarks inside the hadrons: when the quarks
are very close together their effective color charge tend to zero. This phenomenon is calledasymptotic
freedom.

Asymptotic free theories display a behavior that is opposite to that found above in QED. At high
energies their coupling constant approaches zero whereas at low energies they become strongly coupled
(infrared slavery). This features are at the heart of the success ofQCD as a theory of strong interactions,
since this is exactly the type of behavior found in quarks: they are quasi-free particles inside the hadrons
but the interaction potential potential between them increases at large distances.

Although asymptotic free theories can be handled in the ultraviolet, they becomeextremely com-
plicated in the infrared. In the case of QCD it is still to be understood (at least analytically) how the
theory confines color charges and generates the spectrum of hadrons, as well as the breaking of the chiral
symmetry (345).

In general, the ultraviolet and infrared properties of a theory are controlled by the fixed points of
the beta function, i.e. those values of the coupling constantg for which it vanishes

β(g∗) = 0. (384)

Using perturbation theory we have seen that for both QED and QCD one ofsuch fixed points occurs
at zero coupling,g∗ = 0. However, our analysis also showed that the two theories present radically
different behavior at high and low energies. From the point of view of the beta function, the difference
lies in the energy regime at which the coupling constant approaches its critical value. This is in fact
governed by the sign of the beta function around the critical coupling.

19The expression of the beta function of QCD was also known to ’t Hooft [40]. There are even earlier computations in the
russian literature [41].
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We have seen above that when the beta function is negative close to the fixed point (the case of
QCD) the coupling tends to its critical value,g∗ = 0, as the energy is increased. This means that the
critical point isultraviolet stable, i.e. it is an attractor as we evolve towards higher energies. If, on the
contrary, the beta function is positive (as it happens in QED) the coupling constant approaches the critical
value as the energy decreases. This is the case of aninfrared stablefixed point.

This analysis that we have motivated with the examples of QED and QCD is completely general
and can be carried out for any quantum field theory. In Fig. 14 we haverepresented the beta function for
a hypothetical theory with three fixed points located at couplingsg∗1, g∗2 andg∗3. The arrows in the line
below the plot represent the evolution of the coupling constant as the energy increases. From the analysis
presented above we see thatg∗1 = 0 andg∗3 are ultraviolet stable fixed points, while the fixed pointg∗2 is
infrared stable.

In order to understand the high and low energy behavior of a quantum field theory it is then crucial
to know the structure of the beta functions associated with its couplings. This can be a very difficult
task, since perturbation theory only allows the study of the theory around “trivial" fixed points, i.e. those
that occur at zero coupling like the case ofg∗1 in Fig. 14. On the other hand, any “nontrivial” fixed
point occurring in a theory (likeg∗2 andg∗3) cannot be captured in perturbation theory and requires a full
nonperturbative analysis.

The moral to be learned from our discussion above is that dealing with the ultraviolet divergences
in a quantum field theory has the consequence, among others, of introducing an energy dependence in
the measured value of the coupling constants of the theory (for example the electric charge in QED).
This happens even in the case of renormalizable theories without mass terms.These theories are scale
invariant at the classical level because the action does not contain any dimensionful parameter. In this
case the running of the coupling constants can be seen as resulting from aquantum breaking of classical
scale invariance: different energy scales in the theory are distinguished by different values of the coupling
constants. Remembering what we learned in Section 7, we conclude that classical scale invariance is an
anomalous symmetry. One heuristic way to see how the conformal anomaly comesabout is to notice
that the regularization of an otherwise scale invariant field theory requires the introduction of an energy
scale (e.g. a cutoff). This breaking of scale invariance cannot be restored after renormalization.

Nevertheless, scale invariance is not lost forever in the quantum theory. It is recovered at the
fixed points of the beta function where, by definition, the coupling does notrun. To understand how
this happens we go back to a scale invariant classical field theory whose field φ(x) transform under
coordinate rescalings as

xµ −→ λxµ, φ(x) −→ λ−∆φ(λ−1x), (385)

where∆ is called the canonical scaling dimension of the field. An example of such a theory is a massless
φ4 theory in four dimensions

L =
1

2
∂µφ∂µφ− g

4!
φ4, (386)

where the scalar field has canonical scaling dimension∆ = 1. The Lagrangian density transforms as

L −→ λ−4L[φ] (387)

and the classical action remains invariant20.

If scale invariance is preserved under quantization, the Green’s functions transform as

〈Ω|T [φ′(x1) . . . φ′(xn)]|Ω〉 = λnΛ〈Ω|T [φ(λ−1x1) . . . φ(λ
−1xn)]|Ω〉. (388)

20In aD-dimensional theory the canonical scaling dimensions of the fields coincide with its engineering dimension:∆ =
D−2
2

for bosonic fields and∆ = D−1
2

for fermionic ones. For a Lagrangian with no dimensionful parametersclassical scale
invariance follows then from dimensional analysis.
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Fig. 15: Systems of spins in a two-dimensional square lattice.

This is precisely what happens in a free theory. In an interacting theory the running of the coupling
constant destroys classical scale invariance at the quantum level. Despite of this, at the fixed points of
the beta function the Green’s functions transform again according to (388) where∆ is replaced by

∆anom = ∆+ γ∗. (389)

The canonical scaling dimension of the fields are corrected byγ∗, which is called the anomalous dimen-
sion. They carry the dynamical information about the high-energy behavior of the theory.

8.3 The renormalization group

In spite of its successes, the renormalization procedure presented above can be seen as some kind of pre-
scription or recipe to get rid of the divergences in an ordered way. Thisdiscomfort about renormalization
was expressed in occasions by comparing it with “sweeping the infinities under the rug”. However thanks
to Ken Wilson to a large extent [42] the process of renormalization is now understood in a very profound
way as a procedure to incorporate the effects of physics at high energies by modifying the value of the
parameters that appear in the Lagrangian.

Statistical mechanics.Wilson’s ideas are both simple and profound and consist in thinking about
quantum field theory as the analog of a thermodynamical description of a statistical system. To be more
precise, let us consider an Ising spin system in a two-dimensional squarelattice as the one depicted in
Fig 15. In terms of the spin variablessi = ±1

2 , wherei labels the lattice site, the Hamiltonian of the
system is given by

H = −J
∑

〈i,j〉
si sj , (390)

where〈i, j〉 indicates that the sum extends over nearest neighbors andJ is the coupling constant between
neighboring spins (here we consider that there is no external magnetic field). The starting point to study
the statistical mechanics of this system is the partition function defined as

Z =
∑

{si}
e−βH , (391)

where the sum is over all possible configurations of the spins andβ = 1
T is the inverse temperature.

For J > 0 the Ising model presents spontaneous magnetization below a critical temperature Tc, in any
dimension higher than one. Away from this temperature correlations betweenspins decay exponentially
at large distances

〈sisj〉 ∼ e
− |xij |

ξ , (392)
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Fig. 16: Decimation of the spin lattice. Each block in the upper lattice is replaced by an effective spin computed
according to the rule (394). Notice also that the size of the lattice spacing is doubled in the process.

with |xij | the distance between the spins located in thei-th andj-th sites of the lattice. This expression
serves as a definition of the correlation lengthξ which sets the characteristic length scale at which spins
can influence each other by their interaction through their nearest neighbors.

Suppose now that we are interested in a macroscopic description of this spinsystem. We can
capture the relevant physics by integrating out somehow the physics at short scales. A way in which this
can be done was proposed by Leo Kadanoff [43] and consists in dividing our spin system in spin-blocks
like the ones showed in Fig 16. Now we can construct another spin system where each spin-block of the
original lattice is replaced by an effective spin calculated according to somerule from the spins contained
in each blockBa

{si : i ∈ Ba} −→ s (1)
a . (393)

For example we can define the effective spin associated with the blockBa by taking the majority rule
with an additional prescription in case of a draw

s (1)
a =

1

2
sgn

(∑

i∈Ba

si

)
, (394)

where we have used the sign function,sign(x) ≡ x
|x| , with the additional definitionsgn(0) = 1. This

procedure is called decimation and leads to a new spin system with a doubled lattice space.

The idea now is to rewrite the partition function (391) only in terms of the new effective spins
s

(1)
a . Then we start by splitting the sum over spin configurations into two nested sums, one over the spin

blocks and a second one over the spins within each block

Z =
∑

{~s}
e−βH[si] =

∑

{~s (1)}

∑

{~s∈Ba}
δ

[
s (1)
a − sign

(∑

i∈Ba

si

)]
e−βH[si]. (395)
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The interesting point now is that the sum over spins inside each block can bewritten as the exponential
of a new effective Hamiltonian depending only on the effective spins,H(1)[s

(1)
a ]

∑

{s∈Ba}
δ

[
s (1)
a − sign

(∑

i∈Ba

si

)]
e−βH[si] = e−βH(1)[s

(1)
a ]. (396)

The new Hamiltonian is of course more complicated

H(1) = −J (1)
∑

〈i,j〉
s
(1)
i s

(1)
j + . . . (397)

where the dots stand for other interaction terms between the effective blockspins. This new terms appear
because in the process of integrating out short distance physics we induce interactions between the new
effective degrees of freedom. For example the interaction between the spin block variabless(1)i will in
general not be restricted to nearest neighbors in the new lattice. The important point is that we have
managed to rewrite the partition function solely in terms of this new (renormalized)spin variabless (1)

interacting through a new HamiltonianH(1)

Z =
∑

{s (1)}
e−βH(1)[s

(1)
a ]. (398)

Let us now think about the space of all possible Hamiltonians for our statistical system including
all kinds of possible couplings between the individual spins compatible with thesymmetries of the sys-
tem. If denote byR the decimation operation, our previous analysis shows thatR defines a map in this
space of Hamiltonians

R : H → H(1). (399)

At the same time the operationR replaces a lattice with spacinga by another one with double spacing
2a. As a consequence the correlation length in the new lattice measured in units ofthe lattice spacing is
divided by two,R : ξ → ξ

2 .

Now we can iterate the operationR an indefinite number of times. Eventually we might reach a
HamiltonianH⋆ that is not further modified by the operationR

H
R−→ H(1) R−→ H(2) R−→ . . .

R−→ H⋆. (400)

The fixed point HamiltonianH⋆ is scale invariantbecause it does not change asR is performed. Notice
that because of this invariance the correlation length of the system at the fixed point do not change under
R. This fact is compatible with the transformationξ → ξ

2 only if ξ = 0 or ξ = ∞. Here we will focus
in the case of nontrivial fixed points with infinite correlation length.

The space of Hamiltonians can be parametrized by specifying the values of the coupling constants
associated with all possible interaction terms between individual spins of the lattice. If we denote by
Oa[si] these (possibly infinite) interaction terms, the most general Hamiltonian for the spin system under
study can be written as

H[si] =
∞∑

a=1

λaOa[si], (401)

whereλa ∈ R are the coupling constants for the corresponding operators. These constants can be thought
of as coordinates in the space of all Hamiltonians. Therefore the operationR defines a transformation in
the set of coupling constants

R : λa −→ λ(1)
a . (402)
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For example, in our case we started with a Hamiltonian in which only one of the coupling constants
is different from zero (sayλ1 = −J). As a result of the decimationλ1 ≡ −J → −J (1) while some
of the originally vanishing coupling constants will take a nonzero value. Of course, for the fixed point
Hamiltonian the coupling constants do not change under the scale transformationR.

Physically the transformationR integrates out short distance physics. The consequence for physics
at long distances is that we have to replace our Hamiltonian by a new one with different values for the
coupling constants. That is, our ignorance of the details of the physics going on at short distances result
in a renormalizationof the coupling constants of the Hamiltonian that describes the long range physical
processes. It is important to stress that althoughR is sometimes called a renormalization group trans-
formation in fact this is a misnomer. Transformations between Hamiltonians defined byR do not form
a group: since these transformations proceed by integrating out degrees of freedom at short scales they
cannot be inverted.

In statistical mechanics fixed points under renormalization group transformations with ξ = ∞
are associated with phase transitions. From our previous discussion we can conclude that the space
of Hamiltonians is divided in regions corresponding to the basins of attractionof the different fixed
points. We can ask ourselves now about the stability of those fixed points. Suppose we have a statistical
system described by a fixed-point HamiltonianH⋆ and we perturb it by changing the coupling constant
associated with an interaction termO. This is equivalent to replaceH⋆ by the perturbed Hamiltonian

H = H⋆ + δλO, (403)

whereδλ is the perturbation of the coupling constant corresponding toO (we can also consider pertur-
bations in more than one coupling constant). At the same time thinking of theλa’s as coordinates in the
space of all Hamiltonians this corresponds to moving slightly away from the position of the fixed point.

The question to decide now is in which direction the renormalization group flow will take the
perturbed system. Working at first order inδλ there are three possibilities:

– The renormalization group flow takes the system back to the fixed point. In this case the corre-
sponding interactionO is calledirrelevant.

– R takes the system away from the fixed point. If this is what happens the interaction is called
relevant.

– It is possible that the perturbation actually does not take the system away from the fixed point at
first order inδλ. In this case the interaction is said to bemarginaland it is necessary to go to higher
orders inδλ in order to decide whether the system moves to or away the fixed point, or whether
we have a family of fixed points.

Therefore we can picture the action of the renormalization group transformation as a flow in the
space of coupling constants. In Fig. 17 we have depicted an example of such a flow in the case of a
system with two coupling constantsλ1 andλ2. In this example we find two fixed points, one at the
origin O and another atF for a finite value of the couplings. The arrows indicate the direction in which
the renormalization group flow acts. The free theory atλ1 = λ2 = 0 is a stable fix point since any
perturbationδλ1, δλ2 > 0 makes the theory flow back to the free theory at long distances. On the
other hand, the fixed pointF is stable with respect to certain type of perturbations (along the line with
incoming arrows) whereas for any other perturbations the system flows either to the free theory at the
origin or to a theory with infinite values for the couplings.

Quantum field theory. Let us see now how these ideas of the renormalization group apply to
Field Theory. Let us begin with a quantum field theory defined by the Lagrangian

L[φa] = L0[φa] +
∑

i

giOi[φa], (404)
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Fig. 17: Example of a renormalization group flow.

whereL0[φa] is the kinetic part of the Lagrangian andgi are the coupling constants associated with the
operatorsOi[φa]. In order to make sense of the quantum theory we introduce a cutoff in momentaΛ. In
principle we include all operatorsOi compatible with the symmetries of the theory.

In section 8.2 we saw how in the cases of QED and QCD, the value of the coupling constant
changed with the scale from its value at the scaleΛ. We can understand now this behavior along the lines
of the analysis presented above for the Ising model. If we would like to compute the effective dynamics
of the theory at an energy scaleµ < Λ we only have to integrate out all physical models with energies
between the cutoffΛ and the scale of interestµ. This is analogous to what we did in the Ising model by
replacing the original spins by the block spins. In the case of field theory the effective actionS[φa, µ] at
scaleµ can be written in the language of functional integration as

eiS[φ
′
a,µ] =

∫

µ<p<Λ

∏

a

Dφa e
iS[φa,Λ]. (405)

HereS[φa,Λ] is the action at the cutoff scale

S[φa,Λ] =

∫
d4x

{
L0[φa] +

∑

i

gi(Λ)Oi[φa]

}
(406)

and the functional integral in Eq. (405) is carried out only over the field modes with momenta in the
rangeµ < p < Λ. The action resulting from integrating out the physics at the intermediate scales
betweenΛ andµ depends not on the original field variableφa but on some renormalized fieldφ′

a. At
the same time the couplingsgi(µ) differ from their values at the cutoff scalegi(Λ). This is analogous to
what we learned in the Ising model: by integrating out short distance physics we ended up with a new
Hamiltonian depending on renormalized effective spin variables and with renormalized values for the
coupling constants. Therefore the resulting effective action at scaleµ can be written as

S[φ′
a, µ] =

∫
d4x

{
L0[φ

′
a] +

∑

i

gi(µ)Oi[φ
′
a]

}
. (407)

This Wilsonian interpretation of renormalization sheds light to what in section 8.1might have looked
just a smart way to get rid of the infinities. The running of the coupling constant with the energy scale
can be understood now as a way of incorporating into an effective actionat scaleµ the effects of field
excitations at higher energiesE > µ.
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As in statistical mechanics there are also quantum field theories that are fixedpoints of the renor-
malization group flow, i.e. whose coupling constants do not change with the scale. We have encountered
them already in Section 8.2 when studying the properties of the beta function.The most trivial example
of such theories are massless free quantum field theories, but there arealso examples of four-dimensional
interacting quantum field theories which are scale invariant. Again we can ask the question of what hap-
pens when a scale invariant theory is perturbed with some operator. In general the perturbed theory is not
scale invariant anymore but we may wonder whether the perturbed theoryflows at low energies towards
or away the theory at the fixed point.

In quantum field theory this can be decided by looking at the canonical dimension d[O] of the
operatorO[φa] used to perturb the theory at the fixed point. In four dimensions the three possibilities are
defined by:

– d[O] > 4: irrelevant perturbation. The running of the coupling constants takes thetheory back to
the fixed point.

– d[O] < 4: relevant perturbation. At low energies the theory flows away from the scale-invariant
theory.

– d[O] = 4: marginal deformation. The direction of the flow cannot be decided only ondimensional
grounds.

As an example, let us consider first a massless fermion theory perturbed by a four-fermion inter-
action term

L = iψ∂/ψ − 1

M2
(ψψ)2. (408)

This is indeed a perturbation by an irrelevant operator, since in four-dimensions[ψ] = 3
2 . Interactions

generated by the extra term are suppressed at low energies since typically their effects are weighted by
the dimensionless factorE

2

M2 , whereE is the energy scale of the process. This means that as we try
to capture the relevant physics at lower and lower energies the effect of the perturbation is weaker and
weaker rendering in the infrared limitE → 0 again a free theory. Hence, the irrelevant perturbation in
(408) makes the theory flow back to the fixed point.

On the other hand relevant operators dominate the physics at low energies. This is the case, for
example, of a mass term. As we lower the energy the mass becomes more importantand once the energy
goes below the mass of the field its dynamics is completely dominated by the mass term. This is, for
example, how Fermi’s theory of weak interactions emerges from the standard model at energies below
the mass of theW± boson

2u e+

d

W+

νe
=⇒3u

e+

d

νe

At energies belowMW = 80.4 GeV the dynamics of theW+ boson is dominated by its mass term and
therefore becomes nonpropagating, giving rise to the effective four-fermion Fermi theory.

To summarize our discussion so far, we found that while relevant operators dominate the dynamics
in the infrared, taking the theory away from the fixed point, irrelevant perturbations become suppressed
in the same limit. Finally we consider the effect of marginal operators. As an example we take the
interaction term in massless QED,O = ψγµψAµ. Taking into account that ind = 4 the dimension of
the electromagnetic potential is[Aµ] = 1 the operatorO is a marginal perturbation. In order to decide
whether the fixed point theory

L0 = −1

4
FµνF

µν + iψD/ ψ (409)
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is restored at low energies or not we need to study the perturbed theory inmore detail. This we have
done in section 8.1 where we learned that the effective coupling in QED decreases at low energies. Then
we conclude that the perturbed theory flows towards the fixed point in the infrared.

As an example of a marginal operator with the opposite behavior we can write the Lagrangian for
a SU(Nc) gauge theory,L = −1

4F
a
µνF

aµν , as

L = −1

4

(
∂µA

a
ν − ∂νA

a
µ

)
(∂µAa ν − ∂νAaµ)− 4gfabcAa

µA
b
ν ∂

µAc ν

+ g2fabcfadeAb
µA

c
νA

dµAe ν ≡ L0 +Og, (410)

i.e. a marginal perturbation of the free theory described byL0, which is obviously a fixed point under
renormalization group transformations. Unlike the case of QED we know thatthe full theory is asymp-
totically free, so the coupling constant grows at low energies. This implies that the operatorOg becomes
more and more important in the infrared and therefore the theory flows awaythe fixed point in this limit.

It is very important to notice here that in the Wilsonian view the cutoff is not necessarily regarded
as just some artifact to remove infinities but actually has a physical origin. For example in the case of
Fermi’s theory ofβ-decay there is a natural cutoffΛ = MW at which the theory has to be replaced by the
standard model. In the case of the standard model itself the cutoff can be taken at Planck scaleΛ ≃ 1019

GeV or the Grand Unification scaleΛ ≃ 1016 GeV, where new degrees of freedom are expected to
become relevant. The cutoff serves the purpose of cloaking the range of energies at which new physics
has to be taken into account.

Provided that in the Wilsonian approach the quantum theory is always defined with a physical
cutoff, there is no fundamental difference between renormalizable and nonrenormalizable theories. Ac-
tually, a renormalizable field theory, like the standard model, can generate nonrenormalizable operators
at low energies such as the effective four-fermion interaction of Fermi’stheory. They are not sources
of any trouble if we are interested in the physics at scales much below the cutoff, E ≪ Λ, since their
contribution to the amplitudes will be suppressed by powers ofE

Λ .

9 Special topics

9.1 Creation of particles by classical fields

Particle creation by a classical source.In a free quantum field theory the total number of particles
contained in a given state of the field is a conserved quantity. For example, inthe case of the quantum
scalar field studied in section 3 we have that the number operator commutes with the Hamiltonian

n̂ ≡
∫

d3k

(2π)3
1

2ωk
α†(~k)α(~k), [Ĥ, n̂] = 0. (411)

This means that any states with a well-defined number of particle excitations will preserve this number
at all times. The situation, however, changes as soon as interactions are introduced, since in this case
particles can be created and/or destroyed as a result of the dynamics.

Another case in which the number of particles might change is if the quantum theory is coupled
to a classical source. The archetypical example of such a situation is the Schwinger effect, in which a
classical strong electric field produces the creation of electron-positronpairs out of the vacuum. However,
before plunging into this more involved situation we can illustrate the relevant physics involved in the
creation of particles by classical sources with the help of the simplest example: a free scalar field theory
coupled to a classical external sourceJ(x). The action for such a theory can be written as

S =

∫
d4x

[
1

2
∂µφ(x)∂

µφ(x)− m2

2
φ(x)2 + J(x)φ(x)

]
, (412)
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whereJ(x) is a real function of the coordinates. Its identification with a classical source is obvious once
we calculate the equations of motion

(
∇2 +m2

)
φ(x) = J(x). (413)

Our plan is to quantize this theory but, unlike the case analyzed in section 3, now the presence of the
sourceJ(x) makes the situation a bit more involved. The general solution to the equations ofmotion can
be written in terms of the retarded Green function for the Klein-Gordon equation as

φ(x) = φ0(x) + i

∫
d4x′GR(x− x′)J(x′), (414)

whereφ0(x) is a general solution to the homogeneous equation and

GR(t, ~x) =

∫
d4k

(2π)4
i

k2 −m2 + iǫ sign(k0)
e−ik·x

= i θ(t)

∫
d3k

(2π)3
1

2ωk

(
e−iωkt+~k·~x − eiωkt−i~p·~x

)
, (415)

with θ(x) the Heaviside step function. The integration contour to evaluate the integral overp0 surrounds
the poles atp0 = ±ωk from above. SinceGR(t, ~x) = 0 for t < 0, the functionφ0(x) corresponds to the
solution of the field equation att → −∞, before the interaction with the external source21

To make the argument simpler we assume thatJ(x) is switched on att = 0, and only last for a
time τ , that is

J(t, ~x) = 0 if t < 0 or t > τ. (416)

We are interested in a solution of (413) for times after the external source has been switched off,t > τ .
In this case the expression (415) can be written in terms of the Fourier modesJ̃(ω,~k) of the source as

φ(t, ~x) = φ0(x) + i

∫
d3k

(2π)3
1

2ωk

[
J̃(ωk,~k)e

−iωkt+i~k·~x − J̃(ωk,~k)
∗eiωkt−i~k·~x

]
. (417)

On the other hand, the general solutionφ0(x) has been already computed in Eq. (77). Combining this
result with Eq. (417) we find the following expression for the late time general solution to the Klein-
Gordon equation in the presence of the source

φ(t, x) =

∫
d3k

(2π)3
1√
2ωk

{[
α(~k) +

i√
2ωk

J̃(ωk,~k)

]
e−iωkt+i~k·~x

+

[
α∗(~k)− i√

2ωk
J̃(ωk,~k)

∗
]
eiωkt−i~k·~x

}
. (418)

We should not forget that this is a solution valid for timest > τ , i.e. once the external source has been
disconnected. On the other hand, fort < 0 we find from Eqs. (414) and (415) that the general solution
is given by Eq. (77).

Now we can proceed to quantize the theory. The conjugate momentumπ(x) = ∂0φ(x) can be
computed from Eqs. (77) and (418). Imposing the canonical equal time commutation relations (74) we
find thatα(~k), α†(~k) satisfy the creation-annihilation algebra (51). From our previous calculation we
find that for t > τ the expansion of the operatorφ(x) in terms of the creation-annihilation operators
α(~k), α†(~k) can be obtained from the one fort < 0 by the replacement

α(~k) −→ β(~k) ≡ α(~k) +
i√
2ωk

J̃(ωk,~k),

21We could have taken instead the advanced propagatorGA(x) in which caseφ0(x) would correspond to the solution to the
equation at large times, after the interaction withJ(x).
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α†(~k) −→ β†(~k) ≡ α†(~k)− i√
2ωk

J̃(ωk,~k)
∗. (419)

Actually, sinceJ̃(ωk,~k) is a c-number, the operatorsβ(~k), β†(~k) satisfy the same algebra asα(~k), α†(~k)
and therefore can be interpreted as well as a set of creation-annihilationoperators. This means that we
can define two vacuum states,|0−〉, |0+〉 associated with both sets of operators

α(~k)|0−〉 = 0

β(~k)|0+〉 = 0



 ∀ ~k. (420)

For an observer att < 0, α(~k) andα(~k) are the natural set of creation-annihilation operators
in terms of which to expand the field operatorφ(x). After the usual zero-point energy subtraction the
Hamiltonian is given by

Ĥ(−) =
1

2

∫
d3k

(2π)3
α†(~k)α(~k) (421)

and the ground state of the spectrum for this observer is the vacuum|0−〉. At the same time, a second
observer att > τ will also see a free scalar quantum field (the source has been switched off at t = τ ) and
consequently will expandφ in terms of the second set of creation-annihilation operatorsβ(~k), β†(~k). In
terms of this operators the Hamiltonian is written as

Ĥ(+) =
1

2

∫
d3k

(2π)3
β†(~k)β(~k). (422)

Then for this late-time observer the ground state of the Hamiltonian is the secondvacuum state|0+〉.
In our analysis we have been working in the Heisenberg picture, where states are time-independent

and the time dependence comes in the operators. Therefore the states of thetheory are globally defined.
Suppose now that the system is in the “in” ground state|0−〉. An observer att < 0 will find that there
are no particles

n̂(−)|0−〉 = 0. (423)

However the late-time observer will find that the state|0−〉 contains an average number of particles given
by

〈0−|n̂(+)|0−〉 =
∫

d3k

(2π)3
1

2ωk

∣∣∣J̃(ωk,~k)
∣∣∣
2
. (424)

Moreover,|0−〉 is no longer the ground state for the “out” observer. On the contrary, thisstate have a
vacuum expectation value for̂H(+)

〈0−|Ĥ(+)|0−〉 =
1

2

∫
d3k

(2π)3

∣∣∣J̃(ωk,~k)
∣∣∣
2
. (425)

The key to understand what is going on here lies in the fact that the external source breaks the
invariance of the theory under space-time translations. In the particular case we have studied here where
J(x) has support over a finite time interval0 < t < τ , this implies that the vacuum is not invariant
under time translations, so observers at different times will make differentchoices of vacuum that will
not necessarily agree with each other. This is clear in our example. An observer int < τ will choose the
vacuum to be the lowest energy state of her Hamiltonian,|0−〉. On the other hand, the second observer
at late timest > τ will naturally choose|0+〉 as the vacuum. However, for this second observer, the
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Fig. 18: Pair creation by a electric field in the Dirac sea picture.

state|0−〉 is not the vacuum of his Hamiltonian, but actually an excited state that is a superposition of
states with well-defined number of particles. In this sense it can be said that the external source has the
effect of creating particles out of the “in” vacuum. Besides, this breaking of time translation invariance
produces a violation in the energy conservation as we see from Eq. (425). Particles are actually created
from the energy pumped into the system by the external source.

The Schwinger effect.A classical example of creation of particles by a external field was pointed
out by Schwinger [44] and consists of the creation of electron-positronpairs by a strong electric field. In
order to illustrate this effect we are going to follow a heuristic argument based on the Dirac sea picture
and the WKB approximation.

In the absence of an electric field the vacuum state of a spin-1
2 field is constructed by filling all the

negative energy states as depicted in Fig. 2. Let us now connect a constant electric field~E = E~ux in the
range0 < x < L created by a electrostatic potential

V (~r) =





0 x < 0
−Ex 0 < x < L
−EL x > L

(426)

After the field has been switched on, the Dirac sea looks like in Fig. 18. In particular we find that if
eEL > 2m there are negative energy states atx > L with the same energy as the positive energy states
in the regionx < 0. Therefore it is possible for an electron filling a negative energy state withenergy
close to−2m to tunnel through the forbidden region into a positive energy state. The interpretation of
such a process is the production of an electron-positron pair out of the electric field.

We can compute the rate at which such pairs are produced by using the WKBapproximation.
Focusing for simplicity on an electron on top of the Fermi surface nearx = L with energyE0, the
transmission coefficient in this approximation is given by22

TWKB = exp

[
−2

∫ 1
eE

“

E0+
√

m2+~p 2
T

”

1
eE

“

E0−
√

m2+~p 2
T

”

dx

√
m2 − [E0 − eE(x− x0)]

2 + ~p 2
T

]

22Notice that the electron satisfy the relativistic dispersion relationE =
p

~p 2 +m2 + V and therefore−p2x = m2 − (E −
V )2 + ~p 2

T . The integration limits are set by those values ofx at whichpx = 0.
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= exp
[
− π

eE
(
~p 2
T +m2

)]
, (427)

wherep2T ≡ p2y + p2z. This gives the transition probability per unit time and per unit cross sectiondydz
for an electron in the Dirac sea with transverse momentum~pT and energyE0. To get the total probability
per unit time and per unit volume we have to integrate over all possible values of ~pT andE0. Actually,
in the case of the energy, because of the relation betweenE0 and the coordinatex at which the particle
penetrates into the barrier we can writedE0

2π = eE
2πdx and the total probability per unit time and per unit

volume for the creation of a pair is given by

W = 2

(
eE
2π

)∫
d2pT
(2π)2

e−
π
eE (~p

2
T +m2) =

e2E2

4π3
e−

πm2

eE , (428)

where the factor of2 accounts for the two polarizations of the electron.

Then production of electron-positron pairs is exponentially suppressedand it is only sizeable for
strong electric fields. To estimate its order of magnitude it is useful to restore the powers ofc and~ in
(428)

W =
e2E2

4π3c~2
e−

πm2c3

~eE (429)

The exponential suppression of the pair production disappears when the electric field reaches the critical
valueEcrit at which the exponent is of order one

Ecrit =
m2c3

~e
≃ 1.3× 1016V cm−1. (430)

This is indeed a very strong field which is extremely difficult to produce. A similar effect, however,
takes place also in a time-varying electric field [45] and there is the hope that pair production could be
observed in the presence of the alternating electric field produced by a laser.

The heuristic derivation that we followed here can be made more precise in QED. There the decay
of the vacuum into electron-positron pairs can be computed from the imaginarypart of the effective
actionΓ[Aµ] in the presence of a classical gauge potentialAµ

iΓ[Aµ] ≡4+5 +6 + . . .

= log det

[
1− ie/A

1

i∂/−m

]
. (431)

This determinant can be computed using the standard heat kernel techniques. The probability of pair
production is proportional to the imaginary part ofiΓ[Aµ] and gives

W =
e2E2

4π3

∞∑

n=1

1

n2
e−nπm2

eE . (432)

Our simple argument based on tunneling in the Dirac sea gave only the leading term of Schwinger’s result
(432). The remaining terms can be also captured in the WKB approximation by taking into account the
probability of production of several pairs, i.e. the tunneling of more than one electron through the barrier.

Here we have illustrated the creation of particles by semiclassical sources inquantum field theory
using simple examples. Nevertheless, what we learned has important applications to the study of quan-
tum fields in curved backgrounds. In quantum field theory in Minkowski space-time the vacuum state
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is invariant under the Poincaré group and this, together with the covariance of the theory under Lorentz
transformations, implies that all inertial observers agree on the number of particles contained in a quan-
tum state. The breaking of such invariance, as happened in the case of coupling to a time-varying source
analyzed above, implies that it is not possible anymore to define a state which would be recognized as
the vacuum by all observers.

This is precisely the situation when fields are quantized on curved backgrounds. In particular, if
the background is time-dependent (as it happens in a cosmological setup or for a collapsing star) different
observers will identify different vacuum states. As a consequence what one observer call the vacuum will
be full of particles for a different observer. This is precisely what is behind the phenomenon of Hawking
radiation [46]. The emission of particles by a physical black hole formed from gravitational collapse of
a star is the consequence of the fact that the vacuum state in the asymptotic past contain particles for an
observer in the asymptotic future. As a consequence, a detector located far away from the black hole
detects a stream of thermal radiation with temperature

THawking =
~c3

8πGN kM
(433)

whereM is the mass of the black hole,GN is Newton’s constant andk is Boltzmann’s constant. There
are several ways in which this results can be obtained. A more heuristic wayis perhaps to think of this
particle creation as resulting from quantum tunneling of particles across thepotential barrier posed by
gravity [47].

9.2 Supersymmetry

One of the things that we have learned in our journey around the landscape of quantum field theory
is that our knowledge of the fundamental interactions in Nature is based on the idea of symmetry, and
in particular gauge symmetry. The Lagrangian of the standard model can bewritten just including all
possible renormalizable terms (i.e. with canonical dimension smaller o equal to 4)compatible with the
gauge symmetry SU(3)×SU(2)×U(1) and Poincaré invariance. All attempts to go beyond start with the
question of how to extend the symmetries of the standard model.

As explained in Section 5.1, in a quantum field theoretical description of the interaction of elemen-
tary particles the basic observable quantity to compute is the scattering orS-matrix giving the probability
amplitude for the scattering of a number of incoming particles with a certain momentuminto some final
products

A(in −→ out) = 〈~p1′, . . . ;out|~p1, . . . ; in〉. (434)

An explicit symmetry of the theory has to be necessarily a symmetry of theS-matrix. Hence it is fair to
ask what is the largest symmetry of theS-matrix.

Let us ask this question in the simple case of the scattering of two particles with four-momentap1
andp2 in thet-channel

7p1p2

p′1

p′2

We will make the usual assumptions regarding positivity of the energy and analyticity. Invariance of the
theory under the Poincaré group implies that the amplitude can only depend onthe scattering angleϑ
through

t = (p′1 − p1)
2 = 2

(
m2

1 − p1 · p′1
)
= 2

(
m2

1 − E1E
′
1 + |~p1||~p1′| cosϑ

)
. (435)
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If there would be any extra bosonic symmetry of the theory it would restrict the scattering angle to a set
of discrete values. In this case theS-matrix cannot be analytic since it would vanish everywhere except
for the discrete values selected by the extra symmetry.

Actually, the only way to extend the symmetry of the theory without renouncing tothe analyticity
of the scattering amplitudes is to introduce “fermionic” symmetries, i.e. symmetries whose generators
are anticommuting objects [48]. This means that in addition to the generators of the Poincaré group23

Pµ,Mµν and the ones for the internal gauge symmetriesG, we can introduce a number of fermionic gen-
eratorsQI

a, Qȧ I (I = 1, . . . ,N ), whereQȧ I = (QI
a)

†. The most general algebra that these generators
satisfy is theN -extended supersymmetry algebra [49]

{QI
a, Qḃ J} = 2σµ

aḃ
Pµδ

I
J ,

{QI
a, Q

J
b } = 2εabZIJ , (436)

{QI
ȧ, Q

J
ḃ } = 2εȧḃZ

IJ
, (437)

whereZIJ ∈ C commute with any other generator and satisfiesZIJ = −ZJI . Besides we have the
commutators that determine the Poincaré transformations of the fermionic generatorsQI

a, Qȧ J

[QI
a, P

µ] = [Qȧ I , P
µ] = 0,

[QI
a,M

µν ] =
1

2
(σµν) b

a QI
b , (438)

[Qa I ,M
µν ] = −1

2
(σµν) ḃ

ȧ Qḃ I ,

whereσ0i = −iσi, σij = εijkσk andσµν = (σµν)†. These identities simply mean thatQI
a, Qȧ J

transform respectively in the(12 ,0) and(0, 12) representations of the Lorentz group.

We know that the presence of a global symmetry in a theory implies that the spectrum can be
classified in multiplets with respect to that symmetry. In the case of supersymmetrystart with the case
caseN = 1 in which there is a single pair of superchargesQa, Qȧ satisfying the algebra

{Qa, Qḃ} = 2σµ

aḃ
Pµ, {Qa, Qb} = {Qȧ, Qḃ} = 0. (439)

Notice that in theN = 1 case there is no possibility of having central charges.

We study now the representations of the supersymmetry algebra (439), starting with the massless
case. Given a state|k〉 satisfyingk2 = 0, we can always find a reference frame where the four-vectorkµ

takes the formkµ = (E, 0, 0, E). Since the theory is Lorentz covariant we can obtain the representation
of the supersymmetry algebra in this frame where the expressions are simpler. In particular, the right-
hand side of the first anticommutator in Eq. (439) is given by

2σµ

aḃ
Pµ = 2(P 0 − σ3P 3) =

(
0 0
0 4E

)
. (440)

Therefore the algebra of supercharges in the massless case reducesto

{Q1, Q
†
1} = {Q1, Q

†
2} = 0,

{Q2, Q
†
2} = 4E. (441)

The commutator{Q1, Q
†
1} = 0 implies that the action ofQ1 on any state gives a zero-norm state of the

Hilbert space||Q1|Ψ〉|| = 0. If we want the theory to preserve unitarity we must eliminate these null

23The generatorsMµν are related with the ones for boost and rotations introduced in section 4.1 by J i ≡ M0i, M i =
1
2
εijkM jk. In this section we also use the “dotted spinor” notation, in which spinors in the(1

2
,0) and(0, 1

2
) representations

of the Lorentz group are indicated respectively by undotted (a, b, . . .) and dotted (̇a, ḃ, . . .) indices.

86

L. ÁLVAREZ-GAUMÉ AND M.A. VÁZQUEZ-MOZO

86

L. ALVAREZ-GAUMÉ AND M. A. VÁZQUEZ-MOZO

86



states from the spectrum. This is equivalent to settingQ1 ≡ 0. On the other hand, in terms of the second
generatorQ2 we can define the operators

a =
1

2
√
E
Q2, a† =

1

2
√
E
Q†

2, (442)

which satisfy the algebra of a pair of fermionic creation-annihilation operators, {a, a†} = 1, a2 =
(a†)2 = 0. Starting with a vacuum statea|λ〉 = 0 with helicity λ we can build the massless multiplet

|λ〉, |λ+ 1
2〉 ≡ a†|λ〉. (443)

Here we consider two important cases:

– Scalar multiplet: we take the vacuum state to have zero helicity|0+〉 so the multiplet consists of a
scalar and a helicity-12 state

|0+〉, | 12〉 ≡ a†|0+〉. (444)

However, this multiplet is not invariant under the CPT transformation which reverses the sign of
the helicity of the states. In order to have a CPT-invariant theory we have toadd to this multiplet
its CPT-conjugate which can be obtain from a vacuum state with helicityλ = −1

2

|0−〉, | −1
2〉. (445)

Putting them together we can combine the two zero helicity states with the two fermionicones into
the degrees of freedom of a complex scalar field and a Weyl (or Majorana) spinor.

– Vector multiplet: now we take the vacuum state to have helicityλ = 1
2 , so the multiplet contains

also a massless state with helicityλ = 1

| 12〉, |1〉 ≡ a†| 12〉. (446)

As with the scalar multiplet we add the CPT conjugated obtained from a vacuum state with helicity
λ = −1

| − 1
2〉, | − 1〉, (447)

which together with (446) give the propagating states of a gauge field and aspin-12 gaugino.

In both cases we see the trademark of supersymmetric theories: the number of bosonic and fermionic
states within a multiplet are the same.

In the case of extended supersymmetry we have to repeat the previous analysis for each supersym-
metry charge. At the end, we haveN sets of fermionic creation-annihilation operators{aI , a†I} = δIJ ,

(aI)
2 = (a†I)

2 = 0. Let us work out the case ofN = 8 supersymmetry. Since for several reasons we do
not want to have states with helicity larger than2, we start with a vacuum state|−2〉 of helicityλ = −2.
The rest of the states of the supermultiplet are obtained by applying the eightdifferent creation operators
a†I to the vacuum:

λ = 2 : a†1 . . . a
†
8| − 2〉

(
8

8

)
= 1 state,

λ =
3

2
: a†I1 . . . a

†
I7
| − 2〉

(
8

7

)
= 8 states,

λ = 1 : a†I1 . . . a
†
I6
| − 2〉

(
8

6

)
= 28 states,
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λ =
1

2
: a†I1 . . . a

†
I5
| − 2〉

(
8

5

)
= 56 states,

λ = 0 : a†I1 . . . a
†
I4
| − 2〉

(
8

4

)
= 70 states, (448)

λ = −1

2
: a†I1a

†
I2
a†I3 | − 2〉

(
8

3

)
= 56 states,

λ = −1 : a†I1a
†
I2
| − 2〉

(
8

2

)
= 28 states,

λ = −3

2
: a†I1 | − 2〉

(
8

1

)
= 8 states,

λ = −2 : | − 2〉 1 state.

Putting together the states with opposite helicity we find that the theory contains:

– 1 spin-2 fieldgµν (a graviton),

– 8 spin-32 gravitino fieldsψI
µ,

– 28 gauge fieldsA[IJ ]
µ ,

– 56 spin-12 fermionsψ[IJK],

– 70 scalarsφ[IJKL],

where by[IJ...] we have denoted that the indices are antisymmetrized. We see that, unlike the massless
multiplets ofN = 1 supersymmetry studied above, this multiplet is CPT invariant by itself. As in the
case of the masslessN = 1 multiplet, here we also find as many bosonic as fermionic states:

bosons: 1 + 28 + 70 + 28 + 1 = 128 states,
fermions: 8 + 56 + 56 + 8 = 128 states.

Now we study briefly the case of massive representations|k〉, k2 = M2. Things become simpler
if we work in the rest frame whereP 0 = M and the spatial components of the momentum vanish. Then,
the supersymmetry algebra becomes:

{QI
a, Qḃ J} = 2Mδaḃδ

I
J . (449)

We proceed now in a similar way to the massless case by defining the operators

aIa ≡ 1√
2M

QI
a, a†ȧ I ≡ 1√

2M
Qȧ I . (450)

The multiplets are found by choosing a vacuum state with a definite spin. For example, forN = 1 and
taking a spin-0 vacuum|0〉 we find three states in the multiplet transforming irreducibly with respect to
the Lorentz group:

|0〉, a†ȧ|0〉, εȧḃa†ȧa
†
ḃ
|0〉, (451)

which, once transformed back from the rest frame, correspond to the physical states of two spin-0 bosons
and one spin-12 fermion. ForN -extended supersymmetry the corresponding multiplets can be worked
out in a similar way.

The equality between bosonic and fermionic degrees of freedom is at the root of many of the
interesting properties of supersymmetric theories. For example, in section 4 we computed the divergent
vacuum energy contributions for each real bosonic or fermionic propagating degree of freedom is24

Evac = ±1

2
δ(~0)

∫
d3pωp, (452)

24For a boson, this can be read off Eq. (80). In the case of fermions, the result of Eq. (134) gives the vacuum energy
contribution of the four real propagating degrees of freedom of a Dirac spinor.

88

L. ÁLVAREZ-GAUMÉ AND M.A. VÁZQUEZ-MOZO

88

L. ALVAREZ-GAUMÉ AND M. A. VÁZQUEZ-MOZO

88



where the sign± corresponds respectively to bosons and fermions. Hence, for a supersymmetric the-
ory the vacuum energy contribution exactly cancels between bosons andfermions. This boson-fermion
degeneracy is also responsible for supersymmetric quantum field theoriesbeing less divergent than non-
supersymmetric ones.

Appendix: A crash course in Group Theory

In this Appendix we summarize some basic facts about Group Theory. Given a groupG a representation
of G is a correspondence between the elements ofG and the set of linear operators acting on a vector
spaceV , such that for each element of the groupg ∈ G there is a linear operatorD(g)

D(g) : V −→ V (453)

satisfying the group operations

D(g1)D(g2) = D(g1g2), D(g−1
1 ) = D(g1)

−1, g1, g2 ∈ G. (454)

The representationD(g) is irreducible if and only if the only operatorsA : V → V commuting with all
the elements of the representationD(g) are the ones proportional to the identity

[D(g), A] = 0, ∀g ⇐⇒ A = λ1, λ ∈ C (455)

More intuitively, we can say that a representation is irreducible if there is noproper subspaceU ⊂ V
(i.e. U 6= V andU 6= ∅) such thatD(g)U ⊂ U for every elementg ∈ G.

Here we are specially interested in Lie groups whose elements are labelled bya number of con-
tinuous parameters. In mathematical terms this means that a Lie group is a manifoldM together with
an operationM × M −→ M that we will call multiplication that satisfies the associativity property
g1 · (g2 · g3) = (g1 · g2) · g3 together with the existence of unityg1 = 1g = g,for everyg ∈ M and
inversegg−1 = g−1g = 1.

The simplest example of a Lie group is SO(2), the group of rotations in the plane. Each element
R(θ) is labelled by the rotation angleθ, with the multiplication acting asR(θ1)R(θ2) = R(θ1 + θ2).
Because the angleθ is defined only modulo2π, the manifold of SO(2) is a circumferenceS1.

One of the interesting properties of Lie groups is that in a neighborhood ofthe identity element
they can be expressed in terms of a set of generatorsT a (a = 1, . . . ,dimG) as

D(g) = exp(−iαaT
a) ≡

∞∑

n=0

(−i)n

n!
αa1 . . . αanT

a1 . . . T an , (456)

whereαa ∈ C are a set of coordinates ofM in a neighborhood of1. Because of the general Baker-
Campbell-Haussdorf formula, the multiplication of two group elements is encodedin the value of the
commutator of two generators, that in general has the form

[T a, T b] = ifabcT c, (457)

wherefabc ∈ C are called the structure constants. The set of generators with the commutatoroperation
form the Lie algebra associated with the Lie group. Hence, given a representation of the Lie algebra
of generators we can construct a representation of the group by exponentiation (at least locally near the
identity).

We illustrate these concept with some particular examples. For SU(2) each group element is
labelled by three real numberαi, i = 1, 2, 3. We have two basic representations: one is the fundamental
representation (or spin12 ) defined by

D 1
2
(αi) = e−

i
2
αiσ

i
, (458)
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with σi the Pauli matrices. The second one is the adjoint (or spin 1) representationwhich can be written
as

D1(αi) = e−iαiJ
i
, (459)

where

J1 =




0 0 0
0 0 1
0 −1 0


 , J2 =




0 0 −1
0 0 0
1 0 0


 , J3 =




0 1 0
−1 0 0
0 0 0


 . (460)

Actually, J i (i = 1, 2, 3) generate rotations around thex, y andz axis respectively. Representations of
spinj ∈ N+ 1

2 can be also constructed with dimension

dimDj(g) = 2j + 1. (461)

As a second example we consider SU(3). This group has two basic three-dimensional representa-
tions denoted by3 and3 which in QCD are associated with the transformation of quarks and antiquarks
under the color gauge symmetry SU(3). The elements of these representations can be written as

D3(α
a) = e

i
2
αaλa , D3(α

a) = e−
i
2
αaλT

a (a = 1, . . . , 8), (462)

whereλa are the eight hermitian Gell-Mann matrices

λ1 =




0 1 0
1 0 0
0 0 0


 , λ2 =




0 −i 0
i 0 0
0 0 0


 , λ3 =




1 0 0
0 −1 0
0 0 0


 ,

λ4 =




0 0 1
0 0 0
1 0 0


 , λ5 =




0 0 −i
0 0 0
i 0 0


 , λ6 =




0 0 0
0 0 1
0 1 0


 , (463)

λ7 =




0 0 0
0 0 −i
0 i 0


 , λ8 =




1√
3

0 0

0 1√
3

0

0 0 − 2√
3


 .

Hence the generators of the representations3 and3 are given by

T a(3) =
1

2
λa, T a(3) = −1

2
λT
a . (464)

Irreducible representations can be classified in three groups: real, complex and pseudoreal.

– Real representations: a representation is said to be real if there is asymmetric matrixS which acts
as intertwiner between the generators and their complex conjugates

T
a
= −ST aS−1, ST = S. (465)

This is for example the case of the adjoint representation of SU(2) generated by the matrices (460)

– Pseudoreal representations: are the ones for which anantisymmetric matrixS exists with the
property

T
a
= −ST aS−1, ST = −S. (466)

As an example we can mention the spin-1
2 representation of SU(2) generated by1

2σ
i.
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– Complex representations: finally, a representation is complex if the generators and their complex
conjugate are not related by a similarity transformation. This is for instance thecase of the two
three-dimensional representations3 and3 of SU(3).

There are a number of invariants that can be constructed associated with an irreducible represen-
tationR of a Lie groupG and that can be used to label such a representation. IfT a

R are the generators
in a certain representationR of the Lie algebra, it is easy to see that the matrix

∑dimG
a=1 T a

RT
a
R commutes

with every generatorT a
R. Therefore, because of Schur’s lemma, it has to be proportional to the identity25.

This defines the Casimir invariantC2(R) as

dimG∑

a=1

T a
RT

a
R = C2(R)1. (467)

A second invariantT2(R) associated with a representationR can also be defined by the identity

TrT a
RT

b
R = T2(R)δab. (468)

Actually, taking the trace in Eq. (467) and combining the result with (468) we find that both invariants
are related by the identity

C2(R) dimR = T2(R) dimG, (469)

with dimR the dimension of the representationR.

These two invariants appear frequently in quantum field theory calculationswith nonabelian gauge
fields. For exampleT2(R) comes about as the coefficient of the one-loop calculation of the beta-function
for a Yang-Mills theory with gauge groupG. In the case of SU(N), for the fundamental representation,
we find the values

C2(fund) =
N2 − 1

2N
, T2(fund) =

1

2
, (470)

whereas for the adjoint representation the results are

C2(adj) = N, T2(adj) = N. (471)

A third invariantA(R) is specially important in the calculation of anomalies. As discussed in sec-
tion (7), the chiral anomaly in gauge theories is proportional to the group-theoretical factorTr

[
T a
R{T b

R, T
c
R}

]
.

This leads us to defineA(R) as

Tr
[
T a
R{T b

R, T
c
R}

]
= A(R)dabc, (472)

wheredabc is symmetric in its three indices and does not depend on the representation. Therefore, the
cancellation of anomalies in a gauge theory with fermions transformed in the representationR of the
gauge group is guaranteed if the corresponding invariantA(R) vanishes.

It is not difficult to prove thatA(R) = 0 if the representationR is either real or pseudoreal. Indeed,
if this is the case, then there is a matrixS (symmetric or antisymmetric) that intertwins the generators
T a
R and their complex conjugatesT

a
R = −ST a

RS
−1. Then, using the hermiticity of the generators we can

write

Tr
[
T a
R{T b

R, T
c
R}

]
= Tr

[
T a
R{T b

R, T
c
R}

]T
= Tr

[
T
a
R{T

b
R, T

c
R}

]
. (473)

25Schur’s lemma states that if there is a matrixA that commutes with all elements of an irreducible representation of a Lie
algebra, thenA = λ1, for someλ ∈ C.
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Now, using (465) or (466) we have

Tr
[
T
a
R{T

b
R, T

c
R}

]
= −Tr

[
ST a

RS
−1{ST b

RS
−1, ST c

RS
−1}

]
= −Tr

[
T a
R{T b

R, T
c
R}

]
, (474)

which proves thatTr
[
T a
R{T b

R, T
c
R}

]
and thereforeA(R) = 0 whenever the representation is real or pseu-

doreal. Since the gauge anomaly in four dimensions is proportional toA(R) this means that anomalies
appear only when the fermions transform in a complex representation of thegauge group.
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Flavour Dynamics and Violations of the CP Symmetry

A. Pich
IFIC, University of Valencia – CSIC, E-46071 Valencia, Spain

Abstract
An overview of flavour physics and CP-violating phenomena is presented. The
Standard Model quark-mixing mechanism is discussed in detail and its many
successful experimental tests are summarized. Flavour-changing transitions
put very stringent constraints on new-physics scenarios beyond the Standard
Model framework. Special attention is given to the empirical evidences of CP
violation and their important role in our understanding of flavour dynamics.
The current status of the so-called flavour anomalies is also reviewed.

Keywords
Flavour physics; quark mixing; CP violation; electroweak interactions.

1 Fermion families
We have learnt experimentally that there are six different quark flavours; three of them, u , c , t , with
electric charge Q = +2

3 (up-type), and the other three, d , s , b , with Q = −1
3 (down-type). There are

also three different charged leptons, e , µ , τ , with Q = −1 and their corresponding neutrinos, νe , νµ ,
ντ , withQ = 0. We can include all these particles into the SU(3)C⊗SU(2)L⊗U(1)Y Standard Model
(SM) framework [1–3], by organizing them into three families of quarks and leptons:

[
νe u

e− d ′

]
,

[
νµ c

µ− s ′

]
,

[
ντ t

τ− b′

]
, (1)

where (each quark appears in three different colours)
[
νi ui
`−i d ′i

]
≡

(
νi
`−i

)

L

,

(
ui
d ′i

)

L

, `−iR , uiR , d ′iR , (2)

plus the corresponding antiparticles. Thus, the left-handed fields are SU(2)L doublets, while their right-
handed partners transform as SU(2)L singlets. The three fermionic families appear to have identical
properties (gauge interactions); they differ only by their mass and their flavour quantum numbers.

The fermionic couplings of the photon and the Z boson are flavour conserving, i.e., the neutral
gauge bosons couple to a fermion and its corresponding antifermion. In contrast, the W± bosons couple
any up-type quark with all down-type quarks because the weak doublet partner of ui turns out to be a
quantum superposition of down-type mass eigenstates: d ′i =

∑
j Vij dj . This flavour mixing generates a

rich variety of observable phenomena, including CP-violation effects, which can be described in a very
successful way within the SM [4, 5].

In spite of its enormous phenomenological success, The SM does not provide any real understand-
ing of flavour. We do not know yet why fermions are replicated in three (and only three) nearly identical
copies. Why the pattern of masses and mixings is what it is? Are the masses the only difference among
the three families? What is the origin of the SM flavour structure? Which dynamics is responsible for the
observed CP violation? The fermionic flavour is the main source of arbitrary free parameters in the SM:
9 fermion masses, 3 mixing angles and 1 complex phase, for massless neutrinos. Another 7 (9) additional
parameters arise with non-zero Dirac (Majorana) neutrino masses: 3 masses, 3 mixing angles and 1 (3)
phases. The problem of fermion mass generation is deeply related with the mechanism responsible for
the electroweak Spontaneous Symmetry Breaking (SSB). Thus, the origin of these parameters lies in the
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Fig. 1: Flavour-changing transitions through the charged-current couplings of the W± bosons.

most obscure part of the SM Lagrangian: the scalar sector. Clearly, the dynamics of flavour appears to
be “terra incognita” which deserves a careful investigation.

The following sections contain a short overview of the quark flavour sector and its present phe-
nomenological status. The most relevant experimental tests are briefly described. A more pedagogic
introduction to the SM can be found in Ref. [4].

2 Flavour structure of the Standard Model
In the SM flavour-changing transitions occur only in the charged-current sector (Fig. 1):

LCC = − g

2
√

2



W

†
µ


∑

ij

ūi γ
µ(1− γ5)Vij dj +

∑

`

ν̄` γ
µ(1− γ5) `


 + h.c.



 . (3)

The so-called Cabibbo–Kobayashi–Maskawa (CKM) matrix V [6, 7] is generated by the same Yukawa
couplings giving rise to the quark masses. Before SSB, there is no mixing among the different quarks,
i.e., V = I. In order to understand the origin of the matrix V , let us consider the general case of NG

generations of fermions, and denote ν ′j , `
′
j , u
′
j , d
′
j the members of the weak family j (j = 1, . . . , NG),

with definite transformation properties under the gauge group. Owing to the fermion replication, a large
variety of fermion-scalar couplings are allowed by the gauge symmetry. The most general Yukawa
Lagrangian has the form

LY = −
∑

jk

{
(
ū′j , d̄

′
j

)
L

[
c

(d)
jk

(
φ(+)

φ(0)

)
d ′kR + c

(u)
jk

(
φ(0)∗

−φ(−)

)
u′kR

]

+
(
ν̄ ′j , ¯̀′

j

)
L
c

(`)
jk

(
φ(+)

φ(0)

)
` ′kR

}
+ h.c., (4)

where φT (x) ≡
(
φ(+), φ(0)

)
is the SM scalar doublet and c(d)

jk , c(u)
jk and c(`)

jk are arbitrary coupling

constants. The second term involves the charge-conjugate scalar field φc(x) = i σ2 φ
∗(x).

In the unitary gauge φT (x) ≡ 1√
2

(0, v +H(x)), where v is the electroweak vacuum expectation
value and H(x) the Higgs field. The Yukawa Lagrangian can then be written as

LY = −
(

1 +
H

v

) {
d′LM

′
d d
′
R + u′LM

′
u u
′
R + `′LM

′
` `
′
R + h.c.

}
. (5)

Here, d′, u′ and `′ denote vectors in the NG-dimensional flavour space, with components d ′j , u
′
j and ` ′j ,

respectively, and the corresponding mass matrices are given by

(M′d)ij ≡ c
(d)
ij

v√
2
, (M′u)ij ≡ c

(u)
ij

v√
2
, (M′`)ij ≡ c

(`)
ij

v√
2
. (6)

The diagonalization of these mass matrices determines the mass eigenstates dj , uj and `j , which are
linear combinations of the corresponding weak eigenstates d ′j , u

′
j and ` ′j , respectively.
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Z

Fig. 2: Tree-level FCNC couplings (green solid vertices) are absent in the SM. Therefore, very suppressed (exper-
imentally) transitions such as K0 → µ+µ− or K0–K̄0 mixing cannot occur through tree-level exchange.

The matrix M′d can be decomposed as1 M′d = HdUd = S†dMd SdUd, where Hd ≡
√
M′dM

′†
d

is an Hermitian positive-definite matrix, while Ud is unitary. Hd can be diagonalized by a unitary
matrix Sd; the resulting matrix Md is diagonal, Hermitian and positive definite. Similarly, one has
M′u = HuUu = S†uMu SuUu and M′` = H`U` = S†`M` S`U`. In terms of the diagonal mass
matrices

Md = diag(md,ms,mb, . . .) , Mu = diag(mu,mc,mt, . . .) , M` = diag(me,mµ,mτ , . . .) ,
(7)

the Yukawa Lagrangian takes the simpler form

LY = −
(

1 +
H

v

) {
dMd d + uMu u + `M` `

}
, (8)

where the mass eigenstates are defined by

dL ≡ Sd d
′
L , uL ≡ Su u

′
L , `L ≡ S` `

′
L ,

dR ≡ SdUd d
′
R , uR ≡ SuUu u

′
R , `R ≡ S`U` `

′
R . (9)

Note, that the Higgs couplings are flavour-conserving and proportional to the corresponding fermion
masses.

Since, f ′L f
′
L = fL fL and f ′R f ′R = fR fR (f = d, u, `), the form of the neutral-current part of the

SU(3)C ⊗ SU(2)L ⊗U(1)Y Lagrangian does not change when expressed in terms of mass eigenstates.
Therefore, there are no flavour-changing neutral currents (FCNCs) in the SM. This is a consequence
of treating all equal-charge fermions on the same footing (GIM mechanism [8]), and guarantees that
weak transitions such as B0

s,d → `+`−, K0 → µ+µ− or K0–K̄0 mixing (Fig. 2), which are known
experimentally to be very suppressed, cannot happen at tree level. The absence of FCNCs is crucial for
the phenomenological success of the SM. However, u ′L d

′
L = uL Su S

†
d dL ≡ uLVdL. In general,

Su 6= Sd ; thus, if one writes the weak eigenstates in terms of mass eigenstates, a NG × NG unitary
mixing matrix V appears in the quark charged-current sector as indicated in Eq. (3).

If neutrinos are assumed to be massless, we can always redefine the neutrino flavours, in such
a way as to eliminate the mixing in the lepton sector: ν ′L `

′
L = ν ′L S

†
` `L ≡ νL `L. Thus, we have

lepton-flavour conservation in the minimal SM without right-handed neutrinos. If sterile νR fields are
included in the model, one has an additional Yukawa term in Eq. (4), giving rise to a neutrino mass matrix
(M′ν)ij ≡ c

(ν)
ij v/

√
2 . Thus, the model can accommodate non-zero neutrino masses and lepton-flavour

violation through a lepton mixing matrix VL analogous to the one present in the quark sector. Note,
however, that the total lepton number L ≡ Le + Lµ + Lτ is still conserved. We know experimentally
that neutrino masses are tiny and, as shown in Table 1, there are strong bounds on lepton-flavour violating
decays. However, we do have a clear evidence of neutrino oscillation phenomena [9]. Moreover, since
right-handed neutrinos are singlets under SU(3)C ⊗ SU(2)L ⊗ U(1)Y , the SM gauge symmetry group

1The condition detM
′
f 6= 0 (f = d, u, `) guarantees that the decomposition M

′
f = HfUf is unique: Uf ≡ H

−1
f M

′
f .

The matrices Sf are completely determined (up to phases) only if all diagonal elements of Mf are different. If there is some
degeneracy, the arbitrariness of Sf reflects the freedom to define the physical fields. When detM

′
f = 0, the matrices Uf and

Sf are not uniquely determined, unless their unitarity is explicitly imposed.
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Table 1: Best published limits on lepton-flavour-violating transitions [9].

Br(µ− → X−) · 1012 (90% CL)

e−γ 0.42 e−2γ 72 e−e−e+ 1.0

Γ(µ− +N → e− +N)/Γ(µ− +N → capture) · 1012 (90% CL)

Au 0.7 Ti 4.3 Pb 46

Br(τ− → X−) · 108 (90% CL)

e−γ 3.3 e−e+e− 2.7 e−µ+µ− 2.7 e−e−µ+ 1.5

µ−γ 4.4 µ−e+e− 1.8 µ−µ+µ− 2.1 µ−µ−e+ 1.7

e−π0 8.0 µ−π0 11 e−φ 3.1 µ−φ 8.4

e−η 9.2 e−η′ 16 e−ρ0 1.8 e−ω 4.8

µ−η 6.5 µ−η′ 13 µ−ρ0 1.2 µ−ω 4.7

e−KS 2.6 e−K∗0 3.2 e−K̄∗0 3.4 e−K+π− 3.1

µ−KS 2.3 µ−K∗0 5.9 µ−K̄∗0 7.0 µ−K+π− 4.5

e−KSKS 7.1 e−K+K− 3.4 e−π+π− 2.3 e−π+K− 3.7

µ−KSKS 8.0 µ−K+K− 4.4 µ−π+π− 2.1 µ−π+K− 8.6

e−f0(980)→ e−π+π− 3.2 µ−f0(980)→ µ−π+π− 3.4

Br(Z→ X0) · 106 (95% CL)

e±µ∓ 0.75 e±τ∓ 9.8 µ±τ∓ 12

Br(H→ X0) · 103 (95% CL)

e±µ∓ 0.061 e±τ∓ 4.7 µ±τ∓ 2.5

Br(π0 → X0) · 109 (90% CL) Br(K+ → X+) · 1011 (90% CL)

µ+e− 0.38 µ−e+ 3.4 π+µ+e− 1.3 π+µ−e+ 52

Br(K0
L → X0) · 1011 (90% CL)

e±µ∓ 0.47 e±e±µ∓µ∓ 4.12 π0µ±e∓ 7.6 π0π0µ±e∓ 17

Br(B0
(s) → X0) · 109 (90% CL) Br(B+ → X+) · 109 (90% CL)

B0 → e±µ∓ 1.0 B0
s → e±µ∓ 5.4 K+e−µ+ 6.4 K+e+µ− 7.0

allows for a right-handed Majorana neutrino mass term, violating lepton number by two units. Non-zero
neutrino masses clearly imply interesting new phenomena [4].

The fermion masses and the quark mixing matrix V are all generated by the Yukawa couplings in
Eq. (4). However, the complex coefficients c(f)

ij are not determined by the gauge symmetry; therefore,
we have a large number of arbitrary parameters. A general NG ×NG unitary matrix is characterized by
N2
G real parameters: NG(NG − 1)/2 moduli and NG(NG + 1)/2 phases. In the case of V, many of

these parameters are irrelevant because we can always choose arbitrary quark phases. Under the phase
redefinitions ui → eiφi ui and dj → eiθj dj , the mixing matrix changes as Vij → Vij ei(θj−φi); thus,
2NG − 1 phases are unobservable. The number of physical free parameters in the quark-mixing matrix
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then gets reduced to (NG − 1)2: NG(NG − 1)/2 moduli and (NG − 1)(NG − 2)/2 phases.

In the simpler case of two generations, V is determined by a single parameter. One then recovers
the Cabibbo rotation matrix [6]

V =

(
cos θC sin θC
− sin θC cos θC

)
. (10)

With NG = 3, the CKM matrix is described by three angles and one phase. Different (but equivalent)
representations can be found in the literature. The Particle data Group [9] advocates the use of the
following one as the ‘standard’ CKM parametrization:

V =




1 0 0

0 c23 s23

0 −s23 c23


 ·




c13 0 s13 e−iδ13

0 1 0

−s13 eiδ13 0 c13


 ·




c12 s12 0

−s12 c12 0

0 0 1




=




c12 c13 s12 c13 s13 e−iδ13

−s12 c23 − c12 s23 s13 eiδ13 c12 c23 − s12 s23 s13 eiδ13 s23 c13

s12 s23 − c12 c23 s13 eiδ13 −c12 s23 − s12 c23 s13 eiδ13 c23 c13


 . (11)

Here cij ≡ cos θij and sij ≡ sin θij , with i and j being generation labels (i, j = 1, 2, 3). The real
angles θ12, θ23 and θ13 can all be made to lie in the first quadrant, by an appropriate redefinition of quark
field phases; then, cij ≥ 0 , sij ≥ 0 and 0 ≤ δ13 ≤ 2π . Notice that δ13 is the only complex phase in
the SM Lagrangian. Therefore, it is the only possible source of CP-violation phenomena. In fact, it was
for this reason that the third generation was assumed to exist [7], before the discovery of the b and the τ .
With two generations, the SM could not explain the observed CP violation in the K system.

3 Lepton decays

W

e

μ

−

ν

ν

e−

μ−

W

e

e  ,   , d , s

,      , u

τ

ν

μ

τ

−

−

− μ−

ν ν  , u

Fig. 3: Tree-level Feynman diagrams for µ− → e−ν̄e νµ and τ− → ντX
− (X− = e−ν̄e, µ

−ν̄µ, dū, sū).

The simplest flavour-changing process is the leptonic decay of the muon, which proceeds through
theW -exchange diagram shown in Fig. 3. The momentum transfer carried by the intermediateW is very
small compared to MW . Therefore, the vector-boson propagator reduces to a contact interaction,

−gµν + qµqν/M
2
W

q2 −M2
W

q
2�M2

W−→ gµν

M2
W

. (12)

The decay can then be described through an effective local four-fermion Hamiltonian,

Heff =
GF√

2
[ēγα(1− γ5)νe]

[
ν̄µγα(1− γ5)µ

]
, (13)

where
GF√

2
=

g2

8M2
W

=
1

2v2 (14)
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Table 2: Experimental determinations of the ratios g`/g`′ [9, 17].

Γτ→µ/Γτ→e Γπ→µ/Γπ→e ΓK→µ/ΓK→e ΓK→πµ/ΓK→πe ΓW→µ/ΓW→e
|gµ/ge| 1.0017 (16) 1.0010 (9) 0.9978 (18) 1.0010 (25) 0.993 (7)

Γτ→e/Γµ→e Γτ→π/Γπ→µ Γτ→K/ΓK→µ ΓW→τ/ΓW→µ
|gτ/gµ| 1.0011 (14) 0.9965 (26) 0.9860 (73) 1.034 (13)

Γτ→µ/Γµ→e ΓW→τ/ΓW→e
|gτ/ge| 1.0028 (14) 1.021 (12)

is called the Fermi coupling constant. GF is fixed by the total decay width,

1

τµ
= Γ[µ− → e−ν̄eνµ (γ)] =

G2
Fm

5
µ

192π3 (1 + δRC) f
(
m2
e/m

2
µ

)
, (15)

where f(x) = 1−8x+ 8x3−x4−12x2 lnx , and δRC ≈ α
2π (25

4 −π
2) takes into account higher-order

QED corrections, which are known toO(α2) [10–12]. The tiny neutrino masses can be safely neglected.
The measured lifetime [13], τµ = (2.196 981 1± 0.000 002 2) · 10−6 s, implies the value

GF = (1.166 378 7± 0.000 000 6) · 10−5 GeV−2 ≈ 1

(293 GeV)2 . (16)

The decays of the τ lepton proceed through the same W -exchange mechanism. The only differ-
ence is that several final states are kinematically allowed: τ− → ντe

−ν̄e, τ
− → ντµ

−ν̄µ, τ− → ντdū

and τ− → ντsū. Owing to the universality of the W couplings in LCC, all these decay modes have
equal amplitudes (if final fermion masses and QCD interactions are neglected), except for an additional
NC |Vui|2 factor (i = d, s) in the semileptonic channels, where NC = 3 is the number of quark colours.
Making trivial kinematical changes in Eq. (15), one easily gets the lowest-order prediction for the total
τ decay width:

1

ττ
≡ Γ(τ) ≈ Γ(µ)

(
mτ

mµ

)5 {
2 +NC

(
|Vud|2 + |Vus|2

)}
≈ 5

τµ

(
mτ

mµ

)5

, (17)

where we have used the CKM unitarity relation |Vud|2 + |Vus|2 = 1− |Vub|2 ≈ 1 (we will see later that
this is an excellent approximation). From the measured muon lifetime, one has then ττ ≈ 3.3 ·10−13 s, to
be compared with the experimental value τ exp

τ = (2.903±0.005) ·10−13 s [9]. The numerical difference
is due to the effect of QCD corrections, which enhance the hadronic τ decay width by about 20%. The
size of these corrections has been accurately predicted in terms of the strong coupling [14], allowing us
to extract from τ decays one of the most precise determinations of αs [15, 16].

In the SM all lepton doublets have identical couplings to the W boson. Comparing the measured
decay widths of leptonic or semileptonic decays which only differ in the lepton flavour, one can test
experimentally that the W interaction is indeed the same, i.e., that ge = gµ = gτ ≡ g. As shown in
Table 2, the present data verify the universality of the leptonic charged-current couplings to the 0.2%
level.

4 Quark mixing
In order to measure the CKM matrix elements Vij , one needs to study hadronic weak decays of the
type H → H ′ `−ν̄` or H ′ → H `+ν` that are associated with the corresponding quark transitions
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W
+

W
+

c c

d , s d , s

e  ,+ μ+

ν
e νμ, u

d , s
_ _

Fig. 4: Vij are measured in semileptonic decays (left), where a single quark current is present. Hadronic decays
(right) involve two different quark currents and are more affected by QCD effects (gluons can couple everywhere).

dj → ui `
−ν̄` and ui → dj `

+ν` (Fig. 4). Since quarks are confined within hadrons, the decay amplitude

T [H → H ′ `−ν̄`] =
GF√

2
Vij 〈H ′| ūi γµ(1− γ5) dj |H〉

[
¯̀γµ(1− γ5) ν`

]
(18)

always involves an hadronic matrix element of the weak left current. The evaluation of this matrix
element is a non-perturbative QCD problem, which introduces unavoidable theoretical uncertainties.

One usually looks for a semileptonic transition where the matrix element can be fixed at some spe-
cific kinematic point by a symmetry principle. This has the virtue of reducing the theoretical uncertainties
to the level of symmetry-breaking corrections and kinematic extrapolations. The standard example is a
0− → 0− decay such as K → π`ν` , D → K`ν` or B → D`ν` , where, owing to parity (the vector
and axial-vector currents have JP = 1− and 1+, respectively), only the vector current contributes. The
most general Lorentz decomposition of the hadronic matrix element contains two terms:

〈P ′(k′)| ūi γµ dj |P (k)〉 = CPP ′
{

(k + k′)µ f+(t) + (k − k′)µ f−(t)
}
. (19)

Here, CPP ′ is a Clebsh–Gordan factor relating P → P ′ transitions that only differ by the meson electro-
magnetic charges, and t = (k − k′)2 ≡ q2 is the momentum transfer. The unknown strong dynamics is
fully contained in the form factors f±(t).

In the limit of equal quark masses, mui
= mdj

, the divergence of the vector current is zero. Thus
qµ
[
ūiγ

µdj
]

= 0, which implies f−(t) = 0. Moreover, as shown in the appendix, f+(0) = 1 to all
orders in the strong coupling because the associated flavour charge is a conserved quantity.2 Therefore,
one only needs to estimate the corrections induced by the quark mass differences.

Since qµ
[
¯̀γµ(1− γ5)ν`

]
∼ m`, the contribution of f−(t) is kinematically suppressed in the

electron and muon decay modes. The decay width can then be written as (` = e, µ)

Γ(P → P ′`ν) =
G2
FM

5
P

192π3 |Vij |
2 C2

PP
′ |f+(0)|2 I (1 + δRC) , (20)

where δRC is an electroweak radiative correction factor and I denotes a phase-space integral, which in
the limit m` = 0 takes the form

I ≈
∫ (MP−MP

′ )
2

0

dt

M8
P

λ3/2(t,M2
P ,M

2
P
′)

∣∣∣∣
f+(t)

f+(0)

∣∣∣∣
2

. (21)

The usual procedure to determine |Vij | involves three steps:

1. Measure the shape of the t distribution. This fixes |f+(t)/f+(0)| and therefore determines I.

2This is completely analogous to the electromagnetic charge conservation in QED. The conservation of the electromagnetic
current implies that the proton electromagnetic form factor does not get any QED or QCD correction at q2 = 0 and, therefore,
Qp = 2Qu +Qd = |Qe|. An explicit proof can be found in Ref. [18].
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2. Measure the total decay width Γ. Since GF is already known from µ decay, one gets then an
experimental value for the product |f+(0)Vij |, provided the radiative correction δRC is known to
the needed accuracy.

3. Get a theoretical prediction for f+(0).

It is important to realize that theoretical input is always needed. Thus, the accuracy of the |Vij | determi-
nation is limited by our ability to calculate the relevant hadronic parameters and radiative corrections.

4.1 Determination of |Vud| and |Vus|
The conservation of the vector QCD currents in the massless quark limit allows for precise determinations
of the light-quark mixings. The most accurate measurement of Vud is done with superallowed nuclear β
decays of the Fermi type (0+ → 0+), where the nuclear matrix element 〈N ′|ūγµd|N〉 can be fixed by
vector-current conservation. The CKM factor is obtained through the relation [19]

|Vud|2 =
π3 ln 2

ftG2
Fm

5
e (1 + δRC)

=
(2984.430± 0.003) s

ft (1 + δRC)
=

(2984.430± 0.003) s

Ft (1 + ∆V
R)

, (22)

where ft denotes the product of a phase-space statistical decay-rate factor and the measured half-life
of the transition. In order to determine |Vud|, one needs to perform a careful analysis of radiative cor-
rections, including electroweak contributions, nuclear-structure corrections and isospin-violating nuclear
effects. The nucleus-dependent corrections, which are reabsorbed into an effective nucleus-independent
Ft-value, have a crucial role in bringing the results from different nuclei into good agreement. The
weighted average of the fourteen most precise determinations yields Ft = (3072.07 ± 0.63) s [19, 20].
The remaining universal correction ∆V

R is sizeable and its previously accepted value [21] has been ques-
tioned by recent re-evaluations [22, 23]. Taking ∆V

R = 0.02426± 0.00032 [24], one gets

|Vud| = 0.97389± 0.00018 . (23)

An independent determination of |Vud| can be obtained from neutron decay, n → p e−ν̄e. The
axial current also contributes in this case; therefore, one needs to use the experimental value of the
axial-current matrix element at q2 = 0, 〈p | ūγµγ5d |n〉 = GA p̄γµn, which can be extracted from
the distribution of the neutron decay products. Using the current world averages, gA ≡ GA/GV =
−1.2732± 0.0023 and τn = (879.4± 0.6) s [9], and the estimated radiative corrections [24], one gets

|Vud| =

{
(4906.4± 1.7) s

τn (1 + 3g2
A)

}1/2

= 0.9755± 0.0015 , (24)

which is 1.1σ larger than (23) but less precise. The uncertainty on the input value of gA has been inflated
because the most recent and accurate measurements of gA disagree with the older experiments. Using
instead the post-2002 average gA = −1.2762 ± 0.0005 [24], results in |Vud| = 0.9736 ± 0.0005; three
times more precise and in better agreement with (23).

The pion β decay π+ → π0e+νe offers a cleaner way to measure |Vud|. It is a pure vector
transition, with very small theoretical uncertainties. At q2 = 0, the hadronic matrix element does not
receive isospin-breaking contributions of first order in md − mu, i.e., f+(0) = 1 + O[(md − mu)2]
[25]. The small available phase space makes it possible to theoretically control the form factor with
high accuracy over the entire kinematical domain [26]; unfortunately, it also implies a very suppressed
branching fraction of O(10−8). From the currently measured value [27], one gets |Vud| = 0.9749 ±
0.0026 [9]. A tenfold improvement of the experimental accuracy would be needed to get a determination
competitive with (23).

The standard determination of |Vus| takes advantage of the theoretically well-understood decay
amplitudes in K → π`ν`. The high accuracy achieved in high-statistics experiments [9], supplemented
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with theoretical calculations of electromagnetic and isospin corrections [28, 29], allows us to extract the
product |Vus f+(0)| = 0.2165 ± 0.0004 [30, 31], with f+(0) = 1 + O[(ms − mu)2] the vector form
factor of the K0 → π−`+ν` decay [25, 32]. The exact value of f+(0) has been thoroughly investigated
since the first precise estimate by Leutwyler and Roos, f+(0) = 0.961 ± 0.008 [33]. The most recent
and precise lattice determinations exhibit a clear shift to higher values [34, 35], in agreement with the
analytical chiral perturbation theory predictions at two loops [36–38]. Taking the current lattice average
(with 2 + 1 + 1 active fermions), f+(0) = 0.9706± 0.0027 [39], one obtains

|Vus| = 0.2231± 0.0007 . (25)

The ratio of radiative inclusive decay rates Γ[K → µν(γ)]/Γ[π → µν(γ)] provides also infor-
mation on Vus [30, 40]. With a careful treatment ot electromagnetic and isospin-violating corrections,
one extracts |Vus/Vud| |fK/fπ| = 0.2760 ± 0.0004 [31, 41, 42]. Taking for the ratio of meson decay
constants the lattice average fK/fπ = 1.1932± 0.0019 [39], one finally gets

|Vus|
|Vud|

= 0.2313± 0.0005 . (26)

With the value of |Vud| in Eq. (23), this implies |Vus| = 0.2253 ± 0.0005 that is 2.6σ larger than
Eq. (25).

Hyperon decays are also sensitive to Vus [43]. Unfortunately, in weak baryon decays the theoreti-
cal control on SU(3)-breaking corrections is not as good as for the meson case. A conservative estimate
of these effects leads to the result |Vus| = 0.226± 0.005 [44].

The accuracy of all previous determinations is limited by theoretical uncertainties. The ratio of
the inclusive ∆S = 0 (τ− → ντ ūd) and |∆S| = 1 (τ− → ντ ūs) tau decay widths provides a very clean
observable to directly measure |Vus| [17,45] because SU(3)-breaking corrections are suppressed by two
powers of the τ mass. The present τ decay data imply |Vus| = 0.2195 ± 0.0019 [46], which is 1.8σ
lower than Eq. (25), and 3.0σ lower than the value extracted from Eqs. (26) and (23).

4.2 Determination of |Vcb| and |Vub|
In the limit of very heavy quark masses, QCD has additional flavour and spin symmetries [47–50] that
can be used to make precise determinations of |Vcb|, either from exclusive semileptonic decays such as
B → D`ν̄` and B → D∗`ν̄` [51, 52] or from the inclusive analysis of b → c ` ν̄` transitions. In the rest
frame of a heavy-light meson Q̄q, with MQ � (mq,ΛQCD), the heavy quark Q is practically at rest and
acts as a static source of gluons (λQ ∼ 1/MQ � Rhad ∼ 1/ΛQCD). At MQ → ∞, the interaction
becomes then independent of the heavy-quark mass and spin. Moreover, assuming that the charm quark
is heavy enough, the b→ c`ν̄` transition within the meson does not modify the interaction with the light
quark at zero recoil, i.e., when the meson velocity remains unchanged (vD = vB).

Taking the limit mb > mc → ∞, all form factors characterizing the decays B → D`ν̄` and
B → D∗`ν̄` reduce to a single function [47], which depends on the product of the four-velocities of the
two mesons w ≡ vB · vD(∗) = (M2

B +M2

D
(∗) − q2)/(2MBMD

(∗)). Heavy quark symmetry determines
the normalization of the rate at w = 1, the maximum momentum transfer to the leptons, because the
corresponding vector current is conserved in the limit of equalB andD(∗) velocities. TheB → D∗ mode
has the additional advantage that corrections to the infinite-mass limit are of second order in 1/mb−1/mc

at zero recoil (w = 1) [52].

The exclusive determination of |Vcb| is obtained from an extrapolation of the measured spectrum to
w = 1. Using the CLN parametrization of the relevant form factors [53], which is based on heavy-quark
symmetry and includes 1/MQ corrections, the Heavy Flavor Averaging group (HFLAV) [46] quotes the
experimental value ηEW F(1) |Vcb| = (35.27±0.38) ·10−3 from B → D∗`ν̄` data, while the measured
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B → D`ν̄` distribution results in ηEW G(1) |Vcb| = (42.00 ± 1.00) · 10−3, where F(1) and G(1) are
the corresponding form factors at w = 1 and ηEW accounts for small electroweak corrections. Lattice
simulations are used to estimate the deviations from unity of the two form factors at zero recoil. Using
ηEW F(1) = 0.910± 0.013 [39] and ηEW G(1) = 1.061± 0.010 [54], one gets [46]

|Vcb| =

{
(38.76± 0.42exp ± 0.55th) · 10−3 (B → D∗`ν̄`)

(39.58± 0.94exp ± 0.37th) · 10−3 (B → D`ν̄`)
= (39.02± 0.57) · 10−3 . (27)

It has been pointed out recently that the CLN parametrization is only valid within 2% and this
uncertainty has not been properly taken into account in the experimental extrapolations [55–58]. Using
instead the more general BGL parametrization [59], combined with lattice and light-cone sum rules
information, the analysis of the most recent B → D∗`ν̄` Belle data [60, 61] gives [62]

|Vcb| = (39.6 + 1.1
− 1.0) · 10−3 , (28)

while a similar analysis of BaBar [63] and Belle [64] B → D`ν̄` data obtains [55]

|Vcb| = (40.49± 0.97) · 10−3 . (29)

These numbers are significantly higher than the corresponding HFLAV results in Eq. (27) and indicate
the presence of underestimated uncertainties.

The inclusive determination of |Vcb| uses the Operator Product Expansion [65, 66] to express the
total b → c ` ν̄` rate and moments of the differential energy and invariant-mass spectra in a double
expansion in powers of αs and 1/mb, which includes terms of O(α2

s) and up to O(1/m5
b) [12, 67–77].

The non-perturbative matrix elements of the corresponding local operators are obtained from a global fit
to experimental moments of inclusive lepton energy and hadronic invariant mass distributions. The most
recent analyses find [78, 79]

|Vcb| = (42.00± 0.64) · 10−3 . (30)

This value, which we will adopt in the following, agrees within errors with the exclusive B → D
determination in Eq. (29) and it is only 1.9σ away from the B → D∗ value in Eq. (28).

The presence of a light quark makes more difficult to control the theoretical uncertainties in the
analogous determinations of |Vub|. Exclusive B → π`ν` decays involve a non-perturbative form factor
f+(t) which is estimated through light-cone sum rules [80–83] and lattice simulations [84, 85]. The
inclusive measurement requires the use of stringent experimental cuts to suppress the b → Xc`ν` back-
ground that has fifty times larger rates. This induces sizeable errors in the theoretical predictions [86–94],
which become sensitive to non-perturbative shape functions and depend much more strongly onmb. The
HFLAV group quotes the values [46]

|Vub| =

{
(3.67± 0.09exp ± 0.12th) · 10−3 (B → π`ν̄`)

(4.32± 0.12exp
+ 0.12
− 0.13 th) · 10−3 (B → Xu`ν̄`)

= (3.95± 0.32) · 10−3 . (31)

Since the exclusive and inclusive determinations of |Vub| disagree, we have averaged both values scaling

the error by
√
χ2/dof = 2.8.

LHCb has extracted |Vub|/|Vcb| from the measured ratio of high-q2 events between the Λb decay
modes into pµν (q2 > 15 GeV2) and Λcµν (q2 > 7 GeV2) [46, 95]:

|Vub|
|Vcb|

= 0.079± 0.004exp ± 0.004FF , (32)

where the second error is due to the limited knowledge of the relevant form factors. This ratio is com-
patible with the values of |Vcb| and |Vub| in Eqs. (30) and (31), at the 1.6σ level.
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|Vub| can be also extracted from the B− → τ−ν̄τ decay width, taking the B-meson decay con-
stant fB from lattice calculations [39]. Unfortunately, the current tension between the BaBar [96] and
Belle [97] measurements does not allow for a very precise determination. The particle data group quotes
|Vub| = (4.01± 0.37) · 10−3 [9], which agrees with either the exclusive or inclusive values in Eq. (31).

4.3 Determination of the charm and top CKM elements
The analytic control of theoretical uncertainties is more difficult in semileptonic charm decays, because
the symmetry arguments associated with the light and heavy quark limits get corrected by sizeable
symmetry-breaking effects. The magnitude of |Vcd| can be extracted from D → π`ν` and D → `ν`
decays, while |Vcs| is obtained from D → K`ν` and Ds → `ν`, using the lattice determinations of
the relevant form factor normalizations and decay constants [39]. The HFLAV group quotes the aver-
ages [46]

|Vcd| = 0.2204± 0.0040 , |Vcs| = 0.969± 0.010 . (33)

The difference of the ratio of double-muon to single-muon production by neutrino and antineutrino
beams is proportional to the charm cross section off valence d quarks and, therefore, to |Vcd| times the
average semileptonic branching ratio of charm mesons. This allows for an independent determination of
|Vcd|. Averaging data from several experiments, the PDG quotes [9]

|Vcd| = 0.230± 0.011 , (34)

which agrees with (33) but has a larger uncertainty. The analogous determination of |Vcs| from νs→ cX
suffers from the uncertainty of the s-quark sea content.

The top quark has only been seen decaying into bottom. From the ratio of branching fractions
Br(t→Wb)/Br(t→Wq), CMS has extracted [98]

|Vtb|√∑
q |Vtq|

2
> 0.975 (95%CL) , (35)

where q = b, s, d. A more direct determination of |Vtb| can be obtained from the single top-quark
production cross section, measured at the LHC and the Tevatron. The PDG quotes the world average [9]

|Vtb| = 1.019± 0.025 . (36)

4.4 Structure of the CKM matrix
Using the previous determinations of CKM elements, we can check the unitarity of the quark mixing
matrix. The most precise test involves the elements of the first row:

|Vud|2 + |Vus|2 + |Vub|2 = 0.99825± 0.00047 , (37)

where we have taken as reference values the determinations in Eqs. (23), (25) and (31). Radiative cor-
rections play a crucial role at the quoted level of uncertainty, while the |Vub|2 contribution is negligible.
This relation exhibits a 3.7σ violation of unitarity, at the per-mill level, which calls for an independent
re-evaluation of the very precise |Vud| value in Eq. (23) and improvements on the |Vus| determination.

With the |Vcq|2 values in Eqs. (30) and (33) we can also test the unitarity relation in the second
row,

|Vcd|2 + |Vcs|2 + |Vcb|2 = 0.989± 0.019 , (38)

and, adding the information on |Vtb| in Eq. (36), the relation involving the third column,

|Vub|2 + |Vcb|2 + |Vtb|2 = 1.040± 0.051 . (39)
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The ratio of the total hadronic decay width of the W to the leptonic one provides the sum [99, 100]

∑

j= d,s,b

(
|Vuj |2 + |Vcj |2

)
= 2.002± 0.027 , (40)

which involves the first and second rows of the CKM matrix. Although much less precise than Eq. (37),
these three results test unitarity at the 2%, 5% and 1.4% level, respectively.

From Eq. (40) one can also obtain an independent estimate of |Vcs|, using the experimental
knowledge on the other CKM matrix elements, i.e., |Vud|2 + |Vus|2 + |Vub|2 + |Vcd|2 + |Vcb|2 =
1.0486± 0.0018 . This gives

|Vcs| = 0.976± 0.014 , (41)

which agrees with the slightly more accurate direct determination in Eq. (33).

The measured entries of the CKM matrix show a hierarchical pattern, with the diagonal elements
being very close to one, the ones connecting the first two generations having a size

λ ≈ |Vus| = 0.2231± 0.0007 , (42)

the mixing between the second and third families being of order λ2, and the mixing between the first
and third quark generations having a much smaller size of about λ3. It is then quite practical to use the
approximate parametrization [101]:

V =




1− λ2

2
λ Aλ3(ρ− iη)

−λ 1− λ2

2
Aλ2

Aλ3(1− ρ− iη) −Aλ2 1




+ O
(
λ4
)
, (43)

where

A ≈ |Vcb|
λ2 = 0.844± 0.014 ,

√
ρ2 + η2 ≈

∣∣∣∣
Vub
λVcb

∣∣∣∣ = 0.422± 0.035 . (44)

Defining to all orders in λ [102] s12 ≡ λ, s23 ≡ Aλ2 and s13 e−iδ13 ≡ Aλ3(ρ − iη), Eq. (43) just
corresponds to a Taylor expansion of Eq. (11) in powers of λ.

5 Meson-antimeson mixing
Additional information on the CKM parameters can be obtained from FCNC transitions, occurring at
the one-loop level. An important example is provided by the mixing between the B0

d meson and its
antiparticle. This process occurs through the box diagrams shown in Fig. 5, where two W bosons are
exchanged between a pair of quark lines. The mixing amplitude is proportional to

〈B̄0
d |H∆B=2|B0

d〉 ∼
∑

ij

VidV
∗
ibVjdV

∗
jb S(ri, rj) ∼ V2

td S(rt, rt) , (45)

where S(ri, rj) is a loop function [103] which depends on ri ≡ m2
i /M

2
W , with mi the masses of the

up-type quarks running along the internal fermionic lines. Owing to the unitarity of the CKM matrix,
the mixing vanishes for equal (up-type) quark masses (GIM mechanism [8]); thus the flavour-changing
transition is governed by the mass splittings between the u, c and t quarks. Since the different CKM
factors have all a similar size, VudV

∗
ub ∼ VcdV

∗
cb ∼ VtdV

∗
tb ∼ Aλ3, the final amplitude is completely

dominated by the top contribution. This transition can then be used to perform an indirect determination
of Vtd.
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q bu, c, t

qb u, c, t

W

Wq b

W qb

u, c, t u, c, tW

Fig. 5: Box diagrams contributing to B0
q–B̄0

q mixing (q = d, s).

Notice that this determination has a qualitatively different character than the ones obtained before
from tree-level weak decays. Now, we are going to test the structure of the electroweak theory at the
quantum level. This flavour-changing transition could then be sensitive to contributions from new physics
at higher energy scales. Moreover, the mixing amplitude crucially depends on the unitarity of the CKM
matrix. Without the GIM mechanism embodied in the CKM mixing structure, the calculation of the
analogous K0 → K̄0 transition (replace the b by a strange quark s in the box diagrams) would have
failed to explain the observed K0–K̄0 mixing by several orders of magnitude [104].

5.1 Mixing formalism
Since weak interactions can transform a P 0 state (P = K, D, B) into its antiparticle P̄ 0, these flavour
eigenstates are not mass eigenstates and do not follow an exponential decay law. Let us consider an
arbitrary mixture of the two flavour states,

|ψ(t)〉 = a(t) |P 0〉+ b(t) |P̄ 0〉 ≡
(
a(t)
b(t)

)
, (46)

with the time evolution (in the meson rest frame)

i
d

dt
|ψ(t)〉 = M|ψ(t)〉 . (47)

Assuming CPT symmetry to hold, the 2× 2 mixing matrix can be written as

M =

(
M M12

M∗12 M

)
− i

2

(
Γ Γ12

Γ∗12 Γ

)
. (48)

The diagonal elements M and Γ are real parameters, which would correspond to the mass and width of
the neutral mesons in the absence of mixing. The off-diagonal entries contain the ∆F = 2 transition
amplitude (F = S,C,B):

M12 −
i

2
Γ12 =

1

2M

{
〈P 0|H∆F=2(0)|P̄ 0〉 − 1

2

∫
d4x 〈P 0|T (H∆F=1(x)H∆F=1(0)) |P̄ 0〉

}
.

(49)
In addition to the short-distance ∆F = 2 Hamiltonian generated by the box diagrams, the mixing ampli-
tude receives non-local contributions involving two ∆F = 1 transitions, which contain both dispersive
and absorptive components, contributing to M12 and Γ12, respectively. The absorptive contribution Γ12

arises from on-shell intermediate states:

Γ12 =
1

2M
(2π)4

∑

n

δ(4)(p
P

0 − pn) 〈P 0|H∆F=1(0)|n〉 〈n|H∆F=1(0)|P̄ 0〉 . (50)

The sum extends over all possible intermediate states |n〉 into which the |P̄ 0〉 and |P 0〉 can both decay:
P̄ 0 → f → P 0. In the SM, the ∆F = 1 Hamiltonian is generated through a single W± emission,
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as shown in Fig. 4 for charm decay. If CP were an exact symmetry, M12 and Γ12 would also be real
parameters.

The physical eigenstates ofM are

|P∓〉 =
1√

|p|2 + |q|2
[
p |P 0〉 ∓ q |P̄ 0〉

]
, (51)

with
q

p
≡ 1− ε̄

1 + ε̄
=

(
M∗12 − i

2Γ∗12

M12 − i
2Γ12

)1/2

. (52)

The corresponding eigenvalues are

MP∓ −
i

2
ΓP∓ =

(
M ∓ 1

2
∆M

)
− i

2

(
Γ∓ 1

2
∆Γ

)
, (53)

where3 ∆M ≡MP+
−MP− and ∆Γ ≡ ΓP+

− ΓP− satisfy

(∆M)2 − 1

4
(∆Γ)2 = 4 |M12|2 − |Γ12|2 (54)

and
∆M ∆Γ = 4 Re (M12Γ∗12) = 4 |M12| |Γ12| cosφ , (55)

with φ ≡ arg (−M12/Γ12).

If M12 and Γ12 were real then q/p = 1 and the mass eigenstates |P∓〉 would correspond to the
CP-even and CP-odd states (we use the phase convention4 CP|P 0〉 = −|P̄ 0〉)

|P1,2〉 ≡
1√
2

(
|P 0〉 ∓ |P̄ 0〉

)
, CP |P1,2〉 = ± |P1,2〉 . (56)

The two mass eigenstates are no longer orthogonal when CP is violated:

〈P−|P+〉 =
|p|2 − |q|2

|p|2 + |q|2
=

2 Re (ε̄)

(1 + |ε̄|2)
. (57)

The time evolution of a state which was originally produced as a P 0 or a P̄ 0 is given by

(
|P 0(t)〉
|P̄ 0(t)〉

)
=

(
g1(t) q

p g2(t)
p
q g2(t) g1(t)

) (
|P 0〉
|P̄ 0〉

)
, (58)

where (
g1(t)
g2(t)

)
= e−iMt e−Γt/2

(
cos [(x− iy)Γt/2]

−i sin [(x− iy)Γt/2]

)
, (59)

with
x ≡ ∆M

Γ
, y ≡ ∆Γ

2Γ
. (60)

3Be aware of the different sign conventions in the literature. Quite often, ∆M and ∆Γ are defined to be positive.
4Since flavour is conserved by strong interactions, there is some freedom in defining the phases of flavour eigenstates. One

could use |P 0
ζ 〉 ≡ e

−iζ |P 0〉 and |P̄ 0
ζ 〉 ≡ e

iζ |P̄ 0〉, which satisfy CP |P 0
ζ 〉 = −e−2iζ |P̄ 0

ζ 〉. Both basis are trivially related:
M

ζ
12 = e

2iζ
M12, Γ

ζ
12 = e

2iζ
Γ12 and (q/p)ζ = e

−2iζ
(q/p). Thus, q/p 6= 1 does not necessarily imply CP violation. CP

is violated if |q/p| 6= 1; i.e., Re(ε̄) 6= 0 and 〈P−|P+〉 6= 0. Note that 〈P−|P+〉ζ = 〈P−|P+〉. Another phase-convention-
independent quantity is (q/p) (Āf/Af ), where Af ≡ A(P

0→f) and Āf ≡ −A(P̄
0→f), for any final state f .
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5.2 Experimental measurements
The main difference between the K0–K̄0 and B0–B̄0 systems stems from the different kinematics
involved. The light kaon mass only allows the hadronic decay modes K0 → 2π and K0 → 3π.
Since CP |ππ〉 = +|ππ〉, for both π0π0 and π+π− final states, the CP-even kaon state decays into
2π whereas the CP-odd one decays into the phase-space-suppressed 3π mode. Therefore, there is a
large lifetime difference and we have a short-lived |KS〉 ≡ |K−〉 ≈ |K1〉 + ε̄K |K2〉 and a long-lived
|KL〉 ≡ |K+〉 ≈ |K2〉 + ε̄K |K1〉 kaon, with ΓKL � ΓKS ≈ 2 Γ

K
0 . One finds experimentally that

∆Γ
K

0 ≈ −ΓKS ≈ −2 ∆M
K

0 [9]:

∆M
K

0 = (0.5293± 0.0009) · 1010 s−1 , ∆Γ
K

0 = −(1.1149± 0.0005) · 1010 s−1 . (61)

Thus, the twoK0–K̄0 oscillations parameters are sizeable and of similar magnitudes: x
K

0 ≈ −y
K

0 ≈ 1.

In the B system, there are many open decay channels and a large part of them are common to
both mass eigenstates. Therefore, the |B∓〉 states have a similar lifetime; i.e., |∆Γ

B
0 | � Γ

B
0 . More-

over, whereas the B0–B̄0 transition is dominated by the top box diagram, the decay amplitudes get
obviously their main contribution from the b → c process. Thus, |∆Γ

B
0/∆M

B
0 | ∼ m2

b/m
2
t � 1.

To experimentally measure the mixing transition requires the identification of the B-meson flavour
at both its production and decay time. This can be done through flavour-specific decays such as
B0 → X`+ν` and B̄0 → X`−ν̄`, where the lepton charge labels the initial B meson. In general,
mixing is measured by studying pairs of B mesons so that one B can be used to tag the initial flavour
of the other meson. For instance, in e+e− machines one can look into the pair production process
e+e− → B0B̄0 → (X`ν`) (Y `ν`). In the absence of mixing, the final leptons should have opposite
charges; the amount of like-sign leptons is then a clear signature of meson mixing.

Evidence for a large B0
d–B̄0

d mixing was first reported in 1987 by ARGUS [105]. This provided
the first indication that the top quark was very heavy. Since then, many experiments have analysed the
mixing probability. The present world-average values are [9, 46]:

∆M
B

0
d

= (0.5065± 0.0019) · 1012 s−1 , x
B

0
d

= 0.769± 0.004 , (62)

while y
B

0
d

= 0.001± 0.005 confirms the expected suppression of ∆Γ
B

0
d
.

The first direct evidence of B0
s–B̄0

s oscillations was obtained by CDF [106]. The large measured
mass difference reflects the CKM hierarchy |Vts|2 � |Vtd|2, implying very fast oscillations [9, 46]:

∆M
B

0
s

= (17.757± 0.021) · 1012 s−1 , x
B

0
s

= 26.81± 0.08 ,

∆Γ
B

0
s

= −(0.090± 0.005) · 1012 s−1 , y
B

0
s

= −0.068± 0.004 . (63)

Evidence of mixing has been also obtained in theD0–D̄0 system. The present world averages [46],

x
D

0 = −
(

0.39 + 0.11
− 0.12

)
· 10−2 , y

D
0 = −

(
0.65 + 0.06

− 0.07

)
· 10−2 , (64)

confirm the SM expectation of a very slow oscillation, compared with the decay rate. Since the short-
distance mixing amplitude originates in box diagrams with down-type quarks in the internal lines, it is
very suppressed by the relevant combination of CKM factors and quark masses.

5.3 Mixing constraints on the CKM matrix
Long-distance contributions arising from intermediate hadronic states completely dominate the D0–D̄0

mixing amplitude and are very sizeable for ∆M
K

0 , making difficult to extract useful information on the
CKM matrix. The situation is much better for B0 mesons, owing to the dominance of the short-distance
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top contribution which is known to next-to-leading order (NLO) in the strong coupling [107, 108]. The
main uncertainty stems from the hadronic matrix element of the ∆B = 2 four-quark operator

〈B̄0
d | (b̄γµ(1− γ5)d) (b̄γµ(1− γ5)d) |B0

d〉 ≡
8

3
M2
B

0 ξ
2
B , (65)

which is characterized through the non-perturbative parameter ξB(µ) ≡ fB
√
BB(µ) [109]. The current

(2 + 1) lattice averages [39] are ξ̂Bd = (225 ± 9) MeV, ξ̂Bs = (274 ± 8) MeV and ξ̂Bs/ξ̂Bd =

1.206 ± 0.017, where ξ̂B ≈ αs(µ)−3/23ξB(µ) is the corresponding renormalization-group-invariant
quantity. Using these values, the measured mass differences in Eq. (62) and Eq. (63) imply

|V∗tbVtd| = 0.0080±0.0003 , |V∗tbVts| = 0.0388±0.0012 ,
|Vtd|
|Vts|

= 0.205±0.003 . (66)

The last number takes advantage of the smaller uncertainty in the ratio ξ̂Bs/ξ̂Bd . Since |Vtb| ≈ 1, the
mixing of B0

d,s mesons provides indirect determinations of |Vtd| and |Vts|. The resulting value of |Vts|
is in agreement with Eq. (30), satisfying the unitarity constraint |Vts| ≈ |Vcb|. In terms of the (ρ, η)
parametrization of Eq. (43), one obtains

√
(1− ρ)2 + η2 =





∣∣∣∣
Vtd
λVcb

∣∣∣∣ = 0.86± 0.04

∣∣∣∣
Vtd
λVts

∣∣∣∣ = 0.920± 0.013

. (67)

6 CP violation
While parity (P) and charge conjugation (C) are violated by the weak interactions in a maximal way, the
product of the two discrete transformations is still a good symmetry of the gauge interactions (left-handed
fermions ↔ right-handed antifermions). In fact, CP appears to be a symmetry of nearly all observed
phenomena. However, a slight violation of the CP symmetry at the level of 0.2% is observed in the
neutral kaon system and more sizeable signals of CP violation have been established at the B factories.
Moreover, the huge matter–antimatter asymmetry present in our Universe is a clear manifestation of CP
violation and its important role in the primordial baryogenesis.

The CPT theorem guarantees that the product of the three discrete transformations is an exact
symmetry of any local and Lorentz-invariant quantum field theory, preserving micro-causality. A vi-
olation of CP implies then a corresponding violation of time reversal (T ). Since T is an antiunitary
transformation, this requires the presence of relative complex phases between different interfering am-
plitudes.

The electroweak SM Lagrangian only contains a single complex phase δ13 (η). This is the sole
possible source of CP violation and, therefore, the SM predictions for CP-violating phenomena are
quite constrained. The CKM mechanism requires several necessary conditions in order to generate an
observable CP-violation effect. With only two fermion generations, the quark mixing matrix cannot give
rise to CP violation; therefore, for CP violation to occur in a particular process, all three generations
are required to play an active role. In the kaon system, for instance, CP violation can only appear at
the one-loop level, where the top quark is present. In addition, all CKM matrix elements must be non-
zero and the quarks of a given charge must be non-degenerate in mass. If any of these conditions were
not satisfied, the CKM phase could be rotated away by a redefinition of the quark fields. CP-violation
effects are then necessarily proportional to the product of all CKM angles, and should vanish in the limit
where any two (equal-charge) quark masses are taken to be equal. All these necessary conditions can be
summarized as a single requirement on the original quark mass matrices M′u and M′d [110]:

CP violation ⇐⇒ Im
{

det
[
M′uM

′†
u , M

′
dM

′†
d

]}
6= 0 . (68)
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Without performing any detailed calculation, one can make the following general statements on
the implications of the CKM mechanism of CP violation:

– Owing to unitarity, for any choice of i, j, k, l (between 1 and 3),

Im
[
VijV

∗
ikVlkV

∗
lj

]
= J

3∑

m,n=1

εilmεjkn , (69)

J = c12 c23 c
2
13 s12 s23 s13 sin δ13 ≈ A2λ6η < 10−4 . (70)

Any CP-violation observable involves the product J [110]. Thus, violations of the CP symmetry
are necessarily small.

– In order to have sizeable CP-violating asymmetries A ≡ (Γ − Γ)/(Γ + Γ), one should look for
very suppressed decays, where the decay widths already involve small CKM matrix elements.

– In the SM, CP violation is a low-energy phenomenon, in the sense that any effect should disappear
when the quark mass difference mc −mu becomes negligible.

– B decays are the optimal place for CP-violation signals to show up. They involve small CKM
matrix elements and are the lowest-mass processes where the three quark generations play a direct
(tree-level) role.

The SM mechanism of CP violation is based on the unitarity of the CKM matrix. Testing the
constraints implied by unitarity is then a way to test the source of CP violation. The unitarity tests in
Eqs. (37), (38), (39) and (40) involve only the moduli of the CKM parameters, while CP violation has to
do with their phases. More interesting are the off-diagonal unitarity conditions:

V∗udVus + V∗cdVcs + V∗tdVts = 0 ,

V∗usVub + V∗csVcb + V∗tsVtb = 0 ,

V∗ubVud + V∗cbVcd + V∗tbVtd = 0 . (71)

These relations can be visualized by triangles in a complex plane which, owing to Eq. (69), have the
same area |J |/2. In the absence of CP violation, these triangles would degenerate into segments along
the real axis.

In the first two triangles, one side is much shorter than the other two (the Cabibbo suppression
factors of the three sides are λ, λ and λ5 in the first triangle, and λ4, λ2 and λ2 in the second one). This
is why CP effects are so small for K mesons (first triangle), and why certain asymmetries in B0

s decays
are predicted to be tiny (second triangle). The third triangle looks more interesting, since the three sides
have a similar size of about λ3. They are small, which means that the relevant b-decay branching ratios
are small, but once enough B0

d mesons have been produced, the CP-violation asymmetries are sizeable.
The present experimental constraints on this triangle are shown in Fig. 6, where it has been scaled by
dividing its sides by V∗cbVcd. This aligns one side of the triangle along the real axis and makes its length
equal to 1; the coordinates of the 3 vertices are then (0, 0), (1, 0) and (ρ̄, η̄) ≈ (1− λ2/2) (ρ, η).

We have already determined the sides of the unitarity triangle in Eqs. (44) and (67), through two
CP-conserving observables: |Vub/Vcb| and B0

d,s mixing. This gives the circular rings shown in Fig. 6,
centered at the vertices (0, 0) and (1, 0). Their overlap at η 6= 0 establishes that CP is violated (assuming
unitarity). More direct constraints on the parameter η can be obtained from CP-violating observables,
which provide sensitivity to the angles of the unitarity triangle (α+ β + γ = π):

α ≡ arg

[
− VtdV

∗
tb

VudV
∗
ub

]
, β ≡ arg

[
−VcdV

∗
cb

VtdV
∗
tb

]
, γ ≡ arg

[
−VudV

∗
ub

VcdV
∗
cb

]
. (72)
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Fig. 6: Experimental constraints on the SM unitarity triangle [111]. (Copyright CKMfitter group, reused with
permission.)

6.1 Indirect and direct CP violation in the kaon system
Any observable CP-violation effect is generated by the interference between different amplitudes con-
tributing to the same physical transition. This interference can occur either through meson-antimeson
mixing or via final-state interactions, or by a combination of both effects.

The flavour-specific decays K0 → π−`+ν` and K̄0 → π+`−ν̄` provide a way to measure the
departure of the K0–K̄0 mixing parameter |p/q| from unity. In the SM, the decay amplitudes satisfy
|A(K̄0 → π+`−ν̄`)| = |A(K0 → π−`+ν`)|; therefore (` = e, µ),

AL ≡
Γ(KL → π−`+ν`)− Γ(KL → π+`−ν̄`)

Γ(KL → π−`+ν`) + Γ(KL → π+`−ν̄`)
=
|p|2 − |q|2

|p|2 + |q|2
=

2 Re (ε̄K)

(1 + |ε̄K |2)
. (73)

The experimental measurement [9], AL = (3.32± 0.06) · 10−3, implies

Re (ε̄K) = (1.66± 0.03) · 10−3 , (74)

which establishes the presence of indirect CP violation generated by the mixing amplitude.

If the flavour of the decaying meson P is known, any observed difference between the decay rate
Γ(P → f) and its CP conjugate Γ(P̄ → f̄) would indicate that CP is directly violated in the decay
amplitude. One could study, for instance, CP asymmetries in decays such as K± → π±π0 where the
pion charges identify the kaon flavour; however, no positive signals have been found in charged kaon
decays. Since at least two interfering contributions are needed, let us write the decay amplitudes as

A[P → f ] = M1 e
iφ1 eiδ1 + M2 e

iφ2 eiδ2 , A[P̄ → f̄ ] = M1 e
−iφ1eiδ1 + M2 e

−iφ2eiδ2 , (75)

where φi denote weak phases, δi strong final-state interaction phases and Mi the moduli of the matrix
elements. Notice that the weak phase gets reversed under CP , while the strong one remains of course
invariant. The rate asymmetry is given by

ACPP→f ≡
Γ[P → f ]− Γ[P̄ → f̄ ]

Γ[P → f ] + Γ[P̄ → f̄ ]
=

−2M1M2 sin (φ1 − φ2) sin (δ1 − δ2)

|M1|2 + |M2|2 + 2M1M2 cos (φ1 − φ2) cos (δ1 − δ2)
. (76)

Thus, to generate a direct CP asymmetry one needs: 1) at least two interfering amplitudes, which
should be of comparable size in order to get a sizeable asymmetry; 2) two different weak phases
[sin (φ1 − φ2) 6= 0], and 3) two different strong phases [sin (δ1 − δ2) 6= 0].
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Fig. 7: ∆S = 1 penguin diagrams.

Direct CP violation has been searched for in decays of neutral kaons, where K0–K̄0 mixing is
also involved. Thus, both direct and indirect CP violation need to be taken into account simultaneously.
A CP-violation signal is provided by the ratios:

η+− ≡
A(KL → π+π−)

A(KS → π+π−)
= εK + ε′K , η00 ≡

A(KL → π0π0)

A(KS → π0π0)
= εK − 2ε′K . (77)

The dominant effect from CP violation in K0–K̄0 mixing is contained in εK , while ε′K accounts for
direct CP violation in the decay amplitudes [42]:

εK = ε̄K + iξ0 , ε′K =
i√
2
ω (ξ2 − ξ0) , ω ≡ Re (A2)

Re (A0)
ei(δ2−δ0) , ξI ≡

Im (AI)

Re (AI)
. (78)

AI are the transition amplitudes into two pions with isospin I = 0, 2 (these are the only two values
allowed by Bose symmetry for the final 2π state) and δI their corresponding strong phase shifts. Although
ε′K is strongly suppressed by the small ratio |ω| ≈ 1/22, a non-zero value has been established through
very accurate measurements, demonstrating the existence of direct CP violation in K decays [112–115]:

Re
(
ε′K/εK

)
=

1

3

(
1−

∣∣∣∣∣
η
00

η
+−

∣∣∣∣∣

)
= (16.6± 2.3) · 10−4 . (79)

In the SM the necessary weak phases are generated through the gluonic and electroweak penguin di-
agrams shown in Fig. 7, involving virtual up-type quarks of the three generations in the loop. These
short-distance contributions are known to NLO in the strong coupling [116, 117]. However, the the-
oretical prediction involves a delicate balance between the two isospin amplitudes and is sensitive
to long-distance and isospin-violating effects. Using chiral perturbation theory techniques, one finds
Re
(
ε′K/εK

)
= (14± 5) · 10−4 [118–122], in agreement with Eq. (79) but with a large uncertainty.5

Since Re
(
ε′K/εK

)
� 1, the ratios η

+− and η
00

provide a measurement of εK = |εK | eiφε [9]:

|εK | =
1

3

(
2|η

+− |+ |η00 |
)

= (2.228± 0.011) · 10−3, φε = (43.52± 0.05)◦ , (80)

in perfect agreement with the semileptonic asymmetry AL. In the SM εK receives short-distance contri-
butions from box diagrams involving virtual top and charm quarks, which are proportional to

εK ∝
∑

i,j=c,t

ηij Im
[
VidV

∗
isVjdV

∗
js

]
S(ri, rj) ∝ A2λ6η̄

{
ηttA

2λ4(1− ρ̄) + Pc

}
. (81)

The first term shows the CKM dependence of the dominant top contribution, Pc accounts for the charm
corrections [124] and the short-distance QCD corrections ηij are known to NLO [107, 108, 125]. The

measured value of |εK | determines an hyperbolic constraint in the (ρ̄, η̄) plane, shown in Fig. 6, taking
into account the theoretical uncertainty in the hadronic matrix element of the ∆S = 2 operator [39].

5A very recent lattice calculation gives Re
(
ε
′
K/εK

)
= (22 ± 8) · 10

−4 [123], with an even larger error. However, this
result does not include yet important isospin-breaking corrections that are known to be negative [122].
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6.2 CP asymmetries in B decays
The semileptonic decays B0

q → X−`+ν` and B̄0
q → X+`−ν̄` (q = d, s) provide the most direct way

to measure the amount of CP violation in the B0–B̄0 mixing matrix, through

aqsl ≡
Γ(B̄0

q → X−`+ν`)− Γ(B0
q → X+`−ν̄`)

Γ(B̄0
q → X−`+ν`) + Γ(B0

q → X+`−ν̄`)
=
|p|4 − |q|4

|p|4 + |q|4
≈ 4 Re (ε̄

B
0
q
)

≈ |Γ12|
|M12|

sinφq ≈
|∆Γ

B
0
q
|

|∆M
B

0
q
| tanφq . (82)

This asymmetry is expected to be tiny because |Γ12/M12| ∼ m2
b/m

2
t � 1. Moreover, there is an

additional GIM suppression in the relative mixing phase φq ≡ arg (−M12/Γ12) ∼ (m2
c − m2

u)/m2
b ,

implying a value of |q/p| very close to 1. Therefore, aqsl could be very sensitive to new sources of CP
violation beyond the SM, contributing to φq. The present measurements give [9, 46]

Re(ε̄
B

0
d
) = (−0.5± 0.4) · 10−3 , Re(ε̄

B
0
s
) = (−0.15± 0.70) · 10−3 . (83)

The large B0–B̄0 mixing provides a different way to generate the required CP-violating interfer-
ence. There are quite a few nonleptonic final states which are reachable both from a B0 and a B̄0. For
these flavour non-specific decays theB0 (or B̄0) can decay directly to the given final state f , or do it after
the meson has been changed to its antiparticle via the mixing process; i.e., there are two different ampli-
tudes, A(B0 → f) and A(B0 → B̄0 → f), corresponding to two possible decay paths. CP-violating
effects can then result from the interference of these two contributions.

The time-dependent decay probabilities for the decay of a neutral B meson created at the time
t0 = 0 as a pure B0 (B̄0) into the final state f (f̄ ≡ CP f ) are:

Γ[B0(t)→ f ] ∝ 1

2
e
−Γ

B
0 t
(
|Af |2 + |Āf |2

) {
1 + Cf cos (∆M

B
0t)− Sf sin (∆M

B
0t)
}
,

Γ[B̄0(t)→ f̄ ] ∝ 1

2
e
−Γ

B
0 t
(
|Āf̄ |2 + |Af̄ |2

) {
1− Cf̄ cos (∆M

B
0t) + Sf̄ sin (∆M

B
0t)
}
, (84)

where the tiny ∆Γ
B

0 corrections have been neglected and we have introduced the notation

Af ≡ A[B0 → f ] , Āf ≡ −A[B̄0 → f ] , ρ̄f ≡ Āf/Af ,

Af̄ ≡ A[B0 → f̄ ] , Āf̄ ≡ −A[B̄0 → f̄ ] , ρf̄ ≡ Af̄/Āf̄ , (85)

Cf ≡
1− |ρ̄f |2

1 + |ρ̄f |2
, Sf ≡

2 Im
(
q
p ρ̄f

)

1 + |ρ̄f |2
, Cf̄ ≡ −

1− |ρf̄ |2

1 + |ρf̄ |2
, Sf̄ ≡

−2 Im
(
p
q ρf̄

)

1 + |ρf̄ |2
.

CP invariance demands the probabilities of CP-conjugate processes to be identical. Thus, CP
conservation requires Af = Āf̄ , Af̄ = Āf , ρ̄f = ρf̄ and Im( qp ρ̄f ) = Im(pq ρf̄ ), i.e., Cf = −Cf̄ and
Sf = −Sf̄ . Violation of any of the first three equalities would be a signal of direct CP violation. The
fourth equality tests CP violation generated by the interference of the direct decay B0 → f and the
mixing-induced decay B0 → B̄0 → f .

For B0 mesons
q

p

∣∣∣∣
B

0
q

≈
√
M∗12

M12
≈ V∗tbVtq

VtbV
∗
tq

≡ e−2iφ
M
q , (86)
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where φMd = β + O(λ4) and φMs = −βs + O(λ6). The angle β is defined in Eq. (72), while βs ≡
arg
[
−
(
VtsV

∗
tb

)
/
(
VcsV

∗
cb

)]
= λ2η +O(λ4) is the equivalent angle in the B0

s unitarity triangle, which
is predicted to be tiny. Therefore, the mixing ratio q/p is given by a known weak phase.

An obvious example of final states f which can be reached both from the B0 and the B̄0 are CP
eigenstates; i.e., states such that f̄ = ζff (ζf = ±1). In this case, Af̄ = ζfAf , Āf̄ = ζf Āf , ρf̄ = 1/ρ̄f ,
Cf̄ = Cf and Sf̄ = Sf . A non-zero value of Cf or Sf signals then CP violation. The ratios ρ̄f and ρf̄
depend in general on the underlying strong dynamics. However, for CP self-conjugate final states, all
dependence on the strong interaction disappears if only one weak amplitude contributes to the B0 → f

and B̄0 → f transitions [126, 127]. In this case, we can write the decay amplitude as Af = Meiφ
D

eiδs ,
with M = M∗ and φD and δs weak and strong phases. The ratios ρ̄f and ρf̄ are then given by

ρf̄ = ρ̄∗f = ζf e
2iφ

D

. (87)

The modulus M and the unwanted strong phase cancel out completely from these two ratios; ρf̄ and
ρ̄f simplify to a single weak phase, associated with the underlying weak quark transition. Since |ρf̄ | =
|ρ̄f | = 1, the time-dependent decay probabilities become much simpler. In particular, Cf = 0 and there
is no longer any dependence on cos (∆M

B
0t). Moreover, the coefficients of the sinusoidal terms are then

fully known in terms of CKM mixing angles only: Sf = Sf̄ = −ζf sin [2(φMq + φD)] ≡ −ζf sin (2Φ).
In this ideal case, the time-dependent CP-violating decay asymmetry

ACP
B̄

0→f̄ ≡
Γ[B̄0(t)→ f̄ ]− Γ[B0(t)→ f ]

Γ[B̄0(t)→ f̄ ] + Γ[B0(t)→ f ]
= −ζf sin (2Φ) sin (∆M

B
0t) (88)

provides a direct and clean measurement of the CKM parameters [128].

When several decay amplitudes with different phases contribute, |ρ̄f | 6= 1 and the interference
term will depend both on CKM parameters and on the strong dynamics embodied in ρ̄f . The leading
contributions to b̄→ q̄′q′q̄ are either the tree-levelW exchange or penguin topologies generated by gluon
(γ, Z) exchange. Although of higher order in the strong (electroweak) coupling, penguin amplitudes are
logarithmically enhanced by the virtual W loop and are potentially competitive. Table 3 contains the
CKM factors associated with the two topologies for different B decay modes into CP eigenstates.

Table 3: CKM factors and relevant angle Φ for some B decays into CP eigenstates.

Decay Tree-level CKM Penguin CKM Exclusive channels Φ

b̄→ c̄cs̄ Aλ2 −Aλ2 B0
d → J/ψKS , J/ψKL β

B0
s → D+

s D
−
s , J/ψ φ −βs

b̄→ s̄ss̄ −Aλ2 B0
d → KSφ,KLφ β

B0
s → φφ −βs

b̄→ d̄ds̄ −Aλ2 B0
s → KSKS ,KLKL −βs

b̄→ c̄cd̄ −Aλ3 Aλ3(1− ρ− iη) B0
d → D+D−, J/ψ π0 ≈ β

B0
s → J/ψKS , J/ψKL ≈ −βs

b̄→ ūud̄ Aλ3(ρ+ iη) Aλ3(1− ρ− iη) B0
d → π+π−, ρ0π0, ωπ0 ≈ β + γ

B0
s → ρ0KS,L, ωKS,L, π

0KS,L 6= γ − βs
b̄→ s̄sd̄ Aλ3(1− ρ− iη) B0

d → KSKS ,KLKL, φπ
0 0

B0
s → KSφ,KLφ −β − βs

The gold-plated decay mode is B0
d → J/ψKS . In addition of having a clean experimental sig-

nature, the two topologies have the same (zero) weak phase. The CP asymmetry provides then a clean
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Fig. 8: Time-dependent asymmetries for CP-odd (B0
d → J/ψKS , B0

d → ψ′KS , B0
d → χc1KS ; ζf = −1; left)

and CP-even (B0
d → J/ψKL; ζf = +1; right) final states, measured by Belle [129].

measurement of the mixing angle β, without strong-interaction uncertainties. Fig. 8 shows the Belle
measurement [129] of time-dependent b̄→ cc̄s̄ asymmetries for CP-odd (B0

d → J/ψKS , B0
d → ψ′KS ,

B0
d → χc1KS) and CP-even (B0

d → J/ψKL) final states. A very nice oscillation is manifest, with
opposite signs for the two different choices of ζf = ±1. Including the information obtained from other
b̄→ cc̄s̄ decays, one gets the world average [46]:

sin (2β) = 0.699± 0.017 . (89)

Fitting an additional cos (∆M
B

0t) term in the measured asymmetries results in Cf = −0.005 ±
0.015 [46], confirming the expected null result. An independent measurement of sin 2β can be ob-
tained from b̄ → ss̄s̄ and b̄ → dd̄s̄ decays, which only receive penguin contributions and, there-
fore, could be more sensitive to new-physics corrections in the loop diagram. These modes give
sin (2β) = 0.648± 0.038 [46], in good agreement with (89).

Eq. (89) determines the angle β up to a four-fold ambiguity: β, π2 − β, π + β and 3π
2 − β. The

solution β = (22.2 ± 0.7)◦ is in remarkable agreement with the other phenomenological constraints on
the unitarity triangle in Fig. 6. The ambiguity has been resolved through a time-dependent analysis of the
Dalitz plot distribution in B0

d → D(∗)h0 decays (h0 = π0, η, ω), showing that cos (2β) = 0.91 ± 0.25
and β = (22.5 ± 4.6)◦ [130]. This proves that cos (2β) is positive with a 3.7σ significance, while the
multifold solution π

2 − β = (67.8± 0.7)◦ is excluded at the 7.3σ level.

A determination of β + γ = π − α can be obtained from b̄ → ūud̄ decays, such as B0
d → ππ

or B0
d → ρρ. However, the penguin contamination that carries a different weak phase can be sizeable.

The time-dependent asymmetry in B0
d → π+π− shows indeed a non-zero value for the cos (∆M

B
0t)

term, Cf = −0.32 ± 0.04 [46], providing evidence of direct CP violation and indicating the presence
of an additional decay amplitude; therefore, Sf = −0.63 ± 0.04 6= sin 2α. One could still extract use-
ful information on α (up to 16 mirror solutions), using the isospin relations among the B0

d → π+π−,
B0
d → π0π0 and B+ → π+π0 amplitudes and their CP conjugates [131]; however, only a loose con-

straint is obtained, given the limited experimental precision on B0
d → π0π0. Much stronger constraints

are obtained from B0
d → ρ+ρ−, ρ0ρ0 because one can use the additional polarization information of two

vectors in the final state to resolve the different contributions and, moreover, the small branching fraction
Br(B0

d → ρ0ρ0) = (9.6 ± 1.5) · 10−7 [9] implies a very small penguin contribution. Additional infor-
mation can be obtained from B0

d , B̄
0
d → ρ±π∓, a±1 π

∓, although the final states are not CP eigenstates.
Combining all pieces of information results in [46]

α = (84.9 + 5.1
− 4.5)◦ . (90)
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and φcc̄ss , extracted from b̄ → c̄cs̄ CP asymmetries of B0
s mesons [46]. The

vertical black line shows the SM prediction [135–137].

The angle γ cannot be determined in b̄ → uūd̄ decays such as B0
s → ρ0KS because the colour

factors in the hadronic matrix element enhance the penguin amplitude with respect to the tree-level
contribution. Instead, γ can be measured through the tree-level decays B → D(∗)K(∗) (b̄ → ūcs̄) and
B → D̄(∗)K(∗) (b̄→ c̄us̄), using final states accessible in both D(∗)0 and D̄(∗)0 decays and playing with
the interference of both amplitudes [132–134]. The sensitivity can be optimized with Dalitz-plot analyses
of the D0, D̄0 decay products. The extensive experimental studies performed so far result in [46]

γ = (71.1 + 4.6
− 5.3)◦ . (91)

Another ambiguous solution with γ ↔ γ + π also exists.

Mixing-induced CP violation has been also searched for in the decays of B0
s and B̄0

s mesons
into J/ψ φ, ψ(2S)φ, J/ψK+K−, J/ψ π+π− and D+

s D
−
s . From the corresponding time-dependent CP

asymmetries,6 one extracts correlated constraints on ∆Γs and the weak phase φcc̄ss ≡ 2Φcc̄s
s ≈ 2φMs ≈

−2βs in Eq. (88), which are shown in Fig. 9. They lead to [46]

βs = (0.60± 0.89)◦ , (92)

in good agreement with the SM prediction βs ≈ ηλ2 ≈ 1◦.

6.3 Global fit of the unitarity triangle
The CKM parameters can be more accurately determined through a global fit to all available measure-
ments, imposing the unitarity constraints and taking properly into account the theoretical uncertainties.
The global fit shown in Fig. 6 uses frequentist statistics and gives [111]

λ = 0.22484 + 0.00025
− 0.00006 , A = 0.824 + 0.006

− 0.015 , ρ̄ = 0.157 + 0.010
− 0.006 , η̄ = 0.350 + 0.008

− 0.007 .
(93)

This implies J = (3.06 + 0.07
− 0.08)·10−5, α = (91.7 + 1.7

− 1.1)◦, β = (22.6 + 0.5
− 0.4)◦ and γ = (65.8 + 0.9

− 1.3)◦. Similar
results are obtained by the UTfit group [138], using instead a Bayesian approach and a slightly different
treatment of theoretical uncertainties.

6The ∆Γ
B

0
s

corrections to Eq. (84) must be taken into account at the current level of precision.
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6.4 Direct CP violation inB decays
The big data samples accumulated at the B factories and the collider experiments have established the
presence of direct CP violation in several decays of B mesons. The most significative signals are [9,46]

ACP
B̄

0
d→K−π+ = −0.083± 0.004 , ACP

B̄
0
d→K̄∗0η

= 0.19± 0.05 , ACP
B̄

0
d→K∗−π+ = −0.27± 0.04 ,

C
B

0
d→π+

π
− = −0.32± 0.04 , γ

B→D(∗)
K

(∗) = (71.1 + 4.6
− 5.3)◦ , ACP

B̄
0
s→K+

π
− = 0.221± 0.015 ,

ACP
B
−→K−ρ0 = 0.37± 0.10 , ACP

B
−→K−η = −0.37± 0.08 , ACP

B
−→π−π+

π
− = 0.057± 0.013 ,

ACP
B
−→K−K+

K
− = −0.033± 0.008 , ACP

B
−→K−K+

π
− = −0.122± 0.021 .

ACP
B
−→K−f2(1270)

= −0.68 + 0.19
− 0.17 , ACP

B
−→π−f2(1270)

= 0.40± 0.06 , (94)

Another prominent observation of direct CP violation has been done recently in charm decays [139]:

Adirect CP
D

0→K−K+ −Adirect CP
D

0→π−π+ = (−15.7± 2.9) · 10−4 , (95)

where the small contribution from D0–D̄0 mixing has been subtracted, using the measured difference
of reconstructed mean decay times of the two modes. Unfortunately, owing to the unavoidable presence
of strong phases, a real theoretical understanding of the corresponding SM predictions is still lacking.
Progress in this direction is needed to perform meaningful tests of the CKM mechanism of CP violation
and pin down any possible effects from new physics beyond the SM framework.

7 Rare decays
Complementary and very valuable information can be obtained from rare decays that in the SM are
strongly suppressed by the GIM mechanism. These processes are then sensitive to new-physics contribu-
tions with a different flavour structure. Well-known examples are the K̄0 → µ+µ− decay modes [9,140],

Br(KL → µ+µ−) = (6.84± 0.11) · 10−9 , Br(KS → µ+µ−) < 2.1 · 10−10 (90% CL) ,
(96)

which tightly constrain any hypothetical flavour-changing (s→ d) tree-level coupling of the Z boson. In
the SM, these decays receive short-distance contributions from the penguin and box diagrams displayed
in Fig. 10. Owing to the unitarity of the CKM matrix, the resulting amplitude vanishes for equal up-type
quark masses, which entails a heavy suppression:

M ∝
∑

i=u,c,t

VisV
∗
id F (m2

i /M
2
W ) = VcsV

∗
cd F̃ (m2

c/M
2
W ) + VtsV

∗
td F̃ (m2

t /M
2
W ) , (97)

where F (x) is a loop function and F̃ (x) ≡ F (x) − F (0). In addition to the loop factor g4/(16π2),
the charm contribution carries a mass suppression λm2

c/M
2
W , while the top term is proportional to

λ5A2(1 − ρ + iη)m2
t /M

2
W . The large top mass compensates the strong Cabibbo suppression so that

the top contribution is finally larger than the charm one. However, the total short-distance contribution to
the KL decay, Br(KL → µ+µ−)sd = (0.79± 0.12) · 10−9 [124, 141], is nearly one order of magnitude
below the experimental measurement (96), while Br(KS → µ+µ−)sd ≈ 1.7 · 10−13 [42].

The decays KL → µ+µ− and KS → µ+µ− are actually dominated by long-distance contribu-
tions, through KL → π0, η, η′ → γγ → µ+µ− and KS → π+π− → γγ → µ+µ−. The absorptive
component from two on-shell intermediate photons nearly saturates the measured Br(KL → µ+µ−)
[142], while the KS decay rate is predicted to be Br(KS → µ+µ−) = 5.1 · 10−12 [42, 143]. These
decays can be rigorously analised with chiral perturbation theory techniques [42], but the strong sup-
pression of their short-distance contributions does not make possible to extract useful information on the
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Fig. 10: Short-distance penguin (left) and box (right) SM contributions to K̄0 → µ+µ−.

CKM parameters. Nevertheless, it is possible to predict the longitudinal polarization PL of either muon
in the KL decay, a CP-violating observable which in the SM is dominated by indirect CP violation from
K0–K̄0 mixing: |PL| = (2.6± 0.4) · 10−3 [143].

Other interesting kaon decay modes such as K0 → γγ, K → πγγ and K → π`+`− are also
governed by long-distance physics [42, 144]. Of particular interest is the decay KL → π0e+e−, since it
is sensitive to new sources of CP violation. At lowest order in α the decay proceeds throughK0

2 → π0γ∗

that violates CP , while the CP-conserving contribution through K0
L → π0γ∗γ∗ is suppressed by an

additional power of α and it is found to be below 10−12 [42]. The KL → π0e+e− transition is then
dominated by the O(α) CP-violating contributions [144], both from K0–K̄0 mixing and direct CP
violation. The estimated rate Br(KL → π0e+e−) = (3.1 ± 0.9) · 10−11 [42, 145, 146] is only a factor
ten smaller than the present (90% CL) upper bound of 2.8 · 10−10 [147] and should be reachable in the
near future.

The decays K± → π±νν̄ and KL → π0νν̄ provide a more direct access to CKM information
because long-distance effects play a negligible role. The decay amplitudes are dominated by Z-penguin
and W -box loop diagrams of the type shown in Fig. 10 (replacing the final muons by neutrinos), and
are proportional to the hadronic Kπ matrix element of the ∆S = 1 vector current, which (assuming
isospin symmetry) is extracted from K → π`ν` decays. The small long-distance and isospin-violating
corrections can be estimated with chiral perturbation theory. The neutral decay is CP violating and
proceeds almost entirely through direct CP violation (via interference with mixing). Taking the CKM
inputs from other observables, the predicted SM rates are [148–150]:

Br(K+ → π+νν̄)th = (8.5± 0.6) · 10−11 , Br(KL → π0νν̄)th = (2.9± 0.3) · 10−11 . (98)

The uncertainties are largely parametrical, due to CKM input, the charm and top masses and αs(MZ).
On the experimental side, the current upper bounds on the charged [151] and neutral [152] modes are

Br(K+ → π+νν̄) < 1.85 · 10−10 , Br(KL → π0νν̄) < 3.0 · 10−9 (90% CL). (99)

The ongoing CERN NA62 experiment aims to reach O(100) K+ → π+νν̄ events (assuming SM rates),
while increased sensitivities on the KL → π0νν̄ mode are expected to be achieved by the KOTO ex-
periment at J-PARC. These experiments will start to seriously probe the new-physics potential of these
decays.

The inclusive decay B̄ → Xsγ provides another powerful test of the SM flavour structure at the
quantum loop level. It proceeds through a b → sγ penguin diagram with an on-shell photon. The
present experimental world average, Br(B̄ → Xsγ)Eγ≥1.6 GeV = (3.32± 0.15) · 10−4 [46], agrees very

well with the SM theoretical prediction, Br(B̄ → Xsγ)th
Eγ≥1.6 GeV = (3.40 ± 0.17) · 10−4 [153–155],

obtained at the next-to-next-to-leading order.

The LHC experiments have recently reached the SM sensitivity for the B0
d and B0

s decays into
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µ+µ− pairs [156–158]. The current world averages [9],7

Br(B0
d → µ+µ−) = (1.4 + 1.6

− 1.4) · 10−10 , Br(B0
s → µ+µ−) = (3.0± 0.4) · 10−9 , (100)

agree with the SM predictions Br(B0
d → µ+µ−) = (1.06 ± 0.09) · 10−10 and Br(B0

s → µ+µ−) =

(3.65 ± 0.23) · 10−9 [160]. Other interesting FCNC decays with B mesons are B̄ → K(∗)l+l− and
B̄ → K(∗)νν̄ [86].

8 Flavour constraints on new physics
The CKM matrix provides a very successful description of flavour phenomena, as it is clearly exhibited
in the unitarity test of Fig. 6, showing how very different observables converge into a single choice of
CKM parameters. This is a quite robust and impressive result. One can perform separate tests with
different subsets of measurements, according to their CP-conserving or CP-violating nature, or splitting
them into tree-level and loop-induced processes. In all cases, one finally gets a closed triangle and similar
values for the fitted CKM entries [111, 138]. However, the SM mechanism of flavour mixing and CP
violation is conceptually quite unsatisfactory because it does not provide any dynamical understanding
of the numerical values of fermion masses, and mixings. We completely ignore the reasons why the
fermion spectrum contains such a hierarchy of different masses, spanning many orders of magnitude,
and which fundamental dynamics is behind the existence of three flavour generations and their observed
mixing structure.

The phenomenological success of the SM puts severe constraints on possible scenarios of new
physics. The absence of any clear signals of new phenomena in the LHC searches is pushing the hy-
pothetical new-physics scale at higher energies, above the TeV. The low-energy implications of new
dynamics beyond the SM can then be analysed in terms of an effective Lagrangian, containing only the
known SM fields:

Leff = LSM +
∑

d>4

∑

k

c
(d)
k

Λd−4
NP

O
(d)
k . (101)

The effective Lagrangian is organised as an expansion in terms of dimension-d operators O(d)
k , invariant

under the SM gauge group, suppressed by the corresponding powers of the new-physics scale ΛNP. The
dimensionless couplings c(d)

k encode information on the underlying dynamics. The lowest-order term in
this dimensional expansion is the SM Lagrangian that contains all allowed operators of dimension 4.

At low energies, the terms with lower dimensions dominate the physical transition amplitudes.
There is only one operator with d = 5 (up to Hermitian conjugation and flavour assignments), which
violates lepton number by two units and is then related with the possible existence of neutrino Majo-
rana masses [161]. Taking mν

>∼ 0.05 eV, one estimates a very large lepton-number-violating scale
ΛNP/c

(5) <∼ 1015 GeV [17]. Assuming lepton-number conservation, the first signals of new phenomena
should be associated with d = 6 operators.

One can easily analyse the possible impact of ∆F = 2 (F = S,C,B) four-quark operators
(d = 6), such as the SM left-left operator in Eq. (65) that induces a ∆B = 2 transition. Since the SM box
diagram provides an excellent description of the data, hypothetical new-physics contributions can only be
tolerated within the current uncertainties, which puts stringent upper bounds on the corresponding Wilson
coefficients c̃k ≡ c

(6)
k /Λ2

NP. For instance, ∆M
B

0
d

and SJ/ψKS imply that the real (CP-conserving) and

imaginary (CP-violating) parts of c̃k must be below 10−6 TeV−2 for a (b̄Lγ
µdL)2 operator, and nearly

one order of magnitude smaller (10−7) for (b̄RdL)(b̄LdR) [162]. Stronger bounds are obtained in the
kaon system from ∆M

K
0 and εK . For the (s̄Lγ

µdL)2 operator the real (imaginary) coefficient must be
below 10−6 (3 · 10−9), while the corresponding bounds for (s̄RdL)(s̄LdR) are 7 · 10−9 (3 · 10−11), in the

7
Br is the time-integrated branching ratio, which for B0

s is slightly affected by the sizeable value of ∆Γs [159].

26

A. PICH

120



same TeV−2 units [162]. Taking the coefficients c(6)
k ∼ O(1), this would imply ΛNP > 3 · 103 TeV for

B0
d and ΛNP > 3 · 105 TeV for K0. Therefore, two relevant messages emerge from the data:

1. A generic flavour structure with coefficients c(6)
k ∼ O(1) is completely ruled out at the TeV scale.

2. New flavour-changing physics at ΛNP ∼ 1 TeV could only be possible if the corresponding Wilson
coefficients c(6)

k inherit the strong SM suppressions generated by the GIM mechanism.

The last requirement can be satisfied by assuming that the up and down Yukawa matrices are the
only sources of quark-flavour symmetry breaking (minimal flavour violation) [163–165]. In the absence
of Yukawa interactions, the SM Lagrangian has a G ≡ U(3)LL ⊗U(3)QL ⊗U(3)`R ⊗U(3)uR ⊗U(3)dR
global flavour symmetry, because one can rotate arbitrarily in the 3-generation space each one of the
five SM fermion components in Eq. (2). The Yukawa matrices are the only explicit breakings of this
large symmetry group. Assuming that the new physics does not introduce any additional breakings of
the flavour symmetry G (beyond insertions of Yukawa matrices), one can easily comply with the flavour
bounds. Otherwise, flavour data provide very strong constraints on models with additional sources of
flavour symmetry breaking and probe physics at energy scales not directly accessible at accelerators.

The subtle SM cancellations suppressing FCNC transitions could be easily destroyed in the pres-
ence of new physics contributions. To better appreciate the non-generic nature of the flavour structure, let
us analyse the simplest extension of the SM scalar sector with a second Higgs doublet, which increases
the number of quark Yukawas:

LY = −
2∑

a=1

{
Q̄′L Y(a)′

d φa d
′
R + Q̄′L Y(a)′

u φca u
′
R + L̄′L Y(a)′

` φa `
′
R

}
+ h.c. , (102)

where φTa = (φ(+)
a , φ(0)

a ) are the two scalar doublets, φca their C-conjugate fields, and Q′L and L′L the
left-handed quark and lepton doublets, respectively. All fermion fields are written as three-dimensional
flavour vectors andY(a)′

f are 3×3 complex matrices in flavour space. With an appropriate scalar potential,

the neutral components of the scalar doublets acquire vacuum expectation values 〈0|φ(0)
a |0〉 = va eiθa . It

is convenient to make a U(2) transformation in the space of scalar fields, (φ1, φ2) → (Φ1,Φ2), so that
only the first doublet has a non-zero vacuum expectation value v = (v2

1 +v2
2)1/2. Φ1 plays then the same

role as the SM Higgs doublet, while Φ2 does not participate in the electroweak symmetry breaking. In
this scalar basis the Yukawa interactions become more transparent:

2∑

a=1

Y(a)′

d,` φa =

2∑

a=1

Y
(a)′

d,` Φa ,

2∑

a=1

Y(a)′
u φca =

2∑

a=1

Y (a)′
u Φc

a . (103)

The fermion masses originate from the Φ1 couplings, because Φ1 is the only field acquiring a vacuum
expectation value:

M ′f = Y
(1)′

f

v√
2
. (104)

The diagonalization of these fermion mass matrices proceeds in exactly the same way as in the SM,
and defines the fermion mass eigenstates di, ui, `i, with diagonal mass matrices Mf , as described in
Section 2. However, in general, one cannot diagonalize simultaneously all Yukawa matrices, i.e., in the
fermion mass-eigenstate basis the matrices Y (2)

f remain non-diagonal, giving rise to dangerous flavour-
changing transitions mediated by neutral scalars. The appearance of FCNC interactions represents a
major phenomenological shortcoming, given the very strong experimental bounds on this type of phe-
nomena.

To avoid this disaster, one needs to implement ad-hoc dynamical restrictions to guarantee the
suppression of FCNC couplings at the required level. Unless the Yukawa couplings are very small or
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the scalar bosons very heavy, a specific flavour structure is required by the data. The unwanted non-
diagonal neutral couplings can be eliminated requiring the alignment in flavour space of the Yukawa
matrices [166]:

Y
(2)
d,` = ςd,` Y

(1)
d,` =

√
2

v
ςd,`Md,` , Y (2)

u = ς∗u Y
(1)
u =

√
2

v
ς∗uMu , (105)

with ςf arbitrary complex proportionality parameters.8

Flavour alignment constitutes a very simple implementation of minimal flavour violation. It results
in a very specific dynamical structure, with all fermion-scalar interactions being proportional to the
corresponding fermion masses. The Yukawas are fully characterized by the three complex alignment
parameters ςf , which introduce new sources of CP violation. The aligned two-Higgs doublet model
Lagrangian satisfies the flavour constraints [168–178], and leads to a rich collider phenomenology with
five physical scalar bosons [179–186]: h, H , A and H±.

9 Flavour anomalies
The experimental data exhibit a few deviations from the SM predictions [187]. For instance, Table 2
shows a 2.6σ violation of lepton universality in |gτ/gµ| at the 1% level, from W → `ν decays, that is
difficult to reconcile with the precise 0.15% limits extracted from virtual W± transitions, shown also in
the same table. In fact, it has been demonstrated that it is not possible to accommodate this deviation
from universality with an effective Lagrangian and, therefore, such a signal could only be explained
by the introduction of new light degrees of freedom that so far remain undetected [188]. Thus, the
most plausible explanation is a small problem (statistical fluctuation or underestimated systematics) in
the LEP-2 measurements that will remain unresolved until more precise high-statistics W → `ν data
samples become available.

Some years ago BaBar reported a non-zero CP asymmetry in τ± → π±KSν decays at the level
of 3.6 · 10−3 [189], the same size than the SM expectation from K0–K̄0 mixing [190, 191] but with
the opposite sign, which represents a 2.8σ anomaly. So far, Belle has only reached a null result with
a smaller 10−2 sensitivity and, therefore, has not been able to either confirm or refute the asymmetry.
Nevertheless, on very general grounds, it has been shown that the BaBar signal is incompatible with
other sets of data (K0 and D0 mixing, neutron electric dipole moment) [192].

Another small flavour anomaly was triggered by the unexpected large value of Br(B− → τ−ν̄),
found in 2006 by Belle [193] and later confirmed by BaBar [96], which implied values of |Vub| higher
than the ones measured in semileptonic decays or extracted from global CKM fits. While the BaBar
results remain unchanged, the reanalysis of the full Belle data sample resulted in a sizeable ∼ 40%
reduction of the measured central value [97], eliminating the discrepancy with the SM but leaving a
pending disagreement with the BaBar results.

In the last few years a series of anomalies have emerged in b→ cτν and b→ sµ+µ− transitions.
Given the difficulty of the experimental analyses, the results should be taken with some caution and
further studies with larger data sets are still necessary. Nevertheless, these anomalies exhibit a quite
consistent pattern that makes them intriguing.

9.1 b → cτν decays
In 2012 the BaBar collaboration [194] observed an excess in B → D(∗)τντ decays with respect to
the SM predictions [195], indicating a violation of lepton-flavour universality at the 30% level. The

8Actually, since one only needs that Y (1)
′

f and Y (2)
′

f can be simultaneously diagonalized, in full generality the factors ςf
could be 3-dimensional diagonal matrices in the fermion mass-eigenstate basis (generalized alignment) [167]. The fashionable
models of types I, II, X and Y, usually considered in the literature, are particular cases of the flavour-aligned Lagrangian with
all ςf parameters real and fixed in terms of tanβ = v2/v1 [166].
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measured observables are the ratios

R(D) ≡ Br(B → Dτν)

Br(B → D`ν)
, R(D∗) ≡ Br(B → D∗τν)

Br(B → D∗`ν)
, (106)

with ` = e, µ, where many sources of experimental and theoretical errors cancel. The effect has been
later confirmed by LHCb [196] (D∗ mode only) and Belle [197] (Fig. 11). Although the results of
the last two experiments are slightly closer to the SM expected values, R(D) = 0.302 ± 0.004 and
R(D∗) = 0.258 + 0.006

− 0.005 [55, 58, 198–202], the resulting world averages [46]

R(D) = 0.340± 0.027± 0.013 , R(D∗) = 0.295± 0.011± 0.008 , (107)

deviate at the 3.2σ level (considering their correlation of −0.38) from the SM predictions, which is a
very large effect for a tree-level SM transition.
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Fig. 11: Measurements of R(D) and R(D∗) and their average compared with the SM predictions. Filled contours
correspond to ∆χ2 = 1 (68% CL for the bands and 39% CL for the ellipses), while the dashed ellipse displays the
3σ region [46].

Different new-physics explanations of the anomaly have been put forward: new charged vector
or scalar bosons, leptoquarks, right-handed neutrinos, etc.9 The normalized q2 distributions measured
by BaBar [194] and Belle [197] do not favour large deviations from the SM [203]. One must also take
into account that the needed enhancement of the b → cτν transition is constrained by the cross-channel
bc̄ → τν. A conservative (more stringent) upper bound Br(Bc → τν) < 30% (10%) can be extracted
from the Bc lifetime [203, 204] (LEP data [205]). A global fit to the data, using a generic low-energy
effective Hamiltonian with four-fermion effective operators [201, 202], finds several viable possibilities.
However, while the fitted results clearly indicate that new-physics contributions are needed (much lower
χ2 than in the SM), they don’t show any strong preference for a particular Wilson coefficient. The
simplest solution would be some new-physics contribution that only manifests in the Wilson coefficient
of the SM operator (c̄Lγ

µbL)(τ̄LγµνL). This would imply a universal enhancement of all b → cτν
transitions, in agreement with the recent LHCb observation of the Bc → J/ψ τν decay [206],

R(J/ψ) ≡ Br(Bc → J/ψ τν)

Br(Bc → J/ψ `ν)
= 0.71± 0.17± 0.18 , (108)

which is 2σ above the SM expected value R(J/ψ) ∼ 0.25–0.28 [207–210]. Writing the four-fermion
left-left operator in terms of SU(2)L⊗U(1)Y invariant operators at the electroweak scale, and imposing
that the experimental bounds on Br(b → sνν̄) are satisfied, this possibility would imply rather large
rates in b→ sτ+τ− transitions [211–213], but still safely below the current upper limits [214].

9A long, but not exhaustive, list of relevant references is given in Refs. [201, 202].
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Fig. 12: Comparison between the SM predictions for P ′5 [226–228] and the experimental measurements [229].

9.2 b → s`+`− decays
The rates of several b → sµ+µ− transitions have been found at LHCb to be consistently lower than
their SM predictions: B+ → K+µ+µ− [215, 216], B+ → K∗+µ+µ− [215], B0

d → K0µ+µ− [215],
B0
d → K∗0µ+µ− [217], B0

s → φµ+µ− [218] and Λ0
b → Λµ+µ− [219]. The angular and invariant-

mass distributions of the final products in B → K∗µ+µ− have been also studied by ATLAS [220],
BaBar [221], Belle [222], CDF [223], CMS [224] and LHCb [217]. The rich variety of angular depen-
dences in the four-body Kπµ+µ− final state allows one to disentangle different sources of dynamical
contributions. Particular attention has been put in the so-called optimised observables P ′i (q

2), where q2

is the dilepton invariant-mass squared, which are specific combinations of angular observables that are
free from form-factor uncertainties in the heavy quark-mass limit [225]. A sizeable discrepancy with the
SM prediction [226–228], shown in Fig. 12, has been identified in two adjacent bins of the P ′5 distribu-
tion, just below the J/Ψ peak. Belle has also includedK∗e+e− final states in the analysis, but the results
for this electron mode are compatible with the SM expectations [222].

The SM predictions for the previous observables suffer from hadronic uncertainties that are not
easy to quantify. However, LHCb has also reported sizeable violations of lepton flavour universality, at
the 2.1-2.6σ level, through the ratios [230]

R
K
∗0 ≡ Br(B0

d → K∗0µ+µ−)

B0
d → K∗0e+e−)

=

{
0.66 + 0.11

− 0.07 ± 0.03 , q2 ∈ [0.045 , 1.1] GeV2 ,

0.69 + 0.11
− 0.07 ± 0.05 , q2 ∈ [1.1 , 6.0] GeV2 ,

(109)

and [231]

RK ≡
Br(B+ → K+µ+µ−)

Br(B+ → K+e+e−)

∣∣∣∣∣
q
2∈ [1.1 , 6.0] GeV

2

= 0.846 + 0.060
− 0.054

+ 0.016
− 0.014 . (110)

These observables constitute a much cleaner probe of new physics because most theoretical uncertainties
cancel out [232–235]. In the SM, the only difference between the muon and electron channels is the
lepton mass. The SM theoretical predictions,RK = 1.00±0.01QED,R

K
∗0 [0.045, 1.1] = 0.906±0.028th

andR
K
∗0 [1.1, 6] = 1.00±0.01QED [236], deviate from these experimental measurements by 2.4σ, 2.1σ

and 2.6σ, respectively. Owing to their larger uncertainties, the recent Belle measurements of RK∗ [237]
and RK [238] are compatible with the SM as well as with LHCb.
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Global fits to the b→ s`+`− data with an effective low-energy Lagrangian

Leff =
GF√

2
VtbV

∗
ts
α

π

∑

i,`

Ci,`O
`
i (111)

show a clear preference for new-physics contributions to the operators O`9 = (s̄LγµbL)(¯̀γµ`) and
O`10 = (s̄LγµbL)(¯̀γµγ5`), with ` = µ [239–245]. Although the different analyses tend to favour
slightly different solutions, two main common scenarios stand out: either δCNP

9,µ ≈ −0.98 or δCNP
9,µ =

−δCNP
10,µ ≈ −0.46. Both constitute large shifts (−24% and −11%, respectively) from the SM values:

CSM
9,µ (µb) ≈ 4.1 and CSM

10,µ(µb) ≈ −4.3, at µb = 4.8 GeV. The first possibility is slightly preferred
by the global analysis of all data, while the left-handed new-physics solution accommodates better the
lepton-flavour-universality-violating observables [240].

The left-handed scenario is theoretically appealing because it can be easily generated through
SU(2)L⊗U(1)Y -invariant effective operators at the electroweak scale that, moreover, could also provide
an explanation to the b→ cτν anomaly. This possibility emerges naturally from the so-called U1 vector
leptoquark model [246], and can be tested experimentally, since it implies a b→ sτ+τ− rate three orders
of magnitude larger than the SM expectation [213]. For a recent review of theoretical models with a quite
complete list of references, see Ref. [247].

10 Discussion
The flavour structure of the SM is one of the main pending questions in our understanding of weak
interactions. Although we do not know the reasons of the observed family replication, we have learnt
experimentally that the number of SM generations is just three (and no more). Therefore, we must study
as precisely as possible the few existing flavours, to get some hints on the dynamics responsible for their
observed structure.

In the SM all flavour dynamics originate in the fermion mass matrices, which determine the mea-
surable masses and mixings. Thus, flavour is related through the Yukawa interactions with the scalar
sector, the part of the SM Lagrangian that is more open to theoretical speculations. At present, we to-
tally ignore the underlying dynamics responsible for the vastly different scales exhibited by the fermion
spectrum and the particular values of the measured mixings. The SM Yukawa matrices are just a bunch
of arbitrary parameters to be fitted to data, which is conceptually unsatisfactory.

The SM incorporates a mechanism to generate CP violation, through the single phase naturally
occurring in the CKM matrix. This mechanism, deeply rooted into the unitarity structure of V, im-
plies very specific requirements for CP violation to show up. The CKM matrix has been thoroughly
investigated in dedicated experiments and a large number of CP-violating processes have been studied
in detail. The flavour data seem to fit into the SM framework, confirming that the fermion mass matri-
ces are the dominant source of flavour-mixing phenomena. However, a fundamental explanation of the
flavour dynamics is still lacking.

At present, a few flavour anomalies have been identified in b → cτν and b → sµ+µ− transi-
tions. Whether they truly represent the first signals of new phenomena, or just result from statistical
fluctuations and/or underestimated systematics remains to be understood. New experimental input from
LHC and Belle-II should soon clarify the situation. Very valuable information on the flavour dynam-
ics is also expected from BESS-III and from several kaon (NA62, KOTO) and muon (MEG-II, Mu2e,
Mu3e, COMET) experiments, complementing the high-energy searches for new phenomena at LHC.
Unexpected surprises may well be discovered, probably giving hints of new physics at higher scales and
offering clues to the problems of fermion mass generation, quark mixing and family replication.
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Appendices
A Conservation of the vector current
In the limit where all quark masses are equal, the QCD Lagrangian remains invariant under global
SU(Nf ) transformations of the quark fields in flavour space, where Nf is the number of (equal-mass)
quark flavours. This guarantees the conservation of the corresponding Noether currents V µ

ij = ūiγ
µdj .

In fact, using the QCD equations of motion, one immediately finds that

∂µV
µ
ij ≡ ∂µ

(
ūiγ

µdj
)

= i
(
mui
−mdj

)
ūidj , (A.1)

which vanishes when mui
= mdj

. In momentum space, this reads qµV
µ
ij = O(mui

−mdj
), with qµ the

corresponding momentum transfer.

Let us consider a 0−(k)→ 0−(k′) weak transition mediated by the vector current V µ
ij . The relevant

hadronic matrix element is given in Eq. (19) and contains two form factors f±(q2). The conservation of
the vector current implies that f−(q2) is identically zero when mui

= mdj
. Therefore,

〈P ′i (k′)|V µ
ij (x)|Pj(k)〉 = eiq·x CPP ′ (k + k′)µ f+(q2) . (A.2)

We have made use of translation invariance to write V µ
ij (x) = eiP ·x V µ

ij (0) e−iP ·x, with Pµ the four-
momentum operator. This determines the dependence of the matrix element on the space-time coordi-
nate, with qµ = (k′ − k)µ.

The conserved Noether charges

Nij =

∫
d3x V 0

ij(x) =

∫
d3x u†i (x) dj(x) , (A.3)

annihilate one quark dj and create instead one ui (or replace ūi by d̄j), transforming the meson P into
P ′ (up to a trivial Clebsh-Gordan factor CPP ′ that, for light-quarks, takes the value 1/

√
2 when P ′ is a

π0 and is 1 otherwise). Thus,

〈P ′(k′)|Nij |P (k)〉 = CPP ′ 〈P
′(k′)|P ′(k)〉 = CPP ′ (2π)3 2k0 δ(3)(~k′ − ~k ) . (A.4)

On the other side, inserting in this matrix element the explicit expression for Nij in (A.3) and making
use of (A.2),

〈P ′(k′)|Nij |P (k)〉 =

∫
d3x 〈P ′(k′)|V 0

ij(x)|P (k)〉 = CPP ′ (2π)3 2k0 δ(3)(~q ) f+(0) . (A.5)

Comparing Eqs. (A.4) and (A.5), one finally obtains the result

f+(0) = 1 . (A.6)

Therefore, the flavour symmetry SU(Nf ) determines the normalization of the form factor at q2 = 0,
when mui

= mdj
. It is possible to prove that the deviations from 1 are of second order in the symmetry-

breaking quark mass difference, i.e., f+(0) = 1 +O[(mui
−mdj

)2] [25].
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Heavy-ion physics: freedom to do hot, dense, exciting QCD

M. E. Tejeda-Yeomans
Faculty of Science, CUICBAS, University of Colima, Mexico

Abstract
In these two lectures I review the basics of heavy-ion collisions at relativistic
energies and the physics we can do with them. I aim to cover the basics on the
kinematics and observables in heavy-ion collider experiments, the basics on
the phenomenology of the nuclear matter phase diagram, some of the model
building and simulations currently used in the heavy-ion physics community
and a selected list of amazing phenomenological discoveries and predictions.

Keywords
QCD; heavy-ion physics; quark-gluon plasma; QCD phase diagrams; temper-
ature; baryon density.

1 The not-so-simple questions that remain
The recent discoveries in particle physics are built upon the platform created by a solid quantum field the-
ory of the strong interactions: quantum chromodynamics (QCD). Without it, we could not "see" through
the haze of multiple particle production at the LHC and study different decay channels of the Higgs
boson. Eventhough QCD is robust enough to encompass perturbative and non-perturbative approaches
that allow us to study a variety of phenomena in hadron colliders, we are always tempted to put it to
the test in the high temperature and/or density regimes. For example, if we already know how to study
proton-proton collisions (pp collisions) at LHC energies, starting with parton level cross sections using
QCD matrix elements that involve quarks and gluons, that later become hadron level cross sections and
can be connected to shape obervables or jet observables, how much of this knowledge can be used to
simulate jet formation in nucleus-nucleus collisions (A−A collisions, where A can be any nucleus)? Do
we assume that hadronization and jet formation in the collision of large systems happens just as it does
in small systems? It turns out that these questions are just the tip of the iceberg: the physics of heavy-
ion collisions at relativistic energies are a portal to new phenomena of the strong interactions. They are
the means to explore regimes of QCD under extreme conditions: what happens to strongly interacting
matter when it is in a thermal bath and/or when it is highly compressed? Does this mean that we expect
ordinary nuclear matter to phase transition into new states of matter? How do we know theoretically and
experimentally what are the signals we should look for when these phase transitions occur? Suddenly,
heavy-ion collision experiments represent our best tool to learn about the questions that remain: the rich
dynamical QCD phenomena that emerges under these conditions, an arena to further extend the vast
knowledge we already have on hadron and QCD physics.

Now, if you are already an expert on using QCD to study pp collisions, then you might be surprised
to learn that from there, it is an easy road to learn more about A − A collisions. This is the road I plan
to take in these couple of lectures, to discuss about the phases of nuclear matter, about QCD now under
extreme conditions, about quantum field theory techniques for larger systems and about code used in pp
collisions to be able to simulate A−A collisions. In these two lectures I will aim to give you the basics
of heavy-ion collisions at relativistic energies and the physics we can do with them. These lectures will
rely heavily on previous enlightening talks and short courses given at different venues (see for example
Ref. [1]) and on various articles and textbooks (see Refs. [2–8]).

The structure of the lectures is as follows: in Section 2 we review the essential ideas that helped
establish QCD as the theory of strong interactions and use them to have an initial discussion about the
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Fig. 1: Measurements of αs as a function of the energy scale Q, as reported in the quantum chromodynamics
review of the Particle Data Group [9]. From each set of experiments, there is a value of αs that has been extracted
using different levels of QCD perturbation theory, which are indicated in brackets. Re-used with permission from
PDG.

nuclear matter phase diagram, then in Section 3 we review the basic ideas used to study relativistic heavy-
ion collisions and the evolution of the system after the collisions, in Section 4 we discuss the quark-gluon
plasma and its basic properties, in Section 5 we introduce the tools required to study the phase diagram
of nuclear matter and the observables with which phase transitions and critical behavior can be probed,
finally in Section 6 we highlight observables that help characterize the QGP formation and evolution.
We provide final remarks and future prospects in Section 7.

2 QCD as usual—said no one ever
2.1 The basics
It is now carved in stone (which is to say, it has been established by numerous experiments) that nature
favours an SU(3)c gauge theory as the mathematical framework with huge phenomenological conse-
quences that shape our current understanding of the strong interactions at a fundamental level. As is
shown in Fig. 1, QCD, the theory of strong interactions that Nature favours, is everywhere. The em-
blematic characteristics of this theory make it unique and powerful: αS running with the energy scale
of a wide range of experiments and SU(3)c well established as the underlying symmetry1. This sup-
ports the formulation of a microscopic theory in terms of elementary fields (quarks and gluons), whose
interactions obey the principles of a relativistic quantum field theory with non-abelian gauge invariance.

Since the early development of QCD, people started to amass tools that would allow to study
phenomena at the heart of every experiment conceived, with the highest precision possible. As shown in
Fig. 2, nowadays the calculation of observables using perturbative and non-perturbative QCD-inspired
tools or QCD-inspired effective theories and their connections, makes it possible to do Standard Model
precise calculations and to look for new physics (see for example Ref. [12]). QCD in heavy-ion physics
has flourished (via many effective theories and extensions to QFT at finite temperature) that provide new
tools to describe the initial conditions of ions moving at relativistic velocities, the intermediate stages
where the QGP has formed and the later stages where the high temperature and density of gluons and
quarks, become hadrons and jets (see for example Ref. [13]).

1For more interesting discussions about the experimental tests of QCD and about how to extract αs beyond perturbative
QCD, see examples in Refs. [10, 11].
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Fig. 2: QCD is everywhere. Non-perturbative QCD (npQCD) has a vast reach and here we highlight how
Schwinger-Dyson equations (SDEs) are solved for the quark and gluon propagator with dressed versions of the
QCD vertices to get hadron masses. Lattice QCD can solve numerically the QCD equations of motion and produce
incredible results for hadron spectra and thermodynamic properties of nuclear matter. Perturbative QCD (pQCD)
was the historical way to establish QCD as a gauge theory of the strong interactions and provided the tools to predict
and describe jets, which are now known as the standard signature of hard processes. Throughout the development
of hadron and electroweak physics, effective theories have paved the way for modern QCD phenomenology.

2.2 The running and confinement
Under ordinary circumstances, quarks are confined within hadrons. The color potential between quarks
inside hadrons at long distances is of order 1 fm and is linear. Separation of quarks requires an infinite
amount of energy, so this potential makes hadrons combine into zero net color charge hadrons. From
the perturbative regime, confinement can be seen as a direct consequence of the gluon self-interaction.

Given that the strength of the strong interaction is characterized by the coupling constant αs = g
2
s

4π ,
we can expose its running (made evident by experiment), by demanding that all relevant observables
O(Q2;αs) constructed with QCD should be renormalization scale independent. This is encoded in the
renormalization group equation as

[
µ2 ∂

∂µ2 + β(αs)

]
O
(
αs,

Q2

µ2

)
= 0 ,

where the beta function is defined as

β(αs) ≡
dαs

d log Q
2

µ
2

. (1)

The beta function can be obtained perturbatively to study the running of alpha in the high energy regime
(small values of the coupling). At lowest order,

β(αs) = −b0α2
s with b0 =

1

2π

(
11

6
Nc −

1

3
Nf

)
, (2)

whereNc = 3 andNf are the number of color and flavour degrees of freedom of the theory, respectively.
We can now solve Eq. 1 and 2, assuming b0 > 0 (which is true provided Nf < 16) and get the famous
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Fig. 3: On the left we can see the screening effect that quark loops provide for the electric charge, which corre-
sponds to the notion of an effective charge e(r) that becomes smaller with larger distances. This is encoded in the
QED beta function β(r) = − de(r)

d log(r) , which is positive. On the right we see that the color charge gets screening
from the quark loops but antiscreening from the gluon loops, which corresponds to the two contributions with
opposite signs to b0 in the QCD beta function. The QCD beta function is negative and so the effective strong
coupling becomes small at short distances [14]. Copyright John Wiley and Sons, re-used with permission.

running of αs:

αs(µ
2) =

1

b0 log(µ2/Λ2)
. (3)

The parameter Λ describes the boundary condition of the first order differential equation defining the
running of αs, and corresponds to the scale at which the coupling becomes infinity. Since αs is not
an observable, it can contain all the terms that are µ dependent, in order to achieve a µ-independent
observable O that has a power-series representation in terms of αs. As shown in Fig. 3, this behaviour
shows the difference between the screening and anti-screening efects of the color charge as compared
to the electric charge. The observables that can be described where perturbation theory can be applied
are usually those where the transferred momentum satisfies Q2 & 1 GeV2 which marks the separation
between the perturbative and non-perturbative regimes.

With the aid of Eqs. 1 and 2, we can define a transferred momentum value ΛQCD small enough
such that the coupling blows up

1 + b0αs(µ
2) log(Λ2

QCD/µ
2) = 0 ⇒ Λ2

QCD = µ2 e
− 1

b0αs(µ
2
) , (4)

where ΛQCD is a renormalization scheme dependent quantity. In the MS scheme and for three active
flavors, its value is of order ΛQCD ∼ 200− 300 MeV. This has a huge impact on the phenomenological
applications of pQCD, since all dimensionful QCD results with small transferred momentum, scale with
ΛQCD. In this context, we are tempted to say that the existence of this scale is a key ingredient for the
emergence of baryon masses and thus of the mass of the visible universe, and hastily conclude that this is
what explains hadron confinement. Nevertheless, the emergence of confinement is much more than this,
so we must pursue an all encompassing strategy to understand confinement and the breaking of chiral
symmetry in QCD, which is also connected to the emergence of hadron masses.

2.3 Chiral symmetry in QCD
The QCD lagrangian,

LQCD =

N
2
c−1∑

α=1

Nc∑

a,b=1

Nf∑

i=1

ψ
a
i

(
iγµ(∂µδ

ab + i gs A
ab
µ )−miδ

ab
)
ψbi −

1

4
GαµνG

µν
α , (5)
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is that of a non-abelian gauge theory with a local symmetry group SU(Nc) with Nc = 3 where the
fundamental fields are matter fields ψai (quarks) with masses mi and massless gauge fields Aαµ (gluons).
In this lagrangian the strong coupling αs = g2

s/4π enters both in the quark-gluon interaction term
ψ
a
γµAabµ ψ

b (with Aabµ = Aσµ(τσ)ab) and in the gluon self-interaction term through the field strength
tensor, defined asGαµν = ∂µA

α
ν −∂νAαµ+gs f

αβσAβµA
σ
ν . TheNf quark fields belong to the fundamental

representation of the color group (Nc -dimensional), antiquark fields to the complex conjugate of the
fundamental representation (alsoNc -dimensional) and gluon fields to the adjoint representation (N2

c −1
-dimensional), where a, b run from 1 to Nc and α, β, σ run from 1 to N2

c − 1.

If we imagine a universe in which all the quarks have the same mass m, then the quark sector
of the QCD lagrangian in Eq. 5 is (we focus on the flavour indices and we omit colour indices for the
purpose of the discussion)

Lq =

Nf∑

i=1

ψi
(
iγµ(∂µ + i gs Aµ)−m

)
ψi .

This lagrangian is invariant under continuous global vector flavour transformations of SU(Nf ) since

ψi → ψ′i = e−iα
B

(T
B

)
j
i ψj . In fact using Noether’s theorem, we find N2

f − 1 conserved currents
associated with this symmetry since ∂µjAµ = 0 for

jAµ (x) = ψi(x)γµ(TA)jiψ
i
j(x) , (6)

where A,B,C = 1, ..., N2
f − 1. The charges (or generators) are obtained from the space integration of

the density current jA0

QA =

∫
d3x jA0 (x) ,

where QA satisfy the SU(Nf ) algebra [QA, QB] = ifABCQC . Furthermore, current conservation
implies that these charges are constant in time, in the sense that they commute with the Hamiltonian
[H,QA] = 0 of the theory. The transformation properties of the fields translate into transformation
properties of the states (e.g.QA|p, i〉 = (TA)ji|p, j〉, suppressing spin indices) and if the vacuum state
is also invariant under these transformations, all one-particle states of the fundamental representation
multiplet, have equal masses m. In quantum mechanics, a symmetry of the hamiltonian of the theory
reflects in its energy spectrum, most of the time. In this case we have a flavour symmetry transformation
that reflects on a degeneracy on the mass spectrum of the theory. This realization of a symmetry is called
Wigner-Weyl mode. As we will see in what follows, at energies 1.5− 3 GeV there is data showing parity
doubling in the hadron spectrum which could be explained through this flavour symmetry in a universe
we imagined with quarks that have the same mass.

If we modify the universe slightly to now consider quark flavors with different masses

Lq =

Nf∑

i=1

ψi
(
iγµ(∂µ + i gs Aµ)−mi

)
ψi , (7)

the mass term now spoils SU(Nf ) invariance, therefore currents are not conserved (∂µjAµ 6= 0) and
instead of Eq. 6, we find

∂µjAµ = −i
Nf∑

i,j=1

(mi −mj)ψi(T
A)ij .
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Fig. 4: OPAL Collaboration measurement of the ρ (vector meson, IG/JP = 1+/1−) and a1 (axial-vector meson,
IG/JP ) = 1−/1+) mass spectral distributions. The ρ spectrum peaks at ∼ 0.6 GeV2 while the a1 spectrum peaks
at ∼ 1.2 GeV2 [16]. Copyright CERN for the benefit of the OPAL Collaboration.

We could still get back the flavour symmetry in an approximate manner: we could divide quarks into
two groups light quarks u, d, s and heavy quarks c, b, t. The mass difference between each group is large
(& 1 GeV) but, an approximate flavour symmetry could still be realised for light quarks: SU(2) for u, d
or SU(3) for u, d, s, whereby ∂µjAµ ∼ 0.

Quarks can also be transformed by means of unitary transformations that include the γ5 matrix
which are called axial flavour transformations. In infinitesimal form these transformations are δψi =
−i δαA (TA) j

i γ5ψj and the current associated with this symmetry is the axial current

j5
A
µ (x) = ψi(x)γµγ5(TA)jiψ

i
j(x) . (8)

Again, if we consider the universe where the quark masses are equal, then under these transformations the
invariance of the lagrangian Lq in Eq. 7 is spoiled by the mass as δLq = 2i m δαA ψ

i
(TA) j

i γ5ψj . So,
contrary to the invariance of the lagrangian under vector flavour transformations which is attained with
quarks of the same mass, invariance under axial flavor transformations is spoiled even in a universe with
quarks of the same mass. Now, of course, in a universe where quarks are massless, the quark lagrangian is
invariant under both the vector flavour and axial flavour transformations, which together form the chiral
transformations. In this case, both the vector and axial currents are conserved: ∂µjAµ = 0, ∂µjA5µ = 0
with the corresponding charges

QA =

∫
d3x jA0 (x), QA5 =

∫
d3x jA50(x) ,

where the QA and QA5 satisfy the commutation relations
[
QA, QB

]
= ifABCQC ,

[
QA, QB5

]
=

ifABCQC5 and
[
QA5 , Q

B
5

]
= ifABCQC .

In this context, the axial charges do not form an algebra but, if we define left-handed and right-
handed charges asQAL = 1

2(QA−QA5 ) andQAR = 1
2(QA+QA5 ), the newly defined charges decouple and

operate separately
[
QAL , Q

B
R

]
= 0, generating each an SU(Nf ) group as

[
QAL , Q

B
L

]
= ifABCQCL and

[
QAR, Q

B
R

]
= ifABCQCR. The chiral group is then decomposed into the direct product of two SU(Nf )

groups: SU(Nf )L ⊗ SU(Nf )R.

It turns out that in our universe, chiral symmetry is not exact, quark masses break it explicitly.
In practise, in the light quark sector chiral symmetry is approximate, so the breaking can be treated
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Fig. 5: On the left, the phase diagram for QCD matter shows the hadron gas phase and the quark-gluon plasma
phase in the temperature (T ) and baryon chemical potential (µB) plane [24]. On the right, the phase diagram
for QCD matter shows the hadron gas phase, the quark-gluon plasma phase and the quarkyonic phase in the
temperature (T ) and baryon density (n) normalized to the cold nuclei baryon density (no) plane [25].

as a perturbation. How can we see that this symmetry is broken? and, what is the signature of this
approximate symmetry? Well, suppose the symmetry is realized in the Wigner-Weyl mode. In the
massless quark limit a chiral transformation acting on a massive state changes the parity of the state
QA5 |M, s,p,+, i〉 = (TA)ji|M, s,p,−, j〉. This means that we should find parity partners for the mas-
sive states. Even in the massive quark limit, when we consider the light quark sector, the degeneracy
within parity doublets is lifted, but the masses should remain close to each other. We do not observe
parity doublets (copies of, say the neutron and the proton) in the hadron spectrum, so under these con-
ditions, the Wigner-Weyl mode realization of chiral symmetry does not happen. We could then consider
another mechanism, the spontaneous breaking of chiral symmetry, also referred to as Nambu-Goldstone
mode. In this case the generators do not annihilate the vacuum (QA5 |0〉 6= 0) and in fact new pseudoscalar
states are created: QA5 |0〉 = |A,−〉, with A = 1, ..., N2

f − 1.

In the massless limit, the charges commute with the hamiltonian therefore these states are N2
f − 1

pseudoscalar massless particles, Nambu-Goldstone bosons. If Nf = 3, this would correspond to eight
pseudoscalar bosons with small masses. Indeed, the observed pseudoscalar mesons made up of only
u, d, s quarks form an octet with JP = 0−: π0, η, π+, π−,K0,K+,K−, ¯

K0, which are the lightest
mesons. Beyond the massless limit, an important measurement involves comparing the experimental
mass spectral distributions of parity partner mesons. The main ingredients for these mass spectral dis-
tributions are the vector and axial correlators ImΠV (q), ImΠA(q). Chiral symmetry implies that these
correlators should be identical to all orders in perturbation theory and they were measured at LEP with
τ decays into even and odd number of pions [15, 16]. In particular, the seminal measurement of the
ρ (vector meson, IG/JP = 1+/1−) and a1 (axial-vector meson, IG/JP ) = 1−/1+) mass spectral
distributions are shown in Fig. 4. The ρ spectrum peaks at ∼ 0.6 GeV2 while the a1 spectrum peaks
at ∼ 1.2 GeV2. This large difference cannot be due to finite current quark masses since, as we already
discussed, this produces small differences compared with the masses of the mesons themselves. In this
case the differences are of the order of the mass of the ρ, so the mechanism that could help explain this,
is the spontaneous breaking of chiral symmetry in vacuum2.
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2.4 The many faces/phases of nuclear matter
In heavy-ion collisions at relativistic energies, we reach the conditions under which confinement is no
more and we obtain a medium of thermally equilibrated hadronic matter where now the quarks and
gluons can move freely. In order to describe these conditions, we identify two important parameters:
the temperature T and the baryon number density nB (or its conjugate variable, the baryon chemical
potential µB). Now, as we discussed before, the intrinsic scale in QCD is ΛQCD ∼ 200 MeV, so we
expect a partons-to-hadrons phase transition around T ' ΛQCD ∼ 200 MeV and nB ∼ Λ3

QCD ∼ 1 fm−3.
Also, the coupling constant runs towards smaller values with increasing energy scale so we can anticipate
that both confinement dissolves and this may be somewhat connected to the fact that chiral symmetry
breaks. We could argue that QCD matter must undergo phase transitions at high baryon and/or energy
densities. The anticipation and excitement of the possibility to create and probe these novel (back then!)
phases of matter was proposed [18] just a decade after the birth of the hadron Quark Model [19] and two
years after QCD was established as a non-Abelian quantum field theory with asymptotic freedom [20]3.

In Fig. 5, the panel on the left is a conjectured phase diagram for QCD matter that shows the hadron
gas phase and the quark-gluon plasma phase separated by a phase transition line that ends in the critical
end point (CEP). At µB ∼ 0 the transition is more of a continuous crossover, which as mentioned before,
must happen around ΛQCD. Recently, lattice calculations and effective model theoretical estimations
have provided constraints and have allowed for a better picture of where the CEP might be located and
for a better determination of the phase transitions and this has been matched by the identification of
observables relevant for criticality studies [22]. This has been accompanied by several new heavy-ion
collision experiments that will be able to scan this phase diagram, beyond what current experiments
have achieved4. This is schematically shown in the panel of the right in Fig. 5 where now three phases
are separated by a chiral phase transition, a deconfinement transition and a pseudocritical crossover line.
The experimental scans using heavy-ion collisions are shown for the CERN-LHC, RHIC-BES, FAIR-SIS
and JINR-NICA programs and where the CEP location can be studied using overlapping scan programs.
The QGP created at RHIC and LHC at high energies, contains almost equal amounts of matter and
antimatter, so the corresponding experimental scan, stays close to the vertical axis: low µb or nB , high
T . The planned collisions at FAIR and NICA, will allow to create quark-gluon plasma with an excess of
matter over antimatter, and so the corresponding experimental scans will be able to explore the bulk of
the phase diagram.

In the next sections, we will go deeper into some of these features of the QCD phase diagram.
For now, let us turn to heavy-ion physics and collision experiments and discuss the basics of their well-
established usefulness to scan this phase diagram.

3 Relativistic heavy ion collisions
3.1 What happens when two ultra relativistic nuclei collide?
In preparation for a collision, the ions are accelerated to relativistic velocities so much so, that the Lorentz
contraction factor γ is of the order of 100 at RHIC and of the order of 2500 at LHC. If we choose the
laboratory frame as the centre-of-mass (CM) frame in a collider, this means that each incident nucleus
is a Lorentz contracted disc of the order of 14/γ fm for Au and Pb nuclei (14 fm being the typical size
of these large nuclei). For example, heavy-ion collisions at BNL and CERN have total collision energy
(
√
sNN ) per nucleon-nucleon pair in the CM frame of 200 GeV at RHIC and 2.76 TeV at LHC. Fig. 6

shows four stages of the heavy-ion collision and its evolution: (a) first the Lorentz contracted heavy-
2For further details see for example Ref. [17]
3For more historical insight into the early developments of the QCD phase diagram and the early discussions on the quark-

gluon plasma, see for example Ref. [21].
4If you are interested on the thermodynamics and statistical mechanics tools to study QCD and hadrons at high temperature,

you can start here [23, 32] and go from there.
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Fig. 6: Four stages of a heavy-ion collision and its evolution. (a) Shows the two Lorentz contracted heavy-ions
moving towards each other in the CM frame, then (b) shows the overlapping nuclei at the collision stage. (c) Just
after the collision the heavy-ions travel across each other and generate a volume of high temperature and energy
density and finally in (d), the system expands and cools down, eventually fragmenting into hadrons that travel to
the detector [26].

ions come into the collision stage, (b) then they travel accross each other and generate (c) a volume
of high temperature and energy density and finally the system expands and cools down, (d) eventually
fragmenting into hadrons that travel to the detector. The stage highlighted in panel (c), is just after the
collision where the conditions are optimal for creating QGP.

The incoming ions are very thin discs of interacting transverse color fields and have on average
more quarks than antiquarks with color charges, so that they become sources of colored gluons. When
the nuclei pass each other, long color fields fill the space between the receding two Lorentz contracted
ions, which makes them loose energy and then they gradually decay into q − q̄ pairs and gluons. Now
this initial stage is actually dynamic and non-uniform per event, the initial state energy and momentum
distributions fluctuate, so modeling the initial state is the first non-trivial task to be approached using
high-density/temperature QCD techniques. Furthermore, we know that most of the incident partons
lose energy but only a small—albeit important—fraction of them, will undergo hard interactions. These
high-pT hard-interacting partons will be the seed to produce in-medium jets.

On average the energy density around the midpoint between the two Lorentz contracted ions
is far grater than the energy density in a hadron (for example at the LHC with

√
sNN = 2.76 TeV,

〈ε〉 ∼ 12 GeV/fm3 ∼ 20 εhadron). On the other hand, lattice QCD tells us that QCD matter in thermal
equilibrium at T ∼ 300 MeV has ε ∼ 12 T 4 = 12.7 GeV/fm3. This means that the medium formed after
heavy-ion collisions cannot be described just as a collection of distinct individual hadrons, rather it has to
be made out of a high density of quarks and gluons, given the sheer amount of energy density available in
a small volume after the collision. Moreover, before the collision the entropy of the two incident nuclei
is practically null whereas after the collision the final state can contain as many as 104 particles, so this
entropy is produced quickly, in the initial moments after the collision.

Furthermore, as can be seen on the left panel in Fig. 7, the ions may collide head-on or may only
partially overlap at the collision stage, so in the overlap region there are conditions that facilitate QGP
formation. This centrality of the collision gives also a characteristic initial shape in the transverse plane
to the formed medium, that tends to be more lenticular as the collisions are more head-on or central, as
shown in the right hand side of Fig. 7. In fact, the deviations from circular symmetry—or lumpiness—in
the initial shape of the QGP and fluctuations of the incident nuclei, lead to pressure anisotropies in the
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Fig. 7: On the left, a schematic representation of the collision centrality. The ions may collide head-on or may only
partially overlap at the collision stage, so in the overlap region there are conditions that facilitate QGP formation.
On the right, the collision centrality promotes a characteristic initial shape in the transverse plane to the formed
medium, that tends to be more lenticular as the collisions are more head-on or central [27, 28].

hydrodynamic fluid stage of the plasma. This in turn, leads to anisotropies in the expansion velocity
of the products of the hadronized plasma, so that these finally produced hadrons display an azimuthal
momentum distribution with the footprint of the initial symmetry or lumpiness. These features can be
characterized with the extraction of the flow coefficients vn of the azimuthal particle distribution as

1

N

dN

dφ
=

1

2π

[
1 +

∑

n

2vn cos(n(φ−Ψ))

]
, (9)

where φ is the azimuthal angle and Ψ is the reaction plane, which is determined by the impact parameter
and beam direction in a Glauber model, or is determined event-by-event, after the fact, by the weighted
projection of the all the pT tracks.

The extreme limit of an off-centre collision, is the case where the nuclei miss each other com-
pletely. Still these Lorentz-contracted discs contain charges moving at relativistic speeds, so the electro-
magnetic fields from each ion do interact. These ultraperipheral collisions give rise to γ + γ and γ +A
interactions, which dominate the total nucleus-nucleus cross section.

The initial state of the collision can also be characterized using models that allow to correlate
the centrality of the collision with the number of participant nucleons that collide with at least another
nucleon, the number of spectator nucleons that do not collide and keep on moving along the beam
direction and the number of nucleon pairs that collide or binary collisions, assuming transparency of
the collision. At early times, simulations show that both spectators and participants create intense but
short-lived magnetic fields in the collision zone. The effects of these primordial magnetic fields in the
evolution of the collision and the available observables to measure these effects, are a subject of current
interest in the community.

3.2 How do we access the different stages of a heavy-ion collision?
Even though we can use models to simulate the initial condition of a heavy-ion collision as we described
before, we only have two quantities under our direct control: which two species of nuclei we accelerate
in preparation for the collision and with what amount of energy we make them collide. So with the
help of many experiments we have to observe the outcome of the collisions, event by event, and infer
the transverse distance between the centres of the colliding nuclei (impact parameter b) and the location
and motion of partons in nucleons and of nucleons in the colliding nuclei. We can select events with a
narrow distribution of impact parameters or centrality bin only after the experiment or simulation is done,
and we can match this result with the impact parameter distributions expected from the initial condition
models. Also, we need nuclear and particle physics studies to support these initial conditions models,
e.g. the nuclei can be reasonably well approximated by a collection of nucleons, distributed on average
according to three dimensional distributions that provide the usual charge distributions for each type of
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Fig. 8: On the left, modelling the colliding nuclei as made of transparent spheres where the dashed circles represent
spectator nucleons that travel down the beam pipe and the solid circles represent the wounded or participant nu-
cleons which collide with at least one other nucleon. On the right, the number of binary collisions and the number
of participants are plotted for 1000 events in Au−Au collisions at 200 GeV with respect to the impact parameter,
using MCGlauber [29].

ion. Moreover, the average quark and gluon content of the nucleons in nuclei can be given in terms of
parton distribution functions (nPDF) which can be sometimes approximated by those of free nucleons
(PDF). In fact, the measured hadronic total inelastic cross section can be used to model the nucleons in
nuclei as hard spheres with a radius that depends on the collision energy, so that the initial condition of
the heavy-ion collision and the subsequent stages can be simulated with well known phenomenological
inputs such as σppinel(

√
s) for pp collisions.

For example, we can model colliding nuclei as made of A transparent spheres of radius√
σppinel/4π, AL and AR being the number of nucleons inside the left- and right-moving nuclei. Then, as

shown in Fig. 8, in every collision, there are Nspec spectator nucleons (dashed circles) that travel down
the beam pipe,Npart wounded or participant nucleons which collide with at least one other nucleon (solid
circles), so thatNspec +Npart = AL+AR andNcoll is the number of encounters between nucleons inAL
and in AR. So a toy event with a “nucleus” of 8 nucleons lined up in a row that collides head-on (b = 0)
with a “nucleus” of 4 nucleons lined up in a row would have Npart = 12, Ncoll = 32, Nspec = 0. But
in real central heavy-ion collisions, the nucleons at the centre of nucleus will hit about 12 nucleons on
average, but less if it is located at the edge of the collision. So we expect that in general Ncoll � Npart,
with a more marked difference for the most central collisions. Indeed, this can be seen in the right panel
of Fig. 8 where the values ofNcoll andNpart are plotted for 1000 events in Au−Au collisions at 200 GeV
with respect to the impact parameter. These results were obtained using the so called Glauber model that
is one of the simplest tools that can be used to simulate the initial conditions of heavy-ion collisions,
upon which more sophisticated approaches can be constructed where now the Glauber modelling serves
as a benchmark.

3.3 How do we study the quark-gluon plasma in heavy-ion collisions?
The QGP is made of quarks and gluons that are strongly coupled. They form a collective medium
that expands and flows as a relativistic hydrodynamic fluid, with low viscosity to entropy density ratio
η/s & 1/4π, during the initial stages after the collision ∆t ∼ 1 fm/c (in the fluid rest frame). Just after
the Lorentz contracted heavy-ions collide, droplets of QGP fluid form and flow hydrodynamically: the
initial high pressure generated by the collision, drives fluid motion, expansion, and subsequent cooling,
until the energy density of the droplet is of the order or smaller than that of a hadron. This is when the
system hadronizes and a mist of hadrons continues to expand, allowing for hadrons to scatter off each
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other a few times. Finally these hadrons loose sufficient energy to stop scattering and just stream away
freely until they are collected by the detector.

In order to study the quark-gluon plasma in heavy-ion collisions we need adequate experimental
probes for the different stages of the formation and evolution of the QGP and a model that incorporates
the theoretical ideas relevant for different time and energy scales. Some of the most prominent experi-
mental probes that have provided key information about the different stages of the collision are hadronic
probes, such as the relative abundances of pions and kaons, electromagnetic probes such as dilepton and
photon production, jet quenching and J/Ψ resonance production and decay [2,30]. In the last decade, the
nuclear physics community has converged towards an initial consensus on a model with marked epochs
in the time evolution of heavy-ion collisions. This model not only helps with the construction of useful
physical observables, but it also guides the design of physics plans for current and future experiments.
The main features of this model of the stages in the evolution of heavy-ion collisions are as follows [31]:

I. The Lorentz-contracted nuclei collide with short transversal time (� 1fm/c). The energy deposited
into the medium mainly through gluon field interactions, creates and inhomogeneous initial con-
dition in the transverse plane.

II. At this stage matter is out-of-equilibrium and needs time to equilibrate, so the expansion occurs at
almost the speed of light in both the longitudinal direction and radially in the transverse plane.

III. Now matter is nearly equilibrated and behaves as a fluid (collective modes). We can use viscous
relativistic hydrodynamics with and equation of state from lattice QCD to describe the QGP. The
small deviations from equilibrium happen because of shear/bulk viscous medium.

IV. Now, this fluid cools down to about the cross-over temperature of T ∼ 170 MeV and breaks up into
hadrons. This process of hadronization of fluid modes can be modelled using e.g., Cooper–Frye
hadronization.

V. Finally, the hadrons scatter inelastically until they reach a chemical freeze-out, where no more
decays or secondary production is possible and continue to scatter elastically until kinetic freeze-
out, where their momentum distribution is set. This then produces hadrons in a final-state with
momenta as measured experimentally.

This model of particle production in heavy-ion collisions with an intermediate epoch during which a
hydrodynamic fluid forms and expands, is quite different from the ones used for particle production in
elementary hadron collisions in which only a few new particles are created. In fact, the question of
whether we can create droplets of QGP in pp collisions has caused a big excitement and the possibil-
ity to have collective effects in relativistic collisions of small systems is now being pursued with both
theoretical and experimental approaches5.

4 The quark-gluon plasma: extreme QCD
One way to start exploring the basic properties of the QGP is to observe the hadron mass spectra. At
a first glance, we can see that there is a “QCD mass gap”: the pion mass is separated from the rest
of the hadron masses. So we could imagine a hadronic phase of nuclear matter (pion gas) where the
relevant number of degrees of freedom are 3 (π−, π0, π+) and the rest of the hadrons are basically
“excited hadron states”. Then the corresponding quark-gluon phase (quark-gluon gas) would be one
where the relevant degrees of freedom are 37 for two light-quark flavours (2spin × 8colour = 16 for
gluons, (7/8)×2spin×2flavour×2qq̄×3colour = 21 for quarks). So the quark-gluon phase has more than
ten times the number of degrees of freedom than the hadron phase. If we use basic thermodynamics, we
can do back-of-the-envelope estimates of the pressure of a pion gas pπ and compare it with that of a bag

5For a recent review on small system collectivity effects in relativistic nuclear and hadron collisions see Ref. [31].
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Fig. 9: On the left, thermodynamic properties calculated with Lattice QCD [33], pressure, energy and entropy
densities. On the right, v2 for most hadrons at RHIC which uses a hydrodynamics description of the QGP [34,35].

of quarks and gluons pQGP. We will find out that

pπ(T ) = 3
π2

90
T 4 � pQGP(T ) = 37

π2

90
T 4 −B ,

so even for a bag constant B1/4 ∼ 200 MeV, Nature prefers the system with higher pressure for increas-
ing temperatures (T > 0.68B1/4). So, under these simple arguments a transition from the hadron phase
to the deconfined phase is expected [32].

Lattice QCD has been able to provide the results not only for the pressure p, but also the energy ε
and entropy s densities, for the quark-gluon phase. The left panel on Fig. 9 shows these three thermody-
namic quantities using solid curves in a temperature range that starts below the critical temperature and
goes higher than the temperatures achieved at the LHC. We can see, for example, that the pressure curve
(red) is actually 3p/T 4 and the values at both ends of this curve, compare reasonably well with the ones
in our back-of-the-envelope estimate, which are for the hadron phase 3π2/30 and 37π2/30 for the quark-
gluon phase. Also in this figure, it is clear that the values of these thermodynamic properties increase
dramatically for temperatures T & 140 MeV and a smooth crossover is apparent at Tc = (154 ± 9) MeV.
This figure also has the Hadron Resonance Gas (HRG) model curves at low temperatures, which predicts
an exponential increase of states. Finally, the non-interacting ideal gas limit is shown at high temperature
which would take an energy density of ε/T 4 = 95π2/60 to have an ideal non-interacting gas of quarks
and gluons. Here we could be tempted to study QGP dynamics with Lattice QCD results above the cross
over Tc, but this conclusion would be based on a static picture, since as we just discussed, thermody-
namically this system approaches that of ideal non-interacting gas of quarks and gluons. Now, beyond
the static picture, dynamically things look different: the QGP phase is a system more like a viscous hy-
drodynamic fluid made of strongly interacting quarks and gluons with large cross sections. For example,
most of the hadrons produced in heavy-ion collisions at RHIC are best described with a hydrodynamical
model of the QGP that expands and generates anisotropies in the transverse momentum distribution, as is
shown on the right in Fig. 9 for the case of v2 (second coefficient in r.h.s. of Eq. 9), the so called elliptic
flow.

One important and seminal work for the applicability of viscous hydrodynamics to the description
of the QGP, was reported by Danielewicz and Gyulassy back in 1985 [36]. They came up with a nice
way to have bounds for the size of the viscosity in these systems. Since the QGP phase is a system made
of strongly interacting quarks and gluons with large cross sections, then we can estimate the viscosity η
as the transverse momentum in-medium diffusion coefficient, in terms of the number density n, average

13

HEAVY-ION PHYSICS: FREEDOM TO DO HOT, DENSE, EXCITING QCD

149



Fig. 10: In the upper panel, comparison of the ratio 4π k η/~s in natural units [38]. On the lower panels, a viscous
hydrodynamics calculation for a collision between heavy ions, as a one-time snapshot at t = 5 fm/c [2,31], where
the colour scheme indicates the temperature and the arrows indicate the fluid velocity.

momentum 〈p〉, mean-free path λ and cross section σ of the medium constituents

η ∼ 1

3
n 〈p〉λ or η ∼ 〈p〉

3σ
, (10)

where on the right hand side, we have taken the mean-free path to be λ = (nσ)−1, so that we can start
to see the immediate implications on the small size of the viscosity for large cross sections and low
average momentum. If we consider the QGP regime achieved with large chemical potential and/or large
temperature, plus the fact that quarks and gluons are almost free under these conditions, then naively we
expect small particle correlations, so that the mean-free path is small compared with the system size.

In order to give a better estimate of the viscosity, we can build a quantity that provides a compari-
son between the viscosity as a drag force and the inertial mass of the volume element of fluid, say

drag force
inertial mass

−→ η

ε+ p
=
(η
s

) 1

T
,

where the energy and pressure densities can be related thermodynamically to the entropy density s as
ε + p = s T at null chemical potential µ = 0. Now, we can use the first expression in Eq. 10 to give a
lower bound of η/s: for a system made out of massless non interacting quanta we know that s = 4n and
we can estimate 〈p〉λ & ~ so finally the lower bound is η

s & ~
4×3 . Later, using string theory, Kovtun and

collaborators [37] obtained the bound η
s & ~

4π .

Soon after, the QGP was popularized as the fluid that might have the smallest viscosity or fluid
imperfection—a measurement of the departure from ideal hydrodynamics—with the ratio 4π k η/~s. In
natural units then the QGP would have near-fluid perfection in the lower bound for η/s, as is shown in the
upper panel of Fig. 10 in comparison with ultra-cold atoms, helium and water. So, the extreme conditions
that prevail in heavy-ion collisions with extreme expansion rates for the fire ball and the smallness of η/s
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warrants an extended period of applicability of relativistic viscous hydrodynamics (vHydro) between the
pre-equilibrium and the final decoupling epochs. This has resulted in an impressive success in the use
of vHydro to describe and predict central observables that help characterize the QGP. For example, the
lower panel of Fig. 10 shows the elliptic flow coefficient v2 for identified hadrons in Pb−Pb collisions at
the LHC, compared to hydrodynamic calculations for η/s = 0.2. The strategy used to obtain the curves
shown in this figure, is the numerical solution of coupled relativistic hydrodynamic equations, together
with a hadronization and flow analysis as was described in the previous section. There are several very
successful public and private codes that solve 2 + 1 and 3 + 1 vHydro that can be coupled to codes that
generate heavy-ion initial conditions and to codes that help in the later stages of the evolution (freeze-out
and hadronization). Even a simple linearized version of vHydro equations

∂µδT
µν = Jν ; ∂µT

µν
0 = 0 , (11)

where the medium total energy-momentum Tµν = Tµν0 + δTµν with Tµν0 the energy-momentum for
underlying medium in equilibrium and δTµν a small perturbation (Jν being the source of disturbance),
can be solved analytically for certain source models and has provided physical insight into the effects of
hydro-modes in experimental observables [40].

From the point of view of a microscopic theory, the viscosity is a transport coefficient that quan-
tifies the inefficiency of dissipation in the medium, which would translate into a presistent anisotropy
in the energy-momentum tensor Tµν . Then in the perturbative picture, the QGP would be made up of
quasipartice excitations with momenta the size of the dominant scale, the temperature of the system.
So the anisotropy in the energy-momentum tensor, arises from the momentum distributions of these
quasiparticles. Then, the scattering and spliting of these constituents will drive the system into its equi-
librium value. So in this perturbative approach the challenge is to determine the form of the source of
anisotropies by the calculation of the collision operator that enables this system relaxation. At fixed order
in perturbation theory, this implies solving a Boltzmann equation using finite temperature techniques

(∂t + p̂ · ∇x)f(x,p, t) = −C2→2[f ]− C1→2[f ] , (12)

where C2→2
s is a scattering operator, C1→2

s is a splitting operator and f(x,p, t) = dN/d3xd3p is the
phase space distribution for either quarks, antiquarks or gluons. The solution of this equation then, is
used to obtain the transport coefficients, via the vHydro equations [41]. So a full hydrodynamical study,
will contain the non-linearized version of Eq. 11 coupled to a Boltzmann equation simmilar to Eq. 126.

5 QCD phase diagram and criticality signatures
5.1 Phase transition, tradition vs. praxis
In general, phase transitions refer to the transformations of a substance -from one matter state to another-
as a result of variations of external conditions such as pressure, temperature, etc. Typically, when the
substance goes through a phase transition, there are certain quantities that often change in a discontinuous
matter. Perhaps the most familiar phase transitions of a substance, are those of water: in our daily
lives we use water in the liquid, solid and gas phases and under certain conditions of, say, pressure
and temperature, we know which phase to expect for water. This information is summarized in phase
diagrams in Fig. 11, where the solid black lines are the values of temperature and pressure under which
the phase transitions occur. Notice there is a triple point -three phases coexist- where the phase transition
lines intersect and there is a black circle for the critical end-point (CEP) where the phase transition line
ends. For water, the CEP is known experimentally but, for the QGP, the CEP is predicted theoretically
but not known experimentally. The experimental discovery of this CEP is part of current and future
heavy-ion collision experiments and the theoretical connection between regions of criticality on a phase
diagram and observables at the experiment, are a subject of much interest.

6For further details on the applicability of relativistic viscous hydrodynamics and for a complete description of the imple-
mentation of vHydro beyond the linearized regime, see for example Ref. [39].
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Fig. 11: On the left, the phase diagram of water which has continuous lines representing the phase transitions
and a critical end-point. On the right, the phase diagram of nuclear matter also shows the phase transitions with
continuous lines and a critical end-point, where the cross-over region begins. [42]

Since phase transitions are the result of interactions of a large number of particles—so size of the
system and number of particles are relevant to the discussion- in technical terms, they occur when the
free energy—the energetic balance between changes in internal energy and changes in temperature and
entropy—is non-analytic (one of its derivatives diverges) for some values of the relevant thermodynam-
ical variables of the system. So, on the phase transition lines the free energies in both phases coincide.
For certain systems such as nuclear matter, it is possible to change the state of the substance, without
crossing a phase transition line. In this case, the thermodynamic conditions define a cross-over, rather
than a phase transition. On the right panel of Fig. 11, there is a cross-over region for nuclear matter that
transforms between the hadron has phase and the QGP phase, for low baryon chemical potential and high
temperature.

Again, in general, phase transitions are characterized as either discontinuous or continuous. The
former are a result of a discontinuous change in entropy at a fixed temperature (the change in entropy
corresponds to latent heat L = T∆S) and typical examples are solid-liquid and liquid-gas transitions at
temperatures below the critical temperature. The latter involve a continuous change in entropy, which
means there is no latent heat in the process, such as liquid-gas transitions at temperatures above the
critical temperature. In practise, sometimes we do phase transition classification à la Ehrenfest: the
order of a transition is the order of the lowest derivative of the free energy, which shows a discontinuity.
For example in boiling water, a first order phase transition is that of a discontinuity in the density, the
derivative of free energy with respect to chemical potential, and would be labeled a discontinuous phase
transition under the previous criteria. In a second order phase transition for the magnetization of a
ferromagnet, the derivative of the free energy with respect to the external field is continuous, but the
susceptibility (the derivative of the magnetization with respect to the external field) is discontinuous
and this would be labeled a continuous phase transition with the previous criteria. Finally, the modern
classification of phase transitions have a more subtle description of them: the first order phase transitions
involve latent heat, so the system absorbs or releases heat at a constant temperature, its phases coexist so
only some parts of the system have completed the transition; the second order phase transitions are simply
continuous transitions and then, the systems’ susceptibilities diverge and the characteristic correlation
lengths become large.
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5.2 Hadron spectra and Hagedorn temperature
In order to study the impact of the nuclear matter phase transitions in the hadron spectra, we can start
with a simple model for the hadron gas phase: an ideal gas of identical neutral scalar particles of mass
m 7. The grand canonical partition function for these neutral scalar particles, contained in a box volume
V at temperature T , assuming Boltzmann statistics is 2π2 lnZ(T, V ) = V Tm2 K2(m/T ). So for
temperatures much greater than the mass of these particles, the energy density of the system grows as
T 4, the particle density grows as T 3 and the average energy per particle grows as T . The more energy
that is available to the system, the higher the temperatures are accessible to it and the more energetic its
constituents. Now, if we allow these hadrons to interact and we allow for resonance formation, we can
use an improved model of an ideal gas like before, but now with a probability to form certain resonances,

lnZ(T, V ) =
∑

i=0

V Tm2
i

2π2 ρ(mi) K2(
mi

T
) , (13)

where we sum over all possible resonances (i = 0 being the ground state) with weights relative to the
ground state, encoded in ρ(m). In the early days of hadron discoveries, R. Hagedorn [45] collected the
data on the hadron spectra and concluded the hadron spectra could be well described with this model
with ρ(m) ∝ exp(m/TH) where the Hagedorn temperature is TH ' 0.19 GeV. This hypothesis of the
experimental growth with mass of the number of hadronic resonances is at the core of the phenomenology
of particle production as a direct consequence of the phase transition between the QGP and the hadron
gas. The amount of data we have accumulated since Hagedorn’s time, means that we can revise this
model, use it as a guiding light in the search of possible missing states and explore the effects this would
have for hadron flow observables [46]. Now, if we are in a regime where not only do we have a high
temperature T but also a finite baryon chemical potential µB , then this exponential growth is in direct
competition with a Boltzmann factor and TH is now a fixed temperature limit T = (1− µB/m)TH, so
in this case, the momentum of the constituents of this hadron gas, does not continue to increase and more
species of heavier particles can be produced.

5.3 Chiral transition and hadronization
In section 2.3, we laid out the ideas about how we should expect a phase transition between a state with
light current quarks and state with heavy constituent quarks a chiral phase transition. In other words,
we can study the QCD phase diagram at finite T and µB from the point of view of chiral symmetry
restoration, because quarks turn bare in hot and/or dense energetic nuclear matter. For these studies the
typical order parameter to follow in the search of a transition is the chiral condensate 〈ψψ〉, a quark-
antiquark bound state with Bose-Einstein statistics. The easiness of this condensate to form in vacuum
is characterized by the value 〈ψψ〉0 = −(0.24 GeV)3, which sets the scale for the critical temperature of
chiral restoration. Chiral perturbation theory provides a strategy to calculate the value of this condensate
at finite -but small- temperature and chemical potential and the result shows that the condensate melts,
so there is a set of values of temperature and chemical potential that indicate a chiral phase transition in
the QCD phase diagram.

In order to probe this chiral phase transition in experiments, we should keep tabs of the particle
abundances and make sure that we have a statistical model that includes variations of these abundances
due to a high particle density in the phase transition region8. For central collisions where µB ∼ 1/

√
sNN

and for current collider based experiments where the highest energies are reached—such as the LHC and
RHIC—the bayon chemical potential associated to the reaction is the smallest. In these experiments
there is then an increase of the degree of transparency of the colliding nuclear matter: the energy in-
jected to the interaction zone, produces roughly an equal number of particles and antiparticles. New

7For a review on the thermodynamics and hadron spectra of QCD matter, see Ref. [44].
8For a review of the statistical-thermal model of particle production in heavy-ion collisions is Ref. [47].
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Fig. 12: Skewness and kurtosis of net-proton number is reported by the STAR Collaboration [51].

experiments—such as NICA and FAIR—have collisions with lower centre-of-mass energies, a smaller
degree of transparency to create an interaction zone that is rich in baryons.

5.4 The critical end-point (CEP)
So far, we have complemented the discussion that we started back in section 2.4, on the theoretical
ideas and observed phenomena that motivate a conjectured QCD phase diagram for nuclear matter under
extreme conditions of temperature and density, such as the ones in Fig. 5. The main features of the
conjectured QCD phase diagram can be summarized as follows: there is a crossover for µB = 0, there is
a first order phase transition that turns into a second order phase transition somewhere in the middle of
the phase diagram and there is a CEP somewhere in the middle of the phase diagram, where the crossover
becomes a first order phase transition line9.

One way to find experimental evidence of the CEP in relativistic heavy-ion collisions, is to look for
event-by-event fluctuations of conserved quantities. The possibility to detect non-Gaussian fluctuations
in conserved charges is one of the tools thought to be sensitive to the early thermal properties of the
medium created at heavy-ion collision experiments. In principle, the amount of any conserved charge Q
in a given volume of phase space V is an integral over the volume of the charge density n(x), but when
the measurement of the charge is performed event-by-event for a volume in a thermodynamical system,
we expect thermal fluctuations of Q. These fluctuations can be quantified with the help of moments of
the charge distribution functions e.g. the variance of Q given in terms of a correlation function as

〈δQ2〉V = 〈(Q− 〈Q〉V )2〉V =

∫

V
dx1dx2〈δn(x1)δn(x2)〉 .

In general for a conserved quantity c, the cumulants 〈xn〉c associated to a probability distribution
function P(x) of a stochastic variable x are

〈xn〉c =
dn

dθn
lnG(θ)

∣∣∣∣
θ=0

,

where 〈x〉c = 〈x〉, 〈x2〉c = 〈x2〉 − 〈x〉2 = 〈δx2〉, 〈x3〉c = 〈δx3〉, 〈x4〉c = 〈δx4〉 − 3〈δx2〉2, etc. For
a thermodynamical system the partition function lnZ , is the moment generating function - the so called
cumulant generating function- lnG. Since a conserved quantity will be connected to the volume V of the

9For a review on the location of the CEP in the QCD phase diagram see Ref. [48] and references therein.
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system in a grand canonical ensemble framework, cumulants are extensive quantities. Notice also that
non-Gaussian fluctuations will be driven by non-vanishing higher order cumulants. Since the asymmetry
and sharpness of a distribution function can also be established through the skewness S and kurtosis κ,
then there is a direct connection between these two quantities and the cumulants: when the stochastic
variable x is normalized to the square root of the variance σ, the skewness and the kurtosis are given
as the third and fourth-order cumulants: S = 〈x̃3〉c, κ = 〈x̃4〉c. If we can describe the fluctuations
of conserved charges in heavy-ion experiments using hadron degrees of freedom, then the cumulants
should be consistent with those of the Hadron Resonance Gas model (HRG) and so deviations from this
model are used as experimental signals of the emergence of non-hadron or non-thermal physics. Near
the CEP, higher order cumulants change sign and are sensitive to the increase of correlation lengths. In
particular when passing through the CEP in a beam energy scan in heavy-ion collision experiments, the
fluctuations of multiplicities or mean transverse momenta of particles are a manifestation of higher non-
Gaussian cumulants with a non-monotonic behavior of the correlation length. For example, the top panels
in Fig. 12 show the skewness and kurtosis for net-proton number as reported by the STAR Collaboration
for a beam energy scan from 6 GeV to 200 GeV for Au−Au collisions at RHIC. In peripheral and mid-
central collisions, the κσ2 values are close to 1 and the Sσ show strong monotonic increase when the
energy decreases, giving the first hints of criticality.

6 Heavy-ion collision physics: season finale and season premiere
The experiments that have established the production of the QGP -RHIC at BNL and LHC at CERN-
and are still providing data to characterise it, represent the golden era of heavy-ion collisions. Now, a
new era begins with new experiments—NICA at JINR, FAIR at GSI and RHIC at BNL—that are going
to provide data to scan regions of the QCD phase diagram that we could not access before. Together
with heavy-ion physics, astrophysics and condensed matter will continue to enrich the description of the
phases of nuclear matter from different perspectives. Even though the collisions are at lower energies,
this poses new technological challenges both for the preparation of the ion-beam and for the design of
detectors that can have de adequate coverage to capture the products of the QGP evolution. Throughout
these lectures, we have shown several examples of the theoretical and experimental efforts that provide
the most comprehensive picture, up to today, of the QGP and its evolution. In this section we highlight
certain aspects of heavy-ion phenomenology that have resolved some issues in the past, but that also
present new challenges in this new experimental era.

6.1 RAA, jet quenching and correlations
In order to quantify the effect of the medium created in heavy-ion collisions in the production of particles,
we use the nuclear modification factor RAA, which is the ratio of the multiplicity of particles produced
in A−A collisions with respect to the multiplicity in pp collisions, normalized to the average number of
binary collisions

RAA(pT ) =
1

〈Ncoll〉

dN
AA

(pT )
dpT

dN
pp

(pT )
dpT

.

So, naïvely, we expect this ratio to be closer to one for primordial photons for which the QGP should be
transparent, and perhaps smaller than one for hadrons that form at different stages of QGP evolution. In
the left panel of Fig. 13 we can see the data for RAA for photons and hadrons in the most central Au−Au
collisions at

√
sNN = 200 GeV, as reported by the PHENIX collaboration [49]. Indeed hadrons show

large suppression —quenching—for a wide range of pT and photons mostly do not. Looking closely at
the plot, we can see that for pT < 5 GeV there is an excess of photons in Au−Au collisions and there
is a slight recovery on the pT > 5 GeV observed hadron supression. At the LHC this translates into
jet quenching, a large -by a factor of 2 for most central collisions- suppression of single-inclusive jets
produced in Pb−Pb collisions, when compared to pp collisions, as shown in the right panel of Fig. 13.
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Fig. 13: Hadron species show quenching at RHIC [49] and single-inclusive jet quenching at LHC [50].

Jet quenching in heavy-ion collisions is a tool to understand the formation and evolution of in-medium
jets, since there is an enhancement of soft activity at the edges of the jet and far away from the jet. So
jet physics in heavy-ion collisions represents one of the most important tools to study both the process
of equilibration -through the interactions between the jet and the medium- and gives access to the scale
dependence of medium properties. The missing pT in an event, due to jet quenching, has made it possible
to perform in-medium jet-tomography [53] and to inspire new developments for in-medium fragmenta-
tion and jet-formation in Monte Carlo simulations for heavy-ion experiments. Jet angular and rapidity
distributions, have shown that there are ridges or long-range correlations, that support the emergence of
collective phenomena. Since these ridges are present at large rapidities, and show enhancement for less
central collisions and lower values of pT , then this complements the expected and observed behavior for
the values of vn and further supports the hydrodynamical modelling of the QGP, that we presented back
in Sections 4 and 5.

6.2 Photons as thermometers and viscometers
Photons are a special probe of the QGP that, unlike the hard-probes, can traverse the medium from
which they are emitted without further interaction. The photon spectra provides access to the evolution
and temperature of the fireball, since they are emitted at all the evolution stages of a heavy-ion collision.
Even more, the mechanisms for photo-production are known from many other experiments, so an excess
or suppression of photons produced in A−A collisions, would be a signal of new mechanisms possible
due to the conditions that prevail in heavy-ion collisions.

Photons are thermometers of the QGP in the following sense: the effective temperature of the
QGP can be extracted from the photon spectrum in the low pT region, since it represents the inverse
logarithmic slope dN/dpT ∼ Exp {−pT /Teff}. These thermal photons provide an estimate of the effec-
tive temperature from different experiments, e.g.Teff = 211 ± 19 MeV in 0-20% Au−Au collisions at√
sNN = 200 GeV at RHIC and Teff = 304±51 MeV in 0–40% Pb−Pb collisions at

√
sNN = 2.76 TeV

at LHC. The photon pT spectrum even shows photons at Teff < Tc with blue-shift to Teff > Tc due to
a strong radial hydrodynamic flow for Tc = 155 − 170. Recently, there was even a direct photon’s flow
“puzzle” whereby photons from hard scatterings become dominant at high-pT and are well described
by NLO pQCD plus photons from thermal emission of the QGP and the hadronic phase, but there was
a photon excess at low-pT with large values of elliptic flow, that could not be accounted for by the
regular mechanisms [54]. This prompted several possibilities for new sources of primordial photons,
such as the photo-production via intense magnetic fields present at early stages after the heavy-ion colli-
sion [55]. Photons are viscometers of the QGP in the following sense: using event-by-event simulations
of heavy-ion collisions based on viscous relativistic hydrodynamics, we learn that η/s suppresses the
flow coefficients vn from the soft photon spectra and the effect is more pronounced for more peripheral
collisions [56].
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7 Summary and open questions
In these lectures we presented the basic experimental and theoretical tools to study the collisions—and
evolution of the colliding system—in heavy-ion experiments, where QGP is produced, the “simplest form
of complex matter described by the fundamental laws of QCD” [2]. The QGP is probed with a range of
experimental set-ups and we can characterize it with several relevant observables. We have a standard
model of heavy-ion collisions, that includes the QGP formation and decay, but that also incorporates
the formation of hadrons from the primordial fire ball. The QGP is modeled as a relativistic fluid with
very small viscosity and this model can describe most of the flow-related observables across a variety of
colliding systems and conditions. Finally, the study of phase transitions in nuclear matter using QCD-
inspired models, fuels the experimental plans for the discovery of the critical end-point in this diagram
and the ultimate understanding of in-medium hadron formation. As was nicely summarized in Ref. [2],
the field of heavy-ion physics has spread into new theoretical and experimental areas of development that
have provided a framework for the exploration of new extreme QCD phenomenology, but that still has
many open new and exciting questions to tackle:

– What new insights can we obtain about well established QCD phenomenology such as hadroniza-
tion and confinement, from the analysis of heavy ion collision data?

– Do we have an understanding of all the stages of a heavy ion collision? In particular, how well do
we understand the initial stages of the collision process, up to the creation of QGP?

– Can we create QGP with collisions of small systems such as proton-proton and proton-light ion
collisions?

– What are the properties of QGP? What have we learned about the dynamics of different probes as
they traverse this medium?

– Which aspects of heavy-ion collisions phenomenology involve weakly coupled dynamics or
strongly coupled dynamics?

– What are the regions of the nuclear matter phase diagram we can explore using heavy-ion physics?

I hope that with these lectures, you are motivated to do hot, dense and exciting QCD, and join the
efforts of the heavy-ion community in this era where new experiments are helping us explore the phase
diagram of nuclear matter.
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LHC highlights and prospects
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University of Illinois at Chicago, Chicago, IL, USA

Abstract
These lectures were presented at the 2019 CERN–Latin-American School of
High-Energy Physics. They were centered on the experimental methods used
in hadron colliders to advance our understanding in the field of high-energy
particle physics. From accelerators, to particle detector technologies, object
identification and data analyses techniques, the lectures did not attempt to pro-
vide a comprehensive, in-depth technical background, but rather focused on
an overview of experimental techniques that enabled our advances in support-
ing and challenging the predictions of the Standard Model. This document
includes a selection of the material presented in the lectures, focusing on how
advances in detector technologies and object identification enabled the devel-
opment of increasingly sophisticated data analysis techniques. This write-up
also includes an outlook to the future LHC program and beyond.

Keywords
LHC physics; Hadron colliders; Experimental techniques.

1 Introduction
The Large Hadron Collider [1], a 26.7 km diameter superconducting proton-proton collider, is the largest
particle accelerator ever built. It is operated by the European Organization for Nuclear Research (CERN)
in Geneva Switzerland, and is the last stage of a multi-accelerator complex that results in proton-proton
collisions at a center of mass energy in the 7−14 TeV range. A schematic view of the CERN accelerator
complex can be seen in Fig. 1. The first stage is the LINAC 2 linear accelerator, where a proton source
extracts 90 keV protons from a Hydrogen bottle and accelerates the beam to 50 MeV over a distance of
33 m, providing a pulse every 1.2 s. Next, the PS Booster, which is the first synchrotron in the accelerator
chain, and has 157 m in circumference, increases the proton energy to 1.4 GeV in 1.2 s. Protons are
then injected into the PS, the oldest operating synchrotron at CERN with a circumference of 628 m
(4 times the size of the PS Booster), and their energy is increased to 26 GeV. Next, protons are injected
into the SPS, the first superconducting synchrotron in the chain, with 6.9 km circumference and 30 m
underground, which was originally a proton-antiproton collider that lead to the discovery of the W and
Z bosons. The SPS increases the proton energy to 450 GeV and provides beam to the LHC and to fixed
target areas. The LHC consists of 1232 main dipoles of 15 m each that deviate the beams around the
27 km circumference, 858 main quadrupoles that keep the beam focused and 6000 corrector magnets
to preserve the beam quality. The main magnets use superconducting cables (Cu-cladded Nb-Ti), with
12 000 A providing a nominal field of 8.33 Tesla. The LHC started operations in 2010, delivering 36 pb−1

of data at
√
s = 7 TeV, followed by 5 fb−1 of data in 2011. The center of mass energy was increased

to
√
s = 8 TeV in 2012, when 20 pb−1 of data were delivered. Finally, in what is known as Run 2,

150 pb−1 of data at
√
s = 13 TeV were delivered between 2015 and 2018.

These lectures will focus only on the two multi-purpose experiments, ATLAS [2] and CMS [3],
shown schematically in Figs. 2 and 3. Both detectors rely on layered instrumentation technologies to
detect the passage of particles and measure their position and their energies with the best possible pre-
cision. The innermost layer is typically a silicon-based semiconductor tracker, that is both radiation
hard and has low mass, to minimize the multiple scattering from detected tracks. Electrically charged
particles leave hits in the tracker layers, which allows trajectories to be reconstructed from consecutive
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Fig. 1: Schematic view of the CERN accelerator complex, showing the different accelerator stages that result in
proton-proton collisions at the center of the four detector areas.

measurements as particles traverse the detector volume. CMS is the first hadron collider experiment to
use an all-silicon tracker. ATLAS innermost tracker is silicon-based, but the outer part uses a gas and
wire transition radiation tracker. Outside of the trackers are the calorimeters, that destructively measure
the energy of charged and neutral particles. Calorimeters complement the information obtained from the
magnetic spectrometers, as they are able to measure the energy of neutral particles and have an energy
resolution which improves with the particle energy, while the spectrometer resolution degrades with par-
ticle energy. Finally, the outermost part of the detectors are the muon spectrometers, that are typically
gas-based detectors that cover huge volumes and identify the only particles that escape the calorimeters,
which are the muons. Both collaborations have superconducting magnets. CMS has a single solenoidal
4 Tesla magnet, cooled at −270 ◦C, outside the combined tracker and calorimeter volume. The muon
chambers are interleaved with a 12-sided, 3-layers iron structure that surrounds the magnet coils and
contains the B field. ATLAS has a 2 Tesla central solenoid between the tracker and the calorimeters
and two toroids (a central and a forward toroid) as part of the ATLAS muon system. Finally, the trigger
systems decide, in real-time, which subset of data is to be readout by the detector and stored for offline
analysis, and the data acquisition (DAQ) system collects the data from the different parts of the detector,
converts it to a suitable format, and saves it to permanent storage. Both detectors use a multi-level trigger
system, with a first trigger level with very short latency, high signal efficiency but modest background
rejection, which is typically firmware-based, single-detector or limited combination. This is followed
by subsequent trigger level(s) that achieve high background rejection, with typically larger latency, and
which are computer-based and use the information from multiple detectors, with the highest level being
a speed-up version of the offline reconstruction.

The latest development in offline event reconstruction uses the particle flow algorithm [4] to cre-
ate a comprehensive list of all final-state particles in the collision. This approach makes use of the best
combination of all subdetectors to reconstruct and identify all particles, and also provides robust handles
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Fig. 2: Cross-sectional view of the ATLAS detector.

against energy deposits originating from the underlying event and from multiple proton-proton interac-
tions in the same bunch crossing. It also opens the door to a new field of studies that uses jet substructure
techniques to differentiate between quark and gluon jets based on the differences in their radiation pat-
terns and lifetimes [5]. The technique can also be extended to distinguish jets from hadronic decays of
high transverse momentum heavy particles, in particular W and Z bosons, top quarks and Higgs bosons.
As the largest branching ratios for these particles is into their hadronic decays, these tools open up a large
amount of acceptance that was previously inaccessible. Furthermore, the ability to reconstruct subjets
from merged decays can be used to separate these heavy objects from the much more copious quantum
chromodynamics (QCD) multi-jet production. This is particularly important when studying hadron colli-
sions that give raise to a wide variety of processes with production cross sections that span 12–13 orders
of magnitude. While they enable a rich physics program, the interesting processes are overwhelmed by
mundane processes that occur at much higher rates. Background discrimination and residual background
modeling are crucial ingredients in any physics analysis using hadron collider data. Figure 4 shows the
cross sections and events per second produced at hadron colliders as a function of the center of mass
energy.
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Fig. 3: Cross-sectional view of the CMS detector.

Fig. 4: Production cross sections as a function of center of mass energy in hadron colliders.
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2 Jet production
At LHC energies, the dominant process in pp collisions is jet production. Within the framework of QCD,
inelastic scattering between two protons can be described as an elastic collision between a single con-
stituent of each proton. These constituents are called partons. After the collision, the outgoing partons
manifest themselves as localized streams of particles referred to as “jets”. Theoretical predictions for
jet production are given by the folding of the parton scattering cross sections with experimentally deter-
mined parton density functions (pdf’s). These predictions are known at next–to–leading order (NLO) in
perturbative QCD scattering calculations [6,7] and accurately measured pdf’s [8]. Some of the questions
that can be addressed with studies of jet production are testing of NLO QCD, extraction of pdf’s, mea-
suring the value of the strong coupling constant αs, and testing of beyond the Standard Model (BSM)
theories.

The simplest test that can be performed is the measurement of the production rate of jets as a
function of the jet transverse momentum (pT ) in different rapidity bins y, a study in which each jet in the
event corresponds to an entry in the histogram. The ATLAS and CMS collaborations measure the double
differential inclusive jet cross section in pp collisions at

√
s = 8 TeV, which can be expressed as:

d2σ/(dpTdy) = (NJet)/(ε∆pT∆|y|
∫
Ldt) ,

where NJet is the total number of jets observed in a certain jet transverse energy ET bin, ε is the selec-
tion efficiency, ∆pT is the bin width, ∆y is the rapidity range considered, and

∫
Ldt is the integrated

luminosity associated with the data set. The results are shown in Fig. 5 for ATLAS [9] and Fig. 6 for
CMS [10]. The cross sections for different rapidity bins are multiplied by factors indicated in the legends
for better visibility. The dominant systematic uncertainties are the jet energy scale and resolution, and
range from 2 − 30%, being largest for low pT jets and jets in high rapidity regions. Overall, reasonable
good agreement is observed between data and the NLO predictions. The data should provide improved
constraints on parton distribution functions.
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Fig. 5: Double-differential inclusive jet cross sections as function of jet pT from ATLAS. The cross sections for
different rapidity bins are multiplied by factors indicated in the legends for better visibility.
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Both collaborations also study the characteristics of the system given by the two leading jets in an
event. Discrepancies with QCD predictions could indicate beyond the Standard Model physics like quark
compositeness, excited quarks, quark contact interactions, extra spatial dimensions, quantum black holes,
or dark matter. The results are shown in Fig. 7 (top) for ATLAS [11] and Fig. 7 (bottom) for CMS [12].
ATLAS presents its result as the dijet cross section as a function of the dijet invariant mass mjj . CMS
chooses to concentrate on the angular distribution of dijets relative to the beam direction by studying
χdijet = e|y1−y2|, where y1 and y2 are the rapidities of the two leading jets. The choice of χdijet as the
sensitive variable is motivated by the fact that BSM processes, that are expected to have isotropic angular
distributions, would result in an excess of events over QCD predictions at low values of χdijet.
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3 Vector boson production
W and Z bosons, the carriers of the weak force, are directly produced in high-energy pp collisions at the
CERN LHC. In addition to probing electroweak physics, the study of the production of W and Z bosons
provides an avenue to explore QCD. W and Z bosons, when produced in association with jets, and in
particular with b-jets, constitute an irreducible background to many processes that decay to W or Z, like
top, Higgs and BSM production. The leptonic Z decays provide clean samples with adequate statistics
for detector performance measurements and the extraction of data-to-MC correction factors for trigger
and lepton identification.

The most precise measurement of the leptonic W production cross section at
√
s = 8 TeV was

performed by CMS using special low pileup data collected in 2012 [13]. The data sample corresponds to
an integrated luminosity of 18.2± 0.5 pb−1, and has an average of 4 interactions per bunch crossing, to
be compared with an average of 21 interactions for the regular beam conditions during 2012. Events are
selected in their decays to high pT , isolated electrons or muons. The leading systematic uncertainty arises
from the measurement of the lepton reconstruction and identification. The uncertainty on the integrated
luminosity cancels when calculating the ratio of cross sections, which are measured with a precision of
2%. Figure 8 shows the measured and predicted total production cross sections times branching ratio to
leptons for W vs.Z (left) and W+ vs.W− (right). The measurements in the electron and muon channel
are in agreement with NNLO theoretical predictions and among the channels, in accordance with the
expectation from lepton universality.
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Fig. 8: Total production cross sections times branching ratio to leptons for W vs.Z (left) and W+ vs.W− (right).
The ellipses illustrate the 68% CL coverage for total uncertainties (open) and excluding the luminosity uncertainty
(filled). The uncertainties in the theoretical predictions correspond to the PDF uncertainty components only and
are evaluated for different PDF sets, as indicated in the figure.

4 Measurement of the W mass
In the Standard Model of the electroweak interactions, the mass of the W boson can be expressed as

m2
W

(
1− m2

W

m2
Z

)
=
πα(m2

Z)√
2GF

(1 + ∆rW ) . (1)

A measurement of mW , together with mZ , the Fermi constant (GF ), and the electromagnetic coupling
constant (α), determines the electroweak radiative corrections ∆rW experimentally. The dominant con-
tributions to ∆rW arise from loop diagrams that involve the top quark and the Higgs boson. The cor-
rection from the tb loop is substantial because of the large mass difference between the two quarks. It is
proportional to m2

t for large values of the top quark mass mt. If additional particles which couple to the
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W boson exist, they would give rise to additional contributions to ∆rW . Therefore, a measurement of
mW is one of the most stringent experimental tests of SM predictions. Deviations from the predictions
may indicate the existence of new physics. Within the SM, measurements of mW and the mass of the
top quark and the Higgs boson are a crucial test of the overall consistency of the SM, and discrepan-
cies could indicate new physics. The experimental challenge is thus to measure the W boson mass to
sufficient precision, about 0.1%, to be sensitive to BSM effects.

The ATLAS collaboration has used data collected in 2011 in pp collisions at
√
s = 7 TeV to

measure the W boson mass from template fits to the reconstructed distributions for the charged lepton
pT and the W boson transverse mass [14]. The analysis uses 4.6 pb−1 of data, which results in 7.8×106

W → µν and 5.9× 106 W → eν candidates. In addition, 1.23× 106 Z → µµ and 0.58× 106 Z → ee
candidates are used to pin down the lepton energy and W recoil calibration. The measured mass of
mW = 80370± 7(stat.)± 11(exp.syst.)± 14(mod.syst.) MeV = 80370± 19 MeV, is consistent with
previous results and SM expectations. The measurement is limited by the understanding of the detector
modeling, the PDFs and theoretical uncertainties. Figure 9 shows the measured values for the W boson
mass and results from global electroweak fits.

 [MeV]Wm

80250 80300 80350 80400 80450 80500

ALEPH

DELPHI

L3

OPAL

CDF

D0

+
ATLAS W

−
ATLAS W

±
ATLAS W

ATLAS

Measurement

Stat. Uncertainty

Full Uncertainty

165 170 175 180 185

 [GeV] tm

80.25

80.3

80.35

80.4

80.45

80.5

 [
G

e
V

]
W

m
ATLAS  0.019 GeV± = 80.370 Wm

 0.70 GeV± = 172.84 tm

 0.24 GeV± = 125.09 Hm

t and m
W

68/95% CL of m

68/95% CL of Electroweak

t and m
W

 Fit w/o m
(Eur. Phys. J. C 74 (2014) 3046)

Fig. 9: Comparison of the measured values for the W boson mass by various collaborations (left). ATLAS
measured values for the mass of theW boson and the top quark are compared to the results from global electroweak
fits based on the measured LHC Higgs Boson mass of 125.09± 0.24 GeV (right).

5 Top quark production and decay
The top quark is the heaviest known elementary particle and completes the quark sector of the three-
generation structure of the Standard Model (SM). It differs from the other quarks not only by its much
larger mass, but also by its lifetime which is too short to build hadronic bound states.

The SM predicts that top quarks are created via two independent production mechanisms at hadron
colliders. The primary mode, in which a tt pair is produced from a gtt vertex via the strong interaction,
was used by the D0 and CDF collaborations to establish the existence of the top quark in 1995 [15, 16].
The second production mode of top quarks at hadron colliders is the electroweak production of a single
top quark from a Wtb vertex. At Tevatron energies, the predicted cross section for single top quark
production is about half that of tt pairs but the signal-to-background ratio is much worse; observation
of single top quark production has therefore been impeded by its low rate and difficult background
environment compared to the top pair production, and only detected by the same collaborations in 2009,
fourteen years after the strong production [17, 18].

Within the SM, the top quark decays almost exclusively into a W boson and a b quark, resulting
in two W bosons and two b jets in each tt pair event. The W boson itself decays into one lepton and
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its associated neutrino, or hadronically. The tt pair decay channels have been classified as follows: the
dilepton channels where both W bosons decay leptonically into an electron or a muon, the lepton jets
channels where one of the W bosons decays leptonically and the other hadronically, and the all-jets
channel where bothW bosons decay hadronically. tt pair production cross sections have been measured
in pp collisions at the Tevatron and in pp collisions at the LHC in all decay channels except in the
dilepton channel where both Tau leptons decay hadronically. Figure 10 summarizes the measurements
of the tt production cross-section as a function of the center of mass energy compared to theoretical
predictions at NNLO QCD with NNLL resummation [19]. Excellent agreement between measurements
and theoretical predictions is observed in all channels. Precise measurements of the tt production cross
section represent a test of pQCD at high Q2, can be used to constrain PDFs, to determine the top quark
mass mt , and measure the strong coupling constant αs. Precise comparisons of the measured cross
sections in different channels and different methods with theoretical expectations are sensitive to new
physics. Good understanding of the composition of the samples is crucial to enable the measurement of
top quark properties and as input to searches for which the top quarks are the dominant backgrounds.
Well understood samples of top quarks can also be used to constrain the energy scale of jets and to
measure efficiencies to tag b and top jets.
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The large number of tt events produced at LHC energies allows for full phase-space normalized
differential cross section measurements as those in Fig. 11, in which the ATLAS and CMS measurements
are compared to theoretical predictions [19]. Overall good agreement is observed between data and
predictions and the measurements can be used to improve the theoretical models.

Single top production at hadron colliders provides an opportunity to study the charged-current
weak-interaction of the top quark. The SM predicts that the top quark decays almost exclusively to a W
boson and a bottom quark with B(t → Wb) ≈ 1. The rate for the process leads to a firm prediction
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Fig. 11: Full phase-space normalized differential tt cross-section as a function of the top quark pair invariant
mass (left) and the transverse momentum of the top quark (right). The ATLAS and CMS results are compared to
theoretical predictions at NNLO and NLO+NNLL.

for the top quark decay width Γt. A direct measurement of Γt is of great importance, because the
width would be affected by any non-expected decay modes of the top quark, whether they are observed
or not. Unfortunately, Γt cannot be directly measured in the tt sample at hadron colliders, but its main
component can be accessed through single top processes. If there are only three generations, the unitarity
constraint of the CKM matrix implies that |Vtb| is very close to unity. But, the presence of a heavy fourth
generation quark with a large CKM coupling to the top quark could be consistent with large values of
B(t→Wb), while resulting in an almost entirely unconstrained value for |Vtb|. A direct measurement of
|Vtb| can therefore explore the possibility of a fourth generation, and confirm that the top quark is indeed
the SU(2) partner of the bottom quark. A measurement of the single top quark production cross section
provides the only known way to directly measure |Vtb| at a hadron collider. Figure 12 present the most
recent ATLAS and CMS measurements of the single top production cross section in its three channels
(s, t and Wt associated production) and for three center of mass energies, while Fig. 13 summarizes the
corresponding extractions of the CKM matrix element |Vtb| [19]. Good overall agreement is observed
between measurements and the predictions.
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6 Top quark properties
Top quark properties are predicted by the SM and can be modified by BSM effects at the production
or decay level. Precision measurements can uncover deviations of SM predictions which could serve as
indirect evidence of BSM processes due to particles with masses not currently accessible at the LHC.
Analyses typically rely on the tt l+jets channel, due to its large samples, low background and constrained
final state. Dedicated sensitive observables are defined for each property, with the LHC benefiting from
and expanding the methods developed for those same studies at the Tevatron.

From the many properties of interest for the top quark, few are so fundamental as its mass. The
ATLAS and CMS collaboration have published measurements of the top quark mass using candidate
events in all tt decay channels. The top quark mass has also been measured from single top events and
extracted indirectly from the tt cross section measurement. Comparing precision measurements of the
top quark mass, the W and the Higgs boson masses with SM predictions provides a powerful tool to
search for BSM effects. Deviations would be an indication of new physics in the mass loops.

The most precise measurements of the top quark mass mt are obtained from the lepton jets
tt sample, where the mass is reconstructed from a kinematic fit of the decay products to the tt hypothesis.
The mass is determined from a simultaneous fit of mt and the main uncertainties arising from the jet en-
ergy scale and the b-jet energy scale. The contributions from these uncertainties are statistical in nature,
and will benefit from larger data samples. Figure 14 presents a summary of the direct ATLAS and CMS
top mt measurements [19], compared to the LHC and World averages. The results show good agreement
between measurements and with the world average.

A fundamental difference between the tt production at the Tevatron and at the LHC is that the
production is dominated by qq annihilation in the former and by gluon fusion in the latter. At leading
order, the SM predicts that the tt production is forward-backward symmetric in qq annihilation. However,
higher order SM effects result in a small (≈ 6.6%) positive asymmetry AFB , such that the top (anti-top)
quark is preferentially emitted in the direction of the incoming quark (anti-quark) [20]. BSM production
mechanisms that exchange new bosons could enhance AFB . There is no asymmetry in the gluon fusion
tt production that dominates at the LHC, but because quarks carry, on average, larger momentum than
antiquarks, the rapidity distribution of top quarks is expected to be broader than that of anti-tops, which
results in a tt charge asymmetry AC of (≈ 1%). Early Tevatron AFB measurements [21, 22], based on
about half the data that would eventually become available, sparked a huge interest when they showed
larger asymmetries than those predicted by the SM at the time [23], especially because the discrepancies
grew with larger top quark pair masses and rapidity difference. Measurements using the full Tevatron
dataset, and combining the results from the two collaborations, recently became available [24]. Even
though all measurements favor somewhat larger positive asymmetries than the predictions [25], none of
the observed differences are larger than 2 standard deviations, as can be seen in Fig. 15. The ATLAS
and CMS collaborations have combined their inclusive and differential measurements of AC at two
center of mass energies (7 and 8 TeV), obtaining AC = 0.005 ± 0.007(stat) ± 0.006(syst) and and
AC = 0.0055 ± 0.0023((stat) ± 0.0025(syst) at 7 and 8 TeV, respectively, in good agreement with
the respective SM predictions [26]. Figure 16 shows the measured combined inclusive AC at 8 TeV
versus the combined Tevatron AFB compared with the SM prediction at NNLO+EW NLO [27] and
various BSM predictions that could affect the asymmetries. The combined Tevatron/LHC measurements
uniquely restrict the phase space of possible BSM phenomena which would produce large asymmetries,
including models that predict the existence of heavy W ′ bosons, heavy axigluons, scalar isodoublets,
color triplet scalars and color sextet scalars [28].

A property characterizing the dynamics of the top-quark decay is the helicity state of the on-shell
W boson. TheW boson can have three possible helicity states, and the fractions ofW+ bosons produced
in these states are denoted as f0 (longitudinal), f− (left-handed), and f+ (right-handed). In the SM, the
top quark decays through the V −A weak charged-current interaction, which strongly suppresses right-
handed W+ bosons or left-handed W− bosons. Significant deviations from these expectations would
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CMS, l+jets 8 TeV  [12] 0.48)± 0.51 (0.16 ±172.35
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Fig. 14: Summary of the ATLAS and CMS direct top quark mass measurements compared to the LHC and
Tevatron+LHC combinations.

indicate either a departure from the V − A structure of the tWb vertex or the presence of a non-SM
contribution to the tt̄ candidate sample. Both ATLAS and CMS have measured the helicity fractions to
a precision better than 5% [19] and found good agreement with the SM prediction at NNLO [29], as
shown in Fig. 17.
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7 Boosted top quark production
At Tevatron energies, the majority of tt events were produced at rest. This has changed at the LHC,
where the higher center of mass energies result in top quarks that are often produced with a high Lorentz-
boost in momentum, which yields decay products that are partially or fully merged because the angular
distance between partons is smaller than the jet clustering distance parameter. As a consequence, the
three quarks from the hadronically decaying top quark may be reconstructed as one fat jet, and similarly,
for the leptonically decaying top quark, the lepton may appear as non-isolated due to its proximity to
the b-quark. Special techniques were developed by both ATLAS and CMS to reconstruct these boosted
top quarks, in both the hadronic and the leptonic case. The cornerstone of these techniques relies on
the ability to reconstruct a single jet that contains the full energy of the decay. This “fat jet” is then
distinguished from ordinary jets through the identification of the jet internal structure. In the case of
the hadronic decay of the top quark, the internal structure can identify the b-jet and the individual light
jets that result from the W boson decay. In the case of the leptonic decay of the top quark, the energy
deposits from the leptons are identified and excluded from the b-jet reconstruction. This is particularly
challenging in the case of the electron, as no isolation requirement can be applied.

The ATLAS collaboration has measured the tt differential production cross section at
√
s = 8 TeV

for lepton jets events with high transverse momentum. The measurement is reported as a function of
the transverse momentum of the hadronically decaying top quark for values of pT > 300 GeV [30].
Figure 18 (left) shows the pT of the leading fat jet compared to the SM prediction. The lower panel shows
the ratio of the MC prediction to the data, where good agreement is observed within the uncertainties.

The CMS collaboration has searched for boosted anomalous resonant tt production in events with
zero, one and two leptons [31], by reconstructing the tt invariant mass distribution and focusing in the
area of masses of at least 1 TeV. Figure 18 (right) shows the tt invariant mass for events in the muon+jets
channel in the cases in which the hadronic top has been reconstructed as a fat jet. No excess of data
over the SM predictions is observed, and limits are set on the production cross section times branching
fraction, probing a region of parameter space for certain models of new physics not yet constrained by
precision measurements.
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8 Higgs boson studies
The Higgs Boson, that had been predicted by the SM since the seventies, was observed on July 4, 2012
by the ATLAS [32] and CMS [33] collaborations. The analyses used the fully reconstructed Higgs bo-
son decay products and their excellent mass resolution to drive the discovery; however, the channel in
which the Higgs boson decays into a bb pair, even though it represents 58% of the branching ratio, was
not observed. In the years since the discovery, both collaborations worked hard to extract the H → bb
signal from the overwhelming multi-jet bb background taking advantage of the associated production,
in which the Higgs boson is produced together with a W or a Z boson. That process had already been
used by the LEP collaborations to exclude Higgs masses below 114.4 GeV [34], and by the Tevatron
collaborations to claim evidence of a observation of the Higgs boson with a significance of 3.3σ [35].
At the LHC, both collaborations select events with zero, one or two charged leptons (electrons or muons)
to include the cases in which the Z boson decays to two neutrinos, and the leptonic decays of the W
and the Z boson, respectively. In all cases, the events are required to include two b-jets. Several tools
were developed to make the signal accessible. First, the vector boson was required to be highly boosted,
which had the effect of suppressing the QCD multi-jet background and also of merging the bb pair so
that it was reconstructed as a single fat jet. Jet substructure techniques and a special b-jet tagger based
on a deep neural network discriminant were developed to identify the bb jet with high efficiency and a
low 0.1% misidentification rate. The resolution of the bb invariant mass was improved by applying a
multivariate regression technique. A deep neural network was then used together with 7 signal and 21
background regions to simultaneously extract the background normalization and the signal. Figure 19
shows the output of the multivariate discriminant and the dijet invariant mass distribution. Both collabo-
rations obtained significances larger than 5σ and the observation of the V H(bb) process [36, 37]. Both
collaborations also measured the signal strength, defined as the ratio of the number of observed H → bb
events over the number predicted by the SM, to be consistent with 1 within an uncertainty of about 20%.

Seven years after the Higgs boson observation, Higgs physics has entered a precision era. The
γγ, ZZ and WW decays were firmly established and the Higgs mass has been measured to a 0.15%
precision. The Yukawa mechanism has been established in the last two years by the observation of the
ττ and bb decays and the ttH process. And differential cross section measurements are being used to
compare the data to state-of-the-art calculations. But there is still a lot to learn, in particular, searching
for di-Higgs production is vitally important to start to understand the self-couplings of the Higgs.
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9 Searches for beyond the Standard Model processes
Since its inception more than 50 years ago, the SM has been extremely successful in predicting the
existence of particles and processes that were later observed in experiments. In particular, the ATLAS
and CMS collaborations have developed a broad and rich program, probing processes that span 9 orders
of magnitude in production cross section. Some of the rare processes had not been observed before and
are being produced at rates comparable with those expected from BSM predictions. Figure 20 shows a
summary of SM total production cross section measurements, corrected for leptonic branching fractions,
compared to the corresponding theoretical expectations and ratio with respect to best theory. Figure 21
shows a summary of the cross section measurements for SM processes by the CMS collaboration.

∫
L dt

[fb−1]
Reference

WWZ σ = 0.49 ± 0.14 + 0.14 − 0.13 pb (data)
Sherpa 2.2.2 (theory) 79.8 STDM-2017-22

WWW σ = 0.68 + 0.16 − 0.15 + 0.16 − 0.15 pb (data)
Sherpa 2.2.2 (theory) 79.8 STDM-2017-22

tZj σ = 620 ± 170 ± 160 fb (data)
NLO+NLL (theory) 36.1 PLB 780 (2018) 557

t̄tZ σ = 176 + 52 − 48 ± 24 fb (data)
HELAC-NLO (theory) 20.3 JHEP 11, 172 (2015)

σ = 950 ± 80 ± 100 fb (data)
Madgraph5 + aMCNLO (theory) 36.1 arXiv:1901.03584

t̄tW σ = 369 + 86 − 79 ± 44 fb (data)
MCFM (theory) 20.3 JHEP 11, 172 (2015)

σ = 870 ± 130 ± 140 fb (data)
Madgraph5 + aMCNLO (theory) 36.1 arXiv:1901.03584

ts−chan σ = 4.8 ± 0.8 + 1.6 − 1.3 pb (data)
NLO+NNL (theory) 20.3 PLB 756, 228-246 (2016)

ZZ
σ = 6.7 ± 0.7 + 0.5 − 0.4 pb (data)

NNLO (theory) 4.6 JHEP 03, 128 (2013)
PLB 735 (2014) 311

σ = 7.3 ± 0.4 + 0.4 − 0.3 pb (data)
NNLO (theory) 20.3 JHEP 01, 099 (2017)

σ = 17.3 ± 0.6 ± 0.8 pb (data)
Matrix (NNLO) & Sherpa (NLO) (theory) 36.1 PRD 97 (2018) 032005

WZ
σ = 19 + 1.4 − 1.3 ± 1 pb (data)

MATRIX (NNLO) (theory) 4.6 EPJC 72, 2173 (2012)
PLB 761 (2016) 179

σ = 24.3 ± 0.6 ± 0.9 pb (data)
MATRIX (NNLO) (theory) 20.3 PRD 93, 092004 (2016)

PLB 761 (2016) 179

σ = 51 ± 0.8 ± 2.3 pb (data)
MATRIX (NNLO) (theory) 36.1 arXiv: 1902.05759 [hep-ex]

PLB 761 (2016) 179

Wt
σ = 16.8 ± 2.9 ± 3.9 pb (data)

NLO+NLL (theory) 2.0 PLB 716, 142-159 (2012)

σ = 23 ± 1.3 + 3.4 − 3.7 pb (data)
NLO+NLL (theory) 20.3 JHEP 01, 064 (2016)

σ = 94 ± 10 + 28 − 23 pb (data)
NLO+NNLL (theory) 3.2 JHEP 01 (2018) 63

H
σ = 22.1 + 6.7 − 5.3 + 3.3 − 2.7 pb (data)

LHC-HXSWG YR4 (theory) 4.5 EPJC 76, 6 (2016)

σ = 27.7 ± 3 + 2.3 − 1.9 pb (data)
LHC-HXSWG YR4 (theory) 20.3 EPJC 76, 6 (2016)

σ = 57 + 6 − 5.9 + 4 − 3.3 pb (data)
LHC-HXSWG YR4 (theory) 36.1 ATLAS-CONF-2017-047

WW
σ = 51.9 ± 2 ± 4.4 pb (data)

NNLO (theory) 4.6 PRD 87, 112001 (2013)
PRL 113, 212001 (2014)

σ = 68.2 ± 1.2 ± 4.6 pb (data)
NNLO (theory) 20.3 PLB 763, 114 (2016)

σ = 142 ± 5 ± 13 pb (data)
NNLO (theory) 3.2 PLB 773 (2017) 354

tt−chan
σ = 68 ± 2 ± 8 pb (data)

NLO+NLL (theory) 4.6 PRD 90, 112006 (2014)

σ = 89.6 ± 1.7 + 7.2 − 6.4 pb (data)
NLO+NLL (theory) 20.3 EPJC 77 (2017) 531

σ = 247 ± 6 ± 46 pb (data)
NLO+NLL (theory) 3.2 JHEP 04 (2017) 086

t̄t
σ = 182.9 ± 3.1 ± 6.4 pb (data)

top++ NNLO+NNLL (theory) 4.6 EPJC 74: 3109 (2014)

σ = 242.9 ± 1.7 ± 8.6 pb (data)
top++ NNLO+NNLL (theory) 20.2 EPJC 74: 3109 (2014)

σ = 818 ± 8 ± 35 pb (data)
top++ NNLO+NLL (theory) 3.2 PLB 761 (2016) 136

Z
σ = 29.53 ± 0.03 ± 0.77 nb (data)

DYNNLO+CT14 NNLO (theory) 4.6 JHEP 02 (2017) 117

σ = 34.24 ± 0.03 ± 0.92 nb (data)
DYNNLO+CT14 NNLO (theory) 20.2 JHEP 02 (2017) 117

σ = 58.43 ± 0.03 ± 1.66 nb (data)
DYNNLO+CT14 NNLO (theory) 3.2 JHEP 02 (2017) 117

W σ = 98.71 ± 0.028 ± 2.191 nb (data)
DYNNLO + CT14NNLO (theory) 4.6 EPJC 77 (2017) 367

σ = 190.1 ± 0.2 ± 6.4 nb (data)
DYNNLO + CT14NNLO (theory) 0.081 PLB 759 (2016) 601

pp
σ = 95.35 ± 0.38 ± 1.3 mb (data)

COMPETE HPR1R2 (theory) 8×10−8 Nucl. Phys. B, 486-548 (2014)

σ = 96.07 ± 0.18 ± 0.91 mb (data)
COMPETE HPR1R2 (theory) 50×10−8 PLB 761 (2016) 158
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Fig. 20: Summary of measured SM production cross sections reported by the ATLAS collaboration, corrected for
leptonic branching fractions, and compared to the corresponding theoretical expectations.

In spite of the SM success, there remain several unanswered questions: why are there exactly
three generations of quarks and leptons? Are quarks and leptons actually fundamental, or made up of
even more fundamental particles? Why can’t the SM predict a particle’s mass? How come neutrinos have
mass? Why do we observe matter and almost no antimatter if we believe there is a symmetry between the
two in the universe? What is this "dark matter" that we can’t see that has visible gravitational effects in
the cosmos? How does gravity fit into all of this? And the uncomfortable issue of fine tuning. The BSM
front runner around 2007 was supersymmetry (SUSY), that hypothesizes that a symmetry exists between
fermions and bosons in which each boson has a fermion super-partner with the same mass and quantum
numbers and vice-versa. These superpartners contribute with opposite sign to the loop corrections to the
Higgs mass providing cancellation of the divergent terms. SUSY is theoretically compelling, providing
a solution to the Higgs hierarchy problem, allowing unification of gauge couplings, and even predicting
a dark matter particle candidate. For experimentalists SUSY predicted the existence of a large number of
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new particles, giving rise to striking experimental signatures ready to be discovered. The LHC years have
witnessed a systematic exploration of TeV scale gluinos and squarks, and the LHC collaborations are just
starting to gain sensitivity to Higgsinos, which in many models are expected to be the lowest mass SUSY
particles with masses around a few hundreds GeV. Both collaborations are also in the process of extend-
ing their searches to unexplored regions of parameter space characterized by challenging manifestations
of SUSY. In parallel to the continuing exploration of the SUSY parameter space, both collaborations
have also vigorously pursued a plethora of non-SUSY BSM ideas, from new gauge bosons, quark com-
positeness, high-mass resonances, extra dimensions and back holes, both in a model-independent and in
a model-directed way, making sure no stone is left un-turned. Examples of a selection of results of such
searches can be seen in Figs. 22 and 23 for the ATLAS and CMS collaborations, respectively.

In recent years, many novel techniques have been developed that rely on alternative methods to
trigger and reconstruct events. One such example is the search for massive long-lived particles that
would loose their kinetic energy and stop while traversing the detector. Such particles would give rise
to energy deposits in the calorimeters or the muon systems, but have no associated hits in the tracking
detectors (displaced particles). Alternatively, they would appear as tracks with no associated hits in the
calorimeters or beyond (disappearing particles). These signatures pose a difficult experimental challenge
and depend on modified object reconstruction techniques that do not assume the presence of a prompt
vertex and rely on timing information for the energy deposits. Figure 24 shows a diagram of these
hypothetical particles and their signatures and where they would decay depending on their lifetime.

One example of such an analysis is the search for a single neutral long-lived particle Zd, decaying
hadronically, produced in association with a SM Z boson which decays leptonically to electrons or
muons [38]. Such Zd particle would be produced in popular scenarios in hidden or dark sector models
with additionalU(1)d dark gauge symmetry [39,40] and would travel from a few centimeters to hundreds
of meters, depending on the model. The ATLAS collaboration selected events with two opposite-sign
isolated leptons and a jet that has no associated tracks and a timing inconsistent with out-of-time pileup
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ADD GKK + g/q 0 e, µ 1 − 4 j Yes 36.1 n = 2 1711.033017.7 TeVMD

ADD non-resonant γγ 2 γ − − 36.7 n = 3 HLZ NLO 1707.041478.6 TeVMS

ADD QBH − 2 j − 37.0 n = 6 1703.091278.9 TeVMth

ADD BH high
∑
pT ≥ 1 e, µ ≥ 2 j − 3.2 n = 6, MD = 3 TeV, rot BH 1606.022658.2 TeVMth
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Bulk RS GKK → WW → qqqq 0 e, µ 2 J − 139 k/MPl = 1.0 ATLAS-CONF-2019-0031.6 TeVGKK mass
Bulk RS gKK → tt 1 e, µ ≥ 1 b, ≥ 1J/2j Yes 36.1 Γ/m = 15% 1804.108233.8 TeVgKK mass

2UED / RPP 1 e, µ ≥ 2 b, ≥ 3 j Yes 36.1 Tier (1,1), B(A(1,1) → tt) = 1 1803.096781.8 TeVKK mass

SSM Z ′ → ℓℓ 2 e, µ − − 139 1903.062485.1 TeVZ′ mass
SSM Z ′ → ττ 2 τ − − 36.1 1709.072422.42 TeVZ′ mass
Leptophobic Z ′ → bb − 2 b − 36.1 1805.092992.1 TeVZ′ mass
Leptophobic Z ′ → tt 1 e, µ ≥ 1 b, ≥ 1J/2j Yes 36.1 Γ/m = 1% 1804.108233.0 TeVZ′ mass
SSM W ′ → ℓν 1 e, µ − Yes 139 CERN-EP-2019-1006.0 TeVW′ mass
SSM W ′ → τν 1 τ − Yes 36.1 1801.069923.7 TeVW′ mass
HVT V ′ → WZ → qqqq model B 0 e, µ 2 J − 139 gV = 3 ATLAS-CONF-2019-0033.6 TeVV′ mass
HVT V ′ → WH/ZH model B multi-channel 36.1 gV = 3 1712.065182.93 TeVV′ mass
LRSM WR → tb multi-channel 36.1 1807.104733.25 TeVWR mass
LRSM WR → µNR 2 µ 1 J − 80 m(NR) = 0.5 TeV, gL = gR 1904.126795.0 TeVWR mass

CI qqqq − 2 j − 37.0 η−LL 1703.0912721.8 TeVΛ

CI ℓℓqq 2 e, µ − − 36.1 η−LL 1707.0242440.0 TeVΛ

CI tttt ≥1 e,µ ≥1 b, ≥1 j Yes 36.1 |C4t | = 4π 1811.023052.57 TeVΛ

Axial-vector mediator (Dirac DM) 0 e, µ 1 − 4 j Yes 36.1 gq=0.25, gχ=1.0, m(χ) = 1 GeV 1711.033011.55 TeVmmed

Colored scalar mediator (Dirac DM) 0 e, µ 1 − 4 j Yes 36.1 g=1.0, m(χ) = 1 GeV 1711.033011.67 TeVmmed

VVχχ EFT (Dirac DM) 0 e, µ 1 J, ≤ 1 j Yes 3.2 m(χ) < 150 GeV 1608.02372700 GeVM∗
Scalar reson. φ→ tχ (Dirac DM) 0-1 e, µ 1 b, 0-1 J Yes 36.1 y = 0.4, λ = 0.2, m(χ) = 10 GeV 1812.097433.4 TeVmφ

Scalar LQ 1st gen 1,2 e ≥ 2 j Yes 36.1 β = 1 1902.003771.4 TeVLQ mass
Scalar LQ 2nd gen 1,2 µ ≥ 2 j Yes 36.1 β = 1 1902.003771.56 TeVLQ mass
Scalar LQ 3rd gen 2 τ 2 b − 36.1 B(LQu

3 → bτ) = 1 1902.081031.03 TeVLQu
3

mass

Scalar LQ 3rd gen 0-1 e, µ 2 b Yes 36.1 B(LQd
3 → tτ) = 0 1902.08103970 GeVLQd

3
mass

VLQ TT → Ht/Zt/Wb + X multi-channel 36.1 SU(2) doublet 1808.023431.37 TeVT mass
VLQ BB → Wt/Zb + X multi-channel 36.1 SU(2) doublet 1808.023431.34 TeVB mass
VLQ T5/3T5/3 |T5/3 →Wt + X 2(SS)/≥3 e,µ ≥1 b, ≥1 j Yes 36.1 B(T5/3 →Wt)= 1, c(T5/3Wt)= 1 1807.118831.64 TeVT5/3 mass

VLQ Y →Wb + X 1 e, µ ≥ 1 b, ≥ 1j Yes 36.1 B(Y →Wb)= 1, cR (Wb)= 1 1812.073431.85 TeVY mass
VLQ B → Hb + X 0 e,µ, 2 γ ≥ 1 b, ≥ 1j Yes 79.8 κB= 0.5 ATLAS-CONF-2018-0241.21 TeVB mass
VLQ QQ → WqWq 1 e, µ ≥ 4 j Yes 20.3 1509.04261690 GeVQ mass

Excited quark q∗ → qg − 2 j − 139 only u∗ and d∗, Λ = m(q∗) ATLAS-CONF-2019-0076.7 TeVq∗ mass
Excited quark q∗ → qγ 1 γ 1 j − 36.7 only u∗ and d∗, Λ = m(q∗) 1709.104405.3 TeVq∗ mass
Excited quark b∗ → bg − 1 b, 1 j − 36.1 1805.092992.6 TeVb∗ mass
Excited lepton ℓ∗ 3 e, µ − − 20.3 Λ = 3.0 TeV 1411.29213.0 TeVℓ∗ mass
Excited lepton ν∗ 3 e,µ, τ − − 20.3 Λ = 1.6 TeV 1411.29211.6 TeVν∗ mass

Type III Seesaw 1 e, µ ≥ 2 j Yes 79.8 ATLAS-CONF-2018-020560 GeVN0 mass
LRSM Majorana ν 2 µ 2 j − 36.1 m(WR ) = 4.1 TeV, gL = gR 1809.111053.2 TeVNR mass
Higgs triplet H±± → ℓℓ 2,3,4 e,µ (SS) − − 36.1 DY production 1710.09748870 GeVH±± mass
Higgs triplet H±± → ℓτ 3 e,µ, τ − − 20.3 DY production, B(H±±

L
→ ℓτ) = 1 1411.2921400 GeVH±± mass

Multi-charged particles − − − 36.1 DY production, |q| = 5e 1812.036731.22 TeVmulti-charged particle mass
Magnetic monopoles − − − 34.4 DY production, |g | = 1gD , spin 1/2 1905.101302.37 TeVmonopole mass

Mass scale [TeV]10−1 1 10
√
s = 8 TeV

√
s = 13 TeV

partial data

√
s = 13 TeV
full data

ATLAS Exotics Searches* - 95% CL Upper Exclusion Limits
Status: May 2019

ATLAS Preliminary∫
L dt = (3.2 – 139) fb−1

√
s = 8, 13 TeV

*Only a selection of the available mass limits on new states or phenomena is shown.
†Small-radius (large-radius) jets are denoted by the letter j (J).

Fig. 22: A representative selection of available results from the ATLAS collaboration on searches for new phe-
nomena other than SUSY. Green bands indicate 8 TeV data results; yellow (orange) bands indicate 13 TeV data
results with partial (full) dataset.

and beam-induced backgrounds. The timing of the jet is obtained from the timing of its constituent
calorimeter cells as measured by the tile calorimeter, relative to the expected time-of-flight from the
bunch crossing to the cell [41]. Figure 25 shows the reconstruction efficiency for the jet as a function of
the transversal decay length and the obtained 95% CL limits as a function of the decay length of Zd. As
can be seen, the efficiency is high beyond the volume of the tracker and maximum within the hadronic
calorimeter. No significant excess of events is observed above the expected background, which allows
the ATLAS collaboration to set limits on the production cross section of the Zd particle as a function of
its mass for decay lengths from a few centimeters to one hundred meters.

The CMS collaboration also searched for the decay of heavy long-lived particles that come to
rest in the detector, and whose decays would be visible during periods of time well separated from the
pp collisions [42]. For particles with lifetimes longer than tens of nanoseconds, their decays would be
reconstructed as part of a separate event from their production. The search thus focuses on times when
there are no proton bunches in the detector. Two cases are considered: a hadronic decay that would be
detected as a large energy deposit in the calorimeters in the interval between collisions, and the case in
which the particle decays into muons and appears as displaced muon tracks out of time with the collision.
Dedicated triggers were deployed that are live only during specific time windows when the detector was
quiet. Backgrounds arise from cosmic rays, beam halo, and detector noise, and are estimated from control
samples. Figure 25 (left) shows the difference in the time of the muon track between the upper and the
lower hemisphere for data and estimated backgrounds. The data agrees well with events expected from
cosmic rays. Figure 26 (right) shows an example of 95% CL upper limits obtained from the calorimeter
search in the neutralino vs. gluino mass plane, for lifetimes between 10 microseconds and 1000 seconds.
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Fig. 23: Bar chart representing the mass scale reach of CMS BSM analyses using data collected in 2016 for a
selected set of new physics phenomena.

10 Dark matter searches
Cosmological observations indicate that 85% of the matter of the universe is dark matter (DM). However,
there is no evidence yet for non-gravitational interactions between DM and SM particles. If such inter-
action existed, hadron colliders would offer a complementary strategy to look for non-gravitational DM
interactions via the collision of SM particles at high energies. DM candidates are assumed to be weakly
interacting and would leave no signal in the detectors. However, they could be identified by looking at
the production of other particles decaying against them, giving rise to spectacular signatures in which jets
or heavy particles would be seen recoiling against missing transverse energy. Early searches presented
their results using effective field theory operators to describe the DM-SM interaction, allowing for direct
comparison with non-collider searches in the contact interaction approximation. For cases in which the
mediator of the DM-SM interaction is not very heavy, simplified models need to be used that include the
particles and their BSM interactions and are valid at LHC energies [43]. These models are described by a
small number of free parameters but make it harder to compare with direct and indirect detection experi-
ments. Nevertheless, a rich phenomenology of DM searches at colliders has been pursued in the X+MET
topology, where X includes single jets, photons, W and Z bosons, top and bottom quarks (single and
pair). In all cases, control regions are used to understand the background contribution to the signal region
and to ensure that spurious detector signals do not appear as fake missing transverse energy, mimicking
the DM signal. Results are typically presented as exclusion plots in the DM vs. mediator mass plane,
and the spin-independent (SI) or spin-dependent (SD) DM-nucleon or DM-proton cross section vs. DM
mass. Figure 27 shows examples in which LHC searches from ATLAS [44] (left) and CMS [45] (right)
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Fig. 24: Diagram of hypothetical long-lived particles and their signatures in the detectors (left). Distance travelled
by a long-lived particle depending on its lifetime (right).
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Fig. 25: Reconstruction efficiency for the jet as a function of the transversal decay length (left). 95% CL limits as
a function of the decay length of Zd (right).

are compared to a selection of direct detection (DD) experiments. For the ATLAS result, the shaded
areas are excluded both for the collider and the DD results. For the CMS result, the regions above the
curves are excluded for DD experiments. The reinterpretation of the collider results in terms of a nu-
cleon scattering cross section yields a higher sensitivity for lower masses than existing results from DD
experiments, under the assumptions imposed by the model.

11 The High-Luminosity LHC era
The LHC run plans for the next twenty years is well defined and summarized in Fig. 28. We are cur-
rently in the Long Shutdown 2 (LS2) period after having collected about 150 fb−1 of data during Run 2
and Run 3, currently scheduled for 2021–2023, will see an average of up to 80 simultaneous proton in-
teractions per beam crossing, peak instantaneous luminosities of 2 × 1034 cm−2 s−1 and an anticipated
increase of the center of mass energy to 14 TeV. The total integrated luminosity expected for Run 2 and 3
is 300 fb−1. After an extended long shutdown 3 (LS3), currently scheduled for 2024–2026, the proposed
High-Luminosity LHC (HL-LHC) Run 4 would begin in late 2026, with an average number of simulta-
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neous pp collisions per beam crossing of 120, peak instantaneous luminosities of 5×1034 cm−2s−1, and
a total integrated luminosity of 3000 fb−1. The ATLAS and CMS collaborations are planning a series of
upgrades [46–49] that will ensure the capabilities of the detector are matched to the running conditions
expected from the LHC machine, while taking the opportunity to improve the performance and repair
any problems uncovered during data-taking periods. The installation of the Phase 1 upgrades will be
completed during LS2, and the Phase 2 upgrades are planned to coincide with LS3.

During the HL-LHC era, the large dataset will be delivered at the cost of having as many as 200
concurrent pp interactions every 25 ns and large radiation doses. Both ATLAS and CMS are planning
on significant changes to their detectors to maintain their performance in these challenging conditions.
In particular, both detectors will add timing capabilities to cope with the increased pileup and preserve
the lepton identification (via isolation), the b-tagging effectiveness (via primary vertex reconstruction
and combinatorics) and energy measurement of the jets. Both experiments will also replace their entire
tracking detectors, with ATLAS joining CMS in having an all-silicon tracker. Both collaborations will
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Fig. 28: The LHC run plans for the next twenty years, in which we expect to collect up to 3000 fb−1 of data, most
of it at a center of mass energy of 14 TeV.

increase the granularity and the coverage of their tracking volumes and reduce the material, which will
allow them to preserve the reconstruction efficiency. Trigger capabilities require significant improve-
ments to preserve the trigger thresholds and are implemented by installing higher bandwidth readout
systems and adding fast tracking to the first trigger level. In addition, detectors that would be damaged
by radiation are also being replaced by higher granularity, radiation-hard options.

Physics Projection studies for the HL-LHC were prepared and submitted to the CERN Council
Open Symposium on the Update of the European Strategy for Particle Physics [50–52]. From those
studies, it is clear that the HL-LHC has an uncontested leadership in areas of direct searches for new par-
ticles, precision measurements of the Higgs boson, measurements of precision electroweak parameters
and closure test (W boson mass, top quark mass, Higgs boson mass), and some topics in rare B decays
and other topics in B physics.

One of the main goals of the HL-LHC studies is to measure the Higgs couplings to a precision
close to the percent level. Another goal is the measurement of the Higgs boson trilinear self-coupling
γHHH via the study of di-Higgs production. Figure 29, see Ref. [52], shows that the Higgs couplings
are expected to be measured with a precision that would be sensitive to new physics, and that the mea-
surements of the Higgs trilinear interaction would provide constraints on the shape of the Higgs potential
close to the minimum, verifying the electroweak symmetry breaking mechanism of the Standard Model.

The LHC results have confirmed the predictions of the Standard Model to unprecedented precision,
and it is expected that the data collected during the HL-LHC era will extend the sensitivity to possible
anomalies that might indicate the presence of new physics. Of particular interest are the studies of
precision electroweak measurement and precision top quark physics, which can be combined together in
a global fit of electroweak precision observables now that the Higgs Boson mass has been measured. This
last input to the global fit of electroweak precision observables (EWPO) can be used to constrain new
physics, a key goal of the HL-LHC physics program. Figure 30 shows the projections on the uncertainty
of the top quark and the W boson mass, as well as comparisons between the indirect constraints and
current and projected measurements. What is apparent from the comparisons is that if the central values
of the measured inputs were to remain unchanged, the expected improvement on their uncertainties
would significantly increase the tension between the indirect determinations from the electroweak fit and
the corresponding measurements.
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Fig. 29: Expected uncertainties on the coupling modifier parameters that are introduced to investigate potential de-
viations from the Standard Model prediction of the Higgs boson couplings to bosons and fermions (left). Minimum
negative log-likelihood as a function of κλ = γHHH/γ

SM
HHH (right).

The enormous amount of data expected during the HL-LHC era will open the door to precision
multi-dimensional differential tt cross section measurements that can be used as input to fits for parton
distribution functions. The extended forward coverage that will be available with the upgraded ATLAS
and CMS detectors will allow for fine-binned measurements in regions of phase space that were not pre-
viously accessible. These combined effects will result in unprecedented reductions on the uncertainties
of the gluon parton distribution functions once the tt data is incorporated in the fit, as can be seen in
Fig. 31.
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Fig. 30: Projections on the uncertainties for the measurements of the W boson mass (top left), top quark mass
(top right) and indirect constrains from fits to the electroweak precision observables compared with their measured
values in theW boson mass vs. top quark mass plane (bottom left) and vs. the effective weak mixing angle (bottom
right).

Fig. 31: Projections on the reduction of the relative gluon parton distribution function uncertainties after incorpo-
rating double-differential cross section tt data to the fit.
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12 Outlook
The LHC recently entered a two-year shutdown. We expect to double the data sample during Run 3,
scheduled for 2021, with 10 times more data following in the HL-LHC era, currently scheduled for 2025-
2035. The Higgs boson will continue to play a central role in the LHC physics program. The formidable
precision era enabled by the HL-LHC will allow us to continue to probe the Standard Model predictions
and look for cracks that might indicate the presence of new physics processes, even if their masses
are above the LHC reach. Direct searches for beyond the Standard Model phenomena will continue to
cover previously unexplored ground, with the collaborations pursuing both model-guided and model-
independent searches to make sure all options are covered. Furthermore, new detector capabilities will
allow us to search in previously unexplored regions like long-lived particles and very forward processes.

Exciting technical challenges lie ahead. If history is our guide, prior projections will be regularly
surpassed by real results once the data is in hand and new techniques are developed, and surprises might
be just around the corner. We have only collected 5% of the data we expect from the LHC, and analyzed
1% in most cases. We may not have seen an obvious sign of new physics in the data yet, however, what
that implies is that we have to get cleverer and make sure we look in every corner and leave no stone
unturned. Fun and exciting times lie ahead of us and there is no better time to join the quest.
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Experimental facilities in Latin America

C. O. Dib
CCTVal and Physics Department, Federico Santa María Technical University, Valparaíso, Chile

Abstract
These lecture notes briefly describe the current and planned experimental facil-
ities for high-energy physics research in Latin America. The list is not exhaus-
tive nor the descriptions are complete, but I tried to select some of the most
representative facilities and large international experiments at the time. Given
that particle physics today is tightly related to cosmology and astrophysics,
and South America is where most of the major astronomical observatories in
the world are located, I start by listing some of the representative observato-
ries. Then we move on to the main accelerator facilities, which are few and
mainly for applications, but the core of particle physics research infrastructure
in Latin America is in astroparticle physics, which is where I take most of the
time to describe. The name and location of each infrastructure are listed, the
scientific goals and some introductory description of the detecting techniques.
Specific details are not included, which can be found in the literature.

Keywords
Latin America; experimental facilities; accelerators; detectors; telescopes; cos-
mology; particle physics; dark matter; dark energy.

1 Introduction: a short historical view of experiments in particle physics

One can historically classify the experiments in particle physics in three types according to a mixed
criterion of size, technique: (a) those built on a table top, (b) those that detect cosmic rays, which were
originally done at high altitude either on top of mountains or aboard of flying balloons, and (c) those that
accelerate subatomic particles to make them collide at high energies. This order is also a progression in
time, for the simple reason of the increasing level of difficulty: cosmic ray experiments require detectors,
but accelerator experiments require, obviously, to build accelerators in addition to detectors, and this
task has been a major technological achievement on its own. Now, the observation of cosmic rays is
an interesting subject on its own, and so it has continued developing in parallel to experiments with
accelerators and colliders. Moreover, due to the ever increasing size and cost of accelerator facilities,
there has been an increasing interest in cosmic ray observation facilities in the last decades, a fact that is
particularly noticeable in Latin America.

The discovery of the electron by J.J. Thomson in 1897 can be considered as the beginning of sub-
atomic physics, and the gold foil experiment of H. Geiger and E. Mardsen, led by E. Rutherford (former
disciple of J.J. Thomson) on the discovery of the atomic nucleus, as the beginning of experimental par-
ticle physics. Indeed, the experiment of bombarding a thin gold foil with alpha particles has the essence
of all subsequent particle physics experiments: to observe what comes out of collisions of subatomic
particles. These experiments and several others at that time are part of the class of experiments done on
a table top. Within this class is also the discovery of the neutron by James Chadwick in 1932, himself a
disciple of Rutherford.

Concerning experiments done by observing cosmic rays, one must add that the transition from the
table top on a laboratory is not sharp: some cosmic ray (CR) experiments can be done on top of a table as
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well! The main point here is to stress the origin of the particles that are detected: they do not come from
a piece of material or an apparatus in a laboratory, but from outer space. The discovery of cosmic rays is
attributed to Victor Hess who, in a remarkable experiment in 1912, showed that there was a radiation that
increased with altitude, by climbing with instruments in a free balloon flight up to 5 300 m. He even ruled
out the Sun as the source of the radiation by flying during a solar eclipse, noticing that the measurement
did not change during the eclipse itself.

A series of experiments with cosmic rays followed, where several of the subatomic particles we
know today were discovered, in particular the positron, the muon, the pions and kaons. Without disre-
garding the value of all these experiments, we want to mention specifically the work of C. Powell, G.
Occhialini and C. Lattes in 1947, where they were able to resolve a pending issue at that time. About
twelve years earlier, Hideki Yukawa had predicted a “meson”, a particle that would mediate the force
between protons and neutrons, with a mass around one or two hundred MeV. Such a particle would be
expected to interact strongly and be absorbed by nuclei. A particle with such a mass was found but in
some experiments it was shown not to be absorbed by nuclei. The work of Powell, Occhialini and Lattes,
using photographic emulsions in experiments on top of Pic du Midi in the Pyrenees, and then on mount
Chacaltaya, Bolivia, at an altitude of 5 240 m, was able to show that there were actually two particles
with mass in the range predicted by Yukawa: a strongly interacting one that fitted Yukawa’s prediction,
and a slightly lighter and weakly interacting particle that did not. These are the pion and the muon,
respectively. We single out this experiment for two reasons: first because it was done in Latin America,
and second because one of the key experimentalists was the then young Brazilian physicist Cesare Lattes.
The leader of the team, Cecil Powell, received the Nobel Prize for this work in 1950, Giuseppe Occhialini
was honored in recent years with the naming of the BeppoSAX Satellite for X-ray Astronomy (“Beppo”
was Occhialini’s nickname), and Cesare Lattes’s name is being honored with a proposed ground array
observatory of cosmic gamma rays that is mentioned further in this lecture.

Our third class of experiments is comprised by those that use particle accelerators. The accelerated
particles are most commonly electrons or protons and their antiparticles, but there are also accelerators
for heavier ions. The advantage of using particle accelerators instead of cosmic rays is that the collisions
are more controlled: we know precisely what particles collide, with what energies, where they collide
and how often they collide. In these controlled conditions, the detectors can be placed right around
the interaction point and can be much more specialized in their detecting capabilities. Several types of
accelerators have been invented since the 1920’s, which go from electrostatic accelerators such as the
Van de Graaff and the Cockcroft-Walton generators to the most modern and large scale accelerators with
varying fields: the linear accelerators (linacs) and synchrotrons. Moreover, two types of collisions can be
devised: a single beam of accelerated particles hitting a fixed piece of material (fixed target collisions)
or two beams colliding against each other. The latter can reach much higher centre-of-momentum (CM)
energies. The largest linear accelerator in existence is the 3 km long Stanford Linear Accelerator in the
USA, and the largest synchrotron was LEP, an electron positron collider with almost 27 km circumfer-
ence at CERN, which was dismantled in order to install in the same tunnel the currently operating Large
Hadron Collider, a proton (and heavy ion) collider, to date the highest energy accelerator, achieving
6.5 TeV per proton, and thus 13 TeV of CM energy in the collisions. It is in high energy particle acceler-
ators where most of the known subatomic particles and antiparticles have been discovered, including the
elementary tau lepton, muon-neutrino, tau-neutrino, the top quark and finally the Higgs boson.

With the success of particle accelerators, cosmic ray experiments became less prominent for many
decades. However, with the cost and complexity of building ever larger accelerators, there has been again
a growing attention to experiments with cosmic rays. Moreover, with a continuous improvement in de-
tector, telescope and satellite technology, major breakthroughs in astrophysics and cosmology have been
achieved in the last decades, which have turned again our attention to the heavens. Examples of this are
the discovery of gamma ray bursts (GRB) in far away galaxies, which are the most powerful electromag-
netic events known in the Cosmos (in a few seconds a GRB releases the energy that our Sun will release
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in its entire 10-billion year lifetime), the measurement of the cosmic microwave background (CMB)
spectrum by a succession of experiments starting with the COBE satellite in 1992, and the discovery of
the accelerated expansion of the Universe.

Here we will present some of the current and planned experimental facilities in Latin America,
within the context of particle physics. Our list tries to be representative, but not exhaustive. We will
start by briefly mentioning the few existing or planned accelerator facilities in Latin America, although
they are mainly oriented to applications than to basic research in particle physics. As we will see, most
of the Particle research facilities in Latin America are astroparticle observatories. Moreover, since most
of the optical and radio astronomical observatories in the world today (and increasingly so in the near
future) are in South America, We will include a short description of some of the most representative
astronomical observatories operating, or planned for the near future. Then we will move on to describe
the main astroparticle physics facilities and experiments in Latin America starting from those that are
operating today and continuing with those that are planned, concluding with the initiative where I am
most involved, which is the proposal of an international underground laboratory inside a road tunnel
under the Andes mountains between Chile and Argentina. This laboratory will be one of the deepest in
the world, the first in South America and, unless another initiative catches up quickly, the first of its kind
in the Southern Hemisphere.

2 Accelerator facilities in Latin America

Here we will mention two existing facilities, which are Tandem accelerators for ions, and one facility
under planning or construction, which is a major Synchrotron Radiation source.

2.1 The USP Pelletron

The USP Pelletron is a tandem accelerator existing at the University of São Paulo (USP) since 1972 [1].
The general layout of the facility is shown in Fig. 1(top).

A tandem accelerator is an electrostatic accelerator for ions, derived from simpler types such as
Van de Graaf accelerators. In a tandem accelerator there are two stages of acceleration, aligned one after
the other. A high positive voltage (let us call it, without much imagination, V) is located in the mid point
along the acceleration trajectory. Negative ions (with charge −1 in units of the fundamental charge e)
are produced externally in an ion source, where their mass is selected. These ions are injected into the
accelerator and are attracted by the positive terminal at the midpoint, where they reach a kinetic energy
eV. There, the ions cross a thin sheet of material (e.g. carbon), where some or all the electrons of the ion
are removed by the collisions, resulting in positive ions with chargeNe (N being the number of electrons
removed—the ions’ atomic number Z or less). In the second stage, these positive ions are repelled by
the central positive terminal, being again accelerated to the end of the machine, gaining an additional
kinetic energy NeV. In total the ions emerge from the accelerator with a kinetic energy (N + 1)eV.

The name “pelletron” has to do with the method for the charge transport to the positive terminal,
which is basically a current of electrically charged metal pellets bound to each other by plastic insulator
material.

The USP pelletron has a 8 Megavolt positive terminal, so ions can reach several tens of MeV of
energy. The ions are used for different research and application purposes, such as nuclear physics, crystal
structure and properties, material analysis, the development of high energy instrumentation, among many
other applications.
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Fig. 1: Top: Drawing of the USP Pelletron (credit: Physics Department, University of São Paulo, Brazil). Bottom:
TANDAR at Centro Atómico Constituyentes, Buenos Aires, Argentina. Bottom left: view of the acceleration
tower and the SF6 tanks. Bottom right: insert view of the accelerating column.

2.2 TANDAR

TANDAR is another tandem accelerator, operating since 1985, located at the Centro Atomico Consti-
tuyentes, Buenos Aires, Argentina, a national scientific laboratory that belongs to CNEA (the Argentinian
National Atomic Energy Commission) [2]. The accelerator, similar to the USP pelletron, is a 34.84 m
long vertical column inside 73 m tall tower, with a central terminal at 20 MV, as shown in Fig.1(bottom).
The high voltage terminal is also charged using the pelletron technique. The ion beam runs inside a
vacuum tube at 10−8 mbar, inside a cylindrical tank with SF6 (sulphur hexafluoride) at 10 atm to provide
dielectric insulation and avoid discharges.

TANDAR is used for advanced education in science and nuclear technology in the country, basic
research in nuclear physics and condensed matter physics, applications to material science, biology,
environmental studies and many other applications.
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2.3 LNLS

LNLS (Brazilian Synchrotron Light Laboratory) is a centre that hosts two synchrotron light sources:
UVX, operating since 1997 [3], and SIRIUS, a new and much larger synchrotron radiation apparatus
currently under construction and planned to start operations in 2020 [4], both shown in Fig. 2.

UVX, a second generation synchrotron radiation source, is a 1.37 GeV electron storage ring of
29.7 m average circumference that provides synchrotron radiation. The injection system comprises a
120 MeV linac and a 500 MeV booster synchrotron. The storage ring provides 17 synchrotron radiation
beamlines (experimental stations), where experiments in microscopic analysis techniques using infrared,
ultraviolet and X-ray radiation are performed. Most of the beams are in the X-ray range (1 to 30 keV),
two beams in the soft X-ray range ( 100 to 1 500 eV), one in the UV range (3 to 330 eV) and one in the
IR range (70 to 300 mm−1).

Fig. 2: Synchrotron light source facilities at LNLS, Campinas, Brazil; left: UVX; right: SIRIUS. Credit: LNLS.

SIRIUS is one of the few 4th generation synchrotron radiation sources in the world. Still under
construction, it is planned to start operations in 2020. It is an 3 GeV electron synchrotron, 165 m in
diameter. It is a sizable improvement over UVX, not only with twice the energy in the electron beam, but
also with an emittance (electron beam divergence) about 360 times smaller, resulting in a much brighter
radiation beam. Due to the higher energy and brightness it will allow the study of dense materials at
depths up to a few centimetres. Also due to the extremely focused radiation beam, it will be a great
improvement over experiments in nano- and biotechnology.

3 A brief account on astronomy in Latin America

While astronomy is a different field than high-energy physics with facilities that are different in many
respects, we have two reasons to include here a brief description of the astronomical observatories in
Latin America.

First, as the two fields advance they have more and more points in common, not only in technology
but also in research interests. It is clear that the observation of the Cosmos today implies not only
detection of light, be it IR, visible, UV or even X-ray, but also very high energy gamma rays, cosmic rays
and neutrinos; even the unraveling of the mystery of dark matter is a subject of interest to both fields.

Second, a large proportion of the main astronomical observatories of the world are located in Latin
America. In particular, due to the optimal conditions for astronomical observation provided by the desert
skies in northern Chile, more than 70% of the light-catching surface of telescopes in the world will be in
the Chilean deserts in the near future.

We cannot do justice here to the whole history or set of astronomical observatories in Latin Amer-
ica, so we will limit ourselves to describe just a few representative current facilities and some of those
planned or in construction to start operating in the near future.
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3.1 VLT — the Very Large Telescope

VLT is operated by ESO (European Southern Observatory), and is located in Cerro Paranal, northern
Chile, at 2 635 m.a.s.l., coordinates 24◦37’38”S, 70◦24’15”W. It is about 100 km south of the city of
Antofagasta [5]. It is a set of four large 8.2 m diameter telescopes (called Antu, Kueyen, Melipal and
Yepun—words in Mapuche language for astronomical objects), and four movable auxiliary telescopes
1.8 m diameter. See Fig. 3 for a photograph showing the general layout,with a schematic overlay illus-
trating the interferometry light path.

Fig. 3: The Very Large Telescope (VLT), showing the four large telescopes. Three of the four (much smaller) aux-
iliary telescopes are superimposed on the picture. White lines show the paths of the light beams for interferometry.
The asterisk shows the site of the interferometric lab, part underground. Credit: ESO.

VLT is the most modern and the most productive ground-based optical telescope facility in the
world today. It operates at visible and IR light. Each telescope can operate independently reaching an
angular resolution of 0.05 arc-sec, or all four combined reaching 0.02 arc-sec. It uses interferometry and
adaptive optics to overcome diffraction effects in the atmosphere. VLT has been the first telescope to get
an image of an exoplanet, has tracked stars around the supermassive black hole (SMBH) at the centre of
our galaxy, and has seen the afterglow of the furthest known gamma ray burst (GRB) to date.

3.2 ALMA — Atacama Large Millimeter Array

ALMA is the world’s largest observatory in the millimetre wavelength (range 9.6 mm to 0.3 mm). It is
located on the Chajnantor plateau, in the Atacama desert in Chile, at an altitude of 5 059 m.a.s.l. [6] The
very dry desert site at high altitude is necessary to avoid the high absorption of the microwave by water
in the atmosphere. Its coordinates are 23◦01’09”S, 67◦45’12”W.

ALMA is an interferometric array of 66 movable radio telescopes or antennas. The main array
(Fig. 4, left) has 50 antennas of 12 m diameter arranged in specific layouts at distances from 150 m up
to 16 km, simulating a giant telescope. While each antenna gives an angular resolution of about 20
arcseconds, the giant array working with interferometry as a single device gives an angular resolution
higher than the Hubble Space Telescope. Four additional 12 m antennas and twelve 7 m antennas form
the Atacama Compact Array (ACA). The different antenna configurations allow the study of both the
general structure of astronomic sources as well as its minute details. The 100 ton antennas can be moved
by a special transporter that places them on concrete pads with millimetre precision (see Fig. 4, right).

ALMA, the most expensive ground-based observatory to date, is a partnership of ESO (Europe),
NSF (USA) and NINS (Japan), in collaboration with the Republic of Chile, and funded by ESO, NSF,
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Fig. 4: The Atacama Large Millimeter Array. Left: view of the array. Right: telescope being transported. Credit:
ALMA.

NRC (Canada), NSC (Taiwan) and KASI (South Korea). ALMA can study star-forming regions seeing
through interstellar dust, chemical compounds of the stellar medium, disks and structures around stars,
distant galaxies, dynamics of black holes, and many other astronomical phenomena not accessible to any
other observatory.

3.3 DSA 3— Deep Space Antenna 3

The Deep Space Antenna 3 (Malargüe Station) shown in Fig. 5 (left), is part of the European Space
Tracking Network (ESTRACK) for the European Space Agency (ESA). It is a 35 m diameter radio
antenna, located 40 km south of Malargüe, Argentina, at an altitude of 1 550 m.a.s.l. Its coordinates
are 35◦46’34”S, 69◦23’54”W.

DSA3 is a 35 m diameter parabolic radio antenna, working in the range of 8 GHz to 32 GHz. It has
has two sister stations for very long baseline interference, one in Spain and the other in Australia. DSA3
provides support for communication and tracking with several deep space probes and other scientific
probes such as XMM-Newton Rosetta, Herschel, Solar Orbiter, Gaia, Mars Express and Planck. It is
also used in radio astronomy to study gamma ray sources, radio galaxies, AGNs, nebula chemistry, and
other astronomical radio sources.

Fig. 5: Left: DSA3 in Malargüe, Argentina. Right: LMT Alfonso Serrano, Sierra Negra mountain, Mexico.

3.4 LMT — Large Millimeter Telescope

Its full name in Spanish is Gran Telescopio Milimétrico Alfonso Serrano [7] (see Fig. 5, right). It
is the world’s largest single-aperture telescope in its frequency range, built for observing millimetre
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wavelengths from 0.85 to 4 mm. It is located at 4 600 m.a.s.l. on top of the Sierra Negra mountain near
Puebla, Mexico. The location is 18◦59’06”N, 97◦18’53”W.

LMT is a bent Cassegrain optical system with a 50 m-diameter reflecting primary surface (M1)
formed by 180 segments, distributed in five concentric rings, a 2.6 m diameter reflecting secondary sur-
face (M2), and a reflecting tertiary surface (M3) almost flat, elliptical with a 1.6m major axis.

Millimetre wavelength allows observation through the interstellar dust and of relatively cold ob-
jects that emit mainly at millimetre wavelengths. Among the objects of interest are: comets, planets,
protoplanetary discs, evolved stars, star-forming regions and galaxies, molecular clouds, active galactic
nuclei (AGNs), high-redshift galaxies, clusters of galaxies and the cosmic microwave background.

LMT is also part of the Event Horizon array of telescopes around the globe, dedicated to obtain
images of black holes. ALMA is also part of the Event Horizon.

3.5 DES — Dark Energy Survey

The Dark Energy Survey (DES) [8] is an international collaboration dedicated to map several hundreds
of millions of galaxies and the patterns of the cosmos, in order to reveal the character of the so called
dark energy that seems cause the accelerated expansion of the Universe. It aims at measuring with high
precision the history of cosmic expansion. The survey mapped 5 000 sq. degrees of the southern skies,
through five optical filters to obtain additional spectral information of each galaxy. It also focused on
smaller patches of the sky to look for thousands of supernovae and transient sources.

The DES Collaboration built a highly sensitive 570 megapixel digital camera, called DECam,
that was installed on the Victor Blanco 4 metre telescope at Cerro Tololo Inter-American Observatory
(CTIO) [9], 84 km southeast of the city of La Serena, Chile. It is located on top of cerro Tololo, a hill at
2 200 m.a.s.l., with coordinates 30◦10’11”S, 70◦48’23”W, as shown in Fig. 6 (left).

DES took data for over six years, from 2013 to 2019.

Fig. 6: Left: Dark Energy Survey: Victor Blanco telescope at Cerro Tololo, with the camera DEScam installed
(credit: DES). Right: Artist rendition of the LSST telescope and building for operations and maintenance at Cerro
Pachón, Chile (credit: LSST).

3.6 LSST — Large Synoptic Survey Telescope

The Large Synoptic Survey Telescope [10], Fig. 6 (right), is currently under construction at Cerro Pachón,
at an altitude of 2 662 m.a.s.l. and 20 km away from Cerro Tololo and part of the CTIO Observatory [9].
The site is at 30◦14’40.7”S, 70◦44’58”W.
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LSST has a wide field 8.4 metre telescope formed by a three-mirror and three-lens optical assem-
bly. A single exposure has a field of view of 3.5 degrees, which is about 40 times the solid angle of
the moon. Its camera of 3.2 gigapixels, is the largest digital camera ever built, 3 m × 1.65 m, weighing
2.8 ton. LSST also includes a data management system, processing and storing 20 terabytes of data per
night, whose ultimate deliverable is the fully reduced data.

Aiming at transient phenomena in the cosmos, LSST will map the entire visible sky with extremely
high resolution every 3 nights, storing 45 terabytes of data, building the deepest and widest image of the
Universe. This survey will be done over a period of 10 years.

LSST is designed to study primarily four science issues: explore the transient sky in the optical
range, understand the nature of dark matter and dark energy, study the formation of the Milky Way, and
study the remote solar system, including survey of possible dangerous asteroids.

3.7 LLAMA — Large Latin American Millimeter Array

LLAMA [11] is a joint proposal of Argentina and Brazil to install a 12 m single radio telescope, similar
to those of ALMA, in Alto Chorrillos, northern Argentina, coordinates 24◦11’31”S, 66◦28’29”W, at an
altitude of 4 820 m.a.s.l.

LLAMA will detect in the 35 to 1 000 GHz frequency band, with an angular resolution of 8 arcsec
at 900 GHz to 3 arcmin at 35 GHz. The telescope is also planned to be one of the first in a series of
antennas of a very long baseline interferometry (VLBI) network in Latin America. In this sense, working
with ALMA will increase 10 times the angular resolution of the latter, to about 1 millisecond of arc.

LLAMA aims at studying the solar atmosphere, exo planetary systems, molecules and other fea-
tures of the intergalactic medium, and the distortion of space around black holes.

3.8 GMT — Giant Magellan Telescope

The Giant Magellan Telescope [12] is a planned optical telescope composed of seven 8.4 m mirrors that
form a 24.5 m diameter array, with a total of 368 m2 of light-catching surface. GMT is planned to see
first light in 2029, and is rendered in Fig. 7 (left).

GMT will be located at Las Campanas Observatory [13], coordinates 29◦0’52.6”S, 70◦41’33.4”W,
at an altitude of 2 550 m.a.s.l. GMT will use adaptive optics, reaching a resolving power 10 times higher
than the Hubble Space Telescope. Operating in the visible to near IR spectrum (320 nm to 25 000 nm), it
will study extra-solar planets, search for their chemical composition and possible evidence of life, galaxy
formation and evolution, evidence of dark matter and dark energy, and the evolution of the Universe.

Fig. 7: Renderings of the future giant telescopes in northern Chile. Left: the Giant Magellan Telescope, GMT at
Las Campanas Observatory. Right: the european Extremely Large Telescope, ELT, at Cerro Armazones.
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3.9 ELT — Extremely Large Telescope

The Extremely Large Telescope (ELT) [14] of the European Southern Observatory (ESO) is under con-
struction at Cerro Armazones, in the northern desert of Chile, 140 km south of the city of Antofagasta,
and close to Cerro Paranal where VLT is located. The site is at an altitude of 3 046 m.a.s.l., with coordi-
nates 24◦35’36”S, 70◦11’50”W. A rendering of this future telescope is shown in Fig. 7 (right).

ELT is a reflecting telescope with a 39.3 m segmented primary mirror and a 4.2 m secondary
mirror. It will have adaptive optics with 8 laser guide star units to correct for atmospheric distorsion. It
will have the largest light gathering area ever built, 256 times the Hubble Space Telescope and should
provide images 16 times sharper than the Hubble. It is expected to see first light in 2025. ELT will provide
detailed studies of extra solar planets, detect water and organic molecules in extra solar protoplanetary
disks, see the first galaxies of the Universe, study their formation and evolution, study supermassive
black holes, study the nature of dark matter and dark energy and the evolution of the Universe.

4 Current astroparticle physics facilities in Latin America

After this brief description of some of the Astronomy facilities in the continent, we now describe some
of the main astroparticle physics facilities operating Latin America: the cosmic ray observatories Pierre
Auger and LAGO, and HAWC, the high energy gamma ray observatory. Our descriptions will be general,
focusing on the infrastructure and science goals. More details on cosmic ray or gamma ray physics can
be found in the literature [15].

4.1 The Pierre Auger Observatory

The Pierre Auger Observatory [16] is currently the largest cosmic ray detector array in the Southern
Hemisphere and the world, aiming at the detection of the highest energy cosmic rays. It combines water
Cherenkov detectors and fluorescence telescopes, and grew from previous ground arrays in the north,
such as CASA-MIA [17] and HiRes [18].

Auger is located near the town of Malargüe, Argentina, approximate coordinates 35◦28’00”S,
69◦18’41”W, at altitudes 1 330 to 1 620 m.a.s.l., covering an area of about 3 000 km2 with a surface
array of 1 600 water Cherenkov detector (WCD) separated by about 1.5 km from one another, and 27
fluorescence telescopes concentrated in four sites. An overview is shown in Fig. 8.

Each water Cherenkov detector (Fig. 9, left) is a plastic tank with 12 m3 of ultra pure water inside
a Tyvek light diffusing bag, with three 9 inch photomultiplier tubes (PMTs) on the upper part of the
tank looking down. Each tank is a self-supported unit with solar panel and batteries, with GPS time, 40
MHz analog to digital converter and radio communication with the control centre. The PMTs detect the
Cherenkov light emitted in the water when a relativistic charged particle (muons or electrons) from the
secondary cosmic shower enters the tank.

Each fluorescence telescope (Fig. 9, right) is a 14 m2 parabolic mirror with a camera at its focal
plane formed by 440 PMTs. Each set of fluorescence telescopes cover a field of view (FoV) of 30◦x180◦.
The telescopes catch the fluorescence light emitted by the nitrogen gas in the atmosphere which is excited
by the pass of the secondary shower of particles created by a incoming cosmic ray. However this light is
very dim (about 1 visible photon per metre per electron or positron in the shower), so that the fluorescence
telescopes have a low duty cycle of about 10% only (they operate only during moonless nights).

Some words on cosmic rays

Cosmic rays are actually relativistic charged and massive particles, mainly protons and heavier nuclei,
that fly around the galaxy and the whole Universe, that constantly hit the atmosphere. For energies below
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Fig. 8: Map of Auger, showing the extension of the surface array and the fluorescence telescope sites.

Fig. 9: Left: Auger water Cherenkov detector. Right: Auger fluorescence telescope site.

10 GeV they are mostly of solar origin, and are easily deflected by the solar magnetic field. They have
the highest flux, but they are absorbed in the upper atmosphere, so they can only be detected by satellites
or in high altitude balloons. For higher energies the flux decreases sharply (about a factor 1/1 000 per
decade of energy). For energies above 100 TeV, the flux is so low that it is difficult to detect them with the
small area of detectors in balloons or satellites. However, when they enter the atmosphere they produce
extensive air showers (EAS) of secondary particles. These secondary particles are more hadrons, mainly
pions. Charged pions then decay in muons, electrons and neutrinos, while neutral pions decay quickly
into photons. Electrons, positrons and photons keep splitting by bremsstrahlung and pair production until
the energy per particle goes below some threshold (near 80 MeV): this is the electromagnetic component
of the shower. The muons on the other hand, are the remains of the hadronic component of the shower.
This extensive shower can even reach the surface of the earth. The higher the energy of the primary
particle, the larger the multiplicity of secondary particles, the lower in the atmosphere the shower reaches
before it stars getting absorbed, and the wider the spread of the shower at ground level. The point along
the shower where it reaches maximal multiplicity is usually called (without much creativity)XMAX. The
multiplicity, spread and XMAX are the important quantities to measure in order to estimate the energy
and composition of the primary ray.
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One last issue we should mention on cosmic rays is the so called GZK cutoff [19] of the spectrum
at ultra high energies. UHECR cannot be trapped by the galactic magnetic field, so they must be of
extragalactic origin. However, for energies above 1020 eV, Greisen Zatsepin and Kuzmin conjectured
that cosmic rays would degrade their energy by producing pions due to collisions with the photons of
the cosmic microwave background at the ∆ resonance, and consequently cosmic rays of higher energies
cannot originate from sources beyond 150 megaparsecs. Since there are not many possible sources in
such a small neighbourhood (!), the spectrum should show a cutoff at those energies.

Fig. 10: A hybrid event detected by Auger: two telescope sites reconstruct the shower path in the atmosphere and
the WCD’s detect the hit on the ground. The timing on different WCD’s also reconstruct the incoming direction of
the CR. (credit: X. Bertou).

After that digression on cosmic rays, let us go back to Auger. Auger aims at the highest energies
(the ultra high energy cosmic rays or UHECR), above 1018 eV, where the flux is very low (the flux of the
highest UHECR are about 1 CR per km2 per century). That is why the WCD tanks cover such a large area
of 3 000 km2. On the other hand, the shower spread on the ground of the UHECR is large, so the WCD
can be quite far apart (near 1.5 km). For this same reason, Auger is insensitive to ECR � 1018 eV. With
this in mind, we can understand the design of Auger: the WCD tanks will detect the spread and shape
of the shower on the ground, while the fluorescence telescopes can get a picture of the development of
the shower as it goes down the atmosphere, and have a better estimate of XMAX. In events with surface
water tanks hits only, or fluorescence detectors only, it is possible to obtain an estimate of the energy
and composition of the primary, but having hybrid events with signals at the water tanks as well as more
than one fluorescence telescope, the resolution is much improved. An example of such a hybrid event is
shown in Fig. 10.

Auger has obtained many novel scientific results, such as: UHECR are nuclei (H to Fe), no gam-
mas, no neutrinos; at the highest energies, they seem to be composed more of heavier elements; there
may not be a GZK cutoff; there seem to be no excess of UHECR from the galactic centre.

An upgrade of Auger is planned, where scintillator plates will be placed on top of each WCD and
a muon detector underground for better separation of electromagnetic vs. muon components.

4.2 LAGO — Latin American Giant Observatory

LAGO, the Latin American Giant Observatory [20] (formerly called Large Aperture Gamma ray Obser-
vatory) is a set of surface WCDs distributed all along the continent, in order to have an ultra long baseline
array of cosmic ray detectors. The tanks are located one per site, each one at different altitude along the
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continent (from sea level to about 5 000 m.a.s.l.). The sites so far are Mexico, Guatemala, Venezuela,
Colombia, Brazil, Ecuador, Bolivia, Perú, Argentina and recently Chile.

The design of the water Cherenkov tanks aims at being simple, inexpensive and reliable. Com-
mercial tanks with a detection area from 1.5 m2 to 10 m2 are preferable, with an inner coating of Tyvek
for light diffusion, and they must be filled with purified water. The PMT and the electronic design are
available for new sites to join in.

The LAGO network is designed to measure the temporal evolution of cosmic radiation at ground
level. Its basic research focuses on three areas: high energy phenomena, space weather and atmospheric
radiation at ground level. As such, it studies the high energy component of GRB at the very high altitude
sites. It also monitors cosmic radiation at the continental scale, observing the effect of solar activity on
cosmic rays. These science goals are complemented by two academic goals, which are to train students in
astroparticle and high-energy physics techniques and to support the development of astroparticle physics
in Latin America [21].

4.3 HAWC — High Altitude Water Cherenkov

HAWC, the High Altitude Water Cherenkov gamma ray observatory [22] is an air shower array, that is,
an array of water tanks at high altitude, designed to detect the shower of secondary particles created in the
atmosphere, in this case of interest for high-energy gamma rays. HAWC is located on the side of Sierra
Negra mountain, near Puebla, Mexico (nor far from the Alfonso Serrano Telescope, see Section 3.4), at
high altitude (4 100 m.a.s.l.). Its coordinates are 18◦59’41”N, 97◦18’28”W.

HAWC aims at the detection of very high energy (VHE) gamma rays (GR), from 1 TeV to 100 TeV.
These are the highest GR expected to exist.

The array is composed of 300 steel tanks filled with ultrapure water, each tank 7.3 m in diameter
and 4.5 m tall, with four PMT’s at the bottom of each tank looking up. Unlike the Auger water tanks
where the PMT’s detect from the top of the tank the diffuse Cherenkov light, here they detect the direct
Cherenkov light from the bottom. The array covers a ground surface of about 20 000 m2, see Fig. 11.

Fig. 11: Views of the HAWC array of water tanks. Left: ground view (J. Goodman, 2016). Right: satellite view;
at the centre is the Counting House with the electronics and computing; on the right is the HAWC Utility Building
with the water filtration plant (Google Earth, 2016).

HAWC is a design improved over MILAGRO [23] (a humorous name for a serious scientific
experiment), a previous detector of GR showers at Los Alamos, New Mexico, USA. MILAGRO was
a 80 m × 60 m, 8 m deep pond at an altitude of 2 530 m.a.s.l. HAWC’s higher altitude and water tank
isolation makes it 15 times more sensitive to VHEGR than MILAGRO. Nevertheless, MILAGRO proved
to be a successful experiment by detecting the first TeV GR from the galactic plane, obtaining a map of
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diffuse galactic TeV GR, discovering a TeV GR emission from Cygnus, as well as TeV GR from the
Crab Nebula and AGN’s.

Some words on VHE gamma rays

VHE gamma rays, which are photons with energies above 10 GeV up to 100 TeV, produce extensive air
showers in the atmosphere as cosmic rays do, but only (or mainly) electromagnetic (electrons, positrons
and photons), while cosmic ray showers also have the hadronic component that produces many muons.
The electromagnetic showers tend to be more regularly spread around the shower axis, while CR showers,
with their hadronic components, are more irregularly scattered and tend to have several lumps away from
the axis. Also GR showers do not reach so deep down in the atmosphere, so ground arrays have to be
set at quite high altitudes. Another important distinction is that the flux of VHE cosmic rays is about
103 times more intense than that of gamma rays, so a ground array aimed at observing GR must have a
good technique to separate them from the large background of cosmic rays.

HAWC discriminates the GR from the CR background by the pattern of the shower on the ground.
The collaboration developed a very clear and user friendly website, which includes a game to illustrate
this method [24]. The CR rejection is better the higher the energy of the shower, because the GR and
CR patterns become more and more distinct (see Fig. 12, left). Figure 12 (right) show the sensitivity of
HAWC compared to other GR detectors, including MILAGRO. It is clear that HAWC performs better at
the highest energies. This is due in part to its large area, high altitude and the large duty cycle and large
field of view (FoV) of a surface array in comparison to air Cherenkov telescopes (see next sections);
however the latter have a better energy and angular resolution.

HAWC is able to study VHE gammas up to 100 TeV from galactic sources (point sources), detect
unfrequent events such as extreme galactic accelerators thanks to its large duty cycle and FoV, study
extended TeV sources (most sources are extended), diffuse emission from the galactic plane (form inter-
actions of CR with gas and dust), extragalactic CR sources such as AGN’s. It can also do multimessenger
and multiwavelength searches in collaboration with other observatories (can do early detection of most
transient sources due to its large duty cycle and FoV to warn other observatories with better resolution).

Fig. 12: Left: Cosmic ray rejection power of HAWC and MILAGRO. Right: HAWC sensitivity, compared to other
observatories based on air Cherenkov telescopes, and the Fermi satellite.

5 Future astroparticle physics facilities in Latin America

Finally, we move on to the future of the astroparticle research infrastructure in Latin America. From
this growing field of research we will describe the CTA gamma ray observatory, the cosmic ray detector
ALPACA, the proposed LATTES gamma ray detector, SWGO (previously called SGSO) which is an
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upgrade of HAWC in the south, and ANDES, the proposed first deep underground laboratory in the
Southern Hemisphere.

5.1 CTA — Cherenkov Telescope Array

CTA, the Cherenkov Telescope Array [25] will be by far the largest VHE gamma ray observatory ever
built. It will have one North site in La Palma island (Islas Canarias, Spain, altitude about 2 200 m.a.s.l. and
coordinates 28◦45’42”N, 17◦53’30”W) and one South site near Cerro Paranal, in the Atacama Desert,
Chile, close to the VLT optical observatory. The south site is at an altitude of 2 100 m.a.s.l. and at the
coordinates 24◦41’0.34”S, 70◦18’58.84”W.

CTA consists of two large arrays of imaging air Cherenkov telescopes (IACT), a design and tech-
nique evolved from previous experiences with the smaller arrays MAGIC (La Palma), HESS (Namibia)
and VERITAS (Arizona, USA). An IACT is essentially a spherical or parabolic mirror with a camera
on its focal plane, that detects the Cherenkov light (mainly visible and UV) emitted by the relativistic
charged particles of a shower as they travel through the atmosphere at speeds greater than light in the
medium.

VHE gamma ray showers are produced at high altitudes, of the order of 104 m.a.s.l. For example
a 1 TeV gamma-ray produces a shower that reaches maximum multiplicity at ∼ 8 km.a.s.l. (see Fig. 19
below in Section 5.3), in a cone opening of∼ 1◦. At 2 000 m.a.s.l. the light pool (ground illuminated area)
reaches a radius of ∼ 120 m, with a photon density ∼ 150 photon/m2. For lower energy gamma rays
the light pool is of the same size, but much thinner (e.g.∼ 10 photon/m2 for a 100 GeV GR). However,
while GR of lower energy produce a dimmer signal, they arrive more frequently.

As a consequence of these GR features, in order to observe lower energy GR’s one needs larger
size telescopes (more light-catching are for dimmer signals), but there is no need to cover large ground
areas (large GR flux—many GR’s per unit area per unit time). On the other hand, to detect higher energy
GR’s the telescopes can be smaller (intense signals) but one needs many of them to cover a lot of ground
(low GR flux).

Fig. 13: CTA telescopes: three different SST prototype designs, the two MST prototype designs and the LST
design (credit: G. Pérez Díaz).

Each IACT has a field of view of a few degrees only. Therefore, to see the shower it has to be
looking more or less in the right direction and the shower must be pointing more or less towards the
telescope to be inside the light pool. The camera then registers a very short and dim signal that lasts
about 10 nanoseconds. Because of that, IACT’s are only operated on moonless nights, and therefore they
have a duty cycle of less than about 18% or 1,500 h/year (without considering the time loss due to bad
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weather).

CTA will have IACT of three different sizes (see Fig. 13): small size telescopes (SST) 4 m diameter
to cover the high energy range 1 TeV to 300 TeV, medium size (MST) 12 m diameter to cover the core
energy range 150 GeV to 5 TeV, and large size (LST) 23 m diameter to cover the lower energy range 20
to 150 GeV, although they are sensitive up to TeV.

Fig. 14: CTA layouts in the North Site (left) and South Site (right).

Figure 14 shows the array layouts on both sites. The North Site in La Palma will be a smaller
array, with 4 LST and 15 MST, covering 20 GeV to 20 TeV. The South Site in Chile will have the larger
array, as one of the main goals is the galactic centre, which is visible only from the south. The array will
consist in 4 LST, 25 MST and 70 SST.

The CTA Observatory headquarters is in Bologna, Italy, while the Science Data Management
Centre in Berlin-Zeuthen, Germany.

CTA is expected to cover higher energies and improve on the sensitivity by an order of magnitude
with respect to all previous IACT observatories. Figure 15 shows the differential flux sensitivity for
CTA and several other observatories. Notice that at the high end of 100 TeV, HAWC gives a comparable
sensitivity but for a much longer observation time. Nevertheles, one must take into account that CTA has
a much lower duty cycle, 18% or less.

Fig. 15: Differential flux as a function of reconstructed GR energy for CTA and other observatories.
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The science goals of CTA can be classified in three major groups, that cover astroparticle physics,
cosmology and fundamental physics: a) the origin and role of relativistic cosmic particles (where are
high energy particles accelerated, what are the CR acceleration mechanisms, what is the role of CR on
star formation and galaxy evolution); b) the exploration of extreme environments (what processes occur
near neutron stars and black holes, what are the features of relativistic jets, winds and explosions, how
are radiation and magnetic fields in cosmic voids); and c) the exploration of frontiers in physics (what is
dark matter, are there quantum gravity effects on photon propagation, are there axion-like particles).

5.2 ALPACA — Andes Large area Particle detector for Cosmic ray physics and Astronomy

ALPACA [26], a collaboration between Japan and Bolivia, is a proposal to build an air shower array at
very high altitude (4 740 m.a.s.l.) on the Estuquería plateau near mount Chacaltaya, Bolivia (this site is
close to the historical Cosmic Ray Observatory at Mt. Chacaltaya, mentioned in the Introduction). The
approximate site coordinates of ALPACA are 16◦23’S, 68◦08’W.

Fig. 16: The ALPACA sensitivity to gamma ray point sources.

ALPACA aims at the detection of ultra high energy cosmic rays, or UHECR (> 1018 eV) and very
high-energy gamma rays, or VHEGR from 10 to 1 000 TeV (indicated in Fig. 16). Figure 17 displays
the layout of the ALPACA array, which consists of 401 plastic scintillator detectors 1 m2 each, covering
a ground surface of 82 000 m2, together with 96 water Cherenkov detector (WCD) tanks underground,
56 m2 each, in some specific points under the surface array, covering a total area of 5 400 m2. The
underground WCD’s serve to detect the muons in the shower, thus providing a discrimination between
cosmic and gamma rays.

The scientific goals of ALPACA can be summarized as the study of: the 10 to 1 000 TeV gamma
ray sources; galactic and nearby extragalactic sources of UHECR; the CR composition around the “knee”
of the spectrum (∼ 1015 eV) in order to understand the CR acceleration mechanisms; the solar coronal
magnetic field by detecting the Sun’s shadow to CR; the flux form young SNR’s (supernova remnants);
the cosmic ray anisotropy for energies above TeV in the southern sky; very extended GR sources.

5.3 LATTES — Large Array Telescope for Tracking Energy Sources

LATTES, with a clever acronym that honors the famous Brazilian physicist Cesare Lattes, is a proposed
surface detector array at very high altitude for gamma ray showers, dedicated to fill the gap in sensitivity
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Fig. 17: A schematic drawing of the ALPACA air shower array, showing the surface plastic scintillator detectors
an the underground water tank muon detectors.

between satellite and VHE ground arrays, i.e. from below 100 GeV up to 100 TeV [27]. It is a collab-
oration from Brazil, Portugal and Italy. LATTES is proposed to be built on the Chajnantor plateau in
northern Chile, near the ALMA astronomical observatory, at an altitude of 5 200 m.a.s.l. and an approxi-
mate location 23◦01’S, 67◦45’W.

The LATTES design consists of a dense surface array covering an area of 20 000 m2. Each unit is
a hybrid detector composed of two resistive plate chambers (RPC) 1.5× 1.5 m2 each, covered by a thin
lead slab (5.6 mm), all on top of a water Cherenkov detector (WCD) of dimensions 3×1.5×0.5 m3 with
two PMT’s on the smallest vertical faces, as shown in Fig. 18.

An upgrade to “Full LATTES” is also envisioned by adding an additional array of sparse detectors
around the core array of 20 000 m2, covering a total area of 100 000 m2.

Fig. 18: LATTES detector unit, showing the lead plate on top, the two resistive plate chambers and the water
Cherenkov detector at the bottom with the two photomultiplier tubes on the left and right walls (credit: B. Tomé,
LATTES coll.).

The sensitivity to lower GR is achieved by being able to trigger on the shower secondary photons
which are 5 to 7 times more numerous than secondary charged particles. The thin lead slab converts the
secondary photons which have stronger correlation with the shower axis, while absorbs the lower energy
electrons which have poorer correlation. In turn, the RPC’s give good timing and geometry resolution,
and the WCD gives a good calorimetric measurement of the shower.

The very high altitude location is necessary for a relatively low energy electromagnetic shower
reach the ground. Figure 19 shows how the e.m. shower develops and then it is absorbed as it travels
down the atmosphere. For lower energy gamma rays it is clear that a high altitude is essential.

In summary, LATTES will be a surface array designed to explore gamma rays in the 100 GeV
region, covering the gap between satellite and other ground based observatories. Due to its wide field
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Fig. 19: Particle multiplicity in an electromagnetic shower as a function of atmospheric depth, for vari-
ous primary GR energies. Vertical lines correspond to the altitudes of several GR ground array experiments
(credit: G. di Sciascio).

of view and large duty cycle, it will be able to trigger observation of variable sources for other obser-
vatories like CTA, survey the southern sky and in particular the galactic centre, and detect galactic and
extragalactic transient phenomena.

5.4 SGSO — now SWGO

SGSO, the Southern Gamma-Ray Survey Observatory [28, 29], is a proposed large water Cherenkov
surface array for VHE gamma rays in South America. SGSO grows from the experience of HAWC and
other observatories, with the intention to observe the southern skies. One of the main motivations for
having a ground air shower array is the complementarity with air Cherenkov observatories like CTA, by
providing a much larger duty cycle and field of view than the latter. This is a major advantage for finding
variable sources and transient phenomena. A south site for a ground array is particularly important if one
of the goals is the study of the galactic centre, which has a ground view only from the South.

As all surface observatories for gamma ray showers, it needs to be at high altitudes. The site is
not defined yet, but possible candidate sites are: Cerro Vecar, Argentina (altitude 4 800 m.a.s.l., latitude
24◦S), which is near the LLAMA site; Chajnantor plateau, Chile (5 300 m.a.s.l., 23◦S), near ALMA; and
Lake Sibinacocha, Cuzco Region, Peru (4 870 m.a.s.l., 13◦S).

The optimization of the design of SGSO, supported by simulations, is still in progress. A “straw-
man detector” is considered, with larger size than HAWC, as well as higher altitude and larger fill factor
(the fraction of the full area covered with detectors). The strawman design, shown in Fig. 20, considers a
core array of 80 000 m2 with a fill factor of 80%, surrounded by a sparse outer array of 221 000 m2 with
a fill factor of 8%. These figures can be compared to HAWC, which covers 20 000 m2 with a fill factor
of 57%.

SGSO main science goals are i) unveil galactic and extragalactic CR accelarators (galactic centre,
galactic plane, star-forming regions, pulsars, Fermi bubbles); ii) monitor VHE GR transients (AGN’s,
Blazars, GRB’s, G Waves, HE neutrinos); iii) probe new particle physics (dark matter, axion-like parti-
cles, Lorentz violation); and iv) characterize the CR flux (CR spectrum and composition, flux anisotropy,
space weather, heliosphere physics).

Please notice that from the time I gave this lecture to the time I wrote these proceedings, the name
of this observatory and collaboration changed from SGSO to SWGO, the Southern Wide-Field Gamma-
Ray Observatory [29,30], the name it should be referred to from now on. Thus have we observed another
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Fig. 20: SGSO strawman design; left: layout with instrumented areas and fill factors; right: differential point
source sensitivity vs. reconstructed gamma-ray energy, compared to other GR observatories (from A. Albert
et al. [28]).

type of transient phenomenon.

5.5 ANDES — Agua Negra Deep Experiment Site

ANDES (Agua Negra Deep Experiment Site) [31] is a proposal between Argentina, Chile, Brazil and
Mexico to build a world class deep underground international laboratory under the Andes mountains, at
the border between Argentina and Chile. The proposal takes advantage of the future construction of a
14 km long road tunnel, Tunel Agua Negra that will cross the Andes between the Region of Coquimbo
(Chile) and the Province of San Juan. The nearest major cities are about 250 km away from the tunnel:
La Serena in Chile and San Juan in Argentina. La Serena is also an active centre for astronomy in the
region, close to the observatories Cerro Tololo, Las Campanas and La Silla. The underground site will
be at an altitude about 3 900 m.a.s.l., with coordinates 33◦11’34”S, 69◦49’25”W.

ANDES will be the first underground laboratory of its kind in the Southern Hemisphere and among
the deepest in the world, with 1750 m of rock overburden in all directions, providing excellent shielding
against background radiation from cosmic ray muons, as illustrated in Fig. 21.

ANDES should be managed by an international Consortium formed by country members and
possible Associate members. The line of organization of ANDES should follow that of SESAME, the
international Synchrotron Laboratory in the Middle East [32]. Membership will be open to countries
around the world. The laboratory is designed to host a large experiment in neutrino physics, and other
experiments in astroparticle physics for e.g. dark matter searches, as well as nuclear astrophysics, biol-
ogy, and geophysics.

The site of ANDES is special in many ways. Besides being in the Southern Hemisphere, it is in
a region with much tectonic activity, and with very little background from nuclear power plants. The
quality of the rock at the underground site is not yet known, although samples from 600 m depth were
obtained, showing a proportion of andesite and rhyolite with normal level of radioactivity.

The underground site will lie at the deepest point along the tunnel. The tunnel is actually a pair
of two-lane 14 km long tunnels separated by about 100 m. The laboratory will be on the south side of
the eastbound tunnel, so the access will be about 4 km from the Chilean entrance. The underground
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Fig. 21: Left: muon flux attenuation for different laboratories; ANDES is shown by the vertical line. Right: muon
multidirectional relative flux; blue denotes more attenuation; the left box corresponds to the border between the
countries and the right box the position of the ventilation plant; the actual site must be determined by the quality
of the rock (credit: X. Bertou)

site will have an entrance and exit for vehicles, and the following caverns: a) one large cavern for large
experiments, 42 m long × 21 m wide × 23 m high, with a 40 ton curved bridge crane; b) a secondary
cavern for several smaller experiments and offices, 30 m long × 16 m wide × 14 m high, also with a
40 ton bridge crane; c) main pit for large neutrino experiments, 30 m diameter × 38 m high, with access
from the top and from the bottom. d) insulated room 30 m long × 10 m wide and 5 m high, designed for
nuclear astrophysics experiments. e) Biology room 16 m long × 9 m wide × 3.5 m high. f) Two clean
rooms 10 m × 10 m × 8 m, ISO Class 7. g) Tunnel for Geoscience installations, 200 m long × 3 m wide
× 3.5 m high. f) Emergency cavern with office space, dining room, meeting room, emergency first aid
and data processing and communications centre, 10 m long× 10 m wide× 8 m high. h) Technical room,
for transformers, compressors and generally noisy installations, and welding workshop. The general
layout is shown in Fig. 22.

Fig. 22: ANDES underground site layout, showing the different caverns and main pit, with the access galleries
connecting to the eastbound tunnel (credit: Lombardi S.A.)
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6 Final words

I presented a brief description of some of the major current and future facilities in Latin America, know-
ing that I could not possibly do justice to all of them, and possibly I may have missed some important
details, but my goal was to convey a flavour of the opportunities that exist and what can be expected in
the near future. Facilities in Latin America have clearly grown in the last decades, and this tendency
seems to continue for the next decades. This is clearly so for Astronomy due to the clean skies of the
South American desert; in fact, more than half of the optical telescope surface in the world will be in
northern Chile in the next decades. Moreover, as astronomy and particle physics have growing common
interests as research fields, world level astroparticle physics facilities are also planning to find sites in
the continent. Finally, the high-energy physics community in Latin America shows a steady growth for
a variety of reasons we may argue, but a clear one is the appearance of large experiments that require
worldwide collaborations.
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Appendix: Exercises for the Lecture on experimental facilities in Latin America

Notice: the problems are not self-contained; you may need to look up some formulae somewhere else. I
listed some suggested references at the end.

1. The radiation length of electrons in air is Xr ' 37 g/cm2. Considering that the atmospheric
pressure at sea level is p0 ' 1 × 105 N/m2, show that the vertical thickness of the atmosphere is
about 30 radiation lengths.

2. (a) Determine the Cherenkov radiation emission angle θC in the atmosphere at sea level for a
charged particle moving with β ∼ 1. The refractive index of the atmosphere at sea level is
nat ' 1.00029.

(b) Same question but when the medium is liquid water.
(c) Determine the threshold (minimum) energy for an electron to emit Cherenkov light in air.
(d) Same question but for a muon.

3. Considering that the average galactic magnetic field is a few microgauss, show that cosmic rays
(protons) with energies below 1018 eV should be of galactic origin while those with energies
1019 eV or above should be extragalactic.

4. What components of galactic cosmic rays can have a larger energy, protons or heavier nuclei?
5. Consider observatories of cosmic rays and gammas based on IACT (imaging atmospheric Cherenkov

telescopes) and SDA (surface particle detector arrays). Explain the meaning of the following con-
cepts:

(a) Field of view
(b) Energy threshold
(c) Sensitivity
(d) Duty cycle
(e) Effective area of detection of a ground array. Explain why it depends on the energy of the

CR or gamma ray.

6. (a) Why are IACT’s (Cherenkov Telescopes) in general more sensitive to lower energies than
surface arrays?

(b) Why IACT’s have a much shorter duty cycle than surface arrays?
(c) Which one of the detector techniques, IACT’s or surface arrays, have a larger field of view?

Why is that?
(d) How can a surface array measure the energy of the primary CR or gamma ray? How is that

done with IACT’s?
7. In an extensive air shower (EAS), a primary proton produces pions as it collides with the atmo-

spheric nuclei. As it develops, the shower contains many muons and also many electromagnetic
cascades as well. Explain why it contains muons and additional e.m. cascades.

8. In an EAS, a muon is produced at an altitude of 10 km. If the muon is able to reach sea level before
decaying, determine the minimum energy it should have. Will this muon produce Cherenkov light
in the atmosphere?

9. From the graph of the CR spectrum, in the region 10 GeV< E < 1 PeV, the spectral flux (particles
per unit area, time, solid angle and energy) can be fitted to a function:

j(E) = A

(
eV
E

)α
, with α ' 2.7
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(a) By fitting the graph (choosing an adecuate point), find the value of A in [1/(m2· s· sr · eV)].
(sr = steradian)

(b) Consider a satellite with a flat detector face of 1 m2. Determine the rate of primary cosmic
rays with energies above 1 TeV that hit the detector (do not forget that the incidence is from
the outside only, and do the solid angle integration correctly).

(c) What about energies above 100 TeV? Express the result in [particles/(m2· day)].

10. Consider an electromagnetic shower caused by a vertical cosmic gamma ray of 1 TeV. Assume that
the shower begins at 20 km.a.s.l. (x = 0) and as it develops, all particles in the shower (electrons,
positrons and photons) at a given height have the same energy.

(a) Determine the number of particles in the shower as a function of depth x. You will need the
radiation length Xr from (1).

(b) The shower reaches its maximum when the energy of the particles reaches the critical value
EC ' 80 MeV. Determine xMAX.

(c) EC occurs when the energy loss in electrons and positrons start to be dominated by ioniza-
tion instead of bremsstrahlung. Find in the literature the expression for the energy loss by
ionization and show that EC for electrons is indeed around 80 MeV.

11. Consider the Sun, a star 1.5× 1011 m away from Earth. The luminous solar radiation intensity on
Earth is about 1.5 kW/m2.

(a) Determine the total power emitted by the Sun.
(b) The net reaction where that power is produced is p + p → 4

2He + 2e+ + 2ν, releasing
about 26 MeV per reaction. Most of this energy is eventually emitted as photons. However
the neutrinos escape, carrying in average about 0.4 MeV each (these are the so-called “pp
neutrinos”). There are other reactions in the Sun that produce neutrinos, but these are the
most abundant. Determine the flux of neutrinos on Earth, in 1/cm2 s.

(c) The solar neutrinos that are detectable by Super KamiokaNDE (SuperK) are not pp neutrinos.
They have energies above 5 MeV and they come from the decay of the isotope 8

5B (boron-8),
and they constitute are a very small fraction of the total flux that arrive to Earth, about 5×106

1/cm2s. Try to estimate roughly the number of Solar neutrinos detected by SuperK per day.
(You need to look up the size of SuperK and the ν-e cross section at those energies).

12. Let us try to recreate a Cherenkov emission from the e.m. shower produced by a 1 TeV primary
photon. Assume that the shower is vertical and initiates at 12 km.a.s.l. Also assume for simplicity
that the radiation length is a fixed value of 400 m, independent of altitude. An e.m. shower is quite
collimated, with a spread not more than 0.5◦, while the Cherenkov angle in air is about 1.5◦. So
clearly the size of the light pool on the ground will be determined mainly by the Cherenkov spread.
Now consider that, along the shower, each electron or positron as it travels, emits about 10
Cherenkov photons per metre travelled. Consider this emission only up to XMAX, which is where
the shower has maximal multiplicity (particles reach the critical energy EC ' 80 MeV).

(a) Determine the diameter of the Cherenkov light pool on the ground, which is at an altitude of
2 000 m.a.s.l.

(b) Determine the number of Cherenkov photons in the light pool (here we are disregarding
absorption in the lower atmosphere, which is not quite realistic).

(c) Assuming that the Cherenkov photons are uniformly spread inside the light pool, determine
how many photons will be caught by a 12 m diameter IACT that lies completely inside the
light pool.

13. How can one learn about the acceleration regions of cosmic rays by measuring gamma rays?
14. Find out about the mechanism called Fermi Acceleration.
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15. Why is it important to measure the VHE gamma rays that come from the galactic centre?
16. How can one test Lorentz invariance by measuring cosmic gamma rays?
17. Why gamma rays are better to identify the sources of cosmic rays than the cosmic rays themselves?
18. What are “Fermi bubbles”?
19. Concerning the search for the particles that constitute the dark matter of the Universe, explain what

is called “direct searches” and “indirect searches”.
20. The GZK cutoff is the upper limit for the energy of CR that can reach the Earth from very far

extragalactic distances, due to the energy loss of a CR particle (e.g. a proton) when it collides with
a CMB photon and produces a pion at the resonance of the ∆ baryon, e.g.:

p + γCMB → ∆+ → p + π0

Determine the energy of the GZK cutoff.

Some references and reading

1. A. de Angelis and M. Pimenta, Introduction to particle and astroparticle physics, 2nd ed. (Springer,
Cham, 2018), doi:10.1007/978-3-319-78181-5.

2. P.A. Zyla et al. [Particle Data Group], Review of Particle Physics, PTEP 2020 (2020) 083C01,
doi:10.1093/ptep/ptaa104.

3. HAWC website: https://www.hawc-observatory.org.
4. A. Albert et al., Science case for a Wide Field-of-View Very-High-Energy Gamma-Ray Observa-

tory in the Southern Hemisphere, arXiv:1902.08429 [astro-ph.HE].
5. CTA website: https://www.cta-observatory.org.
6. B.S. Acharya et al. [CTA Consortium], Science with the Cherenkov Telescope Array (World Sci-

entific, Singapore, 2019), doi:10.1142/10986.
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