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Abstract

The CERN-Latin-American School of High-Energy Physics is intended to give young physicists an introduc-
tion to the theoretical aspects of recent advances in elementary particle physics. These proceedings contain
lecture notes on quantum field theory, flavour dynamics and CP violation, heavy-ion physics, LHC highlights
and prospects, and experimental facilities in Latin America.
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Preface

The tenth Event in the series of CERN-Latin-American Schools of High-Energy Physics took place from 13
to 26 March 2019 in Villa General Belgrano, Argentina. It was organized by CERN with the support of Ar-
gentinian colleagues from Comision Nacional de Energia Atémica, Instituto Balseiro, Universidad de Buenos
Aires, Universidad Nacional de Cérdoba, Universidad Nacional de La Plata, Universidad Nacional de Mar del
Plata, and Universidad de la Republica, Uruguay.

The School received financial support from: CBPF, Brazil, CERN, CIEMAT, Spain, CONICET, Argentina
and SMF, Mexico. Financial and in-kind contributions were also received from the following institutes and uni-
versities: Agencia Nacional de Promocién Cientifica y Tecnoldgica, Comisién Nacional de Energia Atdmica,
Universidad Nacional de Cérdoba and Universidad Nacional de La Plata.

Our sincere thanks go to all of the sponsors for making it possible to organize the School with a large num-
ber of young participants from Latin-American countries, many of whom would otherwise not have been able
to attend. We would particularly like to thank the Universidad Nacional de Cérdoba for their important in-kind
contributions and practical help.

The School was hosted in the Hotel Howard Johnson in Villa General Belgrano. We are indebted to the
hotel and its friendly staff for their help in making the Event such a success. In particular, we would like to
mention Juan Manuel Laurini and Lucas Emmanuel Medina who helped us greatly in preparing the School, as
well as during the Event itself. The excellent meals served in the Restaurante los Personajes at the hotel were
highly appreciated, and special thanks are due to the chef, Aida Ieno Pose. Thanks also to Brunnen beer and
Bodega Alfredo Roca for supplying drinks during the poster session and the final night dinner.

Tere Dova from UNLP acted as local director for the School, assisted by members of the local organising
committee. We are extremely grateful to Tere and her colleagues for their excellent work in organizing the
School and for creating such a wonderful atmosphere for the participants.

Seventy-five students of 17 different nationalities attended the School, including 21 from Argentina. Fol-
lowing the tradition of the School the students shared twin rooms mixing nationalities, and in particular the
Europeans mixed with Latin Americans.

The 13 lecturers came from Europe, Latin America and the USA. The lectures, which were given in En-
glish, were complemented by daily discussion sessions led by five physicists coming from Latin America. The
lectures and the discussion sessions were all held using the conference facilities of the hotel. The students
displayed their own research work in the form of posters in a special evening session during the first week.
The posters were left on display until the end of the School. The students from each discussion group also
performed a project, studying in detail the analysis of a published paper from an LHC experiment. A represen-
tative of each group gave a brief summary talk during a special evening session during the second week of the
School.



Our thanks are due to the lecturers and discussion leaders for their active participation in the School and for
making the scientific programme so stimulating. The students who in turn manifested their good spirits during
two intense weeks undoubtedly appreciated their personal contributions in answering questions and explaining
points of theory. During the school two public lecturers were organised at the University of Cordoba, given by
Tere Dova and Juan Martin Maldacena.

We are very grateful to Kate Ross, the administrator for the CERN Schools of Physics, for her efforts in
the lengthy preparations for the School and during the Event itself. Her efficient work, friendly attitude, and
continuous care of the participants and their needs were highly appreciated.

The participants will certainly remember the two interesting excursions: an afternoon visit to the nearby
town of la Cumbrecita, followed by dinner at a local restaurant; and a full-day excursion to the city of Cérdoba.
They also greatly appreciated evenings spent together in the hotel, especially the farewell party on the last night.
The success of the School was to a large extent due to the students themselves. Their poster session and group
projects were very well prepared and highly appreciated, and throughout the School they participated actively
during the lectures, in the discussion sessions, and in the different activities and excursions.

Nick Ellis
(On behalf of the Organizing Committee)
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Introductory Lectures on Quantum Field Theory

L. Alvarez-Gaumé and M. A. Vazquez-MoZo
% CERN, Geneva, Switzerland
b Universidad de Salamanca, Salamanca, Spain

Abstract

In these lectures we present a few topics in quantum field theory in detail.
Some of them are conceptual and some more practical. They have been se-
lected because they appear frequently in current applications to pahidieps

and string theory.

1 Introduction

These notes summarize lectures presented at the 2005 CERN-CLAF School in Malargiie (Arger
the 2009 CERN-CLAF School in Medellin (Colombia), the 2011 CERN-CLAF School in Natal (Brazi
the 2012 Asia-Europe-Pacific School of High Energy Physics in Fukuoka (Japan), and the CERN-I
-American Schols of High-Energy Physicaii Arequipa (Perlin 2013, and in Villa General Belgrano
(Argentina) in 2019. The audience in all occasions wasnposed to alarge extent by studentsin ex-
perimental High Energy Physics with an important minority of theorists. These lectures were intended

to provide a review of those parts of thabject to be used later by otherlecturers Although a cursory
acquaintance with the subject of quantum field theory is helpful, the only requirement to follow the
lecturesis a working knowledge of Quantuktechanics and Special Relativity.

The guiding principle in choosing the topics presented (apart to servdradduntions to later
courses) was to present some basic aspects of the theory that pasespitual subtleties. Those topics
one often is uncomfortable with after a first introduction to the subject. Among the have selected:

- The need to introduce quantum fields, with the great complexity this implies.

- Quantization of gauge theories and the réle of topology in quantum pheromé have included
a brief study of the Aharonov-Bohm effect and Dirac’s explanatiornhef quantization of the
electric charge in terms of magnetic monopoles.

- Quantum aspects of global and gauge symmetries and their breaking.

- Anomalies.

- The physical idea behind the process of renormalization of quantunttietdies.

- Some more specialized topics, like the creation of particle by classical fietdtha very basics
of supersymmetry.

These notes have been written following closely the original presentatitnpwmerous clarifi-
cations. Sometimes the treatment given to some subjects has been extendeiutapthe discussion
of the Casimir effect and particle creation by classical backgroundse 8imgroup theory was assumed,
we have included an Appendix with a review of the basics concepts.

By lack of space and purpose, few proofs have been included.athstery often we illustrate a
concept or property by describing a physical situation where it aridagery much expanded version
of these lectures, following the same philosophy but including many otheistdps appeared in book
form in [1]. For full details and proofs we refer the reader to the mantbteks in the subject, and in
particular in the ones provided in the bibliography [2—11]. Specially mogegsentations, very much
in the spirit of these lectures, can be found in references [5, 6, LOWd should nevertheless warn the
reader that we have been a bit cavalier about references. Our agitnelea to provide mostly a (not
exhaustive) list of reference for further reading. We apologize tedlauthors who feel misrepresented

0531-4283 —(©CERN, 2021. Published under the Creative Common Attribution CC BY 4.0 Licence. 1
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A note about notation

Before starting it is convenient to review the notation used. Through thetes we will be using the
metricn,, = diag(1,—1,—1,—1). Derivatives with respect to the four-vectot = (ct, ) will be
denoted by the shorthand

0 10 =
8u:@_ (cat’v>' (1)
As usual space-time indices will be labelled by Greek letterg (... = 0, 1, 2, 3) while Latin indices
will be used for spatial directiong,(j,... = 1,2,3). In many expressions we will use the notatior

ot = (1,0") whereo® are the Pauli matrices

S ) B G D N ) @

Sometimes we use of the Feynman'’s slash notatiem*a,,. Finally, unless stated otherwise, we work
in natural unitsh = c = 1.

2 Why do we need quantum field theory after all?

In spite of the impressive success of Quantum Mechanics in describimgcgpbysics, it was immedi-
ately clear after its formulation that its relativistic extension was not free b€difies. These problems
were clear already to Schrédinger, whose first guess for a waatieqwf a free relativistic particle was
the Klein-Gordon equation

82 2 2 —
(aﬁ—v +m>1/1(t,:c)—0. 3)

This equation follows directly from the relativistic “mass-shell” identity = 5> + m? using the corre-
spondence principle

p — —iV. 4)
Plane wave solutions to the wave equation (3) are readily obtained
Y(t, ) = e Putt = TIBHIPT with E = 4w, = +/p2 + m2. (5)

In order to have a complete basis of functions, one must include planewittMeoth £ > 0 andE < 0.
This implies that given the conserved current

= 5 (4700 — 007 ), ©)

its time-component ig° = E and therefore does not define a positive-definite probability density.

A complete, properly normalized, continuous basis of solutions of the Kleirtkah equation (3)
labelled by the momentumican be defined as

fp(t,f) _ 76—iwpt+iﬁ.57

fop(t, @) = ————— elnt=iPe, (7)
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Energy
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Fig. 1. Spectrum of the Klein-Gordon wave equation

Given the inner product

ali) =i [ (w1000 - a0 )
the states (7) form an orthonormal basis

(folfp) = 0@—p"),
<f—p|ffp’> = _5(5_5/)7 (8)
(folf-pr) = 0. )
The wave functiong, (¢, =) describes states with momentwrand energy given by, = \/p' 2 + m?2.

On the other hand, the statg’s ,) not only have a negative scalar product but they actually correspo
to negative energy states

100 f—p(t,T) = —/P2 +m? f_,(t, T). (10)

Therefore the energy spectrum of the theory satisfi#s> m and is unbounded from below (see Fig.
1). Although in a case of a free theory the absence of a ground statengcessarily a fatal problem,

once the theory is coupled to the electromagnetic field this is the source of ddl &frdisasters, since

nothing can prevent the decay of any state by emission of electromagriitaa.

The problem of the instability of the “first-quantized” relativistic wave equatian be heuristi-
cally tackled in the case of spibparticles, described by the Dirac equation

<—w§t +a-v-— m> W(t, 7) =0, (11)

whered andg are4 x 4 matrices

o(00) (1)
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Energy
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Fig. 2: Creation of a particle-antiparticle pair in the Dirac seetynie

with ¢ the Pauli matrices, and the wave functio(t, ¥) has four components. The wave equation (11
can be thought of as a kind of “square root” of the Klein-Gordon eqndt), since the latter can be
obtained as

T 2
(—wgt +a-v-— m) (—wgt +a-v-— m) Y(t,T) = <§t2 —-VvZ4+ m2> O(t, &),  (13)

An analysis of Eq. (11) along the lines of the one presented above fi¢ireGordon equation
leads again to the existence of negative energy states and a spectroumdeth from below as in Fig.
1. Dirac, however, solved the instability problem by pointing out that nowptmticles are fermions
and therefore they are subject to Pauli’s exclusion principle. Hench, #ate in the spectrum can be
occupied by at most one patrticle, so the states Witk m can be made stable if we assume thiathe
negative energy states are filled.

If Dirac’s idea restores the stability of the spectrum by introducing a stasteaum where all
negative energy states are occupied, the so-called Dirac sea, it alsallezctly to the conclusion that a
single-particle interpretation of the Dirac equation is not possible. Indepkoton with enough energy
(E > 2m) can excite one of the electrons filling the negative energy states, leasfrigdoa “hole” in
the Dirac see (see Fig. 2). This hole behaves as a particle with equal ntheposite charge that
is interpreted as a positron, so there is no escape to the conclusion thattiotes will produce pairs
particle-antiparticle out of the vacuum.

In spite of the success of the heuristic interpretation of negative entigyg $n the Dirac equation
this is not the end of the story. In 1929 Oskar Klein stumbled into an apppagatiox when trying to
describe the scattering of a relativistic electron by a square potentialDsags wave equation [12] (for
pedagogical reviews see [13, 14]). In order to capture the essditise problem without entering into
unnecessary complication we will study Klein’s paradox in the context oKtam-Gordon equation.

Let us consider a square potential with heiht> 0 of the type showed in Fig. 3. A solution to
the wave equation in regions | and Il is given by
wl(t7 l’) _ efiEtJrimz + RefiEtfiplz’
Yrr(t,x) = Te BHP2 (14)
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Fig. 3: lllustration of the Klein paradox.

where the mass-shell condition implies that

p1 =V E? —m2 pr =/ (E — Vo)2 — m2. (15)

The constantg: andT” are computed by matching the two solutions across the boundafry). The
conditionsy; (t,0) = v7(t,0) andd, v (t,0) = O.2011(t, 0) imply that

2 _
T — P1 7 R:P1 Pz_
p1+ D2 p1+ p2

(16)

At first sight one would expect a behavior similar to the one encounteréteimonrelativistic
case. If the kinetic energy is bigger thé both a transmitted and reflected wave are expected, wher
when the kinetic energy is smaller th& one only expect to find a reflected wave, the transmitted wa
being exponentially damped within a distance of a Compton wavelength insidertier.ba

Indeed this is what happens# — m > V4. In this case botlp; andp, are real and we have a
partly reflected, and a partly transmitted wave. In the same w&y, H 2m < E — m < V| thenps is
imaginary and there is total reflection.

However, in the case whev, > 2m and the energy is in the ranle< £ — m < Vy — 2m
a completely different situation arises. In this case one finds thatjhatindp, are real and therefore
the incoming wave function is partially reflected and partially transmitted acreslsatrier. This is a
shocking result, since it implies that there is a nonvanishing probability oinfinthe particle at any

point across the barrier with negative kinetic enerfy{ m — V5 < 0)! This weird result is known as
Klein's paradox.

As with the negative energy states, the Klein paradox results from outginsesin giving a single-
particle interpretation to the relativistic wave function. Actually, a multiparticldyasisof the paradox
[13] shows that what happens whén< F — m < Vy — 2m is that the reflection of the incoming
particle by the barrier is accompanied by the creation of pairs particle-ditipaut of the energy of
the barrier (notice that for this to happen it is required tHat- 2m, the threshold for the creation of a
particle-antiparticle pair).
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Fig. 4: Two regionsR;, R, that are causally disconnected.

Actually, this particle creation can be understood by noticing that the sumlitential step in Fig.
3 localizes the incoming particle with massin distances smaller than its Compton wavelength %
This can be seen by replacing the square potential by another one tlubgretential varies smoothly
from0to Vj > 2m in distances scales larger thanmn. This case was worked out by Sauter shortly afte
Klein pointed out the paradox [15]. He considered a situation where ¢i@enewithV = 0 andV = 1}
are connected by a region of lengtlwith a linear potential/ (z) = %. Whend > % he found that
the transmission coefficient is exponentially srhall

The creation of particles is impossible to avoid whenever one tries to locarticdgaf massn
within its Compton wavelength. Indeed, from Heisenberg uncertainty relatiofind that if Az ~ %
the fluctuations in the momentum will be of ord&p ~ m and fluctuations in the energy of order

AE ~m (17)

can be expected. Therefore, in a relativistic theory, the fluctuationseadriergy are enough to allow
the creation of particles out of the vacuum. In the case of a%‘m‘article, the Dirac sea picture shows
clearly how, when the energy fluctuations are of ongeelectrons from the Dirac sea can be excited t
positive energy states, thus creating electron-positron pairs.

It is possible to see how the multiparticle interpretation is forced upon us hijvistie invariance.
In non-relativistic Quantum Mechanics observables are representeelfbadjoint operator that in the
Heisenberg picture depend on time. Therefore measurements are lodalize@ but are global in
space. The situation is radically different in the relativistic case. Beaams@nal can propagate faster
than the speed of light, measurements have to be localized both in time and Gpasality demands
then that two measurements carried out in causally-disconnected refjspece-time cannot interfere
with each other. In mathematical terms this means thé@f andOpr, are the observables associatec
with two measurements localized in two causally-disconnected regipnB- (see Fig. 4), they satisfy

[OR17OR2] =0, if (xl — .TQ)Q <0, forallz; € Ry, 20 € Rs. (18)

In section (9.1) we will see how, in the case of the Dirac field, this expiiidrehavior can be associated with the creatior
of electron-positron pairs due to a constant electric field (Schwingectff
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Hence, in a relativistic theory, the basic operators in the Heisenbergeittust depend on the
space-time position*. Unlike the case in non-relativistic quantum mechanics, here the pogitonot
an observable, but just a label, similarly to the case of time in ordinary quantwimamies. Causality is
then imposed microscopically by requiring

A smeared operat@@r over a space-time regiaR can then be defined as
O = [ d'20() fala) (20)
wherefr(z) is the characteristic function associated with
1 r€R
o ={ g TSR @)

Eq. (18) follows now from the microcausality condition (19).

Therefore, relativistic invariance forces the introduction of quantuiddielt is only when we
insist in keeping a single-particle interpretation that we crash againsaldgugolations. To illustrate
the point, let us consider a single particle wave funciign ) that initially is localized in the position
=0

$(0,8) = (). (22)

Evolving this wave function using the Hamiltonidh = +/—V? + m? we find that the wave function
can be written as

2

Integrating over the angular variables, the wave function can be riedast form

w(t,f) _ e_Zt\/W(S(f) — / d°k ezk-x—zt\/m' (23)

1 > e
w(tjf)zm / k dk e*17 g =itV tm? (24)

The resulting integral can be evaluated using the complex integration catitekown in Fig. 5. The
result is that, for any > 0, one finds that)(t, ¥) # 0 for any Z. If we insist in interpreting the wave
function(t, ¥) as the probability density of finding the particle at the locatioin the timet we find
that the probability leaks out of the light cone, thus violating causality.

3 From classical to quantum fields

We have learned how the consistency of quantum mechanics with spdaiwityeforces us to abandon
the single-particle interpretation of the wave function. Instead we havengidgr quantum fields whose
elementary excitations are associated with particle states, as we will see below.

In any scattering experiment, the only information available to us is the setamitym number
associated with the set of free particles in the initial and final states. Ign@ointhe moment other
quantum numbers like spin and flavor, one-particle states are labelled blyréd@momentunp’ and
span the single-particle Hilbert spaki

p) € M1, (p1p’) = o(p'—p") .- (25)

The stateq|p) } form a basis off{; and therefore satisfy the closure relation

/ Eplp) () =1 (26)
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\k

2 2

Fig. 5: Complex contoulC for the computation of the integral in Eq. (24).

The group of spatial rotations acts unitarily on the stéi&s This means that for every rotatidf €
SO(3) there is a unitary operatdf( R) such that

U(R)|p) = |Rp) (27)

whereRp represents the action of the rotation on the vegtdiRp)¢ = Rijk:j. Using a spectral decom-
position, the momentum operatﬁ? can be written as

pi— / &p|5) p' (7 (28)

With the help of Eq. (27) it is straightforward to check that the momentum oget@ansforms as a
vector under rotations:

UR)"' P'U(R) = /d?’pyR—lp) p' (R7'p] = R';PI, (29)

where we have used that the integration measure is invariant ungajy.SO

Since, as we argued above, we are forced to deal with multiparticle states;ahvenient to
introduce creation-annihilation operators associated with a single-pattitdecs momentuny’

[a(p), a' (5")] = (7' — §"), [a(p), a(p")] = [a' (), " (5")] =0, (30)

such that the statg) is created out of the Fock space vacul@n(normalized such thap|0) = 1) by
the action of a creation operate(p)

7) = al(p)0), a(p)[0) =0 V. (31)

Covariance under spatial rotations is all we need if we are interested inralatvistic theory.
However in a relativistic quantum field theory we must preserve more thét)S@ctually we need
the expressions to be covariant under the full Poincaré groupllSQpconsisting in spatial rotations,
boosts and space-time translations. Therefore, in order to build the pack sf the theory we need
two key ingredients: first an invariant normalization for the states, sinceramt a normalized state in
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one reference frame to be normalized in any other inertial frame. AnddBca relativistic invariant
integration measure in momentum space, so the spectral decomposition atbopés covariant under
the full Poincaré group.

Let us begin with the invariant measure. Given an invariant funcfign of the four-momentum
pH of a particle of mass: with positive energy? > 0, there is an integration measure which is invarian
under proper Lorentz transformatiéns

4
/ (;ifj (@m)3(% —m?) 0°) £(p), (32)

whered(x) represent the Heaviside step function. The integration p¥ean be easily done using the
¢-function identity

Wa= Y b, (33)

x;=zeros of f
which in our case implies that
1 1
S(p* —m?) = 2—]005 (po —Vp? +m2) + 2—1705 (po + VD2 —I—m2) . (34)

The second term in the previous expression correspond to states wétiveesnergy and therefore does
not contribute to the integral. We can write then

4 3
[ i 2362 =m0 1) = [ 55 ﬁ2l+m2 PVt Emie). @)

Hence, the relativistic invariant measure is given by

3
/ (dp L with  w, = /52 +m?. (36)

27)3 2w,

Once we have an invariant measure the next step is to find an invariamainzation for the states.
We work with a basig |p)} of eigenstates of the four-momentum operabér

POlp) = wylp), Pilp) = p|p). (37)

Since the statelp) are eigenstates of the three-momentum operator we can express them ioftdrens
non-relativistic state) that we introduced in Eq. (25)

Ip) = N ()[p) (38)

with N (p) a normalization to be determined now. The stdig$} form a complete basis, so they should
satisfy the Lorentz invariant closure relation

4
/ <;l7£4 (2m)a(p* —m*) 0(p°) Ip) (bl = 1 39

At the same time, this closure relation can be expressed, using Eq. (3&mnmaéthe nonrelativistic
basis of state§|p)} as

4 3
[ b it — 06 ) ol = [ g&,Q;ww 7 (. (40)

2The factors ofr are introduced for later convenience.
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Using now Eqg. (28) for the nonrelativistic states, expression (39) feliomevided

IN@)I? = (21)° (2wp). (41)
Taking the overall phase in Eq. (38) so ti¥é(p) is real, we define the Lorentz invariant stagsas
3
p) = (2m)> /2wy D), (42)
and given the normalization ¢f) we find the normalization of the relativistic states to be
(plp') = (27)*(2wp)(5 — ). (43)

Although not obvious at first sight, the previous normalization is Lorentariamt. Although it
is not difficult to show this in general, here we consider the simpler caselflimensions where the
two componentgp?, p') of the on-shell momentum can be parametrized in terms of a single hyperb:
angle) as

p° = mcosh A, p' = msinh \. (44)
Now, the combinatiorw,d(p! — p!’) can be written as
2w,d(pt — p'') = 2mcosh A (msinh A — msinh \') = 25(\ — X), (45)

where we have made use of the property (33) ofdfenction. Lorentz transformations inh+ 1 di-
mensions are labelled by a parameter R and act on the momentum by shifting the hyperbolic angl
A — A+ & However, Eq. (45) is invariant under a common shifdand)\’, so the whole expression is
obviously invariant under Lorentz transformations.

To summarize what we did so far, we have succeed in constructing atzarevariant basis of
states for the one-particle Hilbert spake. The generators of the Poincaré group act on the Siates
the basis as

Prp) = p"|p), UN)lp) = A", p") = [Ap)  with A €SO(1,3). (46)
This is compatible with the Lorentz invariance of the normalization that we haaekeld above
(plp’) = (PIU(N) " UD)[P') = (Ap|Ap'). (47)

On#H,; the operatoﬁ“ admits the following spectral representation

~ dp 1
PH = —_— " (p|. 48

/ ) 20, p) " (pl (48)
Using (47) and the fact that the measure is invariant under LorentZdraration, one can easily show
that P* transform covariantly under SO, 3)

dp 1

— A p (A Lp| = AE PV 49
@n)? 2wp! p)p" (A" p| y (49)

UN) T PRUA) = /

A set of covariant creation-annihilation operators can be constructedmerms of the operators
a(p), af(p) introduced above

3 3
a(p) = (2m) 2/ 2wpa(p), ol (p) = (2m)2\/2w,al (P) (50)
with the Lorentz invariant commutation relations
(@), ot (7)) = (2m)*(2w,)(F — "),

10
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[(P), a(p")] = [ (D), (")] =0. (51)

Particle states are created by acting with any number of creation opetéfrsn the Poincaré invariant
vacuum state¢0) satisfying

(0[0) = 1, PHj0) =0, UA)[0) = [0), VA € SO(L,3). (52)

A general one-particle statg¢) € H; can be then written as

dp 1 t
= [ Gz @l @) (53)
p
while an-particle statdf) € H?"™ can be expressed as
dp; 1 . . .
/H g B ol (F) ol (7)]0) (54)
Wp;

That this states are Lorentz invariant can be checked by noticing tmatr definition of the creation-
annihilation operators follows the transformation

A a(PIUA)T = a(Ap) (55)

and the corresponding one for creation operators.

As we have argued above, the very fact that measurements have tcabeeldémplies the ne-
cessity of introducing quantum fields. Here we will consider the simplestafa scalar quantum field
¢(x) satisfying the following properties:

Hermiticity.

o' (z) = ¢(). (56)

- Microcausality. Since measurements cannot interfere with each other when performedallga
disconnected points of space-time, the commutator of two fields have to vansitieothe relative

ligth-cone
[6(x), ¢(y)] = 0, (@ —y)?*<0. (57)
- Translation invariance.
P ag(z)e= P = p(z — a). (58)
- Lorentz invariance.
UM ¢2)UN) = (A 2). (59)

- Linearity. To simplify matters we will also assume th#tx) is linear in the creation-annihilation
operatorsy(p), af (p)

3
o0) = [ ez (1720 + a(72)al (7] (60)

27)3 2wy,

Sinceg¢(x) should be hermitian we are forced to tak@, z)* = ¢(p, z). Moreoverp(x) satisfies
the equations of motion of a free scalar figld, 0" +m?)¢(x) = 0, only if f(j5, ) is a complete
basis of solutions of the Klein-Gordon equation. These consideratiots ledhe expansion

d3 _ L A L
(ﬁ(l’) _ / (27T1)732i)p |:e—zwpt+zp-a:a(ﬁ) + ezwpt—zpa:aT(ﬁ) ) (61)

11
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Given the expansion of the scalar field in terms of the creation-annihilatieratips it can be
checked that(x) andd;¢(x) satisfy the equal-time canonical commutation relations

The general commutatds(z), ¢(y)] can be also computed to be
[b(2), ¢(a)] = iA(z — a’). (63)
The functionA(x — y) is given by
dgp 1 . N im (A
. - - = —twp(t—t)+ip(Z—-Z)
iA(x —y) Im / n) 2wpe
N / a (2m)3(p* — m*)e(p°)e P ) (64)
(2m)* ’

wheree(x) is defined as

1 >0
-1 =<0 °

e(x)=0(x) —0(—x) = { (65)

Using the last expression in Eq. (64) it is easy to show ihdt: — 2’) vanishes when and«’
are space-like separated. Indeedzif- z')? < 0 there is always a reference frame in which both even
are simultaneous, and sintA(x — z’) is Lorentz invariant we can compute it in this reference frame
In this case = ¢’ and the exponential in the second line of (64) does not depepd.crherefore, the
integration ovek? gives

/ T ()i —m?) = / T [1a<p0>6<p0 ) + e (P + wp)

oo o 2wp 2wp
1 1

- - _ _— 0. 66
2wp 2wy 0 (66)

So we have concluded thah(z — 2') = 0 if (x — 2/)? < 0, as required by microcausality. Notice that
the situation is completely different whém — 2’)? > 0, since in this case the exponential depends ¢
p° and the integration over this component of the momentum does not vanish.

3.1 Canonical quantization

So far we have contented ourselves with requiring a number of propasttee quantum scalar field:
existence of asymptotic states, locality, microcausality and relativistic invaridfiith these only ingre-
dients we have managed to go quite far. The previous can also be obtaingdanonical quantization.
One starts with a classical free scalar field theory in Hamiltonian formalism ltains the quantum
theory by replacing Poisson brackets by commutators. Since this quantigatimedure is based on the
use of the canonical formalism, which gives time a privileged role, it is impbttacheck at the end of
the calculation that the resulting quantum theory is Lorentz invariant. In tlkviag we will briefly
overview the canonical quantization of the Klein-Gordon scalar field.

The starting point is the action functionsi|¢(x)] which, in the case of a free real scalar field of
massm is given by

Sle(z)] = / d*z L(p,0,0) = % / d'z (0,00"¢ — m*¢?) . (67)

12
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The equations of motion are obtained, as usual, from the Euler-Lageajgd¢ions

oL oc 2y
wlagg) s =0 =  @emle=o 0

The momentum canonically conjugated to the fig(d) is given by

Y
)= Bovg) ~ o

(69)

In the Hamiltonian formalism the physical system is described not in terms oétierglized coordinates
and their time derivatives but in terms of the generalized coordinates aindamenically conjugated
momenta. This is achieved by a Legendre transformation after which theniysaf the system is
determined by the Hamiltonian function

H= /d% <7T(<?9(f - z:) = ;/d% [WQ + (Vo)? + mﬂ . (70)

The equations of motion can be written in terms of the Poisson rackets. Gigefuhetional
Alo, ], B[¢, 7] of the canonical variables

Aol = [(Ead@m). Bl = [aaiom) (71)
Their Poisson bracket is defined by
_ 3 [0A0B 6A0B
{A,B} = /d Z [&b&r - 57T(5<l5} ) (72)

where% denotes the functional derivative defined as

0A  0A 0A
—= - — 73
56 = 5~ 366 7
Then, the canonically conjugated fields satisfy the following equal time Rolsseckets
{o(t,2),6(t, ")} = {n(t,?),n(t,z)} =0,
{o(t,2),n(t,2")} = o(z—2"). (74)

Canonical quantization proceeds now by replacing classical fields wihatgys and Poisson
brackets with commutators according to the rule

In the case of the scalar field, a general solution of the field equatiohs46%e obtained by working
with the Fourier transform

(00" +m?)¢(z) =0 = (—p* +m*)é(p) =0, (76)

whose general solution can be writted as

4
o(z) = / (;lﬂl))4 (2m)6(p* — m*)0(p°) [a(p)e™ " + a(p)*e™”]

3In momentum space, the general solution to this equatigrip$ = f(p)d(p> — m?), with f(p) a completely general
function of p*. The solution in position space is obtained by inverse Fourier transform.

13
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dp 1 N iw PR Nk iwpt—fF
P

and we have required(z) to be real. The conjugate momentum is

) 3 . N . R
w(@) = =5 [ g [0 T o) 79)

Now ¢(z) andw(x) are promoted to operators by replacing the functiog), «(p)* by the
corresponding operators

~

a(p) — a(p), a(p)t — al(p). (79)

=/

Moreover, demandindp(t, ¥), n(t,z')] = id(Z — &) forces the operator&(p), a(p)' to have the
commutation relations found in Eq. (51). Therefore they are identified as& sreation-annihilation
operators creating states with well-defined momengloat of the vacuumo0). In the canonical quanti-
zation formalism the concept of particle appears as a result of the quamtinéa classical field.

Knowing the expressions gfandr in terms of the creation-annihilation operators we can proce
to evaluate the Hamiltonian operator. After a simple calculation one arrives &xgiession

i = [ @ [ @30 + 50,00 (80)

The first term has a simple physical interpretation siait@)a(p) is the number operator of particles
with momentump. The second divergent term can be eliminated if we defined the normerdeatd
Hamiltonian: H: with the vacuum energy subtracted

= 1 - 0110) = [ #pe,a'()a() (81)

It is interesting to try to make sense of the divergent term in Eq. (80). Thishave two sources
of divergence. One is associated with the delta function evaluated ataeriag from the fact that we
are working in a infinite volume. It can be regularized for large but finitawe by replacingi(ﬁ) ~ V.
Hence, it is of infrared origin. The second one comes from the integrafiay, at large values of
the momentum and it is then an ultraviolet divergence. The infrared d@imesgcan be regularized by
considering the scalar field to be living in a box of finite volumeln this case the vacuum energy is

~ 1
Eyae = (0|H|0) = - (82)
2

Written in this way the interpretation of the vacuum energy is straightforwarttee scalar quantum
field can be seen as a infinite collection of harmonic oscillators per unit voleawd, one labelled by
p. Even if those oscillators are not excited, they contribute to the vacuurgyendth their zero-point
energy, given by%wp. This vacuum contribution to the energy add up to infinity even if we work i
finite volume, since even then there are modes with arbitrary high momentunibatinty to the sum,
pi = ”L“ with L; the sides of the box of volum& andn; an integer. Hence, this divergence is ol
ultraviolet origin.

Our discussion leads us to the conclusion that the vacuum in quantum fiely ieeradically
different from the classical idea of the vacuum as “empty space”.elthdee have seen that a quantun
field can be regarded as a set of an infinite number of harmonic oscillatdrhat the ground state of
the system is obtained wheaifl oscillators are in their respective ground states. This being so, we kn
from elementary quantum mechanics that a harmonic oscillator in its groundsstade“at rest”, but

14
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Region | Region Il Region IlI
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I

Conducting plates

Fig. 6: lllustration of the Casimir effect. In regions | and Il theespum of modes of the momentum_ is
continuous, while in the space between the plates (reg)ahisl quantized in units of;.

fluctuate with an energy given by its zero-point energy. When transtatgdantum field theory, this
means that the vacuum can be picture as a medium where virtual partickmnéireiously created and
annihilated. As we will see, this nontrivial character of the vacuum hgsigil consequences ranging
from the Casimir effect (see below) to the screening or antiscreeninganfes in gauge theories (see
Section 8.2).

3.2 The Casimir effect

The presence of a vacuum energy is not characteristic of the scédadffis also present in other cases,
in particular in quantum electrodynamics. Although one might be tempted to dilsgathis infinite
contribution to the energy of the vacuum as unphysical, it has obser@idequences. In 1948 Hendrik
Casimir pointed out [16] that although a formally divergent vacuum gn&amld not be observable, any
variation in this energy would be (see [17] for comprehensive reviews)

To show this he devised the following experiment. Consider a couple of infjetéectly con-
ducting plates placed parallel to each other at a distdrisee Fig. 6). Because the conducting plates fi
the boundary condition of the vacuum modes of the electromagnetic fieldaheskscrete in between
the plates (region 1), while outside there is a continuous spectrum of nfostgens | and Ill). In order
to calculate the force between the plates we can take the vacuum energyaétfromagnetic field
as given by the contribution of two scalar fields corresponding to the tharipations of the photon.
Therefore we can use the formulas derived above.

A naive calculation of the vacuum energy in this system gives a divergsalt. This infinity can
be removed, however, by substracting the vacuum energy cordiggdn the situation where the plates
are removed

E(d)reg = E(d)vac - E(Oo)vac (83)

This substraction cancels the contribution of the modes outside the plateaudgeaf the boundary

15
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conditions imposed by the plates the momentum of the modes perpendicular totdsegpéaquantized
according top; = “F, with n a non-negative integer. If we consider that the size of the plates is mt
larger than their separatiehwe can take the momenta parallel to the plakeas continuous. Fat > 0
we have two polarizations for each vacuum mode of the electromagneticdaaiti, contributing like
ﬁ”2 4—102L to the vacuum energy. On the other hand, when= 0 the corresponding modes of the

field are effectively (2+1)-dimensional and therefore there is onlypafarization. Keeping this in mind,
we can write

d?
E(d)reg = S/( P)|| 1‘1)“’7L

dp 1
2Sd/(2 152 ]p] (84)

where S is the area of the plates. The factors of 2 take into account the two prtopmagiegrees of
freedom of the electromagnetic field, as discussed above. In ordesuocesthe convergence of integrals
and infinite sums we can introduce an exponential damping factor

Eld)res = 2S/<dp)L A'p|pn+52/ e VT g+ ()

d d*p + -
- Sd/_ “/ Lo HVAL f (85)

whereA is an ultraviolet cutoff. It is now stralghtforward to see that if we defineftimetion

P g [Tome T s (TP L[ et e

the regularized vacuum energy can be written as

E(d)reg = S [ F(0) + S F(n) - / iz F () (87)
n=1 0
This expression can be evaluated using the Euler-MacLaurin formula [19

& 1
- [CdeF@) = -~ IO + Feo)+ 35 [F(ex) - F/(0)]

0

_ i " . n
0 [F"(00) — F"(0)] + ... (88)

Since for our functionF'(co) = F'(0c0) = F"”(00) = 0 and F'(0) = 0, the value ofE(d),eg iS
determined byF"”(0). Computing this term and removing the ultraviolet cutdff.— oo we find the
result

S e w28
E(d)reg = 720F (0) = 0 (89)
Then, the force per unit area between the plates is given by
w2 1
PCasimir = _%@' (90)

The minus sign shows that the force between the plates is attractive. Thiss-tiadled Casimir effect.
It was experimentally measured in 1958 by Sparnaay [18] and since theDatsimir effect has been
checked with better and better precission in a variety of situations [17].

“Actually, one could introduce any cutoff functigh(p? + pﬁ) going to zero fast enough as , p; — oo. The result is
independent of the particular function used in the calculation.

16
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4 Theories and Lagrangians

Up to this point we have used a scalar field to illustrate our discussion of togigation procedure.
However, nature is richer than that and it is necessary to considerfigtisrwith more complicated be-
havior under Lorentz transformations. Before considering other fieédsause and study the properties
of the Lorentz group.

4.1 Representations of the Lorentz group

In four dimensions the Lorentz group has six generators. Three of toeraspond to the generators
of the group of rotations in three dimensions SO(3). In terms of the gemgrAtof the group a finite
rotation of anglep with respect to an axis determined by a unitary veetoan be written as

. Ji
R(E, ) = e~ &7 J=1| & |. (91)
J3

The other three generators of the Lorentz group are associated wiststidpalong the three spatial
directions. A boost with rapidity along a directiori is given by

. v, Ml
B(i, \) = e &M M=\ M |. (92)
Ms
These six generators satisfy the algebra
i, J;) = i€k,
[M;, Mj] = —iejndi,

The first line corresponds to the commutation relations of SO(3), while tlendame implies that the
generators of the boosts transform like a vector under rotations.

At first sight, to find representations of the algebra (93) might seem wifficThe problem is
greatly simplified if we consider the following combination of the generators

1
JE = i(Jk + iMy,). (94)
Using (93) it is easy to prove that the new generaxlg?satisfy the algebra

JETE = e
[+ = o. (95)

Then the Lorentz algebra (93) is actually equivalent to two copies of tlebegmpfSU(2) ~ SO(3).
Therefore the irreducible representations of the Lorentz group cabtbaed from the well-known rep-
resentations of SU(2). Since the latter ones are labelled by thesspirk + %, k (with £ € N), any
representation of the Lorentz algebra can be identified by specifying_ ), the spins of the represen-
tations of the two copies of SU(2) that made up the algebra (93).

To get familiar with this way of labelling the representations of the Lorentzgwesl study some
particular examples. Let us start with the simplest Gng s_) = (0,0). This state is a singlet under
J:* and therefore also under rotations and boosts. Therefore we haataa s

The next interesting cases e@, 0) and (0, %). They correspond respectively to a right-hande:
and a left-handed Weyl spinor. Their properties will be studied in mordldetow. In the case of

17
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Representation | Type of field
(0,0) Scalar
(3,0) Right-handed spinor
(0,1) Left-handed spinor
(3.3) Vector
(1,0) Selfdual antisymmetric 2-tensor
(0,1) Anti-selfdual antisymmetric 2-tensar

Table 1: Representations of the Lorentz group

(3.3), since from Eq. (94) we see thdt = J;" + J; the rules of addition of angular momentum
tell us that there are two states, one of them transforming as a vector atitiaone as a scalar under
three-dimensional rotations. Actually, a more detailed analysis shows thsititjlet state corresponds
to the time component of a vector and the states combine to form a vector uaderéntz group.

There are also more “exotic” representations. For example we can eotis&g{1,0) and(0,1)
representations corresponding respectively to a selfdual and aredfdiiral rank-two antisymmetric
tensor. In Table 1 we summarize the previous discussion.

To conclude our discussion of the representations of the Lorentz gveupotice that under a
parity transformation the generators of SO(1,3) transform as

this means thaP : J;* — JF and therefore a representati@n , s2) is transformed int@sz, s1). This
means that, for example, a vecl@f, %) is invariant under parity, whereas a left-handed Wey! spinc
(3, 0) transforms into a right-handed of@, ) and vice versa.

4.2 Spinors

Weyl spinors. Let us go back to the two spinor representations of the Lorentz groa[elya%, 0) and
(0, %). These representations can be explicitly constructed using the Pauli matsice

Jr = igi’ J =0 for (%,0),
1 .
Jr =0, I =50 for  (0,3). 97)

We denote by: a complex two-component object that transforms in the representﬁi@n% of JL.
If we definec!. = (1, +0*) we can construct the following vector quantities

uiaimm ul " (98)

Notice that sincé.J:*)" = J;T the hermitian conjugated fieldd_ are in the(0, 1) and(}, 0) respectively.
To construct a free Lagrangian for the fields we have to look for quadratic combinations of the
fields that are Lorentz scalars. If we also demand invariance undealgibase rotations

ur — ePuy (99)
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we are left with just one possibility up to a sign
‘CiitVeyl = ZUJ:[I: (at +45- 6) Uy = iulaiauu:t' (100)

This is the Weyl Lagrangian. In order to grasp the physical meaning ofghersu, we write the
equations of motion

(ao +5. ﬁ) us = 0. (101)
Multiplying this equation on the left b(@o Fo- ﬁ) and applying the algebraic properties of the Pau
matrices we conclude that. satisfies the massless Klein-Gordon equation
90" uy =0, (102)
whose solutions are:
us(z) = us (k)e "2, with k% = |k|. (103)

Plugging these solutions back into the equations of motion (101) we find

(|E|:FE.5) uy =0, (104)
which implies
G-k
U4 : - = 1,
||
u_ k_ (105)
||

Since the spin operator is definedsas %6, the previous expressions give the chirality of the states wir
wave functionu, i.e. the projection of spin along the momentum of the particle. Therefore meiuzte
thatu, is a Weyl spinor of positive helicity = % while u_ has negative helicity = —%. This agrees
with our assertion that the representat@; 0) corresponds to a right-handed Weyl fermion (positive
chirality) whereago, %) is a left-handed Weyl fermion (negative chirality). For example, in the stahd
model neutrinos are left-handed Weyl spinors and therefore transfothe representatiofo, %) of the
Lorentz group.

Nevertheless, it is possible that we were too restrictive in constructing #yéMdgrangian (100).
There we constructed the invariants from the vector bilinears (98) smoneling to the product repre-
sentations

(%, %) = (%7()) ® (07 %) and <%7 %) = (0’ %) ® (%’0)' (106)

In particular our insistence in demanding the Lagrangian to be invariargruhd global symmetry
u+ — ePu. rules out the scalar term that appears in the product representations

(3:0) @ (3,0) = (1,0) @ (0,0), (0,3)®(0,3) = (0,1) ®(0,0). (107)
The singlet representations corresponds to the antisymmetric combinations
capuul, (108)

wheree,;, is the antisymmetric symbel, = —eo; = 1.
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At first sight it might seem that the term (108) vanishes identically becalugee antisymmetry
of the e-symbol. However we should keep in mind that the spin-statistic theorem (moil@solater)
demands that fields with half-integer spin have to satisfy the Fermi-Dirac stasttttherefore satisfy
anticommutation relations, whereas fields of integer spin follow the statistic &-Bostein and, as a
consequence, quantization replaces Poisson brackets by commutaisiisnflies that the components
of the Weyl fermionsa.4 are anticommuting Grassmann fields

ubub, +ulul = 0. (109)

It is important to realize that, strictly speaking, fermions (i.e., objects thatg#tisfrermi-Dirac statis-
tics) do not exist classically. The reason is that they satisfy the Paulistanlprinciple and therefore
each guantum state can be occupied, at most, by one fermion. Thetreforaive definition of the clas-
sical limit as a limit of large occupation numbers cannot be applied. Fermion feettbtreally make

sense classically.

Since the combination (108) does not vanish and we can construct aaggarigian
Lo = ikt eaptiful, +h 110
Weyl = Zuia':t uui — Eeabuiui + .C. ( )

This mass term, called of Majorana type, is allowed if we do not worry abaatkding the global U(1)
symmetryu+ — ¢u.. This is not the case, for example, of charged chiral fermions, sindddjmana
mass violates the conservation of electric charge or any other gaugeh(tje. In the standard model,
however, there is no such a problem if we introduce Majorana masseglithanded neutrinos, since
they are singlet under all standard model gauge groups. Such a terionea, however, the global U(1)
lepton number charge because the oper@mﬁ%ug changes the lepton number by two units

Dirac spinors. We have seen that parity interchanges the represent@om and(0, %), ie.it
changes right-handed with left-handed fermions

P:uy — ug. (111)

An obvious way to build a parity invariant theory is to introduce a pair or Weghionsu, andu..
Actually, these two fields can be combined in a single four-component spinor

w—(“*) (112)

U_—

transforming in the reducible representatidn0) & (0, 3 ).
Since now we have both, andu_ simultaneously at our disposal the equations of motion fc
uy, i0l 9,usr = 0 can be modified, while keeping them linear, to

gy
10l Oy uy = mu_ "
— i(‘” Oﬂ>au¢=m<0 1>¢. (113)
. 0 o~ 1 0
10" Opu— = muy
These equations of motion can be derived from the Lagrangian density
w
) et O'Jr 0 . t 0 1
£D1rac - “/} ( 0 O_;i > a;ﬂﬁ mw < 1 0 ¢ (114)
To simplify the notation it is useful to define the Diraematrices as
0 ot
= %) (115)
O'i 0
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and the Dirac conjugate spingr

¢E¢T°=wT<(1J é) (116)
Now the Lagrangian (114) can be written in the more compact form
Lirac = ¢ ("0 —m) 1. (117)
The associated equations of motion give the Dirac equation (11) with the idetitifis
70 =B, v =ia. (118)

In addition, they-matrices defined in (115) satisfy the Clifford algebra
{7 =29 (119)

In D dimensions this algebra admits representations of dimeroh When D is even the Dirac
fermionsy) transform in a reducible representation of the Lorentz group. In treaasterest,D = 4
this is easy to prove by defining the matrix

. 1 0
7’ = =i’y = ( 0 1 ) : (120)

We see that® anticommutes with all othey-matrices. This implies that

PPo) =0, with oM =l (121)
Because of Schur's lemma (see Appendix) this implies that the representétiba Lorentz group
provided bys** is reducible into subspaces spanned by the eigenvectorsvath the same eigenvalue.

If we define the projectorfy = %(1 + ~+°) these subspaces correspond to

Pm:(“g), P_w=<u0>, (122)

which are precisely the Weyl spinors introduced before.

Our next task is to quantize the Dirac Lagrangian. This will be done alongjrteég used for
the Klein-Gordon field, starting with a general solution to the Dirac equatidnirgnoducing the cor-
responding set of creation-annihilation operators. Therefore welstémoking for a complete basis of
solutions to the Dirac equation. In the case of the scalar field the elementshzdisevere labelled by
their four-momentunk”. Now, however, we have more degrees of freedom since we are gl@atim
a spinor which means that we have to add extra labels. Looking back &tlB§) we can define the
helicity operator for a Dirac spinor as

1. k(10

Hence, each element of the basis of functions is labelled by its four-momé#itand the corresponding
eigenvalues of the helicity operator. For positive energy solutions we then proposantbetz

1

u(k, s)e"*® s = ii’ (124)
whereu, (k, s) (o« = 1,...,4) is a four-component spinor. Substituting in the Dirac equation we obta
(f —m)u(k,s) =0. (125)
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In the same way, for negative energy solutions we have

1
v(k, s)er, s =g, (126)

wherev(k, s) has to satisfy
(k +m)v(k,s) = 0. (127)

Multiplying Egs. (125) and (127) on the left respectively dy+ m) we find that the momentum is
on the mass shelk? = m?. Because of this, the wave function for both positive- gnd negatieeggn
solutions can be labeled as well using the three-mome#tofithe particleu(k, s), v(k, s).

A detailed analysis shows that the functiar(&, s), v(k, s) satisfy the properties

a(k, s)u(k,s) = 2m, o(k, s)v(k, s) = —2m,
a(k, )y u(k, s) = 2k*, o(k, s)v"v(k, s) = 2k*, (128)
ua (k, s)ig(k, ) = (k +m)ap. va(k, $)05(k, 5) = (k= m)ap,

with 20 = w, = Vk2+m2. Then, a general solution to the Dirac equation including creation a
annihilation operators can be written as:

o Pk 1 PN o\ —iwgttiked TONTHE o wpt—ik-T
w(t,x):/WM Zl [u(k,s)b(k,s)e HEE 4 (E, 5) dT (K, s)eir ] (129)

2

The operator%*(l?, S), B(E) respectively create and annihilate a séirparticle (for example, an
electron) out of the vacuum with momentunand helicitys. Because we are dealing with half-integer
spin fields, the spin-statistics theorem forces canonical anticommutation melabilozZ which means
that the creation-annihilation operators satisfy the alg'5ebra

{b(k ) (1€ )} = {b(k, )bT(k"aS')}ZO- (130)

In the case ofi(k, s), d (k, s) we have a set of creation-annihilation operators for the correspor
ing antiparticles (for example positrons). This is clear if we notice tﬁéﬁ, s) can be seen as the
annihilation operator of a negative energy state of the Dirac equation with ﬂuactionva(E, s). As
we saw, in the Dirac sea picture this corresponds to the creation of anréintgpaut of the vacuum (see
Fig. 2). The creation-annihilation operators for antiparticles also satisfietimionic algebra

-

{d(k,s),d" (K", )} = 6(k—k")ssy,
{d(F,s),d(k',s")} = {di(k,s),d(k’,s")} =0. (131)
All other anticommutators betweéfk, s), b'(k, s) andd(k, s), d' (k, s) vanish.
The Hamiltonian operator for the Dirac field is

gl Z / k. [b1(F.5)b(F. ) — d(F. 5)d!(F. )] . (132)

At this point we realize again of the necessity of quantizing the theory usitigpenmutators instead
of commutators. Had we use canonical commutation relations, the second sidin time integral in

5To simplify notation, and since there is no risk of confusion, we drop fnom on the hat to indicate operators.
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(132) would give the number operataﬁr(E, s)d(E, s) with a minus sign in front. As a consequence the
Hamiltonian would be unbounded from below and we would be facing againgtebility of the theory
already noticed in the context of relativistic quantum mechanics. Howaseause of thanticommuta-
tion relations (131), the Hamiltonian (132) takes the form

3
H= Zl / gﬁ%% [wka(k,s)b(k:,s) +wde(k,s)d(kz,s)] —2/d3kwk5(6). (133)
s=+3

As with the scalar field, we find a divergent vacuum energy contributientd the zero-point energy
of the infinite number of harmonic oscillators. Unlike the Klein-Gordon field, theuum energy is
negative. In section 9.2 we will see that in certain type of theories calleersypmetric, where the
number of bosonic and fermionic degrees of freedom is the same, thecameeallation of the vacuum
energy. The divergent contribution can be removed by the normat prescription

H: Zi: / @ [wkb (k, $)b(k, s) + wid' (k, s)d(k, )| . (134)
§==*3

Finally, let us mention that using the Dirac equation it is easy to prove that ihareonserved
four-current given by

"=y, " = 0. (135)

As we will explain further in sec. 6 this current is associated to the invagiahthe Dirac Lagrangian
under the global phase shift— ¢?v. In electrodynamics the associated conserved charge

Q=c¢ / x50 (136)

is identified with the electric charge.

4.3 Gauge fields
In classical electrodynamics the basic quantities are the electric and magridti@fié. These can be

—,

expressed in terms of the scalar and vector potefitiall )
0
ot’
B = VxA. (137)

—

E = —Vp-—

From these equations it follows that there is an ambiguity in the definition of ttempals given by the
gauge transformations

o(t, T) — o(t, ) + %e(t, z), A(t,T) — A(t, &) — Ve(t, T). (138)

—,

Classically(y, A) are seen as only a convenient way to solve the Maxwell equations, bouithysical
relevance.

The equations of electrodynamics can be recast in a manifestly Lorentamyveorm using the

—,

four-vector gauge potential” = (¢, A) and the antisymmetric rank-two tensdt,, = 9,4, — 0, A,.
Maxwell’'s equations become

8}LF#V j“7
NG, Fyy = 0, (139)
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where the four-current” = (p, 7) contains the charge density and the electric current. The field stren
tensorF),,, and the Maxwell equations are invariant under gauge transformatid8 (&hich in covari-
ant form read

A, — A+ 0pe. (140)
Finally, the equations of motion of charged particles are given, in cotddan, by

dut
m% =eF"u,, (141)

wheree is the charge of the particle andt (1) its four-velocity as a function of the proper time.

The physical réle of the vector potential becomes manifest only in Quantaohamics. Using
the prescription of minimal substitutigh— p'— e A, the Schrodinger equation describing a particle witl
chargee moving in an electromagnetic field is

1 /- N2

i0,0 = [— (v - ieA) + e4 . (142)

2m

Because of the explicit dependence on the electromagnetic poteptiis] A, this eguation seems
to change under the gauge transformations (138). This is physicallptabbe only if the ambiguity
does not affect the probability density given pi(¢, z)|2. Therefore, a gauge transformation of the
electromagnetic potential should amount to a change in the (unobservhabi® pf the wave function.
This is indeed what happens: the Schroédinger equation (142) is intaridar the gauge transformations
(138) provided the phase of the wave function is transformed at the samadoosling to

U(t,7) — e G (t, 7). (143)

Aharonov-Bohm effect. This interplay between gauge transformations and the phase of the w
function give rise to surprising phenomena. The first evidence of teetéyed by the electromagnetic
potentials at the quantum level was pointed out by Yakir Aharonov andiBahm [20]. Let us consider
a double slit experiment as shown in Fig. 7, where we have placed a shegtenoid just behind the
first screen. Although the magnetic field is confined to the interior of the sinlethe vector potentlal is
nonvanishing also outside. Of course the valud aiutside the solenoid is a pure gauge, Vex A =0,
however because the region outside the solenoid is not simply connectegttbe potential cannot be
gauged to zero everywhere. If we denote]lﬁ)[}) andtIléO) the wave functions for each of the two electror
beams in the absence of the solenoid, the total wave function once the mdigiheicswitched on can
be written as

NG eie fFl A-da‘c‘\Ijgm 4 eie fFQ A~di"\I/gO)
eiefrl A-dz |:\I;g0) + eiefrg-df\ljéo) ’ (144)

wherel'; andl's are two curves surrounding the solenoid from different sidesaisdany closed loop
surrounding it. Therefore the relative phase between the two beamagetsaterm depending on the
value of the vector potential outside the solenoid as

U =exp [ie% A- d:ﬁ'} . (145)
r

Because of the change in the relative phase of the electron wave fug)dtienpresence of the vector
potential becomes observable even if the electrons do not feel the mafieleticlf we perform the
double-slit experiment when the magnetic field inside the solenoid is switch&geaokill observe the
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Electron = . S

source

Screen

Fig. 7: lllustration of an interference experiment to show the Almav-Bohm effect.S represent the solenoid in
whose interior the magnetic field is confined.

usual interference pattern on the second screen. However if now tgeetiafield is switched on,
because of the phase (144), a change in the interference patternpeifirag his is the Aharonov-Bohm
effect.

The first question that comes up is what happens with gauge invariatoee \8e said thatd
can be changed by a gauge transformation it seems that the resultingrerieef@atters might depend
on the gauge used. Actually, the phdsen (145) is independent of the gauge although, unlike othe
gauge-invariant quantities lik€ and B, is nonlocal. Notice that, sincé x A = 0 outside the solenoid,
the value ofU does not change under continuous deformations of the closed Euseelong as it does
not cross the solenoid.

The Dirac monopole.ltis very easy to check that the vacuum Maxwell equations remain intarie
under the transformation

E—iB — ¢(E —iB), 9 € [0,27] (146)

which, in particular, fo® = T interchanges the electric and the magnetic fields:+ B, B — —E.
This duality symmetry is however broken in the presence of electric soudes®rtheless the Maxwell
equations can be “completed” by introducing sources for the magnetid figld,,,) in such a way that
the duality (146) is restored when supplemented by the transformation

p—ipm — ei@(p - ipm)7 .7_ ijm — 6@'0(]—»_ Z.Tm) (147)

Again for6 = x /2 the electric and magnetic sources get interchanged.

In 1931 Dirac [21] studied the possibility of finding solutions of the completedell equation
with a magnetic monopoles of charggi.e. solutions to

<L

B =g6(%). (148)

Away from the position of the monopol@ . B = 0 and the magnetic field can be still derived locally
from a vector potentiald according toB = V x A. However, the vector potential cannot be regula
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o

Dirac string

Fig. 8: The Dirac monopole.

everywhere since otherwise Gauss law would imply that the magnetic fluxdthgea closed surface
around the monopole should vanish, contradicting (148).

We look now for solutions to Eq. (148). Working in spherical coordinatesind
g
B, = =, B, = By =0. 149
Away from the position of the monopole? (£ 0) the magnetic field can be derived from the vecto
potential

A, = % tan g A, = Ag = 0. (150)
As expected we find that this vector potential is actually singular aroundaifdirie 6 = = (see Fig.

8). This singular line starting at the position of the monopole is called the Diriag €tnd its position
changes with a change of gauge but cannot be eliminated by any gangitnaation. Physically we
can see it as an infinitely thin solenoid confining a magnetic flux entering into tigeetia monopole
from infinity that equals the outgoing magnetic flux from the monopole.

Since the position of the Dirac string depends on the gauge chosen it sesrtisetpresence of
monopoles introduces an ambiguity. This would be rather strange, sincee@daquations are gauge
invariant also in the presence of magnetic sources. The solution to thiseappedle lies in the fact that
the Dirac string does not pose any consistency problem as far as ihdbpsoduce any physical effect,
i.e. if its presence turns out to be undetectable. From our discussion Ahdrenov-Bohm effect we
know that the wave function of charged particles pick up a phase (14&) wsurrounding a region where
magnetic flux is confined (for example the solenoid in the Aharonov-Bolperearent). As explained
above, the Dirac string associated with the monopole can be seen as a infiniiedglenoid. Therefore
the Dirac string will be unobservable if the phase picked up by the waaifumof a charged particle is
equal to one. A simple calculation shows that this happens if

elcd =1 = eg =2mn with n € Z. (151)
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Interestingly, this discussion leads to the conclusion that the presencsirgjle magnetic monopoles
somewhere in the Universe implies for consistency the quantization of thei@tdwarge in units O%,
whereg the magnetic charge of the monopole.

Quantization of the electromagnetic field. We now proceed to the quantization of the electro
magnetic field in the absence of sourges: 0, 7= 0. In this case the Maxwell equations (139) can b
derived from the Lagrangian density

1 1 /5 -
EMaxwell = _*F;WFIW = 5 <E2 - BQ) . (152)

4
Although in general the procedure to quantize the Maxwell Lagrangiantisery different from the
one used for the Klein-Gordon or the Dirac field, here we need to dealanitbw ingredient: gauge
invariance. Unlike the cases studied so far, here the photon Aigles not unambiguously defined
because the action and the equations of motion are insensitive to the gaisfertrationsA,, — A, +
Oue. A first consequence of this symmetry is that the theory has less physigadeas of freedom than
one would expect from the fact that we are dealing with a vector field.

The way to tackle the problem of gauge invariance is to fix the freedom iositg the electro-
magnetic potential before quantization. This can be done in several feagxample by imposing the
Lorentz gauge fixing condition

9, A" = 0. (153)

Notice that this condition does not fix completely the gauge freedom sinc€153) is left invariant
by gauge transformations satisfyingo“s = 0. One of the advantages, however, of the Lorentz gaug
is that it is covariant and therefore does not pose any danger to tleatzdnvariance of the quantum
theory. Besides, applying it to the Maxwell equati@F*” = 0 one finds

0= 0,0" A" — B, (9,A") = 0,0 A”, (154)

which means that sincg,, satisfies the massless Klein-Gordon equation the photon, the quantum ol
electromagnetic field, has zero mass.

Once gauge invariance is fixetl, is expanded in a complete basis of solutions to (154) and tI
canonical commutation relations are imposed

d3l<: 1 N Lo R R T
(k,/\)a(k,k)e’”k't““—i—e (k, N @l (k, \)ellklt=Fa|  (155)
2|k| '
A==+1

where)\ = +1 represent the helicity of the photon, afr)g{l?, A) are solutions to the equations of motion
with well defined momentum an helicity. Because of (153) the polarization r&eletve to be orthogonal
tok,

ke, (K, N) = kPe, (K, \)* = 0. (156)

The canonical commutation relations imply that
[@(k, ), al (k' \)] = (2m)>@lkS(E — k' )%x
LN = (@l (k) a (kN = (157)
Therefored(k, ), a'(k, A) form a set of creation-annihilation operators for photons with momertum
and helicity\.

Behind the simple construction presented above there are a number dfesutdiated with gauge
invariance. In particular the gauge freedom seem to introduce statesHflltieet space with negative
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probability. A careful analysis shows that when gauge invariance jifgrtp handled these spurious state:
decouple from physical states and can be eliminated. The details canraEificstandard textbooks [1]-
[11].

Coupling gauge fields to matter. Once we know how to quantize the electromagnetic field w
consider theories containing electrically charged particles, for examgigais. To couple the Dirac
Lagrangian to electromagnetism we use as guiding principle what we leabwad the Schrddinger
equation for a charged particle. There we saw that the gauge ambiguity eletttromagnetic potential
is compensated with a U(1) phase shift in the wave function. In the case Bfithc equation we know
that the Lagrangian is invariant undgr— ¢4, with ¢ a constant. However this invariance is broker
as soon as one identifieswith the gauge transformation parameter of the electromagnetic field wh
depends on the position.

Looking at the Dirac Lagrangian (117) it is easy to see that in order tm@i® the global U(1)
symmetry into a local onej — e~=(#)y), it suffices to replace the ordinary derivati¥g by a covariant
oneD,, satisfying

DN |:6—iee(a:)w} — e—iee(m)Duw' (158)
This covariant derivative can be constructed in terms of the gaugetjabtdp as
D, =0, +ieA,. (159)

The Lagrangian of a spié—field coupled to electromagnetism is written as

1 — .
EQED = _ZFHVF'UV + 1/1(1@ - m)wa (160)
invariant under the gauge transformations
W — e =@y, Ay — A+ 0,e(x). (161)

Unlike the theories we have seen so far, the Lagrangian (160) descriioéeracting theory. By
plugging (159) into the Lagrangian we find that the interaction between fag@ind photons to be

LD = —ed, Py, (162)

As advertised above, in the Dirac theory the electric current four-véstiven byj* = eip~y*ap.

The quantization of interacting field theories poses new problems that wetide®t in the case
of the free theories. In particular in most cases it is not possible to solu@dbey exactly. When this
happens the physical observables have to be computed in perturbatiopithpowers of the coupling
constant. An added problem appears when computing quantum corssiciitive classical result, since
in that case the computation of observables are plagued with infinities thdtidhetaken care of. We
will go back to this problem in section 8.

Nonabelian gauge theoriesQuantum electrodynamics (QED) is the simplest example of a gau
theory coupled to matter based in the abelian gauge symmetry of local Ug pdtations. However, it
is possible also to construct gauge theories based on nonabelian.ghatyally, our knowledge of the
strong and weak interactions is based on the use of such nonabeliaalgatiens of QED.

Let us consider a gauge groGpwith generatord™®, a = 1, ..., dim G satisfying the Lie algebfa

(7%, T = i febere, (163)

®Some basics facts about Lie groups have been summarized in Appgendix
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A gauge field taking values on the Lie algebragotan be introducedi,, = A7 T* which transforms
under a gauge transformations as

1 el a
A, — —gUaﬂU—1 +UA U, U = X' (@7 (164)

whereyg is the coupling constant. The associated field strength is defined as
Ff, = 0,A% — 0,A% + g™ AL AS. (165)

Notice that this definition of thé’}, reduces to the one used in QED in the abelian case yitfEn= 0.
In general, however, unlike the case of QED the field strength is notegaugriant. In terms of,, =
Fj,T* it transforms as

F,, — UF, U (166)

The coupling of matter to a nonabelian gauge field is done by introducing agairagant deriva-
tive. For a field in a representation Gf

d—UD (167)
the covariant derivative is given by
Dy® = 9, — igAlT"®. (168)

With the help of this we can write a generic Lagrangian for a nonabelianegideld coupled to scalars
¢ and spinorsp as

L= —iFgV FHYa 4 Dy + D, DF g — b [My(9) + iys Ma(¢)] ¢ — V(). (169)

In order to keep the theory renormalizable we have to restfidtp) and M, (¢) to be at most linear i
wheread/ (¢) have to be at most of quartic order. The Lagrangian of the standard imsaxfehe form
(169).

4.4 Understanding gauge symmetry
In classical mechanics the use of the Hamiltonian formalism starts with the rey@atef generalized
velocities by momenta

oL
Pi = 5e = 4 = Gi(q,p) (170)

)

Most of the times there is no problem in inverting the relatipns- p;(q, ¢). However in some systems
these relations might not be invertible and result in a number of constraitiie tipe

fa(q7p):0> azla"'aNl- (171)

These systems are called degenerate or constrained [23, 24].

The presence of constraints of the type (171) makes the formulation ofimdtnian formalism
more involved. The first problem is related to the ambiguity in defining the Hamithorsimce the
addition of any linear combination of the constraints do not modify its valueor&#y, one has to make
sure that the constraints are consistent with the time evolution in the system.ldmgfuege of Poisson
brackets this means that further constraints have to be imposed in the form

{fa, H} = 0. (172)
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Following [23] we use the symbaot to indicate a “weak” equality that holds when the constraint
fa(q,p) = 0 are satisfied. Notice however that since the computation of the Poissdeetsrém/olves
derivatives, the constraints can be used only after the bracket is tedhp principle the conditions
(172) can give rise to a new set of constraiggés,p) = 0, b = 1,..., No. Again these constraints
have to be consistent with time evolution and we have to repeat the procétaetually this finishes
when a set of constraints is found that do not require any furthetradmisto be preserved by the time
evolutiort.

Once we find all the constraints of a degenerate system we considertadexbfirst class con-
straintsg,(q,p) = 0,a = 1,..., M, which are those whose Poisson bracket vanishes weakly

{(baa (bb} = Cabc¢c ~ 0. (173)
The constraints that do not satisfy this condition, called second clasgaiots can be eliminated by
modifying the Poisson bracket [23]. Then the total Hamiltonian of the theatgfised by

M
Hr = pigi — L+ ) Mt)éa- (174)

a=1

What has all this to do with gauge invariance? The interesting answer isttasingular system
the first class constraints, generate gauge transformations. Indeed, becgtiser,} ~ 0 ~ {¢q, H}
the transformations

M
g — ¢+ Y cat){a da},

M
pi — pit+ Y ca®){pi, b} (175)

leave invariant the state of the system. This ambiguity in the description of thensys terms of
the generalized coordinates and momenta can be traced back to the equatmi®o in Lagrangian
language. Writing them in the form

FL . L . 0L
04:04; 7 = " 040, 7 " dgi’

(176)

we find that order to determine the accelerations in terms of the positions lacities the matrixagjéb
has to be invertible. However, the existence of constraints (171) pkeaisglies that the determinant
of this matrix vanishes and therefore the time evolution is not uniquely deternmteans of the initial

conditions.
Let us apply this to Maxwell electrodynamics described by the Lagrangian

1
L= -1 / d> F,, F*. (177)
The generalized momentum conjugatedpis given by
oL
= = 178
5004, (78)

In particular for the time component we find the constraitit= 0. The Hamiltonian is given by

H= /d% [hdp A, — L] = /d% B (E2 + 52) +7°80gAg + AoV - E| . (179)

“In principle it is also possible that the procedure finishes because sathefknconsistent identity is found. In this case
the system itself is inconsistent as it is the case with the Lagraddianj) = q.
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Requiring the consistency of the constraifit= 0 we find a second constraint
{r° H} ~ 8y7° + V - E = 0. (180)

Together with the first constraint’ = 0 this one implies Gauss’ laW - E = 0. These two constrains
have vanishing Poisson bracket and therefore they are first claseefdre the total Hamiltonian is given

by
Hr=H+ / &z [Al(g:)ﬂo + X (2)V - E} , (181)

where we have absorbet}, in the definition of the arbitrary functions, (z) and A2(x). Actually, we
can fix part of the ambiguity taking; = 0. Notice that, becausé, has been included in the multipliers,
fixing Ay amounts to fixing the value oAy and therefore it is equivalent to taking a temporal gauge. |
this case the Hamiltonian is

1 /= - 5 o
Hp = /d% [2 (E2 + B2) + e(x)V - E} (182)
and we are left just with Gauss’ law as the only constraint. Using the caa@ammutation relations
{Ai(tv f)v Ej (tv f/)} = 6135('% - fl) (183)

we find that the remaining gauge transformations are generated by Gauss’
SA; = (A, / Bal e - B} = Oy, (184)

while leaving A invariant, so for consistency with the general gauge transformationsiticédne ()
should be independent of time. Notice that the constdinty = 0 can be implemented by demanding
V - A = 0 which reduces the three degrees of freedoml ¢d the two physical degrees of freedom of
the photon.

So much for the classical analysis. In the quantum theory the consWaift = 0 has to be
imposed on the physical statgshys). This is done by defining the following unitary operator on the
Hilbert space

U(e) = exp (z / Bre(Z)V - E) . (185)

By definition, physical states should not change when a gauge trerafons is performed. This is
implemented by requiring that the operatf(e) acts trivially on a physical state

U(c)|phys) = |phys) — (V- E)|phys) = 0. (186)

In the presence of charge densjtythe condition that physical states are annihilated by Gauss’ le
changes tdV - E — p)|phys) = 0.

The role of gauge transformations in the quantum theory is very illuminatingdarstanding the
real rble of gauge invariance [25]. As we have learned, the exist@h@eyauge symmetry in a theory
reflects a degree of redundancy in the description of physical statasria tf the degrees of freedom
appearing in the Lagrangian. In Classical Mechanics, for example,tdte of a system is usually
determined by the value of the canonical coordinée;). We know, however, that this is not the case
for constrained Hamiltonian systems where the transformations generatbkd figst class constraints
change the value @f andp; withoug changing the physical state. In the case of Maxwell theory fayev
physical configuration determined by the gauge invariant quanfitjes there is an infinite number of
possible values of the vector potential that are related by gauge tranatfonsi A, = 0,.c.
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Fig. 9: Compactification of the real line (a) into the circumferescég(b) by adding the point at infinity.

In the quantum theory this means that the Hilbert space of physical statfisdias the result of
identifying all states related by the operatff) with any gauge function(z) into a single physical state
|phys). In other words, each physical state corresponds to a whole orhtiatesshat are transformed
among themselves by gauge transformations.

This explains the necessity of gauge fixing. In order to avoid the redieyda the states a further
condition can be given that selects one single state on each orbit. In thefédaxwell electrodynamics
the conditionsdy = 0, V - A = 0 selects a value of the gauge potential among all possible ones giv
the same value for the electric and magnetic fields.

Since states have to be identified by gauge transformations the topologygzfutge group plays
an important physical r6le. To illustrate the point let us first deal with a toy adgeU(1) gauge theory
in 1+1 dimensions. Later we will be more general. In the Hamiltonian formalisrgegaansformations
g(Z) are functions defined dR with values on the gauge group U(1)

g:R—U(1). (187)

We assume thaf(x) is regular at infinity. In this case we can add to the real Rrthe point at infinity
to compactify it into the circumferencg' (see Fig. 9). Once this is dogéz) are functions defined on
St with values on/ (1) = S! that can be parametrized as

g: St —s U(1), g(z) = eia(w), (188)

with = € [0, 27].
BecauseS! does have a nontrivial topology(x) can be divided into topological sectors. These
sectors are labelled by an integer numbet Z and are defined by

a2r) =a(0)+21n . (189)

Geometricallyn gives the number of times that the spat$alwinds around the5! defining the gauge
group U(1). This winding number can be written in a more sophisticated way as

j(I{ g(x) tdg(z) = 2mn | (190)
S1

where the integral is along the spatfl.

In R? a similar situation happens with the gauge gfo8p)(2). If we demand (z) € SU(2) to be
regular at infinity|Z| — oo we can compactifiR? into a three-dimensional sphesé, exactly as we did
in 1+1 dimensions. On the other hand, the funcyéf) can be written as

g(%) = a’(x)1 +d(z) - & (191)

8Although we present for simplicity only the case of SU(2), similar argumapply to any simple group.
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and the conditiong(z)Tg(z) = 1, detg = 1 implies that(a®)? + @2 = 1. Therefore SU(2) is a
three-dimensional sphere ap@) defines a function

g: 83— 53 (192)

As it was the case in 1+1 dimensions here the gauge transformatiepare also divided into topolog-
ical sectors labelled this time by the winding number

1

K Yrol PrepTr [(970i9) (97'0i9) (97'0i9)] € Z. (193)

In the two cases analyzed we find that due to the nontrivial topology ofatgeggroup manifold
the gauge transformations are divided into different sectors labelled mtegern. Gauge transforma-
tions with different values ofi cannot be smoothly deformed into each other. The sectorwith 0
corresponds to those gauge transformations that can be connectedenitbritity.

Now we can be a bit more formal. Let us consider a gauge theory in 3+1 diamsnwith gauge
groupG and let us denote by the set of all gauge transformatiogs= {g : S* — G}. At the same
time we defingjy as the set of transformationsdhthat can be smoothly deformed into the identity. Ou
theory will have topological sectors if

G/Go # 1. (194)

In the case of the electromagnetism we have seen that Gauss’ law annipiigisal states. For a
nonabelian theory the analysis is similar and leads to the condition

U(go)lphys) = exp [ [#ex@v- E] [phys) = [phys), (195)

wheregy (%) = eX*(®T" is in the connected component of the iden@ty The important point to realize
here is that only the elements @f can be written as exponentials of the infinitesimal generators. Sin
this generators annihilate the physical states this implieg£bat) |phys) = |phys) only whengy € Gy.

What happens then with the other topological sectorg?dfG /G, there is still a unitary operator
U(g) that realizes gauge transformations on the Hilbert space of the theamgvdosince is not in the
connected component of the identity, it cannot be written as the exponeh@Galuss’ law. Still gauge
invariance is preserveddf(g) only changes the overall global phase of the physical states. For &xam
if g1 is a gauge transformation with winding numbet= 1

U(g1)|phys) = e|phys). (196)

It is easy to convince oneself that all transformations with winding number1 have the same value
of # modulo2z. This can be shown by noticing thatgfz) has winding numben = 1 theng(z) ! has
opposite winding numbet = —1. Since the winding number is additive, given two transformatigns
go with winding number 1g1_192 has winding number = 0. This implies that

Iphys) = U(g; L g2)|phys) = U(g1) U(g2)|phys) = €@~ |phys) (197)

and we conclude th#; = 6> mod2x. Once we know this it is straightforward to conclude that a gauc
transformationy,, () with winding numbem has the following action on physical states

U(gn)|phys) = em9|phys), n e Z. (198)

To find a physical interpretation of this result we are going to look for similargthin other
physical situations. One of then is borrowed from condensed mattercpheysd refers to the quantum
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states of electrons in the periodic potential produced by the ion lattice in a dedidsimplicity we
discuss the one-dimensional case where the minima of the potential aratedpgar a distance. When
the barrier between consecutive degenerate vacua is high enouganweeglect tunneling between
different vacua and consider the ground state of the potential near the minimum locatedat= na
(n € Z) as possible vacua of the theory. This vacuum state is, however, raotant under lattice
translations

¢*P|na) = |(n + 1)a). (199)

However, it is possible to define a new vacuum state

k) = e |na), (200)

neZ
which undere?e? transforms by a global phase

eiaﬁ|k> _ Z efikna’(n + 1)a> — eika|k>' (201)
ne”Z

This ground state is labelled by the momentumand corresponds to the Bloch wave function.

This looks very much the same as what we found for nonabelian gaugeethedhe vacuum
state labelled by plays a réle similar to the Bloch wave function for the periodic potential with tr
identification off with the momentunt. To make this analogy more precise let us write the Hamiltonie
for nonabelian gauge theories

H = ;/d?’x (ﬁa-ﬁa+§a-§a) = ;/d?’x (EQ-EQJFEQ-ECL), (202)
where we have used the expression of the canonical moméraad we assume that the Gauss’ lan
constraint is satisfied. Looking at this Hamiltonian we can interpret the firstwdthin the brackets as
the kinetic energyl” = %ﬁa -7, and the second term as the potential enéfgy %Ea . B,. SinceV >0
we can identify the vacua of the theory as thdsfer which V' = 0, modulo gauge transformations. This
happens wherevef is a pure gauge. However, since we know that the gauge transformateladbelled
by the winding number we can have an infinite number of vacua which caeraaintinuously connected
with one another using trivial gauge transformations. Taking a repi@sengauge transformatiap ()
in the sector with winding number, these vacua will be associated with the gauge potentials

S 1 -

A= _ggn(f)v‘%z(f)ila (203)
modulo topologically trivial gauge transformations. Therefore the theoriasacterized by an infinite
number of vacuan) labelled by the winding number. These vacua are not gauge invariargednd
gauge transformation with = 1 will change the winding number of the vacua in one unit

U(g1)|n) = |n+ 1). (204)

Nevertheless a gauge invariant vacuum can be defined as

10) =) e ), with 0 € R (205)
nez
satisfying
U(g1)|6) = e6). (206)
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We have concluded that the nontrivial topology of the gauge group veyeimportant physi-
cal consequences for the quantum theory. In particular it implies an aitybiguhe definition of the
vacuum. Actually, this can also be seen in a Lagrangian analysis. In gotisty the Lagrangian for
the nonabelian version of Maxwell theory we only consider the tefg¥“. However this is not the
only Lorentz and gauge invariant term that contains just two derivatiidescan write the more general
Lagrangian

2

1 fg ~
L= —JELE" = S E (207)

Whereﬁgy is the dual of the field strength defined by
a 1 oA
Fa, = SemorF™ (208)

The extra term in (207), proportional 0 - B, is actually a total derivative and does not change th
equations of motion or the quantum perturbation theory. Nevertheless seliasal important physical
consequences. One of them is that it violates both p&tignd the combination of charge conjugatior
and parityC'P. This means that since strong interactions are described by a nonalzalige theory
with group SU(3) there is an extra source(dP violation which puts a strong bound on the valugdof
One of the consequences of a term like (207) in the QCD Lagrangian ievamishing electric dipole
moment for the neutron [26]. The fact that this is not observed imposgyastreng bound on the value
of the §-parameter

6] <107° (209)

From a theoretical point of view it is still to be fully understood whgither vanishes or has a very small
value.

Finally, thed-vacuum structure of gauge theories that we found in the Hamiltonian formehs
be also obtained using path integral techniques form the Lagrangian [@@¥second term in Eq. (207)
gives then a contribution that depends on the winding number of the porrdisig gauge configuration.

5 Towards computational rules: Feynman diagrams

As the basic tool to describe the physics of elementary particles, the finaifajoantum field theory
is the calculation of observables. Most of the information we have abouptiisics of subatomic
particles comes from scattering experiments. Typically, these experimergisicof arranging two or
more particles to collide with a certain energy and to setup an array of detestdficiently far away
from the region where the collision takes place, that register the outgoilygis of the collision and
their momenta (together with other relevant quantum numbers).

Next we discuss how these cross sections can be computed from quantinanical amplitudes
and how these amplitudes themselves can be evaluated in perturbativengtiafttuheory. We keep our
discussion rather heuristic and avoid technical details that can be fowtandard texts [2]- [11]. The
techniques described will be illustrated with the calculation of the cross sdoti@ompton scattering
at low energies.

5.1 Cross sections and S-matrix amplitudes

In order to fix ideas let us consider the simplest case of a collision expenmmnene two particles collide

to produce again two particles in the final state. The aim of such an expésilmendirect measurement
of the number of particles per unit tin@(&, ) registered by the detector flying within a solid angle
dS2 in the direction specified by the polar anglesy (see Fig. 10). On general grounds we know thg
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detector

detector

Fig. 10: Schematic setup of a two-to-two-particles single scattpevent in the center of mass reference frame.

this quantity has to be proportional to the flux of incoming partilgs.. The proportionality constant
defines the differential cross section

dN d
—(0.9) = fus (6.9). (210)

In natural unitsf;, has dimensions of (lengthj, and then the differential cross section has dimensior
of (length¥. It depends, apart from the directi¢f ), on the parameters of the collision (energy, impac
parameter, etc.) as well as on the masses and spins of the incoming particles.

Differential cross sections measure the angular distribution of the pi®déithe collision. It is
also physically interesting to quantify how effective the interaction betweepaltticles is to produce
a nontrivial dispersion. This is measured by the total cross section, whadftained by integrating the
differential cross section over all directions

1 2m do
a:/l d(cosé?)/O d@m(ﬁ,go). (211)

To get some physical intuition of the meaning of the total cross section we tdndhthe classical
scattering of a point particle off a sphere of radiRisThe particle undergoes a collision only when the
impact parameter is smaller than the radius of the sphere and a calculationatétloeoss section yields
o = mR2. This is precisely the cross area that the sphere presents to incominggpartic

In Quantum Mechanics in general and in quantum field theory in particutasttrting point for
the calculation of cross sections is the probability amplitude for the corrdsppprocess. In a scattering
experiment one prepares a system with a given number of particles witlitel@liomentar, . . ., pj,. In
the Heisenberg picture this is described by a time independent state labetlesl ingoming momenta
of the particles (to keep things simple we consider spinless particles) thatvatedby

|1y .-+, Pn;in). (212)

9This is defined as the number of particles that enter the interaction regiamipéime and per unit area perpendicular to
the direction of the beam.
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On the other hand, as a result of the scattering experiment a nutbeparticles with momenta
p1’,...,px are detected. Thus, the system is now in the “out” Heisenberg picture state

|ﬁ1,7 s 7[7/4:/; OUt> (213)

labelled by the momenta of the particles detected at late times. The probability amphetecting:
particles in the final state with momenid, . . ., p;’ in the collision ofn particles with initial momenta
1, - - -, D, defines theS-matrix amplitude

S(in — out) = (p/, ..., px’;out|py, . . ., Pn;in). (214)

It is very important to keep in mind that both the (212) and (213) are time-amignmt states in
the Hilbert space of a very complicated interacting theory. However, bioiteat early and late times the
incoming and outgoing particles are well apart from each other, the “id™aunt” states can be thought
as two state§, ..., p,) and|py’, ..., pi’) of the Fock space of the corresponding free theory in whic
the coupling constants are zero. Then, the overlaps (214) can be wimitenms of the matrix elements
of an.S-matrix operato@ acting on the free Fock space

(1, P out|py, .., Pain) = (51, B [SIPL - - P)- (215)

The operatoS is unltary,ST S-1, and its matrix elements are analytic in the external momenta.

In any scattering experiment there is the possibility that the particles do ncdchte all and the
system is left in the same initial state. Then it is useful to writeShmatrix operator as

S=1+iT, (216)

wherel represents the identity operator. In this way, all nontrivial interactiomgacoded in the matrix
elements of th@-operator(py’, ..., pi'|iT|p1, - - ., Pn)- Since momentum has to be conserved, a glob.
delta function can be factored out from these matrix elements to define thimim\gcattering amplitude
iM

<ﬁ1/7"'7ﬁk/‘iT‘ﬁl7"'7ﬁn> 27r 46 ( Zp'l pr> pl?"'?ﬁn;ﬁllﬂ"'7ﬁk,) (217)

initial final

Total and differential cross sections can be now computed from theamtamplitudes. Here we
consider the most common situation in which two particles with momgnsandp, collide to produce
a number of particles in the final state with momegita In this case the total cross section is given by

1 d3p;
_ . Mg @%@ (prtpa— 3 #f). (218
(2wp, ) (2wp, ) |T12] [ l;[l (2 )3 20 ,]‘ Hf‘ ) (Pl 2] % P) (218)

states

states

wherew is the relative velocity of the two scattering particles. The correspondifigreliftial cross
section can be computed by dropping the integration over the directions fdhenomenta. We will
use this expression later in Section 5.3 to evaluate the cross section of Cauoatt@ming.

We seen how particle cross sections are determined by the invariant amfiditule correspond-
ing proccess, i.eS-matrix amplitudes. In general, in quantum field theory it is not possible to ctampt
exactly these amplitudes. However, in many physical situations it can bedatbat interactions are
weak enough to allow for a perturbative evaluation. In what follows we adbcribe howS-matrix
elements can be computed in perturbation theory using Feynman diagramsesdThese are very
convenient bookkeeping techniques allowing both to keep track of attibations to a process at a
given order in perturbation theory, and computing the different coritabs.
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5.2 Feynman rules

The basic quantities to be computed in quantum field theory are vacuumaiipe~alues of products
of the operators of the theory. Particularly useful are time-orderedrGenctions,

(Q]T[Ol (21) ... Op(zn)||2), (219)
where|Q?) is the the ground state of the theory and the time ordered product is defined
T|0i(@)05(y)| = 02" — y)0u(2) 05 (y) + 0 — 2°)O5(y) Oi(x). (220)

The generalization to products with more than two operators is straightidrwegerators are always
multiplied in time order, those evaluated at earlier times always to the right. Theshtdrthese kind of
correlation functions lies in the fact that they can be relatestioatrix amplitudes through the so-called
reduction formula. To keep our discussion as simple as possible we willemyed it or even write
it down in full detail. Its form for different theories can be found in anytiwok. Here it suffices to
say that the reduction formula simply states that 8ayatrix amplitude can be written in terms of the
Fourier transform of a time-ordered correlation function. Morally spepk

—

(P, ... Dm;0ut|pl, . .., Pnsin)
U (221)

/d4l'1 .. /d4yn<Q‘T |:(Z§(,%'1)T .. ¢($m)T¢(y1) .. ¢(yn) ’Q> eipll'xl . e*ipn'yn7

whereg¢(z) is the field whose elementary excitations are the particles involved in the sagtterin

The reduction formula reduces the problem of compufingatrix amplitudes to that of evaluating
time-ordered correlation functions of field operators. These quantitiesamy to compute exactly in the
free theory. For an interacting theory the situation is more complicated, lrowesging path integrals,
the vacuum expectation value of the time-ordered product of a numbeeddtors can be expressed as

/%ﬁ%ﬁ O1(z1) ... Op(y) ciS[¢:0']
(QUT|O1(1) ... On ) |12) = } | o2
l/@¢@@eﬁmw]

For an theory with interactions, neither the path integral in the numerator og tethominator is Gaus-
sian and they cannot be calculated exactly. However, Eq. (222) is siiliugeful. The actiors|[¢, ¢f]
can be split into the free (quadratic) piece and the interaction part

S[¢, ¢'] = Sol¢, '] + Sine [, ¢']. (223)

All dependence in the coupling constants of the theory comes from thed@iece. Expanding now
exp|iSint] In power series of the coupling constant we find that each term in the sepassion of both
the numerator and the denominator has the structure

/ D6t [ . .}eiSO[Wh (224)

where “ ..” denotes certain monomial of fields. The important point is that now the integraeasure
only involves the free action, and the path integral in (224) is Gaussiathengfore can be computed
exactly. The same conclusion can be reached using the operator formiitims case the correlation
function (219) can be expressed in terms of correlation functions ahtps in the interaction picture.
The advantage of using this picture is that the fields satisfy the free equafiomstion and therefore
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can be expanded in creation-annihilation operators. The correlatinosdas are then easily computed
using Wick’s theorem.

Putting together all the previous ingredients we can calc@atetrix amplitudes in a perturbative
series in the coupling constants of the field theory. This can be done usymgnian diagrams and rules,
a very economical way to compute each term in the perturbative exparfsibe 8-matrix amplitude
for a given process. We will not detail the the construction of Feynmées out just present them
heuristically.

For the sake of concreteness we focus on the case of QED first. Gaghkgtd Eq. (160) we
expand the covariant derivative to write the action

Somn = [ e [~ Ll + T - m)b + 04, (225)

The action contains two types of particles, photons and fermions, thafpnesent by straight and wavy
lines respectively

The arrow in the fermion line does not represent the direction of the momedmittiine flux of (negative)
charge. This distinguishes particles form antiparticles: if the fermion getpa from left to right (i.e.
in the direction of the charge flux) it represents a particle, whereas witges from right to left it
corresponds to an antiparticle. Photons are not charged and tleenefoy lines do not have orientation.

Next we turn to the interaction part of the action containing a photon fieldparsand its conju-
gate. In a Feynman diagram this corresponds to the vertex

Now, in order to compute afi-matrix amplitude to a given order in the coupling constafdr a process
with certain number of incoming and outgoing asymptotic states one only haswataossible dia-
grams with as many vertices as the order in perturbation theory, and tesgonding number and type
of external legs. It is very important to keep in mind that in joining the fermiorslam@ong the different
building blocks of the diagram one has to respect their orientation. Thectethe conservation of the
electric charge. In addition one should only consider diagrams that astoggally non-equivalent, i.e.
that they cannot be smoothly deformed into one another keeping the éxégisfixed®.

To show in a practical way how Feynman diagrams are drawn, we cori3lidéaha scattering, i.e.
the elastic dispersion of an electron and a positron:

e+—|—e_—>e++e_.

Our problem is to compute th&-matrix amplitude to the leading order in the electric charge. Becau
the QED vertex contains a photon line and our process does not hatmnplgither in the initial or the

1%From the point of view of the operator formalism, the requirement obittering only diagrams that are topologically
nonequivalent comes from the fact that each diagram represerggaancWick contraction in the correlation function of
interaction-picture operators.
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final states we find that drawing a Feynman diagram requires at leasenvoes. In fact, the leading
contribution is of order? and comes from the following two diagrams, each containing two vertices:

et et et et

(& (& & (&

Incoming and outgoing particles appear respectively on the left and theafghis diagram. Notice
how the identification of electrons and positrons is done comparing the direxfttbe charge flux with
the direction of propagation. For electrons the flux of charges goes iditeetion of propagation,
whereas for positrons the two directions are opposite. These are théwanlgiagrams that can be
drawn at this order in perturbation theory. It is important to include a reatinus sign between
the two contributions. To understand the origin of this sign we have to remetimdttein the operator
formalism Feynman diagrams are just a way to encode a particular Wick cootraf field operators
in the interaction picture. The factor efl reflects the relative sign in Wick contractions represented t
the two diagrams, due to the fermionic character of the Dirac field.

We have learned how to draw Feynman diagrams in QED. Now one needmput®the con-
tribution of each one to the corresponding amplitude using the so-called@eyrules. The idea is
simple: given a diagram, each of its building blocks (vertices as well asnextend internal lines) has
an associated contribution that allows the calculation of the corresponidigigath. In the case of QED
in the Feynman gauge, we have the following correspondence for \&eatizkinternal propagators:

o > B = <Z )
p—mtic)pg,
7
B AAAANAANAANANANANY YV =0 5 77/{
pe+e
B
—ie~vt (2m)4s@
H == Ze'Yga( ) (p1 + p2 + p3).
o

A change in the gauge would reflect in an extra piece in the photon prgpagehe delta function
implementing conservation of momenta is written using the convention that all momergataring the
vertex. In addition, one has to perform an integration over all momentangiiminternal lines with the

measure
ddp
[ e (226)

and introduce a factor of 1 for each fermion loop in the diagréth

"The contribution of each diagram comes also multiplied by a degeneraioy that takes into account in how many ways
a given Wick contraction can be done. In QED, however, these faatersqual to 1 for many diagrams.
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In fact, some of the integrations over internal momenta can actually be digthe delta func-
tion at the vertices, leaving just a global delta function implementing the total mometiservation in
the diagram [cf. EQ. (217)]. Itis even possible that all integrationsbea@liminated in this way. This is
the case when we have tree level diagrams, i.e. those without closed llodps.case of diagrams with
loops there will be as many remaining integrations as the number of indefi¢nodes in the diagram.

The need to perform integrations over internal momenta in loop diagrams hagamipconse-
guences in Quantum Field Theory. The reason is that in many casesuhimggategrals are ill-defined,
i.e. are divergent either at small or large values of the loop momenta. Inrshedse one speaks iof
frared divergenceand usually they cancel once all contributions to a given process deglddgether.
More profound, however, are the divergences appearing at iatgmal momenta. Thesdtraviolet
divergencegannot be cancelled and have to be dealt through the renormalizatiogdprec We will
discuss this problem in some detail in Section 8.

Were we computing time-ordered (amputated) correlation function of opsyétis would be all.
However, in the case of-matrix amplitudes this is not the whole story. In addition to the previot
rules here one needs to attach contributions also to the external legs indrentlid hese are the wave
functions of the corresponding asymptotic states containing informatiort #iapin and momenta of
the incoming and outgoing particles. In the case of QED these contributiens ar

Incoming fermion: « —»@ = U (P, 8)

Incoming antifermion: « % — Vo (P, 5)

Outgoing fermion: @—» o = Uq (P, S)

Outgoing antifermion: @—4— a = va(p, $)

Incoming photon:  x W@ — eu(lg, A)

Outgoing photon: @'W\/ Iz = eH(E, A)*
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Here we have assumed that the momenta for incoming (resp. outgoing) aatielentering (resp.
leaving) the diagram. It is important also to keep in mind that in the computatiSmaétrix amplitudes
all external states are on-shell. In Section 5.3 we illustrate the use of timengeyrules for QED with
the case of the Compton scattering.

The application of Feynman diagrams to carry out computations in perturkthtiomny is ex-
tremely convenient. It provides a very useful bookkeeping technigaedount for all contributions to
a process at a given order in the coupling constant. This does not nadhdtcalculation of Feynman
diagrams is an easy task. The number of diagrams contributing to the pgvoessvery fast with the
order in perturbation theory and the integrals that appear in calculatingllagpams also get very com-
plicated. This means that, generically, the calculation of Feynman diagrarosdthe first few orders
very often requires the use of computers.

Above we have illustrated the Feynman rules with the case of QED. Similar rarebeccom-
puted for other interacting quantum field theories with scalar, vector oosfeids. In the case of the
nonabelian gauge theories introduced in Section 4.3 we have:

1
aai - s ] — B — 6
/8] <¢_m+2€>ﬁa )
H \QQQOOQOOQQ) »b =
p? +ie
B.Jj
B,a = —igyga fj
Qa,t
o,c
ma = g £ " (p] — pg) + permutation}s
v,b
o,c A d
— _2-92 {fabefcde (nuanu)\ . nu/\nua> + permutation}s
K, a v,b

It is not our aim here to give a full and detailed description of the Feynmlas for nonabelian
gauge theories. It suffices to point out that, unlike the case of QER,thergauge fields can interact
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among themselves. Indeed, the three and four gauge field vertices ansexjuence of the cubic and
quartic terms in the action

1
S=-7 / d'z F, F™ e, (227)

where the nonabelian gauge field strengify is given in Eq. (165). The self-interaction of the non-
abelian gauge fields has crucial dynamical consequences and its a&tryhleeart of its success in de-
scribing the physics of elementary particles.

5.3 An example: Compton scattering

To illustrate the use of Feynman diagrams and Feynman rules we compute ssesemion for the
dispersion of photons by free electrons, the so-called Compton scattering

vk, A) + e (p,s) — (K, X) + e (0, ).

In brackets we have indicated the momenta for the different particles, laasuwde polarizations and
spins of the incoming and outgoing photon and electrons respectivelyfirshetep is to identify all
the diagrams contributing to the process at leading order. Taking into @ictt@at the vertex of QED
contains two fermion and one photon leg, it is straightforward to realize tiyadiagram contributing to
the process at hand must contain at least two vertices. Hence the leadinigution is of ordee?. A
first diagram we can draw is:

b,s p,s
k, by ]{/, )\/
This is, however, not the only possibility. Indeed, there is a secondip@ssagram:
D, s KN
ka A p/, s’

Itis important to stress that these two diagrams are topologically nonequtivsitece deforming one into
the other would require changing the label of the external legs. Thertfe leading?(e?) amplitude
has to be computed adding the contributions from both of them.

Using the Feynman rules of QED we find

(N2 (= NS T ne DHE+me 4 _,
H + X = (ie)*u(p’, s")¢' (k' \) mﬁj(kv)\)u(pvs)

P N P ). (229

Because the leading order contributions only involve tree-level diagrdmes: is no integration over
internal momenta and therefore we are left with a purely algebraic expnefss the amplitude. To get
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an explicit expression we begin by simplifying the numerators. The followimglg identity turns out
to be very useful for this task

4 = —t + 2(a - b)1. (229)

Indeed, looking at the first term in Eq. (228) we have

B+ K+ me)d(k, Nu(@,s) = —¢(k, ) — me)u(p, s) + ek, \u(p, s)
+ 2p-e(k, Nu(p, s), (230)

where we have applied the identity (229) on the first term inside the pastnth&€he first term on
the right-hand side of this equation vanishes identically because of E§). (TRe expression can be
further simplified if we restrict our attention to the Compton scattering at longgnehen electrons are
nonrelativistic. This means that all spatial momenta are much smaller than therlectss

181, 1%, 5], '] << me. (231)
In this approximation we have thgt, p’* ~ (m., 0) and therefore
p-e(k,\) =0. (232)

This follows from the absence of temporal photon polarization. Then welgde that at low energies

(B + J + me)d(k, Nu(B, s) = fg(k, Nu(p, 5) (233)
and similarly for the second term in Eq. (228)
(B—F +me)d' (K, X) u(,s) = —F¢' (F ) u(p, ). (234)

Next, we turn to the denominators in Eq. (228). As it was explained in Sectrbcomputing
scattering amplitudes incoming and outgoing particles should have on-shellntgme

pPe=m?=p? and K =0=k> (235)
Then, the two denominator in Eq. (228) simplify respectively to
(p+k)?—m2=p*+ k2 +2p k—m?=2p-k=2w,|k| — 27k (236)
and
(p—k)2 —m2=p*+K?+2p- kK —m?=—2p K = —2w,|k'| + 275 k. (237)
Working again in the low energy approximation (231) these two expressionsify to

(p+k)* —mg ~ 2m|k], (p— k) —mZ ~ —2me|k|. (238)

Putting together all these expressions we find that at low energies

b S

ie)? - - o / .
(ze) u(p’, s') [y,/’(k’)\’)*ée(kz,)\) +e(k:,)\)%é,—¢’(k:’)\’)* u(p, s). (239)

2me 14 Ly



INTRODUCTORY LECTURES ON QUANTUM FIELD THEORY

Using now again the identity (229) a number of times as well as the transversatitjition of the
polarization vectors (156) we end up with a handier equation

H X o(F ) (F Ny <p,s’>f,u<ﬁ,s>

k
+ a(p’, ¢k, Nd' (k' N)* (@ - %) u(p, s). (240)
2me k| |k

With a little bit of effort we can ghow that the second term on the right-hanel \waaishes. First we
notice that in the low energy limj&| =~ |k’|. If in addition we make use the conservation of momentur
k — k' = p’ — p and the identity (125)

— =] 7 I \\* % k/
u(p’, s )¢k, \N)¢' (k") X = — = .S
(0", )¢k, \)¢ " (K", X)) (\kl \k”|> u(p, s)

~ (i, )R N E N — meu(p, s). (241)

||
Next we use the identity (229) to take the tefph— m.) to the right. Taking into account that in the low
energy limit the electron four-momenta are orthogonal to the photon polarizat@iors [see Eq. (232)]
we conclude that

al, )N (RN (@ = me ()
= (")~ mf(F N (BN (i s) = 0 (242)

where the last identity follows from the equation satisfied by the conjugatiéivieesnergy spinor,
u(p’, s') (P — me) = 0.

After all these lengthy manipulations we have finally arrived at the exjpress the invariant
amplitude for the Compton scattering at low energies

e2

iM = 7[6(12, N - N o) Eu(s). (243)
Me ||

The calculation of the cross section involves computing the modulus squiaitad quantity. For many
physical applications, however, one is interested in the dispersion tbhwith a given polarization
by electrons that are not polarized, i.e. whose spins are randomly disttibun addition in many
situations either we are not interested, or there is no way to measure thmolardtation of the outgoing
electron. This is for example the situation in cosmology, where we do notdrgvanformation about
the polarization of the free electrons in the primordial plasma before orthétercattering with photons
(although we have ways to measure the polarization of the scattered photons

To describe this physical situations we have to average over initial elgudtarization (since we
do not know them) and sum over all possible final electron polarizatiara(lse our detector is blind to
this quantum number),

2
1 e? -
iMP =2 ——= | ek, )€k
iM] 2<m6‘k,>\< )

The factor of% comes from averaging over the two possible polarizations of the incomingaisc
The sums in this expression can be calculated without much difficulty. Expgutite absolute value
explicitly

> Z a, )| = Y Z [tz s) i, )| [w, s putiis)|, - (245)

s:l:l— s:l:l—

2 > > ‘ﬂ(ﬁ’,s’)}éu(ﬁ,s) " (244)

41l 41
s=x3 s'==%3
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using thaty*t = ~94#~9 and after some manipulation one finds that
2
SOY [ k@) = | Y @ s)u@s@ ) | B | Yo ue@ a5 | K
s::l:% s’::l:% s::i:% s’::i:%

= T [+ mR@ +mok], (246)

where the final expression has been computed using the completenéesséataEqg. (128). The final
evaluation of the trace can be done using the standard Dirac matrices idertides we compute it
applying again the relation (229) to commgiteand . Using thatk? = 0 and that we are working in the
low energy limit we hav&

Te |(p+mok( +mok]| =200 K@ - )Tr 1~ Sm2|2 (247)

This gives the following value for the invariant amplitude

N - 2
M2 = 464‘e(k, A) € (RN (248)
Plugging|iM |? into the formula for the differential cross section we get
do R 2 \?| - SNNE:
a0~ oamzmz M= <47Tme) (R, A) - € (R N[ (249)

The prefactor of the last equation is precisely the square of the so-cidiegical electron radius;. In
fact, the previous differential cross section can be rewritten as

2

do - 3 7 AR
a0 - 87770T)6(k’)\) € (kLN (250)
whereor is the total Thomson cross section
et 8T o
orT = 67ng = ?TCI' (251)

The result (250) is relevant in many areas of Physics, but its importapaedmount in the study
of the cosmological microwave background (CMB). Just before reguatibn the universe is filled by
a plasma of electrons interacting with photons via Compton scattering, with tetomgsraf the order of
1 keV. Electrons are then nonrelativistia{ ~ 0.5 MeV) and the approximations leading to Eq. (250
are fully valid. Because we do not know the polarization state of the phteiese being scattered by
electrons we have to consider the cross section averaged over incamaitoy polarizations. From Eq.
(250) we see that this is proportional to

1 - - 1 -
3 D elk, ) - € (B X 5 > ek, Ne(k, N | 65 (R, X )eak', ). (252)
A=1,2 A=1,2

2

The sum inside the brackets can be computed using the normalization of tHeatia vectors|e (k, A)[2 =
1, and the transversality conditidn €(k, A) =0

2_1 kikj PO NN T\ k
= 2<6z]_ ‘E|2>€j(ka)‘)€z(k7)\)

2\We use also the fact that the trace of the product of an odd numberaxf Biatrices is always zero.
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1 - -
= § 1- |‘€ ’ gl(k/7>‘/)|2 ) (253)

wherel = % is the unit vector in the direction of the incoming photon.

From the last equation we conclude that Thomson scattering supprégstaraations parallel to
the direction of the incoming phot&r:]whereas the differential cross section reaches the maximumin
plane normal td. If photons would collide with the electrons in the plasma with the same intensity frc
all directions, the result would be an unpolarized CMB radiation. Thetfedtpolarization is actually
measured in the CMB carries crucial information about the physics of tisenpléefore recombination
and, as a consequence, about the very early universe (seafopkx|[22] for a throughout discussion).

6 Symmetries
6.1 Noether's theorem

In Classical Mechanics and Classical Field Theory there is a basic thatltelates symmetries and
conserved charges. This is called Noether’s theorem and statesrthatfocontinuous symmetry of the
system there is conserved current. In its simplest version in Classicdldfies it can be easily proved.
Let us consider a Lagrangidi{g;, ¢;) which is invariant under a transformatior{t) — ¢.(¢, ) labelled
by a parameter. This means thak(¢’, ¢') = L(q, ¢) without using the equations of motibh If ¢ < 1
we can consider an infinitesimal variation of the coordinatest) and the invariance of the Lagrangian
implies

oL oL oL d oL oL
=0eL(qis Gi) = 7= 0eqi + 7-0cGi = | 57— — 5 o) 254
0 = deL(qi, i) g0l 5,04 [8% dt@qi](s T (8 M) (254

Whend.q; is applied on a solution to the equations of motion the term inside the squaretzraahkishes
and we conclude that there is a conserved quantity
: 8L
Q=0 with Q= _-0q. (255)
9gi
Notice that in this derivation it is crucial that the symmetry depends on a caontinparameter since
otherwise the infinitesimal variation of the Lagrangian in Eq. (254) doemast sense.

In Classical Field Theory a similar result holds. Let us consider for simplcttyeory of a single
field ¢(z). We say that the variationk¢ depending on a continuous parametare a symmetry of the
theory if, without using the equations of motion, the Lagrangian densitygesaloy

S L = 9, K", (256)

If this happens then the action remains invariant and so do the equations afinWwtding out now the
variation of £ underé.¢ we find

oL oL oL oL
KH = 0,,0¢ " | = 0c®. 257
W= 0.0 ¢+8¢ ¢ =9 (a@m) ¢> [a¢ O (awm))] ¢ (&0

If ¢(x) is a solution to the equations of motion the last terms disappears, and we fintdtais a
conserved current

oL
a,J¥ =0 with J'=_——6.0— K" 258

3The following result can be also derived a more general situationsather_agrangian changes by a total time derivative
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Actually a conserved current implies the existence of a charge

Q= / d3z JO(t, %) (259)

which is conserved

% = [ Bz JO(t,T) = — / d’x 9,7 (t, ) = 0, (260)

provided the fields vanish at infinity fast enough. Moreover, the goedecharge) is a Lorentz scalar.
After canonical quantization the char@edefined by Eq. (259) is promoted to an operator that generat
the symmetry on the fields

6 = i[9, Q). (261)

As an example we can consider a scalar figld) which under a coordinate transformatior- z’
changes ag' (') = ¢(z). In particular performing a space-time translatish = 2 + a* we have

¢ (z) — ¢(z) = —adup + O(a®) = ¢ = —a"0,9. (262)
Since the Lagrangian density is also a scalar quantity, it transforms uadsldations as
0L = —al0,L. (263)
Therefore the corresponding conserved charge is

oL
9(0ug)

where we introduced the energy-momentum tensor

JH = —

a”0y¢d + a'L = —a, TH, (264)

oL
™ = "¢ —nt L. 265
0,0) n (265)
We find that associated with the invariance of the theory with respect t@gjpae translations there
are four conserved currents definedBy with v = 0, ..., 3, each one associated with the translatiol

along a space-time direction. These four currents form a rank-twortanger Lorentz transformations
satisfying

0, T" = 0. (266)

The associated conserved charges are given by
PY = / d3x T (267)

and correspond to the total energy-momentum content of the field ccetiigur Therefore the energy
density of the field is given b§°° while 7% is the momentum density. In the quantum theory e
are the generators of space-time translations.

Another example of a symmetry related with a physically relevant conseharde is the global
phase invariance of the Dirac Lagrangian (1%7): e'%4p. For smallé this corresponds to variations
oy = 16, dgrp = —if1 which by Noether’s theorem result in the conserved charge

" =Py, g = 0. (268)
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Thus implying the existence of a conserved charge
Q= [ s = [ dsvlv. (269)

In physics there are several instances of global U(1) symmetries thasgthase shifts on spinors.
This is the case, for example, of the baryon and lepton number conserimtioze standard model. A
more familiar case is the U(1) local symmetry associated with electromagnetisme Nuaicalthough
in this case we are dealing with a local symmetry,»> ea(x), the invariance of the Lagrangian holds
in particular for global transformations and therefore there is a coedearurrentj” = ey, In
Eq. (162) we saw that the spinor is coupled to the photon field preciselyghrihis current. Its time
component is the electric charge dengityvhile the spatial components are the current density vector

This analysis can be carried over also to nonabelian unitary global symsttiag as
i — Uiy, Ul =1 (270)

and leaving invariant the Dirac Lagrangian when we have several fesmibwe write the matripU in
terms of the hermitian group generat@is as

U = exp (iagT?), (T =17, (271)
we find the conserved current
gre = %’Ti?V“lpja auj” =0. (272)

This is the case, for example of the approximate flavor symmetries in hady@icgh The simplest
example is the isospin symmetry that mixes the quar&add

<Z>—>M(Z>, M € SU(2). (273)

Since the proton is a bound state of two quatkand one quarlkd while the neutron is made out of
one quarku and two quarksl, this isospin symmetry reduces at low energies to the well known isosj
transformations of nuclear physics that mixes protons and neutrons.

6.2 Symmetries in the quantum theory

We have seen that in canonical quantization the conserved ch@fgassociated to symmetries by
Noether's theorem are operators implementing the symmetry at the quantunSieee the charges are
conserved they must commute with the Hamiltonian

Q% H] = 0. (274)

There are several possibilities in the quantum mechanical realization airaslyy:

Wigner-Weyl realization. In this case the ground state of the the@@y is invariant under the
symmetry. Since the symmetry is generatedythis means that

U()]0) = ' @|0) = 0) =  Q%0)=0. (275)

At the same time the fields of the theory have to transform according to sordediiée representation
of the group generated by tlig’. From Eq. (261) it is easy to prove that

Ula)piU(a) ™ = Uj(@)g;, (276)
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whereU;;(«) is an element of the representation in which the figldransforms. If we consider now
the quantum state associated with the operator

i) = ¢:[0) (277)

we find that because of the invariance of the vacuum (275) the $tatesnsform in the same represen-
tation asop;

U()li) = U(a)diUd (o)~ U(@)|0) = Usj();(0) = Us(a)lj). (278)

Therefore the spectrum of the theory is classified in multiplets of the symmetmp g addition, since
[H,U(a)] = 0 all states in the same multiplet have the same energy. If we consider onédepstetes,
then going to the rest frame we conclude that all states in the same multipletdaatly éhe same mass.

Nambu-Goldstone realization. In our previous discussion the result that the spectrum of tt
theory is classified according to multiplets of the symmetry group dependeiditywon the invariance
of the ground state. However this condition is not mandatory and one Eanitréo consider theories
where the vacuum state is not left invariant by the symmetry

e @0) £ [0) = Q0) #0. (279)

In this case it is also said that the symmetry is spontaneously broken by thewac

To illustrate the consequences of (279) we consider the example of a nsodar fields,y’
(i=1,...,N)whose dynamics is governed by the Lagrangian

1 . .
L= 3 L ot =V (), (280)

where we assume th&t(¢) is bounded from below. This theory is globally invariant under the transfc
mations

' = e*(T*)h¢?, (281)
with 7%, a = 1,..., A N(N — 1) the generators of the group $0).
To analyze the structure of vacua of the theory we construct the Hamiltonian
3 (1, le i &
H= [ d=x 3™ +§ch Vo' +V(p) (282)
and look for the minimum of

V(p) = /dgx Bﬁgpl . ﬁgp" + V(cp)} . (283)

Since we are interested in finding constant field configuratﬁms,: 0 to preserve translational invari-
ance, the vacua of the potentid{,) coincides with the vacua df (¢). Therefore the minima of the
potential correspond to the vacuum expectation vafues

oV
0yt

=0. (284)
pi=(p?)

We divide the generatorE® of SO(NV) into two groups: Those denoted B* (« = 1,...,h)
that satisfy

(H*)i(p”) = 0. (285)

YFor simplicity we consider that the minima Bf(¢) occur at zero potential.

50



INTRODUCTORY LECTURES ON QUANTUM FIELD THEORY

This means that the vacuum configuratign) is left invariant by the transformation generated/$ .
For this reason we call theambroken generatord\otice that the commutator of two unbroken genera
tors also annihilates the vacuum expectation vdlde, H*);;(x7) = 0. Therefore the generatof#/*}
form a subalgebra of the algebra of the generators ofA9O(The subgroup of the symmetry group
generated by them is realized a la Wigner-Weyl.

The remaining generatods“, with A = 1,..., 1N(N — 1) — h, by definition do not preserve
the vacuum expectation value of the field

(KE4)i(?) #0. (286)

These will be called thbroken generatorsNext we prove a very important result concerning the broke
generators known as the Goldstone theorem: for each generatonlipkige vacuum expectation value
there is a massless excitation.

The mass matrix of the excitations around the vacyuf is determined by the quadratic part of
the potential. Since we assumed th&t(p)) = 0 and we are expanding around a minimum, the firs
term in the expansion of the potentid(y) around the vacuum expectation values is given by

5%V , 4 . .
V(p) = 57— P @N@ =@+ O [(p—(p)? 287
(0) = 50 - (@ = (N () + O (v~ ()] (287)
and the mass matrix is:
9*V
M2 = ——— : 288
T 0ptopd p=(¥) (259)

In order to avoid a cumbersome notation we do not show explicitly the depeadd the mass matrix
on the vacuum expectation valugs').

To extract some information about the possible zero modes of the mass matuixjterydown the
conditions that follow from the invariance of the potential unélgtr = €*(7)’. At first order ine®

L OV

SV (p) = 95 (T’ =0. (289)

Differentiating this expression with respectyb we arrive at

82VT.- ov

o L)ie + 55Tk =0. (290)

Now we evaluate this expression in the vacugim= (¢*). Then the derivative in the second term cancel
while the second derivative in the first one gives the mass matrix. Henfiedve

MG (T*)i(¢) = 0. (291)

Now we can write this expression for both broken and unbroken gemsréor the unbroken ones, since
(H*)5{¢’) = 0, we find a trivial identity) = 0. On the other hand for the broken generators we have

M(KHie) = 0. (292)

Since(KA)é.@oj) # 0 this equation implies that the mass matrix has as many zero modes as br
generators. Therefore we have proven Goldstone’s theorem: i@gsbavith each broken symmetry
there is a massless mode in the theory. Here we have presented a classitaf fhe theorem. In the
quantum theory the proof follows the same lines as the one presentedut@ngebhas to consider the
effective action containing the effects of the quantum corrections to theictd Lagrangian.
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As an example to illustrate this theorem, we consider a SO(3) invariant sedththfeory with a
“mexican hat” potential

V(@) = 2 (32 —a?). (293)

The vacua of the theory correspond to the configurations satisfying = 2. In field space this equa-
tion describes a two-dimensional sphere and each solution is just a poisat isptere. Geometrically
it is easy to visualize that a given vacuum field configuration, i.e. a pointdrsgihere, is preserved
by SO(2) rotations around the axis of the sphere that passes throughothe Hence the vacuum
expectation value of the scalar field breaks the symmetry according to

(@) :  SO(3) — SO(2). (294)

Since SO(3) has three generators and SO(2) only one we see thatriemiges are broken and there-
fore there are two massless Goldstone bosons. Physically this masslessaaodes thought of as
corresponding to excitations along the surface of the spl#ré = a.

Once a minimum of the potential has been chosen we can proceed to quaatzecifations
around it. Since the vacuum only leaves invariant a SO(2) subgrougedjrtginal SO(3) symmetry
group it seems that the fact that we are expanding around a particalaunseexpectation value of the
scalar field has resulted in a lost of symmetry. This is however not the dsefull quantum theory
is symmetric under the whole symmetry group SO(3). This is reflected in thehaicthe physical
properties of the theory do not depend on the particular point of theeghak? = «? that we have
chosen. Different vacua are related by the full SO(3) symmetry anéftirershould give the same
physics.

It is very important to realize that given a theory with a vacuum determinedzbyall other
possible vacua of the theory are unaccessible in the infinite volume limit. Thissnie@ntwo vacuum
stateg0;), |02) corresponding to different vacuum expectation values of the scaldafie orthogonal
(01]02) = 0 and cannot be connected by any local observéijle), (0,|®(x)|02) = 0. Heuristically
this can be understood by noticing that in the infinite volume limit switching from@oeium into
another one requires changing the vacuum expectation value of theviéelduwiere in space at the same
time, something that cannot be done by any local operator. Notice that thidically different to our
expectations based on the Quantum Mechanics of a system with a finite noihdegrees of freedom.

In High Energy Physics the typical example of a Goldstone boson is the gésociated with
the spontaneous breaking of the global chiral isospini2), x SU(2) ; symmetry. This symmetry acts
independently in the left- and right-handed spinors as

( UL,R ) — My g ( UL,R ) , My € SU@2)LR (295)
dr.r ’ dr.r '

Presumably since the quarks are confined at low energies this symmetoniarsgously broken down
to the diagonal SU(2) acting in the same way on the left- and right-handedormmis of the spinors.
Associated with this symmetry breaking there is a Goldstone mode which is ideatfige pion. No-
tice, nevertheless, that the SU{X)SU(2)z would be an exact global symmetry of the QCD Lagrangia
only in the limit when the masses of the quarks are zefom, — 0. Since these quarks have nonzerc
masses the chiral symmetry is only approximate and as a consequenceaé¢spaading Goldstone bo-
son is not massless. That is why pions have masses, although they ardtbst [garticle among the
hadrons.

Symmetry breaking appears also in many places in condensed matter. Fplexahen a solid
crystallizes from a liquid the translational invariance that is present in thallgjese is broken to a
discrete group of translations that represent the crystal lattice. This syynbmeaking has Goldstone
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bosons associated which are identified with phonons which are the quastitation modes of the
vibrational degrees of freedom of the lattice.

The Higgs mechanism.Gauge symmetry seems to prevent a vector field from having a ma
This is obvious once we realize that a term in the Lagrangiandike, A* is incompatible with gauge
invariance.

However certain physical situations seem to require massive vector. figlis happened for
example during the 1960s in the study of weak interactions. The Glashow gmgdea common de-
scription of both electromagnetic and weak interactions based on a gaogg\idh group SU(2x U(1)
but, in order to reproduce Fermi’s four-fermion theory of thelecay it was necessary that two of the
vector fields involved would be massive. Also in condensed matter physissivaeavector fields are
required to describe certain systems, most notably in superconductivity.

The way out to this situation is found in the concept of spontaneous symnmetitkibg discussed
previously. The consistency of the quantum theory requires gaugeginga, but this invariance can be
realized a la Nambu-Goldstone. When this is the case the full gauge symmaeityiglicitly present in
the effective action constructed around the particular vacuum chgsie heory. This makes possible
the existence of mass terms for gauge fields without jeopardizing the coryistethe full theory, which
is still invariant under the whole gauge group.

To illustrate the Higgs mechanism we study the simplest example, the Abelian Higits: nao
U(1) gauge field coupled to a self-interacting charged complex scaladfielith Lagrangian
1 _ _

L= —ZFWF’“’ + D, ®D"® — 2 (@D — ;ﬂ)z , (296)
where the covariant derivative is given by Eq. (159). This theoryuvariant under the gauge transfor-
mations

® — eia(m)q’, Ay — Ay + Opa(z). (297)

The minimum of the potential is defined by the equati®h = . We have a continuum of different
vacua labelled by the phase of the scalar field. None of these vacuayéws invariant under the
gauge symmetry

<<I>> — Mez’ﬁo N Heiﬂg—&-iu(:p) (298)

and therefore the symmetry is spontaneously broken Let us study noweitiy @round one of these
vacua, for examplé®) = pu, by writing the field® in terms of the excitations around this particula
vacuum

O(x) = {u + \20(3:)} (@), (299)

Independently of whether we are expanding around a particular radoiuthe scalar field we should
keep in mind that the whole Lagrangian is still gauge invariant under (ZBis means that perform-
ing a gauge transformation with parametér:) = —J(z) we can get rid of the phase in Eq. (299).
Substituting ther® (z) = p + %U(x) in the Lagrangian we find

1 1 1
L = _ZFWFW + e2ut A, AN + 5(‘%08”0 — 5)\”202
— A\uo® — 204 + e2uA, Ato + €2 A, Al (300)

What are the excitation of the theory around the vacy@n= p? First we find a massive real scalar
field o(x). The important point however is that the vector fidd now has a mass given by

m% = 2¢%12. (301)
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The remarkable thing about this way of giving a mass to the photon is thatpatinibwe have given up
gauge invariance. The symmetry is only hidden. Therefore in quantizirtheloey we can still enjoy all
the advantages of having a gauge theory but at the same time we have thanggaerate a mass for
the gauge field.

It is surprising, however, that in the Lagrangian (300) we did not doamy massless mode. Since
the vacuum chosen by the scalar field breakslilie) generator of U(1) we would have expected one
masless particle from Goldstone’s theorem. To understand the fate of tHagr&sdstone boson we
have to revisit the calculation leading to Eq. (300). Were we dealing with aabldfl) theory, the
Goldstone boson would correspond to excitation of the scalar field alonglileg of the potential and
the phase’(z) would be the massless Goldstone boson. However we have to keep in midabat-
puting the Lagrangian we managed to get rid/0f) by shifting it into A, using a gauge transformation.
Actually by identifying the gauge parameter with the Goldstone excitation wedwaupletely fixed the
gauge and the Lagrangian (300) does not have any gauge symmetry left.

A massive vector field has three polarizations: two transversel&né@, +1) = 0 plus a longi-
tudinal onegy, (k) ~ k. In gauging away the massless Goldstone bakan we have transformed it into
the longitudinal polarization of the massive vector field. In the literature thisually expressed saying
that the Goldstone mode is “eaten up” by the longitudinal component of thgeedaald. It is important
to realize that in spite of the fact that the Lagrangian (300) looks pretwgrdiit from the one we started
with we have not lost any degrees of freedom. We started with the two patians of the photon plus
the two degrees of freedom associated with the real and imaginary compaighe complex scalar
field. After symmetry breaking we end up with the three polarizations of theimeagsctor field and the
degree of freedom of the real scalar field:).

We can also understand the Higgs mechanism in the light of our discussgaugé symmetry
in section 4.4. In the Higgs mechanism the invariance of the theory undeitasiinal gauge trans-
formations is not explicitly broken, and this implies that Gauss’ law is satisfiadtgm mechanically,
V- Ea\phys) = 0. The theory remains invariant under gauge transformations in the dedneasm-
ponent of the identity,, the ones generated by Gauss’ law. This does not pose any restriotitve o
possible breaking of the invariance of the theory with respect to tranatoyns that cannot be continu-
ously deformed to the identity. Hence in the Higgs mechanism the invarianee gawdge transformation
that are not in the connected component of the idergiitg,, can be broken. Let us try to put it in more
precise terms. As we learned in section 4.4, in the Hamiltonian formulation of tbeytfieite energy
gauge field configurations tend to a pure gauge at spatial infinity

—

A& = Lo@Tg@ 1 o (302)
The set transformationg () € Gy that tend to the identity at infinity are the ones generated by Gau:
law. However, one can also consider in general gauge transformatiénahich, asz| — oo, approach
any other elemenj € G. The quotientG., = G/Gy gives a copy of the gauge group at infinity. There
is no reason, however, why this group should not be broken, andhergt is if the gauge symmetry
is spontaneously broken. Notice that this is not a threat to the consistéileg theory. Properties
like the decoupling of unphysical states are guaranteed by the fact #hassQaw is satisfied quantum
mechanically and are not affected by the breakingof

In condensed matter physics the symmetry breaking described by thdativigtic version of
the Abelian Higgs model can be used to characterize the onset of a sngecting phase in the BCS
theory, where the complex scalar fidids associated with the Cooper pairs. In this case the parapreter
depends on the temperature. Above the critical temperdtyye’ (T) > 0 and there is only a symmetric
vacuum(®) = 0. When, on the other hand, < T, thenu?(T) < 0 and symmetry breaking takes place.
The onset of a nonzero mass of the photon (301) below the critical tetupeiexplains the Meissner
effect: the magnetic fields cannot penetrate inside superconductanscayistance of the ord%.
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The Abelian Higgs model discussed here can be regarded as a toy madbel Bfout-Englert-
Higgs mechanism responsible for giving mass tolthié and Z° gauge bosons in the standard model
Giving mass to these three bosons requires the introduction of a two-cempoomplex scalar field
transforming as a doublet under SU(2). Three of its four degreeseefidbm are incorporated as the
longitudinal components of the three massive gauge fields, whereasuttie éme remains as a scalar
propagating degree of freedom. Its elementary excitations are spinedralrparticles known as Higgs
bosons.

The Higgs boson couples to the massive gauge fields, as well as to qurarksptons. More-
over, its coupling to the fermions is proportional to the fermion masses anefdhervery weak for
light fermions. This, together with the fact that Higgs productions prasekave large standard model
backgrounds, complicates its experimental detection. After decadearohss in various experiments,
a Higgs boson candidate was finally detected at the ATLAS and CMS caditias at the Large Hadron
Collider (LHC) in 2012 with a mass of approximately 125 GeV. At the time of writialg evidences
point to the fact that this new particle is indeed the so much coveted standded Higgs.

7 Anomalies

So far we did not worry too much about how classical symmetries of a trerergarried over to the
quantum theory. We have implicitly assumed that classical symmetries arevek§ethe process of
guantization, so they are also realized in the quantum theory.

This, however, does not have to be necessarily the case. Quantizingeeacting field theory
is a very involved process that requires regularization and renormalizaitio sometimes, it does not
matter how hard we try, there is no way for a classical symmetry to survigatigation. When this
happens one says that the theory haarmmmaly(for reviews see [28]). It is important to avoid here the
misconception that anomalies appear due to a bad choice of the way a thexgyl#ized in the process
of quantization. When we talk about anomalies we mean a classical symmetrgiimatbe realized in
the quantum theory, no matter how smart we are in choosing the regularipaticedure.

In the following we analyze some examples of anomalies associated with glub&eal sym-
metries of the classical theory. In Section 8 we will encounter yet anodaenge of an anomaly, this
time associated with the breaking of classical scale invariance in the quargarg.th

7.1 Axial anomaly

Probably the best known examples of anomalies appear when we coagidesymmetries. If we
consider a theory of two Weyl spinots.

L =iy = iulai@umr + iuta’_’“@uu_ with IS ( et > (303)

U—

the Lagrangian is invariant under two types of global U(1) transformstibmthe first one both helicities
transform with the same phase, this igextortransformation:

Uy : ur — euy, (304)
whereas in the second one, the aXidl ), the signs of the phases are different for the two chiralities

U@, usr — ey, (305)
Using Noether’s theorem, there are two conserved currents, a veictent

T =T =l oty bl otul = B, =0 (306)
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and an axial vector current

Jh = PyHysrh = uio’it@ —ulotu. = d,J4 = 0. (307)
The theory described by the Lagrangian (303) can be coupled to theoaetagnetic field. The

resulting classical theory is still invariant under the vector and axial Byfymetries (304) and (305).

Surprisingly, upon quantization it turns out that the conservation of ttad exrrent (307) is spoiled by

quantum effects
8,J4 ~ hE - B. (308)

To understand more clearly how this result comes about we study first desmgael in two
dimensions that captures the relevant physics involved in the four-dinmehgiase [29]. We work in
Minkowski space in two dimensions with coordinate$, ') = (¢, z) and where the spatial direction
is compactified to a circl&™. In this setup we consider a fermion coupled to the electromagnetic fie
Notice that since we are living in two dimensions the field stredgthonly has one independent com-
ponent that corresponds to the electric field along the spatial direétfdrs £ (in two dimensions there
are no magnetic fields!).

To write the Lagrangian for the spinor field we need to find a representafitimee algebra of
~-matrices

{77} =20n" with n= ( é _(1) > . (309)

In two dimensions the dimension of the representation ofitheatrices i3] = 2. Here take

0_ 1 __ 0 1 1.2 0 1

7_0—<10 , v=Eiot= | g ) (310)

This is a chiral representation since the matgjs diagonat®

— 0.1 _ 1 0
V5 = vv—(o 1 (311)
Writing the two-component spinaf as
_ [ U+

v=( ) (312)

and defining as usual the projectdts = %(1175) we find that the components. of ) are respectively
a right- and left-handed Weyl spinor in two dimensions.

Once we have a representation of thenatrices we can write the Dirac equation. Expressing it i
terms of the components; of the Dirac spinor we find

(0o — O1)uy =0, (0o + O1)u— = 0. (313)
The general solution to these equations can be immediately written as
uy = uy (20 + zt), u_ =u_(x® — zh). (314)

Henceu. are two wave packets moving along the spatial dimension respectively to the Jgfand
to the right(u_). Notice that according to our convention the left-moving is a right-handed spinor
(positive helicity) whereas the right-moving._ is a left-handed spinor (negative helicity).

%In any even number of dimensions is defined to satisfy the conditiong = 1 and{ys,v"} = 0.
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V+ VvV _

Fig. 11: Spectrum of the massless two-dimensional Dirac field.

If we want to interpret (313) as the wave equation for two-dimensional ¥f@nors we have the
following wave functions for free particles with well defined momenttn= (E, p).

(E)/ .0 1 1L —iB(x04at) ; _
uy(z° £ x) = —=e with =FF. 315
As itis always the case with the Dirac equation we have both positive ardiviegnergy solutions. For
u4, SinceE = —p, we see that the solutions with positive energy are those with negative mamen

p < 0, whereas the negative energy solutions are plane wavegwith. For the left-handed spinat_
the situation is reversed. Besides, since the spatial direction is compact mgth lethe momentunp
is quantized according to

n € Z. (316)

The spectrum of the theory is represented in Fig. 11.

Once we have the spectrum of the theory the next step is to obtain the vaésumith the Dirac
equation in four dimensions we fill all the states wih< 0 (Fig. 12). Exciting of a particle in the Dirac
see produces a positive energy fermion plus a hole that is interpretedaasiparticle. This gives us the
clue on how to quantize the theory. In the expansion of the opeatdm terms of the modes (315) we
associate positive energy states with annihilation operators whereastteevgith negative energy are
associated with creation operators for the corresponding antiparticle

ue(@) = Y o (Bl (@) + L () @)"] . (317)

E>0

The operator. (E) acting on the vacuurfo, +) annihilates a particle with positive energyand mo-
mentum=FE. In the same waﬂ(E) creates out of the vacuum an antiparticle with positive enérgy
and spatial momentungE. In the Dirac sea picture the operator(E)! is originally an annihilation
operator for a state of the sea with negative enerdgy As in the four-dimensional case the problem o
the negative energy states is solved by interpreting annihilation operatangdative energy states as
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oV
oA

|0,+> 10,->

Fig. 12: Vacuum of the theory.

creation operators for the corresponding antiparticle with positive griangl vice versa). The operators
appearing in the expansion of. in Eq. (317) satisfy the usual algebra

{ax(E), al,(E")} = {b(E), by, (E")} = 05 mdav, (318)

where we have introduced the label\’ = +. Also, a)(E), aL(E) anticommute withby/ (E"), bi/(E’).
The Lagrangian of the theory

£ =il (8o + d)uy +iu' (8o — 01)u_ (319)

is invariant under both U(1), Eq. (304), and U(1), Eq. (305). The associated Noether currents are
this case

T i 1 T
UL UL +U_U_ UL UL — U_U_
J5:< T ) Jﬁ:( ™ : ) (320)

—U U4 +U_U— —U UL —U_U—

The associated conserved charges are given, for the vectontchyre
L
Qv = / da? (u1u+ + uT_u_> (321)
0
and for the axial current
L
Qs = / dat (u1u+ — uT,u_> . (322)
0
Using the orthonormality relations for the modg) (x)
L !/
/ dat v (2) o) (z) = op.pr (323)
0

we find for the conserved charges:

Qv = X |ah(B)ar(B) — bl (B)bs () + ol (B)a_(B) — ! (B} (E)|,
E>0
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Fig. 13: Effect of the electric field.

Ou = Z[QL(E)Q+(E)—bL<E)b+(E)—aT_(E)a_(EHbT_(E)b_(E) . (324)
E>0

We see thaf)y counts the net number (particles minus antiparticles) of positive helicity stiueshe
net number of states with negative helicity. The axial charge, on the adnel; bounts the net number of
positive helicity states minus the number of negative helicity ones. In the €8ise wector current we
have subtracted a formally divergent vacuum contribution to the chrgédharge of the Dirac sea”).

In the free theory there is of course no problem with the conservatiathef€)y or Q 4, since the
occupation numbers do not change. What we want to study is the effiemuipling the theory to electric
field £. We work in the gaugely = 0. Instead of solving the problem exactly we are going to simula
the electric field by adiabatically varying in a long timgthe vector potential; from zero value to
—E79. From our discussion in section 4.3 we know that the effect of the electyostia coupling in the
theory is a shift in the momentum according to

p—p— e, (325)

wheree is the charge of the fermions. Since we assumed that the vector potenigs adiabatically,
we can assume it to be approximately constant at each time.

Then, we have to understand what is the effect of (325) on the vadepinted in Fig. (12). What
we find is that the two branches move as shown in Fig. (13) resulting in sothe ofegative energy
states of the, branch acquiring positive energy while the same number of the empty pasitargy
states of the other braneh. will become empty negative energy states. Physically this means that
external electric fiel& creates a number of particle-antiparticle pairs out of the vacuum. Denating
N ~ e€ the number of such pairs created by the electric field per unit time, the fil@ss/af the charges
Qv andQ 4 are

Qa(n) = (N-0)+(0-N)
N

0,
Qv(n) = (N-0)—-(0-N)=2

N. (326)
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Therefore we conclude that the coupling to the electric field producedativioin the conservation of
the axial charge per unit time given ByQ 4 ~ e£. This implies that

B, J" ~ ehé, (327)

where we have restorgdto make clear that the violation in the conservation of the axial current is
quantum effect. At the same tim®(Q);, = 0 guarantees that the vector current remains conserved a
quantum mechanically, J{; = 0.

We have just studied a two-dimensional example of the Adler-Bell-Jackiw ari@maly [30].
The heuristic analysis presented here can be made more precise by cortipaiguantity

" = (O[T [ (2)(0)] |0) = (328)
T v

The anomaly is given then iy, C*”. A careful calculation yields the numerical prefactor missing in Ec
(327) leading to the result
eh o
o Jh = %sl’ F,,, (329)

with 01 = —¢10 =1,

The existence of an anomaly in the axial symmetry that we have illustrated in twosions is
present in all even dimensional of space-times. In particular in four dimenshe axial anomaly it is
given by
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1672

Ol = ——— " F Foy. (330)

This result has very important consequences in the physics of stromgadtides as we will see in what
follows

7.2 Chiral symmetry in QCD

Our knowledge of the physics of strong interactions is based on the thEQuantum Chromodynamics
(QCD) [32]. This is a nonabelian gauge theory with gauge group\g)J¢oupled to a numbeN of

quarks. These are spiparticles))’/ labelled by two quantum numbers: colot 1, ..., N, and flavor
f=1,...,Ns. The interaction between them is mediated byAffe— 1 gauge bosons, the gluors;,
a=1,...,N2 — 1. In the real worldN. = 3 and the number of flavors is six, corresponding to th

number of different quarks: upj, down (), charm ¢), strange £), top () and bottom §).

For the time being we are going to study a general theory of QCD Mjtbolors andV; flavors.
Also, for reasons that will be clear later we are going to work in the limit ofisleing quark masses,
my — 0. In this cases the Lagrangian is given by

Ny
1 _ _
Locp = =3 FR P+ [{QLD Qf +iQRD Qf (331)
=1

where the subscripté and R indicate respectively left and right-handed spind}é,R = P,Q/, and the
field strength/, and the covariant derivative,, are respectively defined in Egs. (165) and (168). Apa
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from the gauge symmetry, this Lagrangian is also invariant under a glddé})y < U(N)r acting on
the flavor indices and defined by

QL = TpUnQf QL - @f
U(Ny), : UNyp)p , (332)
QL — Qh Qr — fo(UR)ff’Qfg
with U, Ur € U(Ny). Actually, since U(V)=U(1)xSU(N) this global symmetry group can be written

as SU(Vy), x SUWVy) , xU(1),, x U(1)R. The abelian subgroup U(gx U(1) can be now decomposed
into their vector U(1y and axial U(1) subgroups defined by the transformations

Q) — €°Q) Q) — Q)

U)g: A Ul),: A (333)
QL — ¢eqQl QL — e eQh

According to Noether’s theorem, associated with these two abelian symmegrieawe two conserved

currents:

Ny Ny
=30l =30 vl (334)
f=1 f=1

The conserved charge associated with vector chdfgées actually the baryon number defined as the
number of quarks minus number of antiquarks.

The nonabelian part of the global symmetry group B xSU(N)r can also be decomposed
into its vector and axial subgroups, SU),, x SU(Ny) ,, defined by the following transformations of
the quarks fields

Qf = TpU)Qf Qf > LU
SUY)), - | SUWV) , - ~ (335)
QF — S (UL)rprQ% Qh = S (URYrrQk

Again, the application of Noether’s theorem shows the existence of thevfnlicnonabelian conserved
charges

Ny Ny
J= ST @t = S Qs 07 (336)
ff'=1 ff'=1

To summarize, we have shown that the initial chiral symmetry of the QCD Lggmar(331) can be
decomposed into its chiral and vector subgroups according to

U(Ny), x UNy)p, = SUWVy),, x SUWVy) , x U(L)p x U(1)4. (337)
The question to address now is which part of the classical global symmetrgssrved by the quantum

theory.

As argued in section 7.1, the conservation of the axial curréftand J3* can in principle be
spoiled due to the presence of an anomaly. In the case of the abelianuawéaitd’; the relevant quantity
is the correlation function

Ny

O = (O[T | T4 (2) e (2 ) ge0)] 10) = 3
f=1

(338)

4 symmetric
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Here jgaige iS the nonabelian conserved current coupling to the gluon field

Ny
Jelee = Q' Q) (339)

f=1
where, to avoid confusion with the generators of the global symmetry we diewoted by-* the gen-
erators of the gauge group SN{). The anomaly can be read now fraspC*"“. If we impose Bose
symmetry with respect to the interchange of the two outgoing gluons and gawagiance of the whole
expressiong, C*? = 0 = 0,C*7, we find that the axial abelian global current has an anomaly givt
bylG

9°Ny A
"o vo a a puv
a#JA = —W&'M F;u/F K . (340)

In the case of the nonabelian axial global symmetry 8LJ(; the calculation of the anomaly is
made as above. The result, however, is quite different since in this aasenglude that the nonabelian
axial current/%" is not anomalous. This can be easily seen by noticing that associated witkiahe ¢
current vertex we have a generafbf of SU(Vy), whereas for the two gluon vertices we have the
generators® of the gauge group SW(.). Therefore, the triangle diagram is proportional to the grouy
theoretic factor

~trT! tr{r, 7%} =0 (341)

4 symmetric

which vanishes because the generators off§)@re traceless.

From here we would conclude that the nonabelian axial symmetryWg)J(is nonanomalous.
However this is not the whole story since quarks are charged particte$bacouple to photons. Hence
there is a second potential source of an anomaly coming from the the gméibowgle diagram coupling
J!" to two photons

Y
Ny
(OIT [4 (@) tn(2) 72 0)] 10) = 3 Q' (342)
=1 Ji“
Q’ g
L 4 symmetric
wherejky, is the electromagnetic current
Ny
it =3, Q' Q7 (343)
f=1

with ¢; the electric charge of thg-th quark flavor. A calculation of the diagram in (342) shows th:
existence of an Adler-Bell-Jackiw anomaly given by

Ny
Z(Tl)ff qJZc €“VUAFMVFU)\, (344)

N
1672

ATyt = —

'®The normalization of the generatdfs of the global SUV;) is given bytr (T/77) = 1577.
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whereF),, is the field strength of the electromagnetic field coupling to the quarks. Thecbalyce for
the anomaly to cancel is that the factor between brackets in this equatiomtieatlg zero.

Before proceeding let us summarize the results found so far. Bechilsepresence of anomalies
the axial part of the global chiral symmetry, SU() » and U(1), are not realized quantum mechanically
in general. We found that U(})is always affected by an anomaly. However, because the right-he
side of the anomaly equation (340) is a total derivative, the anomalouaatbaof./’; does not explain
the absence of U(%) multiplets in the hadron spectrum, since a new current can be construcied wl
is conserved. In addition, the nonexistence of candidates for a Goddbtmson associated with the
right quantum numbers indicates that U{1¥ not spontaneously broken either, so it has be explicitl
broken somehow. This is the so-called U(1)-problem which was solveédHigoft [33], who showed
how the contribution of quantum transitions between vacua with topologicaliyrin@l gauge field
configurations (instantons) results in an explicit breaking of this symmetry.

Due to the dynamics of the SB¥(.) gauge theory the axial nonabelian symmetry is spontaneou:
broken due to the presence at low energies of a vacuum expectatiefeathe fermion biIinea@fo

0107 Q7 10) # 0 (No summation inf!). (345)

This nonvanishing vacuum expectation value for the quark bilinear actbedigks chiral invariance
spontaneously to the vector subgroup 84y, so the only subgroup of the original global symmetry
that is realized by the full theory at low energy is

U(Ny), x U(Ny)p — SUWVy),, x U(1)p. (346)

Associated with this breaking a Goldstone boson should appear with theuqguanmbers of the broken
nonabelian current. For example, in the case of QCD the Goldstone bassrdated with the sponta-
neously symmetry breaking induced by the vacuum expectation vaiugs(dd) and{(ud — du)) have
been identified as the pions, 7. These bosons are not exactly massless because of the nonvanis
mass of the, andd quarks. Since the global chiral symmetry is already slightly broken by mamss te
the Lagrangian, the associated Goldstone bosons also have masseaghahieguare very light compared
to the masses of other hadrons.

In order to have a better physical understanding of the role of anomalibe physics of strong
interactions we particularize now our analysis of the case of real QCRe Siveuv andd quarks are
much lighter than the other four flavors, QCD at low energies can be wsdritbed by including only
these two flavors and ignoring heavier quarks. In this approximatiom &ar previous discussion we
know that the low energy global symmetry of the theory is SU¢Y(1)5, where now the vector group
SU(2), is the well-known isospin symmetry. The axial Uglgurrent is anomalous due to Eq. (340)
with Ny = 2. In the case of the nonabelian axial symmetry SUY(2aking into account thaf, = %e
andgy = —%e and that the three generators of SU(2) can be written in terms of the Pauitesads
TH = oK we find

2

Do (TMyraf= > (Thraf =0, > (T)srq7 = %- (347)

f=u,d f=u,d f=u,d

Therefore/ " is anomalous.

Physically, the anomaly in the axial curreﬂi“ has an important consequence. In the quar
model, the wave function of the neutral piofi is given in terms of those for theandd quark by

%) = ;5 (8)lu) — |d)[d)) (348)
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The isospin quantum numbers|af’) are those of the generat@r. Actually the analogy goes further
since&qu;“ is the operator creating a pieft out of the vacuum

170 ~ 8,J5")0). (349)

This leads to the physical interpretation of the triangle diagram (342)@%3 the one loop contribu-
tion to the decay of a neutral pion into two photons

70— 2y, (350)

This is an interesting piece of physics. In 1967 Sutherland and Veltmampf{84¢nted a calcula-
tion, using current algebra techniques, according to which the dechg pfon into two photons should
be suppressed. This however contradicted the experimental evidemshdiwed the existence of such &
decay. The way out to this paradox, as pointed out in [30], is the axishaly. What happens is that the
current algebra analysis overlooks the ambiguities associated with tHariegtion of divergences in
quantum field theory. A QED evaluation of the triangle diagram leads to agdiméintegral that has to
be regularized somehow. It is in this process that the Adler-Bell-JackaV @axomaly appears resulting
in a nonvanishing value for the’ — 2~ amplitudé”’.

The existence of anomalies associated with global currents does nesagliemean difficulties
for the theory. On the contrary, as we saw in the case of the axial anomialytst existence what
allows for a solution of the Sutherland-Veltman paradox and an explandtiba electromagnetic decay
of the pion. The situation, however, is very different if we deal with logahmetries. A quantum
mechanical violation of gauge symmetry leads to all kinds of problems, frokofaenormalizability to
nondecoupling of negative norm states. This is because the prederrcarmomaly in the theory implies
that the Gauss’ law constraiRt - £, = p, cannot be consistently implemented in the quantum theor
As a conseqguence states that classically are eliminated by the gauge syrmenetnelpropagating fields
in the quantum theory, thus spoiling the consistency of the theory.

Anomalies in a gauge symmetry can be expected only in chiral theories wiiesnderight-
handed fermions transform in different representations of the gaugg.gPhysically, the most inter-
esting example of such theories is the electroweak sector of the standartwhede, for example, left
handed fermions transform as doublets under SU(2) whereas rigbetidermions are singlets. On the
other hand, QCD is free of gauge anomalies since both left- and righeHamehrks transform in the
fundamental representation of SU(3).

We consider the Lagrangian

1
L= FUEL+ zZ¢+zD (Bt z2¢ (351)
7=1
where the chiral fermiong. transform according to the representatiotls of the gauge groujg~
(a=1,...,dimG). The covariant derivative@&i) are then defined by
DEL = 0, +igAf mfL k. (352)

As for global symmetries, anomalies in the gauge symmetry appear in the tridagtard with one
axial and two vector gauge current vertices

i

(OIT |5 @)t ()55 ()] 10) = | Qg (353)
JA )
v

L 4 symmetric

YAn early computation of the triangle diagram for the electromagnetic dddag pion was made by Steinberger in [31].
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where gauge vector and axial currefits, j9/ are given by
Ny N_
W= DT+ Y Tty
i=1 j=1

Ny ‘ N- '
J = D Ty = ety (354)
=1 =1

Luckily, we do not have to compute the whole diagram in order to find an alyaraacellation condition,
it is enough if we calculate the overall group theoretical factor. In the oathe diagram in Eq. (353)
for every fermion species running in the loop this factor is equal to

tr [ {rle, s} (355)

where the signt corresponds respectively to the generators of the representation gddige group for
the left and right-handed fermions. Hence the anomaly cancellation condifids

Ny N_
St [re e = Db i =0 (356)
i=1 J=1

Knowing this we can proceed to check the anomaly cancellation in the standded SU(3x SU(2)x
Left handed fermions (both leptons and quarks) transform as dowikbtsespect to the SU(2) factor
whereas the right-handed components are singlets. The charge wigctressthe U(1) part, the hyper-
chargeY’, is determined by the Gell-Mann-Nishijima formula

Q=T3+Y, (357)

where( is the electric charge of the corresponding particle &nd the eigenvalue with respect to the
third generator of the SU(2) group in the corresponding representdtion: %03 for the doublets and
T3 = 0 for the singlets. For the first family of quarks,(d) and leptonsd, v.) we have the following
field content

. U’a (e (87
quarks: < 4o )L ) Up,2 dp 2
6

leptons: < Ve > eRr—1 (358)
Lo}

(&

wherea = 1,2, 3 labels the color quantum number and the subscript indicates the value ot#ie w
hyperchargey”. Denoting the representations of SWHU(2)xU(1) by (n., nw)y, wWith n. andn,,
the representations of SU(3) and SU(2) respectively Brttie hypercharge, the matter content of the
standard model consists of a three family replication of the representations:

left-handed fermions: (3,2)% (1,2)F,
6 2
(359)
right-handed fermions: (3,1)% (3, 1), (1, 1)E,.
3 3

In computing the triangle diagram we have 10 possibilities depending on wattdr of the gauge group
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SU(B)x SU(2)x U(1) couples to each vertex:

SuU(3y su(2y u(1)?
SU(BP SU(2) SURJ U@)

SUBR U(1) SUR) u(1y

SU(3) SU(2Y

SU(3) SU(2) U(1)

SUB) U1}

It is easy to check that some of them do not give rise to anomalies. For &x#émepanomaly for the
SU(3) case cancels because left and right-handed quarks transform iantieerepresentation. In the
case of SU(2) the cancellation happens term by term because of the Pauli matrices ideftfty=
59 + je%qc that leads to

tr [Ua{ab,ac}] = 2(tro?) 6% = 0. (360)

However the hardest anomaly cancellation condition to satisfy is the one wath thil)'s. In this case
the absence of anomalies within a single family is guaranteed by the nontriitid

dSyE-YvE 3x2x <é>3+2>< <—;>3—3>< <§>3—3x <—;>3—(—1)3

left right
3 3
_ (.3 SY o 361

It is remarkable that the anomaly exactly cancels between leptons andsgudakice that this result
holds even if a right-handed sterile neutrino is added since such a partickdniglet under the whole
standard model gauge group and therefore does not contribute to tiggdrihagram. Therefore we see
how the matter content of the standard model conspires to yield a consiggerttm field theory.

In all our discussion of anomalies we only considered the computation efoopediagrams.
It may happen that higher loop orders impose additional conditions. Faefynthis is not so: the
Adler-Bardeen theorem [35] guarantees that the axial anomaly or@iwesccontributions from one loop
diagrams. Therefore, once anomalies are canceled (if possible) &amere know that there will be
no new conditions coming from higher-loop diagrams in perturbation theory.

The Adler-Bardeen theorem, however, only applies in perturbationythitds nonetheless possi-
ble that nonperturbative effects can result in the quantum violation aigegsymmetry. This is precisely
the case pointed out by Witten [36] with respect to the SU(2) gauge symnfetng standard model.
In this case the problem lies in the nontrivial topology of the gauge grouf2)SUrhe invariance of
the theory with respect to gauge transformations which are not in the c@sheomponent of the iden-
tity makes all correlation functions equal to zero. Only when the number tefitefded SU(2) fermion
doublets is even gauge invariance allows for a nontrivial theory. Itasnagmarkable that the family
structure of the standard model makes this anomaly to cancel

3 % < y ) +1x ( Ve ) — 4 SU(2)-doublets (362)
L € Jr

where the factor of 3 comes from the number of colors.

66



INTRODUCTORY LECTURES ON QUANTUM FIELD THEORY

8 Renormalization
8.1 Removing infinities

From its very early stages, quantum field theory was faced with infinitiesy €merged in the calcula-
tion of most physical quantities, such as the correction to the charge détisoa due to the interactions
with the radiation field. The way these divergences where handled in #@s 18tarting with Kramers,

was physically very much in the spirit of the Quantum Theory emphasis imaise quantities: since
the observed magnitude of physical quantities (such as the charge d¢éthr®m) is finite, this number

should arise from the addition of a “bare” (unobservable) value anduhatum corrections. The fact
that both of these quantities were divergent was not a problem physisiaiée only its finite sum was
an observable quantity. To make thing mathematically sound, the handling dfi@sfirequires the in-

troduction of some regularization procedure which cuts the divergemgraigeoff at some momentum
scaleA. Morally speaking, the physical value of an observab|gyic. iS given by

Ophysical = Alglgo [O(A)bare + AO(A)g], (363)

whereAO(A), represents the regularized quantum corrections.

To make this qualitative discussion more precise we compute the correctioessietkric charge
in Quantum Electrodynamics. We consider the process of annihilation deatran-positron pair to
create a muon-antimuon paire™ — p . To lowest order in the electric chargehe only diagram
contributing is

In order to compute the renormalization of the charge we consider theifiggiath which takes
into account the first correction to the propagator of the virtual photoncimeged between the pairs
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due to vacuum polarization. We begin by evaluating

=1 — 364
WQW« q2+i6 aOﬁ q2—|-i67 ( )

where the diagram between brackets is given by

4 r me) Y me)y?
aQﬁ:Haﬁ(Q) :iQ(—i6)2(—1)/(d k T (%"" 6)7 (k‘i‘ﬂ"ﬁ‘ 6)7 ] (365)

2m)* [k? —mZ +ie] [(k + q)* — mZ + ie]

Physically this diagram includes the correction to the propagator due to kugzation of the vacuum,
i.e. the creation of virtual electron-positron pairs by the propagating phatbe momentung is the
total momentum of the electron-positron pair in the intermediate channel.

It is instructive to look at this diagram from the point of view of perturbatioeory in nonrela-
tivistic Quantum Mechanics. In each vertex the interaction consists of thibiktion (resp. creation)
of a photon and the creation (resp. annihilation) of an electron-posiaimnhis can be implemented
by the interaction Hamiltonian

Hy=e / Pz pyrip A, (366)

All fields inside the integral can be expressed in terms of the corresgpodiation-annihilation oper-
ators for photons, electrons and positrons. In Quantum Mechaniceh#imge in the wave function at
first order in the perturbatiof/;,; is given by

) ) n|Hing |7y, in
fyin) = [y.njo + 3 L0l o (367)

and similarly for|vy, out), where we have denoted symbolically by) all the possible states of the
electron-positron pair. Since these states are orthogomalito)o, |y, out)o, we find tordere?

7, in| Hing[n) {n|Hine[7', out)o

4
(B — Bn)(BEow —En) O(e"). (368)

(3.l out) = o{y, inpy/, outhy + 3 2
n

Hence, we see that the diagram of Eq. (364) really corresponds todbeed correction to the photon
propagatoKy, in|]y’, out)

ANNNANANANANANC — 0<’y’ in"'}//, Out>0

<f}/7 inu%[mt ‘n> <n’Hint‘fY,7 0ut>
’\NV\.( )-\M.f\. . 369
Y ’}/ - zn: (El - En)(Eout - En) ( )
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Once we understood the physical meaning of the Feynman diagram to beiteaiwye proceed
to its evaluation. In principle there is no problem in computing the integral in B§4)(for nonzero
values of the electron mass. However since here we are going to be mostisiatein seeing how
the divergence of the integral results in a scale-dependent renortiwadizd the electric charge, we
will set m, = 0. This is something safe to do, since in the case of this diagram we are notrigdu
new infrared divergences in taking the electron as massless. Implemeatigg @mvariance and using
standard techniques in the computation of Feynman diagrams (see regefgh¢11]) the polarization
tensorll,, (¢) defined in Eq. (365) can be written as

W (q) = (€N — quav) TH(g?) (370)
with
oo (! d*k z(1—x)
M(g) = 8¢ /0 dx/ @r) A 2 —mZ + a(1 — 2)g + ic? (371)

To handle this divergent integral we have to figure out some procedusnder it finite. This can be
done in several ways, but here we choose to cut the integrals offighashergy scalé\, where new
physics might be at workp| < A. This gives the result

e? q> .
(q?) ~ 1922 log (A?) + finite terms (372)

If we would send the cutoff to infinitA — oo the divergence blows up and something has to be dol
about it.

If we want to make sense out of this, we have to go back to the physicatiguehat led us to
compute Eq. (364). Our primordial motivation was to compute the correctighe @nnihilation of two
electrons into two muons. Including the correction to the propagator of theal/jphoton we have

el

B
4 G2 471'(]2 U’ﬂ u“)
o2 o2 7
= 7o (Ve ue) {47rq2 [1 + o 5 log <A2>} } (@’yﬁuu) ) (373)

Now let us imagine that we are performingae™ — .~ ™t with a center of mass energy From the
previous result we can identify the effective charge of the particlessaéttergy scale(y.) as

= TNap (D™ ue) U,u’Y u,u +77a6 Tey*e)

= Nag (Ve tte) {2(7:222] (@#’yﬁuu) . (374)

This chargeg(p), is the quantity that is physically measurable in our experiment. Now we can mi
sense of the formally divergent result (373) by assuming that the elzgogearing in the classical La-
grangian of QED is just a “bare” value that depends on the stad which we cut off the theory,
e = e(A)pare- In order to reconcile (373) with the physical results (374) we mustrassihat the
dependence of the bare (unobservable) chafd,... on the cutoffA is determined by the identity

2
e(1)? = (A2 |1+ (g)b;rel <X2>} (375)
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If we still insist in removing the cutoffA — oo we have to send the bare charge to z€®)yare — 0

in such a way that the effective coupling has the finite value given by therigment at the energy scale
. Itis not a problem, however, that the bare charge is small for largesaltithe cutoff, since the
only measurable quantity is the effective charge that remains finite. Tneraell observable quantities
should be expressed in perturbation theory as a power series in thegtogaiplinge()? and not in
the unphysical bare couplingA)pare-

8.2 The beta-function and asymptotic freedom

We can look at the previous discussion, an in particular Eq. (375), drdiffierent point of view. In order

to remove the ambiguities associated with infinities we have been forced to ioéraddependence of
the coupling constant on the energy scale at which a process takes place the expression of the
physical coupling in terms of the bare charge (375) we can actually elimimatutbff A, whose value

after all should not affect the value of physical quantities. Taking intmat that we are working in
perturbation theory i(1)?, we can express the bare chaega )2, _ in terms ofe(u)? as

bare

2 2 6(M)2 p? 6
e(A)” =e(p) {1 + 192 log (A? + Ole(p)”]. (376)
This expression allow us to eliminate all dependence in the cutoff in the eskpnesf the effective charge
at a scaleu by replacinge(A)pare In EQ. (375) by the one computed using (376) at a given referen
energy scaley

e(1)? = e(po)? [1 + efg;f log (Z;)] . (377)

From this equation we can compute, at this order in perturbation theoryiféttéivee value of the
coupling constant at an energyonce we know its value at some reference energy g$galtn the case
of the electron charge we can use as a reference Thompson’s sga#teeinergies of the order of the
electron mass, ~ 0.5 MeV, at where the value of the electron charge is given by the well kn@alre

1

~ 378
137 (378)

e(me)2
With this we can compute(x)? at any other energy scale applying Eq. (377), for example at the efecti
massy = m. ~ 0.5 MeV. However, in computing the electromagnetic coupling constant at amy otl
scale we must take into account the fact that other charged particlesicam the loop in Eq. (373).
Suppose, for example, that we want to calculate the fine structure coastae mass of th&°-boson
= My = 92 GeV. Then we should include in Eq. (377) the effect of other fermioniedsted model
fields with masses below/. Doing this, we find?®

2 2
- egzﬁ) (Z qg> log @fg)] , (379)

whereg; is the charge in units of the electron charge of thk fermionic species running in the loop
and we sum over all fermions with masses below the mass df tH®son. This expression shows how
the electromagnetic coupling grows with energy. However, in order to cammpish the experimental
value ofe(Mz)? it is not enough with including the effect of fermionic fields, since alsoitfie bosons

e(Mz)? = e(me)?

181n the first version of these notes the argument used to show the graiithg electromagnetic coupling constant could
have led to confusion to some readers. To avoid this potential problemaleiéin the equation for the running coupling
e(u)? the contribution of all fermions with masses beldy. We thank Lubos Motl for bringing this issue to our attention.
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can run in the loopMyw < My). Taking this into account, as well as threshold effects, the value of t
electron charge at the scaléy is found to be [37]

e(Mg)? ~ —— . (380)

This growing of the effective fine structure constant with energy canngerstood heuristically
by remembering that the effect of the polarization of the vacuum shown iditdtggam of Eq. (364)
amounts to the creation of a plethora of electron-positron pairs arounddduiolo of the charge. These
virtual pairs behave as dipoles that, as in a dielectric medium, tend to screehahje and decreasing
its value at long distances (i.e. lower energies).

The variation of the coupling constant with energy is usually encoded intgoefield theory in
thebeta functiordefined by

dg
= -2, 1
Blg) =n o (381)
In the case of QED the beta function can be computed from Eq. (377) witleshiét
63
B(e)qep = (382)

1272°

The fact that the coefficient of the leading term in the beta-function is pesitj = 6% > 0 gives

us the overall behavior of the coupling as we change the scale. Eq) {&&ths that, if we start at an
energy where the electric coupling is small enough for our perturbagaétent to be valid, the effective
charge grows with the energy scale. This growing of the effectivelomponstant with energy means
that QED is infrared safe, since the perturbative approximation givesrlaad better results as we go to
lower energies. Actually, because the electron is the lighter electricallgetigrarticle and has a finite
nonvanishing mass the running of the fine structure constant stops atalleers in the well-known
value%. Would other charged fermions with masses betowbe present in Nature, the effective value
of the fine structure constant in the interaction between these particles wouigrther to lower values

at energies below the electron mass.

On the other hand if we increase the energy se@l¢® grows until at some scale the coupling is of
order one and the perturbative approximation breaks down. In QED tkhieign as the problem of the
Landau pole but in fact it does not pose any serious threat to the relialfiED perturbation theory:
a simple calculation shows that the energy scale at which the theory wowdchbestrongly coupled is
Afandan =~ 10277 GeV. However, we know that QED does not live that long! At much loveales we
expect electromagnetism to be unified with other interactions, and even if thig the case we will
enter the uncharted territory of quantum gravity at energies of the ofdér® GeV.

So much for QED. The next question that one may ask at this stage is witeghppssible to
find quantum field theories with a behavior opposite to that of QED, i.e. sathhy become weakly
coupled at high energies. This is not a purely academic question. In th#9a0s a series of deep-
inelastic scattering experiments carried out at SLAC showed that theggbahave essentially as free
particles inside hadrons. The apparent problem was that no theorkneas at that time that would
become free at very short distances: the example set by QED seenvitoletl by all the theories that
were studied. This posed a very serious problem for quantum fieldythe@ way to describe subnuclear
physics, since it seemed that its predictive power was restricted to elpatnmits but failed miserably
when applied to describe strong interactions.

Nevertheless, this critical time for quantum field theory turned out to be itstfirmur. In 1973
David Gross and Frank Wilczek [38] and David Politzer [39] showednbagbelian gauge theories can
actually display the required behavior. For the QCD Lagrangian in Ed.) (8@ beta function is given
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B©)

91 92 93

Fig. 14: Beta function for a hypothetical theory with three fixed gsig;, g5 andg;. A perturbative analysis
would capture only the regions shown in the boxes.

by19
8g) = -2y [, - 2N (383)
D= "q6n2 | 37¢ 37|
In particular, for real QCD ¢ = 3, Ny = 6) we have thap3(g) = —1769;2 < 0. This means that

for a theory that is weakly coupled at an energy sgal¢he coupling constant decreases as the ener
increaseg: — oo. This explain the apparent freedom of quarks inside the hadronsn thleequarks
are very close together their effective color charge tend to zero. Tigisgmenon is calledsymptotic
freedom

Asymptotic free theories display a behavior that is opposite to that foungeab®ED. At high
energies their coupling constant approaches zero whereas at layiesnthey become strongly coupled
(infrared slavery). This features are at the heart of the succ&€3€Dfas a theory of strong interactions,
since this is exactly the type of behavior found in quarks: they are queesphrticles inside the hadrons
but the interaction potential potential between them increases at largecdistan

Although asymptotic free theories can be handled in the ultraviolet, they bezxineenely com-
plicated in the infrared. In the case of QCD it is still to be understood (at &edytically) how the
theory confines color charges and generates the spectrum of badsomell as the breaking of the chiral
symmetry (345).

In general, the ultraviolet and infrared properties of a theory are altedrby the fixed points of
the beta function, i.e. those values of the coupling congtémt which it vanishes

Bg*) = 0. (384)

Using perturbation theory we have seen that for both QED and QCD ogsechf fixed points occurs
at zero couplingg® = 0. However, our analysis also showed that the two theories presenaligdic
different behavior at high and low energies. From the point of view efttéta function, the difference
lies in the energy regime at which the coupling constant approaches itsloréloa. This is in fact
governed by the sign of the beta function around the critical coupling.

The expression of the beta function of QCD was also known to 't Ho®f [Zhere are even earlier computations in the
russian literature [41].
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We have seen above that when the beta function is negative close to th@dixe (the case of
QCD) the coupling tends to its critical valugt = 0, as the energy is increased. This means that tt
critical point isultraviolet stablei.e. it is an attractor as we evolve towards higher energies. If, ont
contrary, the beta function is positive (as it happens in QED) the coupdimstant approaches the critical
value as the energy decreases. This is the caseiofraned stablefixed point.

This analysis that we have motivated with the examples of QED and QCD is compgleteral
and can be carried out for any quantum field theory. In Fig. 14 we tegpresented the beta function for
a hypothetical theory with three fixed points located at couplyjgg; andg;. The arrows in the line
below the plot represent the evolution of the coupling constant as thgyeinereases. From the analysis
presented above we see that= 0 andg; are ultraviolet stable fixed points, while the fixed pajiitis
infrared stable.

In order to understand the high and low energy behavior of a quantldifesory it is then crucial
to know the structure of the beta functions associated with its couplings. @hibe& a very difficult
task, since perturbation theory only allows the study of the theory araunil” fixed points, i.e. those
that occur at zero coupling like the casegfin Fig. 14. On the other hand, any “nontrivial” fixed
point occurring in a theory (like> andg;) cannot be captured in perturbation theory and requires a fi
nonperturbative analysis.

The moral to be learned from our discussion above is that dealing with tleiolat divergences
in a quantum field theory has the consequence, among others, of intrgducenergy dependence in
the measured value of the coupling constants of the theory (for exampléettigcecharge in QED).
This happens even in the case of renormalizable theories without mass Trese theories are scale
invariant at the classical level because the action does not containraapsionful parameter. In this
case the running of the coupling constants can be seen as resulting dneemtaim breaking of classical
scale invariance: different energy scales in the theory are distingliishdifferent values of the coupling
constants. Remembering what we learned in Section 7, we conclude tlstalasale invariance is an
anomalous symmetry. One heuristic way to see how the conformal anomaly ebmetsis to notice
that the regularization of an otherwise scale invariant field theory regjthieeintroduction of an energy
scale (e.g. a cutoff). This breaking of scale invariance cannot bareelsafter renormalization.

Nevertheless, scale invariance is not lost forever in the quantum théoiy recovered at the
fixed points of the beta function where, by definition, the coupling doesurot To understand how
this happens we go back to a scale invariant classical field theory wreddesfic) transform under
coordinate rescalings as

at — Azt d(x) — AP\ 1), (385)

whereA is called the canonical scaling dimension of the field. An example of such gytissomassless
¢* theory in four dimensions

1
£:§@¢W¢—%&, (386)
where the scalar field has canonical scaling dimendica 1. The Lagrangian density transforms as

L— \"L[g] (387)

and the classical action remains invarfint
If scale invariance is preserved under quantization, the Green’dusdransform as

QT @1) ... ¢ (@a)]|2) = N NATBA 1) .. SN ,)][Y). (388)

2In a D-dimensional theory the canonical scaling dimensions of the fields ceinith its engineering dimensiom\ =
% for bosonic fields and\ = % for fermionic ones. For a Lagrangian with no dimensionful paramefessical scale
invariance follows then from dimensional analysis.
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Fig. 15: Systems of spins in a two-dimensional square lattice.

This is precisely what happens in a free theory. In an interacting theeryutiming of the coupling
constant destroys classical scale invariance at the quantum levelitdoefsthis, at the fixed points of
the beta function the Green'’s functions transform again according 8) {@&ereA is replaced by

Aanom = A+ 7", (389)

The canonical scaling dimension of the fields are corrected'bwhich is called the anomalous dimen-
sion. They carry the dynamical information about the high-energy hehaithe theory.

8.3 The renormalization group

In spite of its successes, the renormalization procedure presentesl@ole seen as some kind of pre:
scription or recipe to get rid of the divergences in an ordered way.di$i®mfort about renormalization
was expressed in occasions by comparing it with “sweeping the infinitiess timelrug”. However thanks
to Ken Wilson to a large extent [42] the process of renormalization is nowrstabd in a very profound
way as a procedure to incorporate the effects of physics at highiesdrg modifying the value of the
parameters that appear in the Lagrangian.

Statistical mechanics Wilson's ideas are both simple and profound and consist in thinking abc
quantum field theory as the analog of a thermodynamical description of disthtystem. To be more
precise, let us consider an Ising spin system in a two-dimensional skgiiéce as the one depicted in
Fig 15. In terms of the spin variables = i%, wherei labels the lattice site, the Hamiltonian of the
system is given by

H=-7]) sis, (390)
(i)

where(i, j) indicates that the sum extends over nearest neighborg artthe coupling constant between
neighboring spins (here we consider that there is no external magnkt)c Tibe starting point to study
the statistical mechanics of this system is the partition function defined as

z e PH (391)
{s:}

where the sum is over all possible configurations of the spinsGaad % is the inverse temperature.

For J > 0 the Ising model presents spontaneous magnetization below a critical ternp&iatin any

dimension higher than one. Away from this temperature correlations bespéefhdecay exponentially
at large distances

_ Izl

(sisj) ~e &, (392)
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Fig. 16: Decimation of the spin lattice. Each block in the upper ¢atiis replaced by an effective spin computec
according to the rule (394). Notice also that the size of #itiick spacing is doubled in the process.

with |z;;| the distance between the spins located inittteand;-th sites of the lattice. This expression
serves as a definition of the correlation lengtivhich sets the characteristic length scale at which spir
can influence each other by their interaction through their nearest regghb

Suppose now that we are interested in a macroscopic description of thisyspém. We can
capture the relevant physics by integrating out somehow the physicsrasshles. A way in which this
can be done was proposed by Leo Kadanoff [43] and consists inmtividir spin system in spin-blocks
like the ones showed in Fig 16. Now we can construct another spin systene wach spin-block of the
original lattice is replaced by an effective spin calculated according to sale&om the spins contained
in each blockB,

{si:ie B} — s, . (393)
For example we can define the effective spin associated with the Blpdlky taking the majority rule
with an additional prescription in case of a draw

sa(l) = %sgn (Z si> , (394)

1€ B,

where we have used the sign functieign(z) = a with the additional definitiosgn(0) = 1. This

procedure is called decimation and leads to a new spin system with a doublexidptite.

The idea now is to rewrite the partition function (391) only in terms of the neec#ffe spins

sa(l). Then we start by splitting the sum over spin configurations into two nested, sane over the spin
blocks and a second one over the spins within each block

Z = Ze_ﬁH[si] = Z Z 0 [sa(l) — sign (Z sz>] e PHIs, (395)
{s}

(7D} {5€Ba} i€Ba
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The interesting point now is that the sum over spins inside each block cartten as the exponential
of a new effective Hamiltonian depending only on the effective sgiH$) [sa(l)]

Z 0 [Sa(l) — sign <Z 3@)] e_ﬂH[Si] — e—ﬂH(l)[sél)]‘ (396)

{SEBa} 1€Bq

The new Hamiltonian is of course more complicated

HO = — g0 500 ¢ (397)
(i.3)

where the dots stand for other interaction terms between the effectivedgotk This new terms appear

because in the process of integrating out short distance physics weeiimdaractions between the new
effective degrees of freedom. For example the interaction betweenithblepk variabIeSSEI) will in
general not be restricted to nearest neighbors in the new lattice. Thetanppoint is that we have
managed to rewrite the partition function solely in terms of this new (renormalsged)variables ()

interacting through a new Hamiltonidi(*)

2= 3 BV, (398)
(s}

Let us now think about the space of all possible Hamiltonians for our statisyiseem including
all kinds of possible couplings between the individual spins compatible withytmenetries of the sys-
tem. If denote byR the decimation operation, our previous analysis showsRhdefines a map in this
space of Hamiltonians

R:H— HW. (399)

At the same time the operatioR replaces a lattice with spacirgby another one with double spacing
2a. As a consequence the correlation length in the new lattice measured in uthigslattice spacing is
divided by two,R : £ — §.

Now we can iterate the operatida an indefinite number of times. Eventually we might reach
HamiltonianH, that is not further modified by the operatiéh

2 ANy (OREENY 5 (O NN - (400)
The fixed point HamiltoniarH, is scale invariantbecause it does not changefass performed. Notice
that because of this invariance the correlation length of the system atedepfint do not change under
R. This fact is compatible with the transformatién— % only if £ = 0 or¢ = oo. Here we will focus
in the case of nontrivial fixed points with infinite correlation length.

The space of Hamiltonians can be parametrized by specifying the valuescedubling constants
associated with all possible interaction terms between individual spins ofttiee lalf we denote by
O.[s;] these (possibly infinite) interaction terms, the most general Hamiltonian fopthegstem under
study can be written as

H[Sl] = i /\aOa [Si], (401)
a=1

where), € R are the coupling constants for the corresponding operators. Thes@nts can be thought
of as coordinates in the space of all Hamiltonians. Therefore the opefatit@iines a transformation in
the set of coupling constants

R A — AW, (402)
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For example, in our case we started with a Hamiltonian in which only one of thglinguconstants
is different from zero (say\; = —.J). As a result of the decimatioh; = —J — —J1) while some
of the originally vanishing coupling constants will take a nonzero value. cDfse, for the fixed point
Hamiltonian the coupling constants do not change under the scale transtor®Ra

Physically the transformatioR integrates out short distance physics. The consequence for phy:
at long distances is that we have to replace our Hamiltonian by a new one vétredifvalues for the
coupling constants. That is, our ignorance of the details of the physitg gao at short distances result
in arenormalizationof the coupling constants of the Hamiltonian that describes the long range&ephy
processes. It is important to stress that althogls sometimes called a renormalization group trans
formation in fact this is a misnomer. Transformations between Hamiltonians ddfin® do not form
a group: since these transformations proceed by integrating out dexfrleedom at short scales they
cannot be inverted.

In statistical mechanics fixed points under renormalization group transfiomavith { = oo
are associated with phase transitions. From our previous discussioanveonclude that the space
of Hamiltonians is divided in regions corresponding to the basins of attraofidhe different fixed
points. We can ask ourselves now about the stability of those fixed pounppoSe we have a statistical
system described by a fixed-point Hamiltoni&lp and we perturb it by changing the coupling constar
associated with an interaction tekth This is equivalent to replacH, by the perturbed Hamiltonian

H=H,+6)\0O, (403)

whered\ is the perturbation of the coupling constant corresponding {(@ve can also consider pertur-
bations in more than one coupling constant). At the same time thinking of tha&s coordinates in the
space of all Hamiltonians this corresponds to moving slightly away from thiégrosf the fixed point.

The question to decide now is in which direction the renormalization group flidvtake the
perturbed system. Working at first orderdih there are three possibilities:

— The renormalization group flow takes the system back to the fixed point.islicdke the corre-
sponding interactio® is calledirrelevant

— R takes the system away from the fixed point. If this is what happens thedtiteras called
relevant

— It is possible that the perturbation actually does not take the system ewayltfe fixed point at
first order ind \. In this case the interaction is said torbarginaland it is necessary to go to higher
orders ind A in order to decide whether the system moves to or away the fixed point, dhevhe
we have a family of fixed points.

Therefore we can picture the action of the renormalization group tranafam as a flow in the
space of coupling constants. In Fig. 17 we have depicted an examplelofdiow in the case of a
system with two coupling constants and A,. In this example we find two fixed points, one at the
origin O and another af’ for a finite value of the couplings. The arrows indicate the direction in whic
the renormalization group flow acts. The free theor\at= A2 = 0 is a stable fix point since any
perturbationd A1, A2 > 0 makes the theory flow back to the free theory at long distances. On !
other hand, the fixed poirff' is stable with respect to certain type of perturbations (along the line wi
incoming arrows) whereas for any other perturbations the system flithnes & the free theory at the
origin or to a theory with infinite values for the couplings.

Quantum field theory. Let us see now how these ideas of the renormalization group apply
Field Theory. Let us begin with a quantum field theory defined by the lragza

£[¢a] = EO [(Z)a] + Z gioi [(Z)aL (404)
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Fig. 17: Example of a renormalization group flow.

whereLy[¢,] is the kinetic part of the Lagrangian apgare the coupling constants associated with th
operatorg);[¢,]. In order to make sense of the quantum theory we introduce a cutoff in ntathem
principle we include all operato8; compatible with the symmetries of the theory.

In section 8.2 we saw how in the cases of QED and QCD, the value of théirmpwonstant
changed with the scale from its value at the scal&Ve can understand now this behavior along the line
of the analysis presented above for the Ising model. If we would like to ctetpa effective dynamics
of the theory at an energy scale< A we only have to integrate out all physical models with energie
between the cutofA and the scale of interegt This is analogous to what we did in the Ising model by
replacing the original spins by the block spins. In the case of field theergfthctive actiort|¢,, ] at
scaleu can be written in the language of functional integration as

(iS00 / [[ D 594, (405)
u<p<A ™,

HereS[¢,, A] is the action at the cutoff scale

S¢a, Al = /d4fL‘ {Eo[%] + Zgi(A)Oi[¢a]} (406)

and the functional integral in Eq. (405) is carried out only over the fieldenagith momenta in the
rangepu < p < A. The action resulting from integrating out the physics at the intermediatessce
betweenA and . depends not on the original field variakbg but on some renormalized fielt],. At
the same time the couplings(w) differ from their values at the cutoff scalg(A). This is analogous to
what we learned in the Ising model: by integrating out short distance ghy&ended up with a new
Hamiltonian depending on renormalized effective spin variables and witrmeadized values for the
coupling constants. Therefore the resulting effective action at goeda be written as

Sl ] = / d'a {Eo[%] + Zgi(ﬂ)oi[¢;]}- (407)

This Wilsonian interpretation of renormalization sheds light to what in sectiom@yht have looked

just a smart way to get rid of the infinities. The running of the coupling constiéh the energy scale
can be understood now as a way of incorporating into an effective aatiscaleu the effects of field

excitations at higher energiés > .
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As in statistical mechanics there are also quantum field theories that ar@dixed of the renor-
malization group flow, i.e. whose coupling constants do not change with e $&/e have encountered
them already in Section 8.2 when studying the properties of the beta funttienmost trivial example
of such theories are massless free quantum field theories, but thete@examples of four-dimensional
interacting quantum field theories which are scale invariant. Again we éahasjuestion of what hap-
pens when a scale invariant theory is perturbed with some operatonénag¢he perturbed theory is not
scale invariant anymore but we may wonder whether the perturbed thewsyat low energies towards
or away the theory at the fixed point.

In quantum field theory this can be decided by looking at the canonical diored[O] of the
operatorO|¢,] used to perturb the theory at the fixed point. In four dimensions the thesihildgies are
defined by:

— d[O] > 4: irrelevant perturbation. The running of the coupling constants takethéuey back to
the fixed point.

— d[O] < 4: relevant perturbation. At low energies the theory flows away from thaéesnvariant
theory.

— d[O] = 4: marginal deformation. The direction of the flow cannot be decided ondjimmensional
grounds.

As an example, let us consider first a massless fermion theory pertuyksetbhr-fermion inter-

action term
— 1 —
L =iy — W(Wﬁﬁ (408)

This is indeed a perturbation by an irrelevant operator, since in fourrdiioes|y)] = % Interactions
generated by the extra term are suppressed at low energies sincéytpieia effects are weighted by

. . 2 . .
the dimensionless factcf-, where E is the energy scale of the process. This means that as we
to capture the relevant physics at lower and lower energies the effdw perturbation is weaker and
weaker rendering in the infrared limi — 0 again a free theory. Hence, the irrelevant perturbation i
(408) makes the theory flow back to the fixed point.

On the other hand relevant operators dominate the physics at low energieds the case, for
example, of a mass term. As we lower the energy the mass becomes more imgnatante the energy
goes below the mass of the field its dynamics is completely dominated by the mass tasnis, Tor
example, how Fermi’'s theory of weak interactions emerges from the sthnuadel at energies below
the mass of thé&/’* boson

At energies belowM; = 80.4 GeV the dynamics of th&+ boson is dominated by its mass term anc
therefore becomes nonpropagating, giving rise to the effectiveféwarion Fermi theory.

To summarize our discussion so far, we found that while relevant opsidaminate the dynamics
in the infrared, taking the theory away from the fixed point, irrelevantpleations become suppressec
in the same limit. Finally we consider the effect of marginal operators. As ampbe we take the
interaction term in massless QED, = yy*1) A,,. Taking into account that id = 4 the dimension of
the electromagnetic potential id,] = 1 the operato© is a marginal perturbation. In order to decide
whether the fixed point theory

Lo =~ Fu ™ 4 i (409)
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is restored at low energies or not we need to study the perturbed theorgrendetail. This we have
done in section 8.1 where we learned that the effective coupling in QERases at low energies. Then
we conclude that the perturbed theory flows towards the fixed point in tfzzed.

As an example of a marginal operator with the opposite behavior we can weiteairangian for
a SU(V.) gauge theoryl = —;F, F*/, as

1 a a av vV AQ aoc Aa cv
L= — (0uA) - 0,A7) (9MA™Y — OV A™) — Ag f*C A A A
+ gifebefedeab AC AMr AT = Lo + O, (410)

i.e. a marginal perturbation of the free theory described pywhich is obviously a fixed point under
renormalization group transformations. Unlike the case of QED we knowhbdtll theory is asymp-
totically free, so the coupling constant grows at low energies. This impli¢shthaperato©, becomes
more and more important in the infrared and therefore the theory flows thwdixed point in this limit.

It is very important to notice here that in the Wilsonian view the cutoff is noessarily regarded
as just some artifact to remove infinities but actually has a physical originexémple in the case of
Fermi’s theory of3-decay there is a natural cutaff= My, at which the theory has to be replaced by the
standard model. In the case of the standard model itself the cutoff candseaaRlanck scal& ~ 10
GeV or the Grand Unification scale ~ 10'® GeV, where new degrees of freedom are expected
become relevant. The cutoff serves the purpose of cloaking the rdmypegies at which new physics
has to be taken into account.

Provided that in the Wilsonian approach the quantum theory is alwaysedefiith a physical
cutoff, there is no fundamental difference between renormalizable @ameémormalizable theories. Ac-
tually, a renormalizable field theory, like the standard model, can genenatenwsmalizable operators
at low energies such as the effective four-fermion interaction of Fetim¥sry. They are not sources
of any trouble if we are interested in the physics at scales much below thi§ dtitex A, since their
contribution to the amplitudes will be suppressed by poweI%.of

9 Special topics
9.1 Creation of particles by classical fields

Particle creation by a classical source.Iln a free quantum field theory the total number of particle
contained in a given state of the field is a conserved quantity. For example gase of the quantum
scalar field studied in section 3 we have that the number operator commutesenithrtiltonian

i= [ OE L at@a®, ) =0 (411)

n= —Q a(k), ,nl=0.
(27‘()3 ka

This means that any states with a well-defined number of particle excitationsragkgve this number

at all times. The situation, however, changes as soon as interactiongradeiaed, since in this case

particles can be created and/or destroyed as a result of the dynamics.

Another case in which the number of particles might change is if the quantwrytisecoupled
to a classical source. The archetypical example of such a situation is tkenger effect, in which a
classical strong electric field produces the creation of electron-pogi#tionout of the vacuum. However,
before plunging into this more involved situation we can illustrate the relevaysigginvolved in the
creation of particles by classical sources with the help of the simplest exaaijpée scalar field theory
coupled to a classical external soutber). The action for such a theory can be written as

2

5= [ dte | gou0@ono) - ot + S)ota)]. (412)
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whereJ(z) is a real function of the coordinates. Its identification with a classical sagrebvious once
we calculate the equations of motion

(V2 +m?) ¢(z) = J(z). (413)

Our plan is to quantize this theory but, unlike the case analyzed in sectiomw3hegresence of the
source/(x) makes the situation a bit more involved. The general solution to the equatioretioh can
be written in terms of the retarded Green function for the Klein-Gordonteguas

o(x) = dola) + i / 04! Gr(z — ') T (), (414)

wheregy () is a general solution to the homogeneous equation and
d*k i ”
t g — —lKk-T
Gr(t,2) / (2m)4 k2 — m? + iesign(k0)

k1 e
= 10(t —twpt+k-T _ iwgt—ip T 415
g )/ (27)3 2wy, (e € ) ’ (415)

with () the Heaviside step function. The integration contour to evaluate the integmai®surrounds
the poles ap® = 4wy, from above. Sincé& (¢, ¥) = 0 for t < 0, the functiongy(z) corresponds to the
solution of the field equation at— —oo, before the interaction with the external soufce

To make the argument simpler we assume that) is switched on at = 0, and only last for a
time 7, that is

J(t, %) =0 ift<Oort>r. (416)

We are interested in a solution of (413) for times after the external soascbden switched off, > 7.
In this case the expression (415) can be written in terms of the Fourier ni¢dek) of the source as

3k 1 [~ -

7) = A P —iwpttikd _ Tl LYk piwgt—ikZ
00.7) = dnla) + 1 [ G [T e T Fyeetst=R] - a1y

On the other hand, the general solutipg(z) has been already computed in Eq. (77). Combining th
result with Eq. (417) we find the following expression for the late time gersadation to the Klein-
Gordon equation in the presence of the source

otta) = [ ot {[ath T )] e

2n)? Vo NG
O\ i 7 7\ * iwkt—il_{f
+ [oz (k) mJ(wk,k‘) } e } (418)

We should not forget that this is a solution valid for tintes 7, i.e. once the external source has bee
disconnected. On the other hand, for. 0 we find from Egs. (414) and (415) that the general solutio
is given by Eq. (77).

Now we can proceed to quantize the theory. The conjugate momentuim= 0y¢(x) can be
computed from Egs. (77) and (418). Imposing the canonical equal timencation relations (74) we
find thata(k), of (k) satisfy the creation-annihilation algebra (51). From our previous caicnlave
find that fort > 7 the expansion of the operate(x) in terms of the creation-annihilation operators
a(k), af (k) can be obtained from the one fok 0 by the replacement

~ -

a(k) — B(k) = a(k)+ J(wr, k),

)
vV 2wi
ZlWwe could have taken instead the advanced propagatdt:) in which casepo () would correspond to the solution to the
equation at large times, after the interaction witx).
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af(k) — Bi(E) =l (k) -

mJ(wk, k). (419)

Actually, sinceJ (wy, k) is a c-number, the operata#gk), 57 (k) satisfy the same algebraaék), of (k)
and therefore can be interpreted as well as a set of creation-annihibgtgmators. This means that we
can define two vacuum staté8, ), |0,.) associated with both sets of operators

a(k)0_) =0

-

v k. (420)
B(k)[04) =0
For an observer at < 0, a(k) and (k) are the natural set of creation-annihilation operator
in terms of which to expand the field operatifr). After the usual zero-point energy subtraction the
Hamiltonian is given by

)= % / maf(é)a(E) (421)

and the ground state of the spectrum for this observer is the vagfuumAt the same time, a second
observer at > 7 will also see a free scalar quantum field (the source has been switdtad ef 7) and
consequently will expand in terms of the second set of creation-annihilation operaﬂ(ﬁs}, BT(E). In
terms of this operators the Hamiltonian is written as

~ 3 — -
mn =3[ (jﬂ’; BH(R)B(E). (422)

Then for this late-time observer the ground state of the Hamiltonian is the seaondm staté0. ).

In our analysis we have been working in the Heisenberg picture, wtaes sare time-independent
and the time dependence comes in the operators. Therefore the statethebtigeare globally defined.
Suppose now that the system is in the “in” ground sfate. An observer at < 0 will find that there
are no particles

a)o_) =o. (423)

However the late-time observer will find that the sti@ite) contains an average number of particles give
by

2

(0_|a)|0_) = / &k 1 ‘j(wk,/;) (424)

(27)3 2wy,

Moreover,|0_) is no longer the ground state for the “out” observer. On the contrarystate have a
vacuum expectation value faf(+)

2

0180 =3 [ O | (425)

2 ) (2m)3

The key to understand what is going on here lies in the fact that the ektenmae breaks the
invariance of the theory under space-time translations. In the particsamehave studied here where
J(x) has support over a finite time intervdl< ¢ < , this implies that the vacuum is not invariant
under time translations, so observers at different times will make diffefeites of vacuum that will
not necessarily agree with each other. This is clear in our example. Amassnt < 7 will choose the
vacuum to be the lowest energy state of her Hamiltorjian). On the other hand, the second observe
at late timest > 7 will naturally choos€0.) as the vacuum. However, for this second observer, tf
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E

A

Fig. 18: Pair creation by a electric field in the Dirac sea picture.

state|0_) is not the vacuum of his Hamiltonian, but actually an excited state that is apmgi@wn of
states with well-defined number of particles. In this sense it can be said ¢hattiérnal source has the
effect of creating particles out of the “in” vacuum. Besides, this brepkirtime translation invariance
produces a violation in the energy conservation as we see from Eg). @28icles are actually created
from the energy pumped into the system by the external source.

The Schwinger effect.A classical example of creation of particles by a external field was point
out by Schwinger [44] and consists of the creation of electron-pogitais by a strong electric field. In
order to illustrate this effect we are going to follow a heuristic argumentdasdhe Dirac sea picture
and the WKB approximation.

In the absence of an electric field the vacuum state of a%:;ﬁield is constructed by filling all the

negative energy states as depicted in Fig. 2. Let us now connectiacpelectric fieldf = £, in the
range0 < x < L created by a electrostatic potential

0 <0
V(r) = &z O<x<L (426)
—E&L Tz >L

After the field has been switched on, the Dirac sea looks like in Fig. 18. riicpkar we find that if
e€L > 2m there are negative energy states at L with the same energy as the positive energy statt
in the regionz < 0. Therefore it is possible for an electron filling a negative energy stateemiingy
close to—2m to tunnel through the forbidden region into a positive energy state. Thepiatation of
such a process is the production of an electron-positron pair out ofdtigie field.

We can compute the rate at which such pairs are produced by using the afptBximation.
Focusing for simplicity on an electron on top of the Fermi surface near L with energyEy, the
transmission coefficient in this approximation is givegby

L (Bo+y/m7 57
exp | — /
L (Bo—/m?+57)

ZNotice that the electron satisfy the relativistic dispersion relafios /52 + m? + V and therefore-p2 = m? — (E —
V)? + p2. The integration limits are set by those values: @t whichp, = 0.

TwkB = ) dx \/m2 — [Eo — e&(x — xo))* + D7
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= ep |- (5 +m?) |, (427)

wherep?. = pz + p?. This gives the transition probability per unit time and per unit cross sedtidn
for an electron in the Dirac sea with transverse momerjigand energy,. To get the total probability
per unit time and per unit volume we have to integrate over all possible valygsand Ey. Actually,

in the case of the energy, because of the relation betégeand the coordinate at which the particle
penetrates into the barrier we can er@ﬁﬂ = %dm and the total probability per unit time and per unit
volume for the creation of a pair is given by

88 dsz _L =2 262 7rm2
w=2(% & (PAm?) : 428
<27T> / (27T) o rre (428)

where the factor o accounts for the two polarizations of the electron.

Then production of electron-positron pairs is exponentially suppremsedt is only sizeable for
strong electric fields. To estimate its order of magnitude it is useful to restengatlvers of: and# in
(428)

6252 7\'771263
W — m he& (429)
The exponential suppression of the pair production disappears whetetttric field reaches the critical
valueé&,,;; at which the exponent is of order one

m203

gcrit - he

This is indeed a very strong field which is extremely difficult to produce. A sim@ffect, however,

takes place also in a time-varying electric field [45] and there is the hopedirginpduction could be
observed in the presence of the alternating electric field produced bgra las

The heuristic derivation that we followed here can be made more precidelin There the decay
of the vacuum into electron-positron pairs can be computed from the imagoaai\pf the effective
actionI'[A,,] in the presence of a classical gauge potentjal

mowom)Qw

1
= log det [1—2644(2 -

This determinant can be computed using the standard heat kernel teehniGiue probability of pair
production is proportional to the imaginary partidfA,,| and gives

~1.3x10%Vem (430)

iT[A,)

(431)

282 SN 1 xm?2
W= ——— E —e MeE . (432)
3 2
47 nzln

Our simple argument based on tunneling in the Dirac sea gave only the leadingft8chwinger’s result
(432). The remaining terms can be also captured in the WKB approximatiorkiog tato account the
probability of production of several pairs, i.e. the tunneling of more thanebectron through the barrier.

Here we have illustrated the creation of particles by semiclassical sourgaantum field theory
using simple examples. Nevertheless, what we learned has important dppsida the study of quan-
tum fields in curved backgrounds. In quantum field theory in Minkowpkice-time the vacuum state
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is invariant under the Poincaré group and this, together with the covar@rnhe theory under Lorentz
transformations, implies that all inertial observers agree on the numbartaflps contained in a quan-
tum state. The breaking of such invariance, as happened in the camgtihg to a time-varying source
analyzed above, implies that it is not possible anymore to define a state wbidd ae recognized as
the vacuum by all observers.

This is precisely the situation when fields are quantized on curved backdgo In particular, if
the background is time-dependent (as it happens in a cosmological sébup aollapsing star) different
observers will identify different vacuum states. As a consequeneat¢ovie observer call the vacuum will
be full of particles for a different observer. This is precisely whatkibd the phenomenon of Hawking
radiation [46]. The emission of particles by a physical black hole formeu fyravitational collapse of
a star is the consequence of the fact that the vacuum state in the asympgbtioqtain particles for an
observer in the asymptotic future. As a consequence, a detector loeat@ddy from the black hole
detects a stream of thermal radiation with temperature

he?
THaWking = m

whereM is the mass of the black holé&!y is Newton’s constant ankl is Boltzmann’s constant. There
are several ways in which this results can be obtained. A more heuristicsyp@yhaps to think of this
particle creation as resulting from quantum tunneling of particles acrogzotkatial barrier posed by
gravity [47].

(433)

9.2 Supersymmetry

One of the things that we have learned in our journey around the larele¢aguantum field theory
is that our knowledge of the fundamental interactions in Nature is basedadeh of symmetry, and
in particular gauge symmetry. The Lagrangian of the standard model camitben just including all
possible renormalizable terms (i.e. with canonical dimension smaller o equattmatible with the
gauge symmetry SU()SU(2)x U(1) and Poincaré invariance. All attempts to go beyond start with tt
question of how to extend the symmetries of the standard model.

As explained in Section 5.1, in a quantum field theoretical description of thaatien of elemen-
tary particles the basic observable quantity to compute is the scatter$irgnatrix giving the probability
amplitude for the scattering of a number of incoming particles with a certain momentoisome final
products

A(in — out) = (7', ...;outpy, . ..;in). (434)

An explicit symmetry of the theory has to be necessarily a symmetry of#matrix. Hence it is fair to
ask what is the largest symmetry of thematrix.

Let us ask this question in the simple case of the scattering of two particles withnlomenteg,
andp, in the¢-channel

b2 p'2

P1 4
%1
We will make the usual assumptions regarding positivity of the energy aalytanity. Invariance of the
theory under the Poincaré group implies that the amplitude can only depethé snattering anglé
through

t=(p] — p1)2 =2 (m% -1 p’l) =2 (m% — E1Ef + |p1]|p1’] cos 19) ) (435)
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If there would be any extra bosonic symmetry of the theory it would restricsdattering angle to a set
of discrete values. In this case tBematrix cannot be analytic since it would vanish everywhere exce
for the discrete values selected by the extra symmetry.

Actually, the only way to extend the symmetry of the theory without renouncitigetanalyticity
of the scattering amplitudes is to introduce “fermionic” symmetries, i.e. symmetriesendenerators
are anticommuting objects [48]. This means that in addition to the generators Bbthcaré groud
PH, M* and the ones for the internal gauge symmettewe can introduce a number of fermionic gen-
eratorsQl, Q,; (I = 1,...,N), whereQ, ; = (QI). The most general algebra that these generatc
satisfy is the\ -extended supersymmetry algebra [49]

{Qia@iﬂ} = QUZBP;L(SIL

{QL, QY = 2ewZ", (436)
— —J —1J
{Qu, Qi } = 2,427, (437)
where 2!/ ¢ C commute with any other generator and satisfidd = — 27/, Besides we have the
commutators that determine the Poincaré transformations of the fermioniat@Ese}., Q,
Qi P = [Qar, P" =0,
4 1 14
QLA™ = (o), Q. (439)
_ 1
[Qur, M = _§(Uuy)ab Qi
whereo” = —io?, 0% = k% anda = (o**)f. These identities simply mean th&{, Q, ;

transform respectively in th(e}, 0) and(0, %) representations of the Lorentz group.

We know that the presence of a global symmetry in a theory implies that thé&wspecan be
classified in multiplets with respect to that symmetry. In the case of supersymstatryvith the case
caseN = 1 in which there is a single pair of supercharggs Q,, satisfying the algebra

{Qa,@g} = ZUZBPuv {Qa’ Qb} = {@[p@(}} =0. (439)

Notice that in the\ = 1 case there is no possibility of having central charges.

We study now the representations of the supersymmetry algebra (438hgsteth the massless
case. Given a staté) satisfyingk? = 0, we can always find a reference frame where the four-véétor
takes the formk* = (F, 0,0, E). Since the theory is Lorentz covariant we can obtain the representat
of the supersymmetry algebra in this frame where the expressions are siinpgbarticular, the right-
hand side of the first anticommutator in Eq. (439) is given by

0 O
LD _orp0 _ 3p3y _
20@1.2]3”—2(]3 o°P?) = ( 0 4E>' (440)

Therefore the algebra of supercharges in the massless case reduces

{leQI} = {QlaQ;}:Oa
{Q2,Q1} = 4E. (441)

The commutatof Q1 QI} = 0 implies that the action af); on any state gives a zero-norm state of th
Hilbert space|@:|¥)| = 0. If we want the theory to preserve unitarity we must eliminate these ni

**The generators/"" are related with the ones for boost and rotations introduced in sectiony4/l k= M%, M' =
%s”kM]k. In this section we also use the “dotted spinor” notation, in which spinors in4he) and(0, ;) representations
of the Lorentz group are indicated respectively by undotteé,( . .) and dottedd, b, . . .) indices.
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states from the spectrum. This is equivalent to setfiag= 0. On the other hand, in terms of the seconc
generatoK), we can define the operators

_ L f— 1 o
a= =G dl=--0) (442)

which satisfy the algebra of a pair of fermionic creation-annihilation opesafa,a'} = 1, a®> =
(a")? = 0. Starting with a vacuum staté\) = 0 with helicity A we can build the massless multiplet

IA), A+ 1) =al|N). (443)
Here we consider two important cases:

— Scalar multiplet: we take the vacuum state to have zero helirityso the multiplet consists of a
scalar and a helicity- state

07), |3) =dllot). (444)

However, this multiplet is not invariant under the CPT transformation whigarses the sign of
the helicity of the states. In order to have a CPT-invariant theory we haagddo this multiplet
its CPT-conjugate which can be obtain from a vacuum state with heﬁdfty—%

07), |=3)- (445)

Putting them together we can combine the two zero helicity states with the two ferramesadnto
the degrees of freedom of a complex scalar field and a Weyl (or Mapsguinor.

— Vector multiplet: now we take the vacuum state to have helicity % so the multiplet contains
also a massless state with helicky= 1

| 1), 1) =al| d). (446)

As with the scalar multiplet we add the CPT conjugated obtained from a vadatgmwsth helicity
A=-—1

| - %)7 | - 1>’ (447)
which together with (446) give the propagating states of a gauge field sﬂdé gaugino.

In both cases we see the trademark of supersymmetric theories: the nunbosonic and fermionic
states within a multiplet are the same.

In the case of extended supersymmetry we have to repeat the prevaysisifor each supersym-
metry charge. At the end, we hayé sets of fermionic creation-annihilation operateg , a}} = 51J,
(ar)? = (a})2 = 0. Let us work out the case ¢f = 8 supersymmetry. Since for several reasons we ¢
not want to have states with helicity larger tiamwe start with a vacuum state- 2) of helicity A = —2.
The rest of the states of the supermultiplet are obtained by applying thedéfghtnt creation operators
a} to the vacuum:

A=2: dl...al|-2) <§)zlstate
3 3

A= 3" a}l...al\ -2) (7> = 8 states

Ne1: o 8 _5
=1: ap...a7|—2) 6) = 8 states
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1
A\ = o a}l ...a}s\ -2) <8> = 56 states
A=0: af...af|-2) ( > = 70 states (448)
1
A= —5¢ a}lakab -2) ( > 56 states
Ne 1.  alaf 8
=-1: apa,|—2) 5 = 28 states
/\:_g: al | - 2) (>_83tate$

A=—-2: | —2) 1 state
Putting together the states with opposite helicity we find that the theory contains:
— 1 spin-2 fieldg,,, (a graviton),
8 spin3 gravitino fieldsy!,
28 gauge fieldsﬂg‘”,
56 sping fermionsyl// X1,
70 scalargl//KL]

where by[J...]| we have denoted that the indices are antisymmetrized. We see that, unlike #leshas
multiplets of V' = 1 supersymmetry studied above, this multiplet is CPT invariant by itself. As in tl
case of the masslesé = 1 multiplet, here we also find as many bosonic as fermionic states:

bosons: 1428+ 70+ 28+ 1= 128 states
fermions: 8+ 56+ 56+ 8 =128 states

Now we study briefly the case of massive representationg.? = M?2. Things become simpler
if we work in the rest frame wherB® = M and the spatial components of the momentum vanish. The
the supersymmetry algebra becomes:

{QL.Q; ,} =2M35 ;6" ). (449)
We proceed now in a similar way to the massless case by defining the operators

(450)

I L r al
Qg \/WQCU A, 1 \/7@(1[
The multiplets are found by choosing a vacuum state with a definite spin. Bovpge, forAV = 1 and
taking a spin-0 vacuuri®) we find three states in the multiplet transforming irreducibly with respect
the Lorentz group:

0), aj)0), etbalal|0), (451)

which, once transformed back from the rest frame, correspond tdwsigal states of two spin-0 bosons
and one spiré— fermion. ForN -extended supersymmetry the corresponding multiplets can be worl
out in a similar way.

The equality between bosonic and fermionic degrees of freedom is abdhefr many of the
interesting properties of supersymmetric theories. For example, in sectiercdmputed the divergent
vacuum energy contributions for each real bosonic or fermionic atpay degree of freedom?ts

B — %5(6) / Ppeoy, (452)

%For a boson, this can be read off Eq. (80). In the case of fermioesietbult of Eq. (134) gives the vacuum energy
contribution of the four real propagating degrees of freedom of acBipinor.
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where the signt corresponds respectively to bosons and fermions. Hence, foreasympmetric the-
ory the vacuum energy contribution exactly cancels between bosorferamidns. This boson-fermion
degeneracy is also responsible for supersymmetric quantum field theeimgsless divergent than non-
supersymmetric ones.

Appendix: A crash course in Group Theory

In this Appendix we summarize some basic facts about Group Theoryn@igeoupG a representation
of G is a correspondence between the elements ahd the set of linear operators acting on a vectc
spacel/, such that for each element of the grapp G there is a linear operatdp(g)

D(g):V —V (453)
satisfying the group operations

D(gl)D(QQ) = D(Qly?)a D<gl_1) = D(gl)_lv 91,92 € g. (454)

The representatioP(g) is irreducible if and only if the only operators : V' — V' commuting with all
the elements of the representatibrig) are the ones proportional to the identity

[D(g),A] =0, Vg — A=), XeC (455)

More intuitively, we can say that a representation is irreducible if there igraper subspace C V
(i.e.U # V andU # () such thatD(g)U C U for every elemeny € G.

Here we are specially interested in Lie groups whose elements are labeliedurgber of con-
tinuous parameters. In mathematical terms this means that a Lie group is a maviftidether with
an operationM x M — M that we will call multiplication that satisfies the associativity propert
g1 (92-93) = (91 - 92) - g3 together with the existence of unigg = 19 = g,for everyg € M and
inversegg~—! = g7 'g = 1.

The simplest example of a Lie group is SO(2), the group of rotations in the plach element
R(6) is labelled by the rotation anglg with the multiplication acting ag(0,)R(02) = R(61 + 02).
Because the angteis defined only modul@r, the manifold of SO(2) is a circumferenéé.

One of the interesting properties of Lie groups is that in a neighborhotiieatientity element

they can be expressed in terms of a set of generdtofs = 1,...,dim G) as
e = (=) . .
D(g) = exp(—iaaT) =Y ( n!) Qay - g, T ... T (456)
n=0

wherea, € C are a set of coordinates @1 in a neighborhood ol. Because of the general Baker-
Campbell-Haussdorf formula, the multiplication of two group elements is enciodigne value of the
commutator of two generators, that in general has the form

[T, T = ifebere, (457)

wheref®¢ ¢ C are called the structure constants. The set of generators with the comnup@tation
form the Lie algebra associated with the Lie group. Hence, given asemiaion of the Lie algebra
of generators we can construct a representation of the group byextiation (at least locally near the
identity).

We illustrate these concept with some particular examples. For SU(2) eaap glement is
labelled by three real numbet, i = 1,2, 3. We have two basic representations: one is the fundamen
representation (or spii;) defined by

(a;) = 3%, (458)
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with ¢? the Pauli matrices. The second one is the adjoint (or spin 1) represemdticincan be written
as

Di(o;) = et (459)

where

0 00 —1 0 10
1, J2=100 0 |, JB=|-100]. (460)
0 10 0 0 0

-1 0

Actually, J? (i = 1,2, 3) generate rotations around they andz axis respectively. Representations of
spinj € N+ % can be also constructed with dimension

dim D;(g) = 2j + 1. (461)

As a second example we consider SU(3). This group has two basicdimeasional representa-
tions denoted by and3 which in QCD are associated with the transformation of quarks and antgua
under the color gauge symmetry SU(3). The elements of these representaiobe written as

D3(a®) = 02" N, Dy(a®) = e 3AT (a=1,...,8), (462)

where), are the eight hermitian Gell-Mann matrices

010 0 — O 1 0 O
Al = 1 00 |, =117 0 0], A= 0 -1 0 |,
0 00 0 0 O 0 0 O
0 01 0 0 — 0 00
A = 00 0], Ad=(00 0 |, =100 1 |, (463)
1 00 1 0 0 010
00 0 5 0 0
A = 00 —i |, M= 0 % 0
; 2
0 2 O 0 0 —
Hence the generators of the representat®aad3 are given by
a 1 a/q 1 T

Irreducible representations can be classified in three groups: regble@oand pseudoreal.

— Real representations: a representation is said to be real if thesgrisraetric matrixS which acts
as intertwiner between the generators and their complex conjugates

T = -ST°S71, ST =g, (465)

This is for example the case of the adjoint representation of SU(2) geddrathe matrices (460)
— Pseudoreal representations: are the ones for whicainiisymmetric matrixS exists with the
property

T" = —ST°S71, ST = 5. (466)

As an example we can mention the séimepresentation of SU(2) generated—g’qyi.
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— Complex representations: finally, a representation is complex if the deresaad their complex
conjugate are not related by a similarity transformation. This is for instancease of the two
three-dimensional representatidhand3 of SU(3).

There are a number of invariants that can be constructed associatechwitedaicible represen-

tation R of a Lie groupG and that can be used to label such a representatidfi; &re the generators
in a certain representatidr of the Lie algebra, it is easy to see that the maEg‘:“iG TETE commutes

with every generatdf';. Therefore, because of Schur’s lemma, it has to be proportional toehtitid®.
This defines the Casimir invaria6k (R) as

dim G
> TTH = Co(R)1. (467)

a=1

A second invarianf, (R) associated with a representatifircan also be defined by the identity
Tr TATY, = To( R)6™. (468)

Actually, taking the trace in Eq. (467) and combining the result with (468) mektfiat both invariants
are related by the identity

Cy(R) dim R = Ty(R) dim G, (469)

with dim R the dimension of the representatifin

These two invariants appear frequently in quantum field theory calculatitmsonabelian gauge
fields. For exampld;(R) comes about as the coefficient of the one-loop calculation of the bettidnn
for a Yang-Mills theory with gauge grou@. In the case of SU(N), for the fundamental representatiol
we find the values

N2 -1
2N
whereas for the adjoint representation the results are

Cy(fund) =

T>(fund) = %, (470)

Cg(adj) = N, Tg(adj) = N. (471)

A third invariantA(R) is specially important in the calculation of anomalies. As discussed in s¢
tion (7), the chiral anomaly in gauge theories is proportional to the groemrétical factoflr [T}%{Tg, T]‘fz}}
This leads us to defind(R) as

Tr [TE{TE,T}%}} = A(R)d™, (472)

whered®c is symmetric in its three indices and does not depend on the representatinefdra, the
cancellation of anomalies in a gauge theory with fermions transformed in thesaspgation? of the
gauge group is guaranteed if the corresponding invarddft) vanishes.

Itis not difficult to prove thatd(R) = 0 if the representatio® is either real or pseudoreal. Indeed,
if this is the case, then there is a matlxsymmetric or antisymmetric) that intertwins the generator
T% and their complex conjugaté@} = —ST}%S—l. Then, using the hermiticity of the generators we ca
write

Tr [T]%{T]%,Tﬁ}} _ [T}%{TE,TI‘%}}T _ [T“R{T%,T;}] . (473)

Bgchur's lemma states that if there is a matfithat commutes with all elements of an irreducible representation of a L
algebra, them = A1, for some\ € C.
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Now, using (465) or (466) we have
A (b AR a Q— — c Q— a c
T [P (T Tl ] = e [sTh 1 (5Th ! sTis )] = - [Tamh R)] . @79

which proves thalr [TE{T}%, Ty, }] and therefored (R) = 0 whenever the representation is real or pset
doreal. Since the gauge anomaly in four dimensions is proportion&| ®) this means that anomalies
appear only when the fermions transform in a complex representation gtlge group.
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Abstract

An overview of flavour physics and CP-violating phenomena is presented. The
Standard Model quark-mixing mechanism is discussed in detail and its many
successful experimental tests are summarized. Flavour-changing transitions
put very stringent constraints on new-physics scenarios beyond the Standard
Model framework. Special attention is given to the empirical evidences of CP
violation and their important role in our understanding of flavour dynamics.
The current status of the so-called flavour anomalies is also reviewed.

Keywords
Flavour physics; quark mixing; CP violation; electroweak interactions.

1 Fermion families

We have learnt experimentally that there are six different quark flavours; three of them, w, c, ¢, with
electric charge () = —|—% (up-type), and the other three, d, s, b, with ) = —% (down-type). There are
also three different charged leptons, e, u, 7, with Q = —1 and their corresponding neutrinos, v, , Vs
v, , with @ = 0. We can include all these particles into the SU(3)o ® SU(2);, @ U(1)y Standard Model
(SM) framework [1-3], by organizing them into three families of quarks and leptons:

vV, U v c v, t
|:€ dl:|7 I:,U/M S/:|7 |:7_ b/:|7 (1)

where (each quark appears in three different colours)

v, Uuj; v; U; — /
i ; = i ) }L ) ng ) uiR ) le ) (2)
|:€i di] <€¢ >L <di>L

plus the corresponding antiparticles. Thus, the left-handed fields are SU(2), doublets, while their right-
handed partners transform as SU(2);, singlets. The three fermionic families appear to have identical
properties (gauge interactions); they differ only by their mass and their flavour quantum numbers.

The fermionic couplings of the photon and the Z boson are flavour conserving, i.e., the neutral
gauge bosons couple to a fermion and its corresponding antifermion. In contrast, the W bosons couple
any up-type quark with all down-type quarks because the weak doublet partner of u; turns out to be a
quantum superposition of down-type mass eigenstates: d; = > ; Vij d;. This flavour mixing generates a
rich variety of observable phenomena, including CP-violation effects, which can be described in a very
successful way within the SM [4, 5].

In spite of its enormous phenomenological success, The SM does not provide any real understand-
ing of flavour. We do not know yet why fermions are replicated in three (and only three) nearly identical
copies. Why the pattern of masses and mixings is what it is? Are the masses the only difference among
the three families? What is the origin of the SM flavour structure? Which dynamics is responsible for the
observed CP violation? The fermionic flavour is the main source of arbitrary free parameters in the SM:
9 fermion masses, 3 mixing angles and 1 complex phase, for massless neutrinos. Another 7 (9) additional
parameters arise with non-zero Dirac (Majorana) neutrino masses: 3 masses, 3 mixing angles and 1 (3)
phases. The problem of fermion mass generation is deeply related with the mechanism responsible for
the electroweak Spontaneous Symmetry Breaking (SSB). Thus, the origin of these parameters lies in the
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Fig. 1: Flavour-changing transitions through the charged-current couplings of the W bosons.

most obscure part of the SM Lagrangian: the scalar sector. Clearly, the dynamics of flavour appears to
be “terra incognita” which deserves a careful investigation.

The following sections contain a short overview of the quark flavour sector and its present phe-
nomenological status. The most relevant experimental tests are briefly described. A more pedagogic
introduction to the SM can be found in Ref. [4].

2 Flavour structure of the Standard Model

In the SM flavour-changing transitions occur only in the charged-current sector (Fig. 1):

g _ _
Lo = o WJ Z a; (1 —75) Vi dj + Z 7y (L=75)0| +he. o (3)
ij ¢
The so-called Cabibbo—Kobayashi-Maskawa (CKM) matrix V [6,7] is generated by the same Yukawa
couplings giving rise to the quark masses. Before SSB, there is no mixing among the different quarks,
i.e., V = I. In order to understand the origin of the matrix V , let us consider the general case of Ny

generations of fermions, and denote V;-, 69, u;-, d;- the members of the weak family 5 (j = 1,..., Ng),

with definite transformation properties under the gauge group. Owing to the fermion replication, a large
variety of fermion-scalar couplings are allowed by the gauge symmetry. The most general Yukawa

Lagrangian has the form
¢(+) , (w) ¢(0)* ,
dkR + c: _ ULR
¢(0) Jk _¢( )

Lo— -y {(a;,dzu [cgf (
ik

—1 g 0) ¢(+) /
+ (V]'7€j)L Cjk (b(o) gkR + h.C., (4)

9

where ¢T(m) = <¢(+), ¢(O)) is the SM scalar doublet and c§d), c(.lk‘;) and ¢! ,, are arbitrary coupling

J J
constants. The second term involves the charge-conjugate scalar field ¢°(z) = i 09 ¢" ().
1
V2
value and H (z) the Higgs field. The Yukawa Lagrangian can then be written as

In the unitary gauge ¢’ (z) = (0,v + H(x)), where v is the electroweak vacuum expectation

H o _
Ly = — <1+U> {diM;dy + @M, uy + €, Mily + he}. S

Here, d’, u’ and £’ denote vectors in the Ng-dimensional flavour space, with components d;-, u; and E;-,
respectively, and the corresponding mass matrices are given by
Iy d) Y o= )Y o= (Y
(My)i; = ¢ ok (M,)i; = ¢ ok (My)i; = ¢ N (6)
The diagonalization of these mass matrices determines the mass eigenstates d;, u; and £;, which are
linear combinations of the corresponding weak eigenstates d;-, u; and E;-, respectively.
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«/Z\/\-< S 5 W g 5 W S
Jr
d d M d d
Fig. 2: Tree-level FCNC couplings (green solid vertices) are absent in the SM. Therefore, very suppressed (exper-
imentally) transitions such as K o p T or K O_K° mixing cannot occur through tree-level exchange.

The matrix M/, can be decomposed as' M,=H,U, = SZ[ MyS,; Uy, where Hy = \/M&Mg
is an Hermitian positive-definite matrix, while U, is unitary. H, can be diagonalized by a unitary
matrix S;; the resulting matrix M is diagonal, Hermitian and positive definite. Similarly, one has
M, =H,U, = SL M,S,U, and M, = H,U, = S; M,y S, U,. In terms of the diagonal mass
matrices

Mg = diag(mg, mg,my,...), M, = diag(m,, m.,my,...), M, = diag(m.,m,, m,,...),

(7
the Yukawa Lagrangian takes the simpler form
Ly = <1+ > {dMyd + TM,u + £M,L} (8)
where the mass eigenstates are defined by
d, = S;dj, u, = S,u, £, =S¢,
dp = S,U,d}%, up = S, U, uf, Ly = S, Ul ©)

Note, that the Higgs couplings are flavour-conserving and proportional to the corresponding fermion
masses.

Since, £ £, =, £, and £z = £ fr (f = d, u, £), the form of the neutral-current part of the
SU3)c ® SU(2);, ® U(1)y Lagrangian does not change when expressed in terms of mass eigenstates.
Therefore, there are no flavour-changing neutral currents (FCNCs) in the SM. This is a consequence
of treating all equal- charge fermions on the same footmg (GIM rnechamsm [8]), and guarantees that
weak transitions such as Bsd — 0, K = ,u [ or K%K mixing (Fig. 2), which are known
experimentally to be very suppressed, cannot happen at tree level. The absence of FCNCs is crucial for
the phenomenological success of the SM. However, u; d} = 1, S, SL d; = u;Vd;. In general,
S, # S, thus, if one writes the weak eigenstates in terms of mass eigenstates, a N X N unitary
mixing matrix V appears in the quark charged-current sector as indicated in Eq. (3).

If neutrinos are assumed to be massless, we can always redefine the neutrino flavours, in such
a way as to eliminate the mixing in the lepton sector: U7 £; = T, Sz £L; = vy £;. Thus, we have
lepton-flavour conservation in the minimal SM without right-handed neutrinos. If sterile vy fields are
included in the model, one has an additional Yukawa term in Eq. (4), giving rise to a neutrino mass matrix

(M’V)” = cl(;) v/+/2. Thus, the model can accommodate non-zero neutrino masses and lepton-flavour
violation through a lepton mixing matrix Vj, analogous to the one present in the quark sector. Note,
however, that the total lepton number L = L, + L, + L, is still conserved. We know experimentally
that neutrino masses are tiny and, as shown in Table 1, there are strong bounds on lepton-flavour violating
decays. However, we do have a clear evidence of neutrino oscillation phenomena [9]. Moreover, since

right-handed neutrinos are singlets under SU (3)o ® SU(2);, ® U(1)y, the SM gauge symmetry group

'"The condition det M} # 0 (f = d,u, ) guarantees that the decomposition M} = H;Uy is unique: U; = H;lM}
The matrices S are completely determined (up to phases) only if all diagonal elements of M ; are different. If there is some
degeneracy, the arbitrariness of S reflects the freedom to define the physical fields. When det M;c = 0, the matrices U and
S are not uniquely determined, unless their unitarity is explicitly imposed.
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Table 1: Best published limits on lepton-flavour-violating transitions [9].

A. PicH

Br(p~ — X7)-10" (90% CL)
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Br(r~ — X7)-10° (90% CL)
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uw KgKg 8.0 ,ufKJrK 4.4 ,Lf7r+7f 21 /,L77T+K7 8.6
e fo(980) = e m i 3.2 1 fo(980) = p 3.4
Br(Z — X?) - 10° (95% CL)

ei;ﬁ 0.75 et rt 9.8 ,ui7} 12

Br(H — X?) - 10° (95% CL)

eEuF 0.061 etrT 4.7 pErF 2.5

Br(x" — X") - 10” (90% CL) Br(K™ — X - 10" (90% CL)
,Lﬁe* 0.38 ,LfeJr 3.4 7r+,u+ef 1.3 7T+pfe+ 52
Br(K{ — X°) - 10" (90% CL)

ei;ﬁ 0.47 eiei,uﬂﬁ 4.12 WouiejF 7.6 WoﬂouiejF 17
Br(B{, — X°) - 10 (90% CL) Br(BT - X") - 10° (90% CL)

B — efut 1.0 BY — eyt 54 Kte ut 64 Ktetyu~ 7.0

allows for a right-handed Majorana neutrino mass term, violating lepton number by two units. Non-zero
neutrino masses clearly imply interesting new phenomena [4].

The fermion masses and the quark mixing matrix V are all generated by the Yukawa couplings in
Eq. (4). However, the complex coefficients cl(]f ) are not determined by the gauge symmetry; therefore,
we have a large number of arbitrary parameters. A general N5 X N unitary matrix is characterized by
N¢ real parameters: Ng(Ng — 1)/2 moduli and Ng(Ng + 1)/2 phases. In the case of 'V, many of
these parameters are irrelevant because we can always choose arbitrary quark phases. Under the phase
redefinitions w; — e u; and d; — e'ls d;, the mixing matrix changes as V;; — V,; ei(ej_d’i); thus,
2N — 1 phases are unobservable. The number of physical free parameters in the quark-mixing matrix
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then gets reduced to (Ng — 1)% Ng(Ng — 1)/2 moduli and (N — 1)(Ng — 2)/2 phases.

In the simpler case of two generations, V is determined by a single parameter. One then recovers

the Cabibbo rotation matrix [6]
V = ( CO§90 sin O, > ' (10)
—sinfs cosfq

With N = 3, the CKM matrix is described by three angles and one phase. Different (but equivalent)
representations can be found in the literature. The Particle data Group [9] advocates the use of the
following one as the ‘standard’ CKM parametrization:

_ s,
1 0 O 613 0 513 (] 1013 012 812 0
V = O 023 823 . 0 1 O . —819 C12 0
i6
L 0 —S93 Co3 —Si3¢ 130 C13 0 0 1
B —1613
C12 C13 S12 €13 S13¢€
_ 13 013
= —S812C23 — C12 523 513 € C12 Co3 — S12 523 513 € 523 C13 . (a1
i513 1613
812 823 — €12 €23 513 € —C12 523 — 512 €93 513 € C23C13

Here c¢;; = cosf;; and s;; = sin6;;, with 7 and j being generation labels (i, j = 1,2,3). The real
angles 014, 693 and 6,5 can all be made to lie in the first quadrant, by an appropriate redefinition of quark
field phases; then, ¢;; > 0, s;; > 0 and 0 < ;3 < 27. Notice that d;3 is the only complex phase in
the SM Lagrangian. Therefore, it is the only possible source of CP-violation phenomena. In fact, it was
for this reason that the third generation was assumed to exist [7], before the discovery of the b and the 7.
With two generations, the SM could not explain the observed CP violation in the K system.

3 Lepton decays

Vu Vo
o T
_ e i e,u,d,s
W w
Ve Ve,Vqu.U

Fig. 3: Tree-level Feynman diagrams for = — e v, v, and 7 = v, X (X =e v, pu v,, du, su).

The simplest flavour-changing process is the leptonic decay of the muon, which proceeds through
the W-exchange diagram shown in Fig. 3. The momentum transfer carried by the intermediate W is very
small compared to My, . Therefore, the vector-boson propagator reduces to a contact interaction,

2
ey + unV/MW q2ﬁ>4‘24/ my

. (12)
¢* — My, My
The decay can then be described through an effective local four-fermion Hamiltonian,
Hor = 2L [0 (1= 15)ve] [77a(1— 18] (13
V2
where )
— = = —5 (14)
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Table 2: Experimental determinations of the ratios g,/g, [9,17].

FT—);},/FT—)E Fﬂ—)u/rw—w FK—);;/FK—W FK—>T{'/J,/FK—>7T€ PW—)u/PW—m
19,/ 9| 1.0017 (16)  1.0010 (9)  0.9978 (18)  1.0010 (25) 0.993 (7)

FT—)G/FM—NE FT—>7r/F7r—>u FT—>K/FK—>;L FW—>T/FW—>;L
19-/9,] 1.0011 (14)  0.9965 (26)  0.9860 (73) 1.034 (13)

FT—W/F,M—HB FW—)T/FW—w
l9-/9.] 1.0028 (14) 1.021 (12)

is called the Fermi coupling constant. G- is fixed by the total decay width,

1 - Grm,, 2, 2
o = Tl = o ()] = S (1 dno) f (/) 1)

where f(z) =1—8z+8z" —z"' —122°Inz, and dpc ~ (22— 7%) takes into account higher-order

QED corrections, which are known to (’)(aQ) [10-12]. The tiny neutrino masses can be safely neglected.
The measured lifetime [13], 7, = (2.196 9811 + 0.000 002 2) - 107%s, implies the value

1

Gp = (11663787 +0.0000006) - 107> GeV > ~ ————— .
(293 GeV)

(16)

The decays of the 7 lepton proceed through the same W-exchange mechanism. The only differ-
ence is that several final states are kinematically allowed: 7 — ve Vo, 7 — vep v,, T — vpdu
and 7~ — v.su. Owing to the universality of the W couplings in L, all these decay modes have
equal amplitudes (if final fermion masses and QCD interactions are neglected), except for an additional
NC\VW»\2 factor (¢ = d, s) in the semileptonic channels, where N = 3 is the number of quark colours.
Making trivial kinematical changes in Eq. (15), one easily gets the lowest-order prediction for the total

7 decay width:

Lo eron (2) e ve (Nl s vaf) )= 2 (22) . am

1 T \My

where we have used the CKM unitarity relation [V,4|* + |V,s|* = 1 — [V,|> ~ 1 (we will see later that
this is an excellent approximation). From the measured muon lifetime, one has then 7, ~ 3.3- 10725, to
be compared with the experimental value 7, 7 = (2.903 £0.005) - 10~ § [9]. The numerical difference
is due to the effect of QCD corrections, which enhance the hadronic 7 decay width by about 20%. The
size of these corrections has been accurately predicted in terms of the strong coupling [14], allowing us

to extract from 7 decays one of the most precise determinations of «, [15, 16].

In the SM all lepton doublets have identical couplings to the W boson. Comparing the measured
decay widths of leptonic or semileptonic decays which only differ in the lepton flavour, one can test
experimentally that the W interaction is indeed the same, i.e., that g. = g, = g, = g. As shown in
Table 2, the present data verify the universality of the leptonic charged-current couplings to the 0.2%
level.

4 Quark mixing

In order to measure the CKM matrix elements V;;,

type H - H' ("5, oo H — H £+V£ that are associated with the corresponding quark transitions

one needs to study hadronic weak decays of the
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d,s d,s
c C
V.,V i u
w' ¢ M W
et ut a,§

Fig. 4: V,;; are measured in semileptonic decays (left), where a single quark current is present. Hadronic decays
(right) involve two different quark currents and are more affected by QCD effects (gluons can couple everywhere).

dj — u; £ v, and u; — d; A v, (Fig. 4). Since quarks are confined within hadrons, the decay amplitude

_ G -
/ — F 1 —
TH— H )] = VG Vi (H'| ;4" (1= ~5)d; |H) [£7,(1—3) v ] (18)
always involves an hadronic matrix element of the weak left current. The evaluation of this matrix
element is a non-perturbative QCD problem, which introduces unavoidable theoretical uncertainties.
One usually looks for a semileptonic transition where the matrix element can be fixed at some spe-
cific kinematic point by a symmetry principle. This has the virtue of reducing the theoretical uncertainties
to the level of symmetry-breaking corrections and kinematic extrapolations. The standard example is a
0 — 0 decaysuchas K — wlv,, D — Kfv, or B — D/{v,, where, owing to parity (the vector
and axial-vector currents have J* =1~ and 17, respectively), only the vector current contributes. The
most general Lorentz decomposition of the hadronic matrix element contains two terms:

(P'(K")w;~" dj |P(k)) = Cppr { (k+K)" fr(t) + (k=K)"f-(t) } . (19)

Here, C), r is a Clebsh—Gordan factor relating P — P’ transitions that only differ by the meson electro-
magnetic charges, and t = (k — k:’)2 = q2 is the momentum transfer. The unknown strong dynamics is
fully contained in the form factors f ().

In the limit of equal quark masses, m,,, = My, » the divergence of the vector current is zero. Thus
4 [a" dj] = 0, which implies f_(¢) = 0. Moreover, as shown in the appendix, f, (0) = 1 to all
orders in the strong coupling because the associated flavour charge is a conserved quantity.2 Therefore,
one only needs to estimate the corrections induced by the quark mass differences.

Since g, [Z’y“ (1-— ’}/S)Vg] ~ my, the contribution of f_(t) is kinematically suppressed in the
electron and muon decay modes. The decay width can then be written as (¢ = e, u)

r(p ;o GEMp 2 2 2
(P— Plv) = Toor® [Vi;|* Cppr 1 f(0)]" T (1 + 0gre) (20)

where Jr( is an electroweak radiative correction factor and Z denotes a phase-space integral, which in
the limit m, = 0 takes the form

2

(Mp=M_1)* gy £
T ~ / SN2, ME MR |2 1)
: ag N M Mp) 5 )

The usual procedure to determine |V;;| involves three steps:

1. Measure the shape of the ¢ distribution. This fixes | f, (¢)/f,(0)| and therefore determines 7.

*This is completely analogous to the electromagnetic charge conservation in QED. The conservation of the electromagnetic
current implies that the proton electromagnetic form factor does not get any QED or QCD correction at q2 = 0 and, therefore,
Q, =2Q, + Q4 = |Q.|. An explicit proof can be found in Ref. [18].
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2. Measure the total decay width I'. Since G is already known from p decay, one gets then an
experimental value for the product | f, (0) V;;|, provided the radiative correction g is known to
the needed accuracy.

3. Get a theoretical prediction for f, (0).

It is important to realize that theoretical input is always needed. Thus, the accuracy of the |V;;| determi-
nation is limited by our ability to calculate the relevant hadronic parameters and radiative corrections.

4.1 Determination of |V, 4| and |V,,,]

The conservation of the vector QCD currents in the massless quark limit allows for precise determinations
of the light-quark mixings. The most accurate measurement of V,,; is done with superallowed nuclear 3
decays of the Fermi type (07 — 0™), where the nuclear matrix element (N’|zy"d|N) can be fixed by
vector-current conservation. The CKM factor is obtained through the relation [19]

) 712 (2084.430 £ 0.003)s  (2984.430 £ 0.003) s
’Vud‘ = 2 5 = = Vv ) (22)
ftGrpme (1+ dre) Jt(1+ drc) Ft(14+ Ag)

where ft denotes the product of a phase-space statistical decay-rate factor and the measured half-life
of the transition. In order to determine |V,,4|, one needs to perform a careful analysis of radiative cor-
rections, including electroweak contributions, nuclear-structure corrections and isospin-violating nuclear
effects. The nucleus-dependent corrections, which are reabsorbed into an effective nucleus-independent
Ft-value, have a crucial role in bringing the results from different nuclei into good agreement. The
weighted average of the fourteen most precise determinations yields Ft = (3072.07 + 0.63) s [19,20].
The remaining universal correction Ag is sizeable and its previously accepted value [21] has been ques-
tioned by recent re-evaluations [22,23]. Taking Ag = 0.02426 +£ 0.00032 [24], one gets

IV,ql = 0.97389 4 0.00018. (23)

An independent determination of |V, | can be obtained from neutron decay, n — pe ©,. The
axial current also contributes in this case; therefore, one needs to use the experimental value of the
axial-current matrix element at q2 = 0, (p|uy"vsd|n) = G4 py"'n, which can be extracted from
the distribution of the neutron decay products. Using the current world averages, g4 = G4/Gy =
—1.2732 +0.0023 and 7,, = (879.4 £ 0.6) s [9], and the estimated radiative corrections [24], one gets

1/2
4906.4 £ 1.7
Vual = {( )S} = 0.9755 £+ 0.0015, (24)

7 (14 3g7%)

which is 1.1 o larger than (23) but less precise. The uncertainty on the input value of g4 has been inflated
because the most recent and accurate measurements of g4 disagree with the older experiments. Using
instead the post-2002 average g4 = —1.2762 4+ 0.0005 [24], results in | V4| = 0.9736 £ 0.0005; three

times more precise and in better agreement with (23).

The pion 3 decay 7' — 7roe+1/6 offers a cleaner way to measure |V,4|. It is a pure vector

transition, with very small theoretical uncertainties. At q2 = 0, the hadronic matrix element does not
receive isospin-breaking contributions of first order in m, — m,, ie., f,(0) = 1 + O[(my — my)?]
[25]. The small available phase space makes it possible to theoretically control the form factor with
high accuracy over the entire kinematical domain [26]; unfortunately, it also implies a very suppressed
branching fraction of O(10™%). From the currently measured value [27], one gets |V,4| = 0.9749 +
0.0026 [9]. A tenfold improvement of the experimental accuracy would be needed to get a determination
competitive with (23).

The standard determination of |V, takes advantage of the theoretically well-understood decay
amplitudes in K — mwfv,. The high accuracy achieved in high-statistics experiments [9], supplemented
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with theoretical calculations of electromagnetic and isospin corrections [28,29], allows us to extract the
product |V, f, (0)] = 0.2165 & 0.0004 [30,31], with f, (0) = 1 + O[(m, — m,)?] the vector form
factor of the K — 7 ¢+ v, decay [25,32]. The exact value of f,(0) has been thoroughly investigated
since the first precise estimate by Leutwyler and Roos, f, (0) = 0.961 =+ 0.008 [33]. The most recent
and precise lattice determinations exhibit a clear shift to higher values [34, 35], in agreement with the
analytical chiral perturbation theory predictions at two loops [36—38]. Taking the current lattice average
(with 2 4+ 1 + 1 active fermions), f, (0) = 0.9706 £ 0.0027 [39], one obtains

|V,s| = 0.2231 4+ 0.0007 . (25)

The ratio of radiative inclusive decay rates I'[K — pv(y)]/T'[r — pv(y)] provides also infor-
mation on V,,; [30,40]. With a careful treatment ot electromagnetic and isospin-violating corrections,
one extracts |V, /Val |fx/fr| = 0.2760 £ 0.0004 [31,41,42]. Taking for the ratio of meson decay
constants the lattice average fx/f, = 1.1932 & 0.0019 [39], one finally gets

V,
M = 0.2313 £ 0.0005 . (26)
‘Vud‘

With the value of |V,4| in Eq. (23), this implies |V,,| = 0.2253 £ 0.0005 that is 2.6 o larger than
Eq. (25).
Hyperon decays are also sensitive to V,,; [43]. Unfortunately, in weak baryon decays the theoreti-

cal control on SU (3)-breaking corrections is not as good as for the meson case. A conservative estimate
of these effects leads to the result | V| = 0.226 & 0.005 [44].

The accuracy of all previous determinations is limited by theoretical uncertainties. The ratio of
the inclusive AS =0 (7~ — v, ud) and |AS| =1 (7~ — v, us) tau decay widths provides a very clean
observable to directly measure |V,,,| [17,45] because SU (3)-breaking corrections are suppressed by two
powers of the 7 mass. The present 7 decay data imply |V,| = 0.2195 £ 0.0019 [46], which is 1.8 ¢
lower than Eq. (25), and 3.0 o lower than the value extracted from Egs. (26) and (23).

4.2 Determination of | V| and |V,

In the limit of very heavy quark masses, QCD has additional flavour and spin symmetries [47-50] that
can be used to make precise determinations of | V|, either from exclusive semileptonic decays such as
B — D{p, and B — D*{i, [51,52] or from the inclusive analysis of b — ¢/ I, transitions. In the rest
frame of a heavy-light meson Qg, with Mg > (mg, Aqep ). the heavy quark @ is practically at rest and
acts as a static source of gluons (A\g ~ 1/My < Ry.q ~ 1/Aqcp). At Mg — oo, the interaction
becomes then independent of the heavy-quark mass and spin. Moreover, assuming that the charm quark
is heavy enough, the b — ¢, transition within the meson does not modify the interaction with the light
quark at zero recoil, i.e., when the meson velocity remains unchanged (vp = vpg).

Taking the limit m; > m, — oo, all form factors characterizing the decays B — D/, and
B — D*{, reduce to a single function [47], which depends on the product of the four-velocities of the
WO Mesons w = vp * Vp(s) = (M3 + Mé(*) — q2)/(2MBMD(*>). Heavy quark symmetry determines
the normalization of the rate at w = 1, the maximum momentum transfer to the leptons, because the
corresponding vector current is conserved in the limit of equal B and D™ velocities. The B — D* mode
has the additional advantage that corrections to the infinite-mass limit are of second order in 1/m;—1/m,,

at zero recoil (w = 1) [52].

The exclusive determination of |V, | is obtained from an extrapolation of the measured spectrum to
w = 1. Using the CLN parametrization of the relevant form factors [53], which is based on heavy-quark
symmetry and includes 1/Mg, corrections, the Heavy Flavor Averaging group (HFLAV) [46] quotes the

experimental value gy F(1) [V,,| = (35.2740.38)-10™° from B — D*(, data, while the measured
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B — DUy, distribution results in 7y G(1) [V = (42.00 + 1.00) - 10, where F(1) and G(1) are
the corresponding form factors at w = 1 and ngyw accounts for small electroweak corrections. Lattice

simulations are used to estimate the deviations from unity of the two form factors at zero recoil. Using
New F (1) = 0.910 4 0.013 [39] and 7w G(1) = 1.061 £ 0.010 [54], one gets [46]

38.76 & 0.42,,, + 0.55,,) - 10> B — D*(p, _
[Vap| = { ( P ) ( ) = (39.02+0.57)-107%. (27)

(39.58 £ 0.94.,, + 0.37,,) - 107> (B — Dli)

exp

It has been pointed out recently that the CLN parametrization is only valid within 2% and this
uncertainty has not been properly taken into account in the experimental extrapolations [55-58]. Using
instead the more general BGL parametrization [59], combined with lattice and light-cone sum rules
information, the analysis of the most recent B — D”*{i, Belle data [60,61] gives [62]

Vil = (39.6 1) - 1077, (28)
while a similar analysis of BaBar [63] and Belle [64] B — D/, data obtains [55]
V| = (40.49 £0.97) - 1073, (29)

These numbers are significantly higher than the corresponding HFLAV results in Eq. (27) and indicate
the presence of underestimated uncertainties.

The inclusive determination of |V, | uses the Operator Product Expansion [65, 66] to express the
total b — ¢/, rate and moments of the differential energy and invariant-mass spectra in a double
expansion in powers of «, and 1/m;, which includes terms of O(a?) and up to O(1/my) [12,67-77].
The non-perturbative matrix elements of the corresponding local operators are obtained from a global fit
to experimental moments of inclusive lepton energy and hadronic invariant mass distributions. The most
recent analyses find [78,79]

[V.,| = (42.00 +0.64) - 1072 (30)

This value, which we will adopt in the following, agrees within errors with the exclusive B — D
determination in Eq. (29) and it is only 1.9 o away from the B — D" value in Eq. (28).

The presence of a light quark makes more difficult to control the theoretical uncertainties in the
analogous determinations of |V,;|. Exclusive B — 7/lv, decays involve a non-perturbative form factor
f(t) which is estimated through light-cone sum rules [80—83] and lattice simulations [84, 85]. The
inclusive measurement requires the use of stringent experimental cuts to suppress the b — X v, back-
ground that has fifty times larger rates. This induces sizeable errors in the theoretical predictions [86—94],
which become sensitive to non-perturbative shape functions and depend much more strongly on m,,. The
HFLAV group quotes the values [46]

3.67 £0.09,,, +0.12,) - 1073 B — wly ~
V| = { ( P th) ( mev) (3.95+0.32)-107°. (31)

(4.32 £ 0126, T015en) - 107 (B — X, 07)

Since the exclusive and inclusive determinations of |V,,;| disagree, we have averaged both values scaling

the error by \/XQ/dof =2.8.

LHCb has extracted |V,,;|/|V.,| from the measured ratio of high-¢* events between the A, decay
modes into puv (¢° > 15GeV?) and A, uv (¢° > 7 GeV?) [46,95]:

|Vub|
|Vcb|

— 0.079 = 0.004¢, + 0.004pp, (32)

where the second error is due to the limited knowledge of the relevant form factors. This ratio is com-
patible with the values of |V, | and |V,;;| in Egs. (30) and (31), at the 1.6 o level.
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|V,s| can be also extracted from the B~ — 7 ©,. decay width, taking the B-meson decay con-
stant fp from lattice calculations [39]. Unfortunately, the current tension between the BaBar [96] and
Belle [97] measurements does not allow for a very precise determination. The particle data group quotes
|V.,»| = (4.01 +0.37) - 10~° [9], which agrees with either the exclusive or inclusive values in Eq. (31).

4.3 Determination of the charm and top CKM elements

The analytic control of theoretical uncertainties is more difficult in semileptonic charm decays, because
the symmetry arguments associated with the light and heavy quark limits get corrected by sizeable
symmetry-breaking effects. The magnitude of | V4| can be extracted from D — 7wlv, and D — (v,
decays, while |V,| is obtained from D — K/{lv, and D, — {v,, using the lattice determinations of
the relevant form factor normalizations and decay constants [39]. The HFLAV group quotes the aver-
ages [46]

V.4l = 0.2204 4 0.0040, [V.,| = 0.969 = 0.010. (33)

The difference of the ratio of double-muon to single-muon production by neutrino and antineutrino
beams is proportional to the charm cross section off valence d quarks and, therefore, to |V,,| times the
average semileptonic branching ratio of charm mesons. This allows for an independent determination of
|V.4|- Averaging data from several experiments, the PDG quotes [9]

V.4 = 0.230 +£0.011, (34)

which agrees with (33) but has a larger uncertainty. The analogous determination of |V,,| from vs — ¢X
suffers from the uncertainty of the s-quark sea content.
The top quark has only been seen decaying into bottom. From the ratio of branching fractions
Br(t — Wb)/Br(t — Wq), CMS has extracted [98]
V|
2
Eq ’th|

where ¢ = b,s,d. A more direct determination of | V| can be obtained from the single top-quark
production cross section, measured at the LHC and the Tevatron. The PDG quotes the world average [9]

> 0.975 (95%CL), 35)

IV,,| = 1.019 +0.025. (36)

4.4 Structure of the CKM matrix

Using the previous determinations of CKM elements, we can check the unitarity of the quark mixing
matrix. The most precise test involves the elements of the first row:

IVoal? + [Visl® + [V > = 0.99825 + 0.00047 (37)

where we have taken as reference values the determinations in Eqgs. (23), (25) and (31). Radiative cor-
rections play a crucial role at the quoted level of uncertainty, while the |Vub]2 contribution is negligible.
This relation exhibits a 3.7 ¢ violation of unitarity, at the per-mill level, which calls for an independent
re-evaluation of the very precise |V,,4| value in Eq. (23) and improvements on the | V,,,| determination.

With the |ch|2 values in Eqgs. (30) and (33) we can also test the unitarity relation in the second
row,
IVal® + [ V.o|* 4 [Va)? = 0.989 +0.019, (38)

and, adding the information on | V,;| in Eq. (36), the relation involving the third column,

Vol + [V |2 + [Vi|? = 1.040 £ 0.051 . (39)
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The ratio of the total hadronic decay width of the ¥ to the leptonic one provides the sum [99, 100]

3 (\Vuj\Q + \chF) = 2.002 4 0.027, (40)
j=d,s,b

which involves the first and second rows of the CKM matrix. Although much less precise than Eq. (37),
these three results test unitarity at the 2%, 5% and 1.4% level, respectively.

From Eq. (40) one can also obtain an independent estimate of | V.|, using the experimental

knowledge on the other CKM matrix elements, i.e., |Vud]2 + |Vu$|2 + |Vub|2 + |Vcd|2 + |VCb]2 =
1.0486 4 0.0018 . This gives

V.| = 0.976 +0.014, A1)

which agrees with the slightly more accurate direct determination in Eq. (33).

The measured entries of the CKM matrix show a hierarchical pattern, with the diagonal elements

being very close to one, the ones connecting the first two generations having a size
A= |V, | =0.2231 £ 0.0007, (42)
the mixing between the second and third families being of order A%, and the mixing between the first

and third quark generations having a much smaller size of about A, Tt is then quite practical to use the
approximate parametrization [101]:

i} \2 i I
1—? A AN (p —1in)
vV = 2 A 43
Y 1—% AN? + O( ) @3)
L AN (1—p—in) —AN 1 |
where |V ‘ v
A~ 2 0844 +0.014 2?2 = 0.42240.035. 44
3 0.8 0.014, \/p° +1 Vo 0 0.035 (44)

Defining to all orders in A [102] s;9 = A, So3 = AX” and s;3 e P = AN*(p — in), Eq. (43) just
corresponds to a Taylor expansion of Eq. (11) in powers of A.

5 Meson-antimeson mixing

Additional information on the CKM parameters can be obtained from FCNC transitions, occurring at
the one-loop level. An important example is provided by the mixing between the Bg meson and its
antiparticle. This process occurs through the box diagrams shown in Fig. 5, where two W bosons are
exchanged between a pair of quark lines. The mixing amplitude is proportional to

(By|Hap=2|Ba) ~ Z Via Vi ViaViy S(rirj) ~ Vi S(re,mi), (45)
ij

where S(r;,7;) is a loop function [103] which depends on r; = m? /Mgy, with m; the masses of the
up-type quarks running along the internal fermionic lines. Owing to the unitarity of the CKM matrix,
the mixing vanishes for equal (up-type) quark masses (GIM mechanism [8]); thus the flavour-changing
transition is governed by the mass splittings between the u, ¢ and ¢ quarks. Since the different CKM
factors have all a similar size, V,,; Vi, ~ V.4V, ~ V. Vi ~ AN?, the final amplitude is completely
dominated by the top contribution. This transition can then be used to perform an indirect determination

of th.
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q u,ct b q W b
—S>— NS
W W u,cty AU, C,t
— < _—————<— e ACACAVACA A
b u,c,t q b w q

Fig. 5: Box diagrams contributing to Bg—Bg mixing (¢ = d, s).

Notice that this determination has a qualitatively different character than the ones obtained before
from tree-level weak decays. Now, we are going to test the structure of the electroweak theory at the
quantum level. This flavour-changing transition could then be sensitive to contributions from new physics
at higher energy scales. Moreover, the mixing amplitude crucially depends on the unitarity of the CKM
matrix. Without the GIM mechanism embodied in the CKM mixing structure, the calculation of the
analogous K O _ K" transition (replace the b by a strange quark s in the box diagrams) would have
failed to explain the observed K 0_K° mixing by several orders of magnitude [104].

5.1 Mixing formalism

Since weak interactions can transform a P state (P = K, D, B) into its antiparticle ]50, these flavour
eigenstates are not mass eigenstates and do not follow an exponential decay law. Let us consider an
arbitrary mixture of the two flavour states,

— t
(o) = a)1P) 0017 = (1)) ). (46)
with the time evolution (in the meson rest frame)

. d
i lw(D) = M) @7

Assuming CP7T symmetry to hold, the 2 X 2 mixing matrix can be written as

_ M My, 7 r Iy
M_<Mf2 M ) 2(?{2 r ) “48)
The diagonal elements M and I' are real parameters, which would correspond to the mass and width of

the neutral mesons in the absence of mixing. The off-diagonal entries contain the AF' = 2 transition
amplitude (F' = S, C, B):

M~ 1Ty = 2]1%{<P°|HM:2<0>|P0> -5 [d <P0|T<HAF:1<x>HAF:1<o>>|P0>}.
(49)

In addition to the short-distance AF' = 2 Hamiltonian generated by the box diagrams, the mixing ampli-
tude receives non-local contributions involving two AF' = 1 transitions, which contain both dispersive
and absorptive components, contributing to M, and I';,, respectively. The absorptive contribution I'4
arises from on-shell intermediate states:

1 _
o = 577 @m0 09 g0 —pa) (PP Hap1 (0)|n) (nlHap= (0)|P7). (50)

The sum extends over all possible intermediate states |n) into which the |P) and | P°) can both decay:
P’ - f— P°. In the SM, the AF = 1 Hamiltonian is generated through a single W emission,
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as shown in Fig. 4 for charm decay. If CP were an exact symmetry, M, and I'{5 would also be real
parameters.

The physical eigenstates of M are

1 _
Pe) = ——— [pIP") % q|P")], (51)
pl” + gl
with
_ * i % 1/2
g _ 1-¢ _ M12 - §P12 (52)
p  14¢ My — LDy, '
The corresponding eigenvalues are
M EI‘ = (M 1AM i r 1Al“ (53)
Py T 5Py = + 5 5 + 5 )

where® AM = Mp, —Mp and Al' = Ip —Tp_ satisfy

(AM)? (AT)? = 4|Mo)* — |Tyo)? (54)

1
4
and

AM AT = 4Re (M5T']5) = 4|Myy||Ty5| cos (55)

with ¢ = arg (—Mi5/T'15).
If M;, and I'y5 were real then ¢/p = 1 and the mass eigenstates |Pr) would correspond to the

CP-even and CP-o0dd states (we use the phase convention” CP|P0> = —|]50))
1 0 50
Pia) = o5 (1P% %1P%) . CP|Pry) = +|Ppy). (56)

The two mass eigenstates are no longer orthogonal when CP is violated:

p|* — laf” 2Re (€)
P_|P.) = = . (57)
P p+1a®  (1+ )

The time evolution of a state which was originally produced as a PloraPis given by

Py [ 9@ g@u>> )
<Lﬁ“»)__<§ww a1 <P%>’ 58)
where ' o
g\ _ o—iMt ~Tt/2 cos [(x —1y)T't/2
() - (—wmuw—wwwm)’ >
with Ny o
=T Y= Sp- (60)

?Be aware of the different sign conventions in the literature. Quite often, AM and AT are defined to be positive.

*Since flavour is conserved by strong interactions, there is some freedom in defining the phases of flavour eigenstates. One
could use |PCO> = ¢ °|P°) and |PCO> = ¢'“|P%), which satisfy CP |P<0> = 7672i<|15co>. Both basis are trivially related:
MfQ = e M,,, F§2 = ¢”I'}, and (¢/p)c = e ¢ (¢/p). Thus, ¢/p # 1 does not necessarily imply CP violation. CP
is violated if |¢/p| # 1;ie., Re(€) # 0 and (P_|P,) # 0. Note that (P_|P_ ). = (P_|P,). Another phase-convention-
independent quantity is (q/p) (A7 /A;), where A; = A(P°— f) and A; = —A(P° — f), for any final state f.
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5.2 Experimental measurements

The main difference between the K'~K° and B’-B° systems stems from the different kinematics
involved. The light kaon mass only allows the hadronic decay modes K O & 27 and K — 3.
Since CP |rmw) = +|mm), for both 7%7° and 777 final states, the CP-even kaon state decays into
2w whereas the C’P-odd one decays into the phase-space-suppressed 37 mode. Therefore, there is a
large lifetime difference and we have a short-lived |Kg) = |K_) ~ |K;) + éx|K5) and a long-lived
|Kr) = |K}) =~ |Ky) + €k|K;) kaon, with 'y, < I, = 2T 0. One finds experimentally that
AFKO ~ —I‘KS ~ —2 AMKo [9]:

AM .0 = (0.5293 £ 0.0009) - 10" s, AT .0 = —(1.1149 £ 0.0005) - 10’ s ™' . (61)

Thus, the two K"—K* oscillations parameters are sizeable and of similar magnitudes: .0 ~ —y, 0 ~ 1.

K
In the B system, there are many open decay channels and a large part of them are common to

both mass eigenstates. Therefore, the |B+) states have a similar lifetime; i.e., |Al' jo| < I' 0. More-
over, whereas the B"—B transition is dominated by the top box diagram, the decay amplitudes get
obviously their main contribution from the b — ¢ process. Thus, [AL jo/AM | ~ mz / mf < 1
To experimentally measure the mixing transition requires the identification of the B-meson flavour
at both its production and decay time. This can be done through flavour-specific decays such as
B° — X¢%y, and B — X{¢ i, where the lepton charge labels the initial B meson. In general,
mixing is measured by studying pairs of B mesons so that one B can be used to tag the initial flavour
of the other meson. For instance, in e e~ machines one can look into the pair production process
ete” —» BB (X/lvy) (Ylvy). In the absence of mixing, the final leptons should have opposite
charges; the amount of like-sign leptons is then a clear signature of meson mixing.

Evidence for a large B)—BJ mixing was first reported in 1987 by ARGUS [105]. This provided
the first indication that the top quark was very heavy. Since then, many experiments have analysed the
mixing probability. The present world-average values are [9,46]:

0o =0.769 £ 0.004, (62)

12 —
AMpo = (0.5065 =+ 0.0019) - 1057, Z o

while y B = 0.001 + 0.005 confirms the expected suppression of AT’ BO:

The first direct evidence of BS—BS oscillations was obtained by CDF [106]. The large measured
mass difference reflects the CKM hierarchy |V, ]2 > |th|2, implying very fast oscillations [9,46]:

AMpo = (17.757 £ 0.021) - 10571, z 0 = 26.81 £ 0.08,
AT o = —(0.090 +0.005) - 107", ypo = —0.068 £ 0.004. (63)
Evidence of mixing has been also obtained in the D'-D° system. The present world averages [46],
0= (0.39 tg;}é) 1072, Yo = — (0.65 t8;8$) 1072, (64)
confirm the SM expectation of a very slow oscillation, compared with the decay rate. Since the short-

distance mixing amplitude originates in box diagrams with down-type quarks in the internal lines, it is
very suppressed by the relevant combination of CKM factors and quark masses.

5.3 Mixing constraints on the CKM matrix

Long-distance contributions arising from intermediate hadronic states completely dominate the D*-D°
mixing amplitude and are very sizeable for AM 0, making difficult to extract useful information on the

CKM matrix. The situation is much better for B” mesons, owing to the dominance of the short-distance
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top contribution which is known to next-to-leading order (NLO) in the strong coupling [107, 108]. The
main uncertainty stems from the hadronic matrix element of the AB = 2 four-quark operator

0 _ 8

(Ba | (07" (1 = 35)d) (b, (1 = 5)d) | By) = 3 Mo &5, (65)
which is characterized through the non-perturbative parameter {5 (u) = fg+/Bpg(w) [109]. The current
(2 + 1) lattice averages [39] are 5 = (225 £ 9) MeV, &5 = (274 £ 8) MeV and ép [ép, =

1.206 £ 0.017, where é B = 045(/1,)_3/ 235 p(w) is the corresponding renormalization-group-invariant
quantity. Using these values, the measured mass differences in Eq. (62) and Eq. (63) imply

* * V,
Vi V,y| = 0.008040.0003, ViV, = 0.038840.0012, ’th: = 0.2054+0.003. (66)
ts
The last number takes advantage of the smaller uncertainty in the ratio é B, / é’ B, Since V| = 1, the
mixing of 3275 mesons provides indirect determinations of | V4| and |V,,|. The resulting value of | V|
is in agreement with Eq. (30), satisfying the unitarity constraint |V,,| ~ |V|. In terms of the (p,n)
parametrization of Eq. (43), one obtains

V,
td 0.86 + 0.04
1—p)?+17" = A:d’ (67)
de — 0.920 +0.013
ts

6 CP violation

While parity (P) and charge conjugation (C) are violated by the weak interactions in a maximal way, the
product of the two discrete transformations is still a good symmetry of the gauge interactions (left-handed
fermions <> right-handed antifermions). In fact, CP appears to be a symmetry of nearly all observed
phenomena. However, a slight violation of the CP symmetry at the level of 0.2% is observed in the
neutral kaon system and more sizeable signals of CP violation have been established at the B factories.
Moreover, the huge matter—antimatter asymmetry present in our Universe is a clear manifestation of CP
violation and its important role in the primordial baryogenesis.

The CPT theorem guarantees that the product of the three discrete transformations is an exact
symmetry of any local and Lorentz-invariant quantum field theory, preserving micro-causality. A vi-
olation of CP implies then a corresponding violation of time reversal (7). Since 7 is an antiunitary
transformation, this requires the presence of relative complex phases between different interfering am-
plitudes.

The electroweak SM Lagrangian only contains a single complex phase 9,3 (). This is the sole
possible source of CP violation and, therefore, the SM predictions for CP-violating phenomena are
quite constrained. The CKM mechanism requires several necessary conditions in order to generate an
observable CP-violation effect. With only two fermion generations, the quark mixing matrix cannot give
rise to C’P violation; therefore, for CP violation to occur in a particular process, all three generations
are required to play an active role. In the kaon system, for instance, CP violation can only appear at
the one-loop level, where the top quark is present. In addition, all CKM matrix elements must be non-
zero and the quarks of a given charge must be non-degenerate in mass. If any of these conditions were
not satisfied, the CKM phase could be rotated away by a redefinition of the quark fields. C’P-violation
effects are then necessarily proportional to the product of all CKM angles, and should vanish in the limit
where any two (equal-charge) quark masses are taken to be equal. All these necessary conditions can be
summarized as a single requirement on the original quark mass matrices M, and M, [110]:

CPviolation <= Im{det MM, M, M]|} # 0. (68)

110



FLAVOUR DYNAMICS AND VIOLATIONS OF CP SYMMETRY

Without performing any detailed calculation, one can make the following general statements on
the implications of the CKM mechanism of CP violation:

— Owing to unitarity, for any choice of i, j, k, [ (between 1 and 3),

3
Im [V, ViV, V] =T Z €ilmEjkn » (69)
m,n=1
2 . 2,6 —4
\7 = C19 C93C13 S12 593 S13 Slndlg ~ A\ Ui < 10 . (70)

Any C’P-violation observable involves the product 7 [110]. Thus, violations of the CP symmetry
are necessarily small.

— In order to have sizeable CP-violating asymmetries A = (I' — T')/(I" + T'), one should look for
very suppressed decays, where the decay widths already involve small CKM matrix elements.

— In the SM, CP violation is a low-energy phenomenon, in the sense that any effect should disappear
when the quark mass difference m, — m,, becomes negligible.

— B decays are the optimal place for C/P-violation signals to show up. They involve small CKM
matrix elements and are the lowest-mass processes where the three quark generations play a direct
(tree-level) role.

The SM mechanism of CP violation is based on the unitarity of the CKM matrix. Testing the
constraints implied by unitarity is then a way to test the source of C'/P violation. The unitarity tests in
Egs. (37), (38), (39) and (40) involve only the moduli of the CKM parameters, while CP violation has to
do with their phases. More interesting are the off-diagonal unitarity conditions:

V{:dvus + V:dvcs + Vttivts = 0,
Vssvub + Vc*svcb + VtZth = 0,
VisVua + VoV + Vg Vg = 0. (71)

These relations can be visualized by triangles in a complex plane which, owing to Eq. (69), have the
same area |7 |/2. In the absence of CP violation, these triangles would degenerate into segments along
the real axis.

In the first two triangles, one side is much shorter than the other two (the Cabibbo suppression
factors of the three sides are A, A and \® in the first triangle, and )\4, A2 and A2 in the second one). This
is why CP effects are so small for K mesons (first triangle), and why certain asymmetries in BS decays
are predicted to be tiny (second triangle). The third triangle looks more interesting, since the three sides
have a similar size of about \°. They are small, which means that the relevant b-decay branching ratios
are small, but once enough 32 mesons have been produced, the CP-violation asymmetries are sizeable.
The present experimental constraints on this triangle are shown in Fig. 6, where it has been scaled by
dividing its sides by V., V.. This aligns one side of the triangle along the real axis and makes its length
equal to 1; the coordinates of the 3 vertices are then (0, 0), (1,0) and (5,7) ~ (1 — A*/2) (p,n).

We have already determined the sides of the unitarity triangle in Eqs. (44) and (67), through two
CP-conserving observables: |V,;,/ V.| and Bg’s mixing. This gives the circular rings shown in Fig. 6,
centered at the vertices (0, 0) and (1, 0). Their overlap at 7 # 0 establishes that CP is violated (assuming
unitarity). More direct constraints on the parameter 7 can be obtained from CP-violating observables,
which provide sensitivity to the angles of the unitarity triangle (o + 5 + v = m):

V,,V; AV Ve v, V.
a = arg [— td tf] , B = arg {— cd fkb} , v = arg [—“dlib} . (72)
VudVub Via Vi VeaVeb
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Fig. 6: Experimental constraints on the SM unitarity triangle [111]. (Copyright CKMfitter group, reused with

permission.)

6.1 Indirect and direct CP violation in the kaon system

Any observable CP-violation effect is generated by the interference between different amplitudes con-
tributing to the same physical transition. This interference can occur either through meson-antimeson
mixing or via final-state interactions, or by a combination of both effects.

The flavour-specific decays K O oot vy and K O ptem v, provide a way to measure the
departure of the K 9_K° mixing parameter |p/q| from unity. In the SM, the decay amplitudes satisfy
JAK® = 770 )| = |A(K® = 7 ¢ 1,)|; therefore (¢ = e, ),

(K, =7 (Ty)—D(K, =70 5)  |p*—lgf°  2Re(fg)

A = — — = = . (73)
DK, 71 {Ty)+T(K, =7 0" 1) p” + |q? (1+ |ex]?)
The experimental measurement [9], A; = (3.32 = 0.06) - 10>, implies
Re (£x) = (1.66 +0.03) - 107° (74)

which establishes the presence of indirect C'P violation generated by the mixing amplitude.

If the flavour of the decaying meson P is known, any observed difference between the decay rate
I'(P — f) and its CP conjugate I'(P — f) would indicate that CP is directly violated in the decay
amplitude. One could study, for instance, CP asymmetries in decays such as K * 5 757° where the
pion charges identify the kaon flavour; however, no positive signals have been found in charged kaon

decays. Since at least two interfering contributions are needed, let us write the decay amplitudes as
AP — f] = M, i i 4 M, e ew?, A[P — f] = M, e 4 M, e_i%e@, (75)

where ¢; denote weak phases, d, strong final-state interaction phases and M, the moduli of the matrix
elements. Notice that the weak phase gets reversed under C'P, while the strong one remains of course
invariant. The rate asymmetry is given by

AP — P — f] - F[f:) — fj _ —2My My sin (¢1 — ¢3) sin (01 — d3) . (76)
P T TP = fl4 TP — ] | My |* + [ Ma|? + 2M, M,y cos (¢ — o) cos (8; — d,)

Thus, to generate a direct CP asymmetry one needs: 1) at least two interfering amplitudes, which
should be of comparable size in order to get a sizeable asymmetry; 2) two different weak phases
[sin (¢ — ¢9) # 0], and 3) two different strong phases [sin (0; — d9) # 0].

112



FLAVOUR DYNAMICS AND VIOLATIONS OF CP SYMMETRY

G=u,d,5 g

Fig. 7: AS = 1 penguin diagrams.

Direct CP violation has been searched for in decays of neutral kaons, where K 0_KY mixing is
also involved. Thus, both direct and indirect C’P violation need to be taken into account simultaneously.
A C’P-violation signal is provided by the ratios:

L AK, — 7t _

- = = e +¢€ , =
N A(Kg — 7r+7r7) K K Moo

A(K; — 777

/
A )~ ex — 2. (1)

The dominant effect from CP violation in K"-K" mixing is contained in e, while € accounts for
direct C'P violation in the decay amplitudes [42]:

/

Ere + i : Re (A;) i(s,- Im (A
ex =Ex T 18, EKZEW(SQ—&))’ _ Re( 2)6(52 d0) _Im(4;)

Y= Re(4y) YT Re(ay)
Aj are the transition amplitudes into two pions with isospin I = 0,2 (these are the only two values
allowed by Bose symmetry for the final 27 state) and 7 their corresponding strong phase shifts. Although
e is strongly suppressed by the small ratio |w| ~ 1/22, a non-zero value has been established through
very accurate measurements, demonstrating the existence of direct C'P violation in K decays [112-115]:

Re (E/K/é‘K) = % (1 -

In the SM the necessary weak phases are generated through the gluonic and electroweak penguin di-
agrams shown in Fig. 7, involving virtual up-type quarks of the three generations in the loop. These
short-distance contributions are known to NLO in the strong coupling [116, 117]. However, the the-
oretical prediction involves a delicate balance between the two isospin amplitudes and is sensitive
to long-distance and isospin-violating effects. Using chiral perturbation theory techniques, one finds

Re (5}(/5[() =(14+5)- 10~* [118-122], in agreement with Eq. (79) but with a large uncertainty.’

(78)

Joo. ) = (16.6+2.3)-107*. (79)

Since Re (6/[( /€ K) < 1, the ratios n,_ and 7 provide a measurement of € = lek] e'% [9]:
1 -3 o
el = 3 (2yn+_| + \n00|) — (2228 +0.011) - 102, 6. = (43.52+£0.05)°,  (80)

in perfect agreement with the semileptonic asymmetry A; . In the SM e receives short-distance contri-
butions from box diagrams involving virtual top and charm quarks, which are proportional to

e o Y my Im[VigViViaVii] S(rivry) oc A3 {me AN 1 =p)+ P 8D
i,J=c,t

The first term shows the CKM dependence of the dominant top contribution, P, accounts for the charm
corrections [124] and the short-distance QCD corrections 7;; are known to NLO [107, 108, 125]. The

measured value of |e | determines an hyperbolic constraint in the (p, 77) plane, shown in Fig. 6, taking
into account the theoretical uncertainty in the hadronic matrix element of the AS' = 2 operator [39].

°A very recent lattice calculation gives Re (E,K /€ K) = (22+£38)- 10~* [123], with an even larger error. However, this
result does not include yet important isospin-breaking corrections that are known to be negative [122].
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6.2 C’P asymmetries in B decays
The semileptonic decays Bg - X _€+Vg and B(q) - Xt v, (¢ = d, s) provide the most direct way
to measure the amount of CP violation in the B’~B’ mixing matrix, through

_0 _ 0 -
T(B) X ¢Tv) ~T(BY = X" 5)  |pf'— o' _

al = — = ~ 4 Re (¢ 0
sl T(BY = X tu) +T(BY = X0 |p|* +]g* 5y)
AT o]
‘F12| . ’ Bq
~ sing, ~ ——— tang, . (82)
| M| 1 |AM32| I

This asymmetry is expected to be tiny because |I'y5/M;y| ~ m; /mf < 1. Moreover, there is an

additional GIM suppression in the relative mixing phase ¢, = arg (—Mjy/I'15) ~ (mg — mi) / my,
implying a value of |g/p| very close to 1. Therefore, al; could be very sensitive to new sources of CP

violation beyond the SM, contributing to ¢,. The present measurements give [9,46]

Re(0) = (~0.5+£0.4)-107°, Re(Z0) = (—0.15£0.70) - 107° (83)

S

The large B°-BY mixing provides a different way to generate the required CP-violating interfer-
ence. There are quite a few nonleptonic final states which are reachable both from a B” and a B". For
these flavour non-specific decays the B’ (or BO) can decay directly to the given final state f, or do it after
the meson has been changed to its antiparticle via the mixing process; i.e., there are two different ampli-
tudes, A(B® — f) and A(B° — B — f), corresponding to two possible decay paths. CP-violating
effects can then result from the interference of these two contributions.

The time-dependent decay probabilities for the decay of a neutral B meson created at the time
to = 0 as a pure B° (BO) into the final state f (f = CP f) are:
0 I 1 o 2 T2 .
PB(t) = f] o 5e o (|Af\ + 1Ay ) {14C; cos (AM ot) — Sy sin (AMot)} |
_ ; 1 _p - .
T[B°(t) - f] « 3¢ 50! (|Af\2 + \Afﬁ) {1—Cj cos (AMot) + Sy sin (AM ot)} , (84)

where the tiny A" ;o corrections have been neglected and we have introduced the notation

AJZEA[BO%IT], AJFE—A[BO%IT], ,OJ?EA]?/AJF, (85)
_ q 5 2 _ P,
szl_\pf\2 Sf521m<ppf> C—z—ﬂ 5, = 2hn<qpf).
1+ [ps)? 1+ [ps)? 1+ [p7l? 1+ |pff?

CP invariance demands the probabilities of CP-conjugate processes to be identical. Thus, CP
conservation requires Ay = Ay, Ay = Ay, py = py and Im(% pr) = Im(g pf), ie., Cp = —Cjand
Sy = —S7. Violation of any of the first three equalities would be a signal of direct CP violation. The

fourth equality tests CP violation generated by the interference of the direct decay B’ — f and the
mixing-induced decay B’ - B 7.

o M Vis Vig _ 2y (86)
BY M, Vio Vig ’
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where ¢/ = B+ O(\*) and Y = —j, + O(\®). The angle 3 is defined in Eq. (72), while 8, =
arg [— (Vis Vi) / (Vs Vi) | = A%n + O(XY) is the equivalent angle in the BY unitarity triangle, which
is predicted to be tiny. Therefore, the mixing ratio ¢/p is given by a known weak phase.

An obvious example of final states f which can be reached both from the B and the B° are CP
eigenstates; i.e., states such that f = (;f ((y = £1). Inthis case, A7 = (; Ay, flf = Cfflf, pF= 1/py,
C;= Cyand S; = S;. Anon-zero value of Cy or Sy signals then CP violation. The ratios p and py
depend in general on the underlying strong dynamics. However, for CP self-conjugate final states, all
dependence on the strong interaction disappears if only one weak amplitude contributes to the B’ — f

— ., D .
and B° — f transitions [126, 127]. In this case, we can write the decay amplitude as A = Me'® 6155’
with M = M™ and qu and 0, weak and strong phases. The ratios p; and p 7 are then given by
.. D

pp=pp = e . (87)
The modulus M and the unwanted strong phase cancel out completely from these two ratios; py and
py simplify to a single weak phase, associated with the underlying weak quark transition. Since |p f\ =
|ps| = 1, the time-dependent decay probabilities become much simpler. In particular, C'y = 0 and there
is no longer any dependence on cos (AM 5O t). Moreover, the coefficients of the sinusoidal terms are then
fully known in terms of CKM mixing angles only: Sy = S7 = —(;sin [2(¢fl\4 + ng)} = —(ysin (29).
In this ideal case, the time-dependent CP-violating decay asymmetry

L[B"(t) = f] ~T[B"(t) = ]

AR
b T[B(t) — f1+T[B"(t) — f]

N = —(ysin (2®) sin (AM pot) (88)
provides a direct and clean measurement of the CKM parameters [128].

When several decay amplitudes with different phases contribute, [p;| # 1 and the interference
term will depend both on CKM parameters and on the strong dynamics embodied in py. The leading

contributions to b — § ¢’ are either the tree-level W exchange or penguin topologies generated by gluon
(v, Z) exchange. Although of higher order in the strong (electroweak) coupling, penguin amplitudes are
logarithmically enhanced by the virtual W loop and are potentially competitive. Table 3 contains the
CKM factors associated with the two topologies for different B decay modes into CP eigenstates.

Table 3: CKM factors and relevant angle ® for some B decays into CP eigenstates.

Decay Tree-level CKM  Penguin CKM Exclusive channels ®
b—ccs AN —AN? BY = JjwKg, JJW K, B

B] - DID;,J/y¢ — B,
b — 5s5 —AN? BY = Kb, K ¢ B

B{ = ¢¢ —B,
b — dds —AN? BY & KgKq, K K| —8,
b—ced —AN AN*1—p—in) B)—D'D ,J/n’ ~ B

By = J/v Kg, JJv Ky ~ —B,
b—aud AX(p+ in) AN 1 —p—in) BY—=7Tr, 7% wr ~ B+

B} = p"Kgp,wKg, 7Kg #7— B,
b— ssd AN 1—p—in) BY— KsKg, K, K;,¢r" 0

B > Kg¢, K¢ —B - B,

The gold-plated decay mode is 32 — J/9 Kg. In addition of having a clean experimental sig-
nature, the two topologies have the same (zero) weak phase. The CP asymmetry provides then a clean
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Fig. 8: Time-dependent asymmetries for CPP-odd (Bg — J/Y Kg, Bg — ' Kg, Bg — XaKsg; ¢ = —1; left)
and CP-even (Bg — J/¢ Kp; (§ = +1; right) final states, measured by Belle [129].

measurement of the mixing angle /3, without strong-interaction uncertalntles Fig. 8 shows the Belle
measurement [129] of time- dependent b — c¢5 asymmetries for CP-odd (Bd — J/W Kg, Bd — 'K S
Bd — Xc1Kg) and CP-even (Bd — J/¢ K1) final states. A very nice oscillation is manifest, with
opposite signs for the two different choices of (; = +1. Including the information obtained from other
b — ccs decays, one gets the world average [46]:

sin (23) = 0.699 = 0.017 . (89)

Fitting an additional cos (AMgot) term in the measured asymmetries results in C; = —0.005 +
0.015 [46], confirming the expected null result. An independent measurement of sin 25 can be ob-
tained from b — s55 and b — dd5 decays, which only receive penguin contributions and, there-
fore, could be more sensitive to new-physics corrections in the loop diagram. These modes give
sin (283) = 0.648 £ 0.038 [46], in good agreement with (89).

Eq. (89) determines the angle 3 up to a four-fold ambiguity: 3, 5 — 3, 7 + 3 and 37“ — . The
solution 3 = (22.2 4 0.7)° is in remarkable agreement with the other phenomenological constraints on
the unitarity triangle in Fig. 6. The ambiguity has been resolved through a time-dependent analysis of the
Dalitz plot distribution in B — DWp0 decays (h” = 7°,n,w), showing that cos (26) = 0.91 £0.25
and B = (22.5 4+ 4.6)° [130]. This proves that cos (23) is positive with a 3.7 o significance, while the
multifold solution § — 3 = (67.8 & 0.7)° is excluded at the 7.3 o level.

A determination of 3 + v = 7 — « can be obtained from b — @ud decays, such as Bg — T
or Bg — pp. However, the penguin contamination that carries a different weak phase can be sizeable.
The time-dependent asymmetry in 32 — 777~ shows indeed a non-zero value for the cos (AM B0 t)
term, C'y = —0.32 £ 0.04 [46], providing evidence of direct CP violation and indicating the presence

of an additional decay amplitude; therefore, Sy = —0.63 £ 0.04 # sin 2. One could still extract use-

ful information on « (up to 16 mirror solutions), using the isospin relations among the Bg -,

BS — 77% and BT — 777" amplitudes and their CP conjugates [131]; however, only a loose con-
straint is obtained, given the limited experimental precision on Bg — 7°7% Much stronger constraints
are obtained from Bg — p+p7, ,00 pO because one can use the additional polarization information of two
vectors in the final state to resolve the different contributions and, moreover, the small branching fraction
Br(BY — p°p°) = (9.6 + 1.5) - 107 [9] implies a very small penguin contribution. Additional infor-
mation can be obtained from Bg, Bg — piwi, afEWjF, although the final states are not CP eigenstates.

Combining all pieces of information results in [46]

= (84.9131)°. (90)
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Fig. 9: 68% CL regions in AT 0 and ¢, extracted from b — ¢cs CP asymmetries of BY mesons [46]. The
vertical black line shows the SM prediction [135-137].

The angle ~ cannot be determined in b — u@d decays such as Bg — pOK < because the colour
factors in the hadronic matrix element enhance the penguin amplitude with respect to the tree-level
contribution. Instead, v can be measured through the tree-level decays B — DW K™ (b — 1c3) and
B — DK™ (b — cus), using final states accessible in both D™° and D™)° decays and playing with
the interference of both amplitudes [132—134]. The sensitivity can be optimized with Dalitz-plot analyses
of the DO, DY decay products. The extensive experimental studies performed so far result in [46]

v o= (TL1E55)°. 1)

Another ambiguous solution with v <+ v + 7 also exists.

Mixing-induced CP violation has been also searched for in the decays of BS and BS mesons
into J/v ¢, (2S)¢, J /9 KTK™, J/ 7 7 and D D; . From the corresponding time-dependent CP
asymmetries, one extracts correlated constraints on AT, and the weak phase ¢~ = 20 ~ 2¢>£/I ~
—2f, in Eq. (88), which are shown in Fig. 9. They lead to [46]

B, = (0.60 4 0.89)°, (92)

in good agreement with the SM prediction 3, ~ 17)\2 ~1°.

6.3 Global fit of the unitarity triangle

The CKM parameters can be more accurately determined through a global fit to all available measure-
ments, imposing the unitarity constraints and taking properly into account the theoretical uncertainties.
The global fit shown in Fig. 6 uses frequentist statistics and gives [111]

A= 0224841000050, A =0824100% 5 =015710008, 7=0.350"000%.
93)
This implies 7 = (3.06 T 5:02)-107°, v = (91.7717)°, 8 = (22.6 T 0%)° and v = (65.8 * 3)°. Similar
results are obtained by the UTfit group [138], using instead a Bayesian approach and a slightly different
treatment of theoretical uncertainties.

The AT go corrections to Eq. (84) must be taken into account at the current level of precision.

s
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6.4 Direct CP violation in B decays

The big data samples accumulated at the B factories and the collider experiments have established the
presence of direct C’P violation in several decays of B mesons. The most significative signals are [9,46]

AGY -t = —0.083£0.004, A oo =0.19£0.05,  AG . = —027+0.04,
Cpo_yptp = —0.32£0.04, Yo po g = (TL1IT39)°, A%E_}K+7r, = 0.221 £ 0.015,
cP CP cP
AP 0 =037T£010, AP =-037+£008, A . =005740.013,
cP CcP
AP = —0.03340.008, AT e = —0.122£0.021.
ACP — —0.68+512, AT —0.40+0.06,  (94)

BT =K~ f5(1270) B™ =7 f,(1270)

Another prominent observation of direct CP violation has been done recently in charm decays [139]:

AT o — AT P = (—15.7£2.9) 107, 95)
where the small contribution from D°-D° mixing has been subtracted, using the measured difference
of reconstructed mean decay times of the two modes. Unfortunately, owing to the unavoidable presence
of strong phases, a real theoretical understanding of the corresponding SM predictions is still lacking.
Progress in this direction is needed to perform meaningful tests of the CKM mechanism of C'/P violation
and pin down any possible effects from new physics beyond the SM framework.

7 Rare decays

Complementary and very valuable information can be obtained from rare decays that in the SM are
strongly suppressed by the GIM mechanism. These processes are then sensitive to new-physics contribu-
tions with a different flavour structure. Well-known examples are the K 0 ,u+ w1 decay modes [9,140],

Br(K; — ptp”) = (6.844+0.11)- 1077, Br(Kg — p'p™) < 21-107"° (90% CL),

(96)
which tightly constrain any hypothetical flavour-changing (s — d) tree-level coupling of the Z boson. In
the SM, these decays receive short-distance contributions from the penguin and box diagrams displayed
in Fig. 10. Owing to the unitarity of the CKM matrix, the resulting amplitude vanishes for equal up-type
quark masses, which entails a heavy suppression:

M o< D Vi Vi F(mi /Miy) = Vo Vi F(mi/Miy) + Vi Vig F(mi [My,),  (97)

1=u,c,t

where F(z) is a loop function and F(z) = F(z) — F(0). In addition to the loop factor g*/(167%),
the charm contribution carries a mass suppression )\mz /Mgv, while the top term is proportional to
)\5A2(1 —p+in) mf /MI%V The large top mass compensates the strong Cabibbo suppression so that
the top contribution is finally larger than the charm one. However, the total short-distance contribution to
the K decay, Br(K, — pu' ju" )gq = (0.79 £ 0.12) - 107" [124, 141], is nearly one order of magnitude
below the experimental measurement (96), while Br(Kg — ;ﬁ U )gq = 1.7 1071 [42].

The decays K; — u+,u_ and K¢ — uﬂf are actually dominated by long-distance contribu-
tions, through K; — 7r0,17, n =y — ;ﬁpf and Kqg — VI G Yy — /ﬁ;f. The absorptive
component from two on-shell intermediate photons nearly saturates the measured Br(K; — ;ﬁ mo)
[142], while the Kg decay rate is predicted to be Br(Kg — p p”) = 5.1 - 10 % [42, 143]. These
decays can be rigorously analised with chiral perturbation theory techniques [42], but the strong sup-
pression of their short-distance contributions does not make possible to extract useful information on the
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Fig. 10: Short-distance penguin (left) and box (right) SM contributions to & o whu

CKM parameters. Nevertheless, it is possible to predict the longitudinal polarization P, of either muon
in the K, decay, a CP-violating observable which in the SM is dominated by indirect CP violation from
K°-K° mixing: |P| = (2.6 £0.4) - 10> [143].

Other interesting kaon decay modes such as K o ¥y, K — myyand K — 700 are also
governed by long-distance physics [42, 144]. Of particular interest is the decay K; — mete, since it
is sensitive to new sources of CP violation. At lowest order in « the decay proceeds through K. 3 — 7r0’y*
that violates CP, while the CP-conserving contribution through Kg — 71'0’7*’7* is suppressed by an
additional power of « and it is found to be below 1072 [42]. The K; — 7’eTe™ transition is then
dominated by the O(a) CP-violating contributions [144], both from K 0_g° mixing and direct CP
violation. The estimated rate Br(K; — 7 e¢’e™) = (3.1 +0.9) - 10~ [42, 145, 146] is only a factor
ten smaller than the present (90% CL) upper bound of 2.8 - 10710 [147] and should be reachable in the
near future.

The decays K * 5 rfupand K L — 7 provide a more direct access to CKM information
because long-distance effects play a negligible role. The decay amplitudes are dominated by Z-penguin
and W-box loop diagrams of the type shown in Fig. 10 (replacing the final muons by neutrinos), and
are proportional to the hadronic K7 matrix element of the AS = 1 vector current, which (assuming
isospin symmetry) is extracted from K — mwfv, decays. The small long-distance and isospin-violating
corrections can be estimated with chiral perturbation theory. The neutral decay is CP violating and
proceeds almost entirely through direct CP violation (via interference with mixing). Taking the CKM
inputs from other observables, the predicted SM rates are [148—150]:

Br(Kt — 7t vi)y, = (85+0.6)-107, Br(K; — m'vi)y = (29+0.3)-107 1. (98)

The uncertainties are largely parametrical, due to CKM input, the charm and top masses and o (M ).
On the experimental side, the current upper bounds on the charged [151] and neutral [152] modes are

Br(KT — nvi) <1.85-107 ", Br(K; — 7'vi) <3.0-1077 (90%CL).  (99)

The ongoing CERN NA62 experiment aims to reach O(100) K * — 71w events (assuming SM rates),
while increased sensitivities on the K; — v mode are expected to be achieved by the KOTO ex-
periment at J-PARC. These experiments will start to seriously probe the new-physics potential of these
decays.

The inclusive decay B — X, provides another powerful test of the SM flavour structure at the
quantum loop level. It proceeds through a b — sy penguin diagram with an on-shell photon. The
present experimental world average, Br(B — qu/)szl_ﬁ cev = (3.32£0.15) - 10~ [46], agrees very

well with the SM theoretical prediction, Br(B — Xsy)%‘vzm Gev = (3.40 £0.17) - 10~ [153-155],
obtained at the next-to-next-to-leading order.

The LHC experiments have recently reached the SM sensitivity for the 32 and Bg decays into
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u+u_ pairs [156—158]. The current world averages [9],7

Br(B) — ptp) = 147810710, Br(BY = pty) = (3.0+0.4)-1077,  (100)

agree with the SM predictions Br(BY — ptp™) = (1.06 £ 0.09) - 10" and Br(B? — pfp™) =
(3.65 & 0.23) - 1077 [160]. Other interesting FCNC decays with B mesons are B — K™ and
B — KW [86].

8 Flavour constraints on new physics

The CKM matrix provides a very successful description of flavour phenomena, as it is clearly exhibited
in the unitarity test of Fig. 6, showing how very different observables converge into a single choice of
CKM parameters. This is a quite robust and impressive result. One can perform separate tests with
different subsets of measurements, according to their C’P-conserving or CP-violating nature, or splitting
them into tree-level and loop-induced processes. In all cases, one finally gets a closed triangle and similar
values for the fitted CKM entries [111, 138]. However, the SM mechanism of flavour mixing and CP
violation is conceptually quite unsatisfactory because it does not provide any dynamical understanding
of the numerical values of fermion masses, and mixings. We completely ignore the reasons why the
fermion spectrum contains such a hierarchy of different masses, spanning many orders of magnitude,
and which fundamental dynamics is behind the existence of three flavour generations and their observed
mixing structure.

The phenomenological success of the SM puts severe constraints on possible scenarios of new
physics. The absence of any clear signals of new phenomena in the LHC searches is pushing the hy-
pothetical new-physics scale at higher energies, above the TeV. The low-energy implications of new
dynamics beyond the SM can then be analysed in terms of an effective Lagrangian, containing only the

known SM fields: @
C
Lop = Loy + >y k0. (101)
=1 r Axp

. L . L . . d) . .
The effective Lagrangian is organised as an expansion in terms of dimension-d operators O,g ), Invariant

under the SM gauge group, suppressed by the corresponding powers of the new-physics scale Axp. The
dimensionless couplings c,(cd) encode information on the underlying dynamics. The lowest-order term in
this dimensional expansion is the SM Lagrangian that contains all allowed operators of dimension 4.

At low energies, the terms with lower dimensions dominate the physical transition amplitudes.
There is only one operator with d = 5 (up to Hermitian conjugation and flavour assignments), which
violates lepton number by two units and is then related with the possible existence of neutrino Majo-
rana masses [161]. Taking m, 2 0.05 eV, one estimates a very large lepton-number-violating scale
Axp/ ® < 10" GeV [17]. Assuming lepton-number conservation, the first signals of new phenomena
should be associated with d = 6 operators.

One can easily analyse the possible impact of AF = 2 (F' = §,C, B) four-quark operators
(d = 6), such as the SM left-left operator in Eq. (65) that induces a AB = 2 transition. Since the SM box
diagram provides an excellent description of the data, hypothetical new-physics contributions can only be
tolerated within the current uncertainties, which puts stringent upper bounds on the corresponding Wilson

coefficients ¢;, = cgf) / A2NP. For instance, AM B and S,y ¢, imply that the real (CP-conserving) and

imaginary (C’P-violating) parts of ¢; must be below 71076 TeV 2 for a (bpy*d L)2 operator, and nearly
one order of magnitude smaller (10™7) for (brpdr)(brdg) [162]. Stronger bounds are obtained in the
kaon system from AM .o and €. For the (5p9Md L)2 operator the real (imaginary) coefficient must be

below 10~° (3-10~%), while the corresponding bounds for (5zd; )(5.dg) are 7-107° (3-107), in the

"Bris the time-integrated branching ratio, which for BS is slightly affected by the sizeable value of AT", [159].
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same TeV ™2 units [162]. Taking the coefficients c,(f) ~ O(1), this would imply Axp > 3 - 10° TeV for
32 and Ayp > 3- 10° TeV for K. Therefore, two relevant messages emerge from the data:

1. A generic flavour structure with coefficients cl(f) ~ O(1) is completely ruled out at the TeV scale.
2. New flavour-changing physics at Axp ~ 1 TeV could only be possible if the corresponding Wilson
coefficients c,(f) inherit the strong SM suppressions generated by the GIM mechanism.

The last requirement can be satisfied by assuming that the up and down Yukawa matrices are the
only sources of quark-flavour symmetry breaking (minimal flavour violation) [163—165]. In the absence
of Yukawa interactions, the SM Lagrangianhasa G = U(3),, ® U(3)g, ®U(3),, ®U(3),, @U(3)4,
global flavour symmetry, because one can rotate arbitrarily in the 3-generation space each one of the
five SM fermion components in Eq. (2). The Yukawa matrices are the only explicit breakings of this
large symmetry group. Assuming that the new physics does not introduce any additional breakings of
the flavour symmetry G (beyond insertions of Yukawa matrices), one can easily comply with the flavour
bounds. Otherwise, flavour data provide very strong constraints on models with additional sources of
flavour symmetry breaking and probe physics at energy scales not directly accessible at accelerators.

The subtle SM cancellations suppressing FCNC transitions could be easily destroyed in the pres-
ence of new physics contributions. To better appreciate the non-generic nature of the flavour structure, let
us analyse the simplest extension of the SM scalar sector with a second Higgs doublet, which increases
the number of quark Yukawas:

2
Ly = =3 { QLI b0 di+ QY 6 + LV 6 b} + bic, (102)

a=1

where <baT = ( ((f), qﬁ,(lo)) are the two scalar doublets, ¢ their C-conjugate fields, and @, and L) the
left-handed quark and lepton doublets, respectively. All fermion fields are written as three-dimensional

/
flavour vectors and y}“) are 3 X 3 complex matrices in flavour space. With an appropriate scalar potential,

the neutral components of the scalar doublets acquire vacuum expectation values (0\(15,(10) 0) = v, e It
is convenient to make a U(2) transformation in the space of scalar fields, (¢1, ¢o) — (P, ), so that
only the first doublet has a non-zero vacuum expectation value v = (v% + vg )1/ 2, ®, plays then the same
role as the SM Higgs doublet, while ®, does not participate in the electroweak symmetry breaking. In

this scalar basis the Yukawa interactions become more transparent:

2

2 2 2
SoVil b= ViY@ Sy e =Y v e (103)
a=1 a=1

a=1 a=1

The fermion masses originate from the ®; couplings, because ®, is the only field acquiring a vacuum
expectation value:

My =y 2 (104)

The diagonalization of these fermion mass matrices proceeds in exactly the same way as in the SM,
and defines the fermion mass eigenstates d;, u;, ¢;, with diagonal mass matrices M 5 a8 described in
Section 2. However, in general, one cannot diagonalize simultaneously all Yukawa matrices, i.e., in the
. . . . (2) . . o
fermion mass-eigenstate basis the matrices Yf remain non-diagonal, giving rise to dangerous flavour-
changing transitions mediated by neutral scalars. The appearance of FCNC interactions represents a
major phenomenological shortcoming, given the very strong experimental bounds on this type of phe-
nomena.

To avoid this disaster, one needs to implement ad-hoc dynamical restrictions to guarantee the
suppression of FCNC couplings at the required level. Unless the Yukawa couplings are very small or
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the scalar bosons very heavy, a specific flavour structure is required by the data. The unwanted non-
diagonal neutral couplings can be eliminated requiring the alignment in flavour space of the Yukawa
matrices [166]:

V2 V2 .,
Yd(,i) = Sdy Yd(,? = Sl Mgy, v = qv® = iy M,, (105)

with ¢ arbitrary complex proportionality parametelrs.8

Flavour alignment constitutes a very simple implementation of minimal flavour violation. It results
in a very specific dynamical structure, with all fermion-scalar interactions being proportional to the
corresponding fermion masses. The Yukawas are fully characterized by the three complex alignment
parameters <y, which introduce new sources of CP violation. The aligned two-Higgs doublet model
Lagrangian satisfies the flavour constraints [168—178], and leads to a rich collider phenomenology with
five physical scalar bosons [179-186]: h, H, A and H*.

9 Flavour anomalies

The experimental data exhibit a few deviations from the SM predictions [187]. For instance, Table 2
shows a 2.6 o violation of lepton universality in |g./g,| at the 1% level, from W — (v decays, that is
difficult to reconcile with the precise 0.15% limits extracted from virtual W transitions, shown also in
the same table. In fact, it has been demonstrated that it is not possible to accommodate this deviation
from universality with an effective Lagrangian and, therefore, such a signal could only be explained
by the introduction of new light degrees of freedom that so far remain undetected [188]. Thus, the
most plausible explanation is a small problem (statistical fluctuation or underestimated systematics) in
the LEP-2 measurements that will remain unresolved until more precise high-statistics W — /(v data
samples become available.

Some years ago BaBar reported a non-zero CP asymmetry in = 5K gV decays at the level
of 3.6 -107° [189], the same size than the SM expectation from K 0_f0 mixing [190, 191] but with
the opposite sign, which represents a 2.8 c anomaly. So far, Belle has only reached a null result with
a smaller 10> sensitivity and, therefore, has not been able to either confirm or refute the asymmetry.
Nevertheless, on very general grounds, it has been shown that the BaBar signal is incompatible with
other sets of data (K 0 and D° mixing, neutron electric dipole moment) [192].

Another small flavour anomaly was triggered by the unexpected large value of Br(B~ — 7 1),
found in 2006 by Belle [193] and later confirmed by BaBar [96], which implied values of |V,,;| higher
than the ones measured in semileptonic decays or extracted from global CKM fits. While the BaBar
results remain unchanged, the reanalysis of the full Belle data sample resulted in a sizeable ~ 40%
reduction of the measured central value [97], eliminating the discrepancy with the SM but leaving a
pending disagreement with the BaBar results.

In the last few years a series of anomalies have emerged in b — c7v and b — s,tﬁ |4 transitions.
Given the difficulty of the experimental analyses, the results should be taken with some caution and
further studies with larger data sets are still necessary. Nevertheless, these anomalies exhibit a quite
consistent pattern that makes them intriguing.

9.1 b — cTv decays

In 2012 the BaBar collaboration [194] observed an excess in B — D(*)TVT decays with respect to
the SM predictions [195], indicating a violation of lepton-flavour universality at the 30% level. The

8Actually, since one only needs that Yfm/ and Yf(z)’ can be simultaneously diagonalized, in full generality the factors ¢
could be 3-dimensional diagonal matrices in the fermion mass-eigenstate basis (generalized alignment) [167]. The fashionable
models of types I, II, X and Y, usually considered in the literature, are particular cases of the flavour-aligned Lagrangian with
all ¢; parameters real and fixed in terms of tan B = vy /vy [166].
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measured observables are the ratios

_ Br(B — D1v) _ Br(B— D'rv)

k(D) = Br(B — Div)’ R(D7) = Br(B — D*(v)’

with ¢ = e, u, where many sources of experimental and theoretical errors cancel. The effect has been
later confirmed by LHCb [196] (D* mode only) and Belle [197] (Fig. 11). Although the results of
the last two experiments are slightly closer to the SM expected values, R(D) = 0.302 £ 0.004 and
R(D*) = 0.258 i8;88§ [55,58,198-202], the resulting world averages [46]

R(D) = 0.340 4 0.027 £ 0.013, R(D*) = 0.295+0.011 + 0.008, (107)

deviate at the 3.2 o level (considering their correlation of —0.38) from the SM predictions, which is a
very large effect for a tree-level SM transition.

(106)
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Fig. 11: Measurements of R(D) and R(D") and their average compared with the SM predictions. Filled contours
correspond to sz =1 (68% CL for the bands and 39% CL for the ellipses), while the dashed ellipse displays the
3 o region [46].

Different new-physics explanations of the anomaly have been put forward: new charged vector
or scalar bosons, leptoquarks, right-handed neutrinos, etc.” The normalized q2 distributions measured
by BaBar [194] and Belle [197] do not favour large deviations from the SM [203]. One must also take
into account that the needed enhancement of the b — c7v transition is constrained by the cross-channel
bc — Tv. A conservative (more stringent) upper bound Br(B, — 7v) < 30% (10%) can be extracted
from the B, lifetime [203,204] (LEP data [205]). A global fit to the data, using a generic low-energy
effective Hamiltonian with four-fermion effective operators [201,202], finds several viable possibilities.
However, while the fitted results clearly indicate that new-physics contributions are needed (much lower
X2 than in the SM), they don’t show any strong preference for a particular Wilson coefficient. The
simplest solution would be some new-physics contribution that only manifests in the Wilson coefficient
of the SM operator (¢,7"by)(7,7,v). This would imply a universal enhancement of all b — c7v
transitions, in agreement with the recent LHCb observation of the B, — .J/¢ Tv decay [206],

Br(B, — J/¢1v)
R(J/Y) = -

) = BeB. = Jjv )
which is 2 o above the SM expected value R(J/v) ~ 0.25-0.28 [207-210]. Writing the four-fermion
left-left operator in terms of SU(2);, ® U(1)y invariant operators at the electroweak scale, and imposing

that the experimental bounds on Br(b — svi) are satisfied, this possibility would imply rather large
rates in b — s7 17 transitions [211-213], but still safely below the current upper limits [214].

= 0.71 +£0.17£0.18, (108)

°A long, but not exhaustive, list of relevant references is given in Refs. [201,202].
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Fig. 12: Comparison between the SM predictions for Ps [226-228] and the experimental measurements [229].

92 b— st decays

The rates of several b — su ,uf transitions have been found at LHCb to be con51stently lower than
thelr SM predictions: B - K'Yt [215,216], BY — K* 't (2151, B — K%ut o [215],
Bd — K*O tuT 217, B — o’ p [218] and Ab — Aptp [219]. The angular and invariant-
mass dlstrlbutlons of the final products in B — K™ /fr 1~ have been also studied by ATLAS [220],
BaBar [221], Belle [222], CDF [223], CMS [224] and LHCb [217]. The rich variety of angular depen-
dences in the four-body K 7r,u,Jr w1 final state allows one to disentangle different sources of dynamical
contributions. Particular attention has been put in the so-called optimised observables Pi'(qQ), where q2
is the dilepton invariant-mass squared, which are specific combinations of angular observables that are
free from form-factor uncertainties in the heavy quark-mass limit [225]. A sizeable discrepancy with the
SM prediction [226-228], shown in Fig. 12, has been identified in two adjacent bins of the P% distribu-
tion, just below the JJ/W peak. Belle has also included K *eTe final states in the analysis, but the results
for this electron mode are compatible with the SM expectations [222].

The SM predictions for the previous observables suffer from hadronic uncertainties that are not
easy to quantify. However, LHCb has also reported sizeable violations of lepton flavour universality, at
the 2.1-2.6 o level, through the ratios [230]

Br(BY = Kt ) 0.66 0 or £0.03,  ¢° € [0.045, 1.1] GeV?,
Ryro = “0 -+, - +0.11 2 2 (109)
By = K ) 06905 +£0.05,  ¢%€ [1.1,6.0] GeV?,
and [231]
Br(BY - K pu ™
Ry = (B+ K+“+“_) = 0.846 T §:060 +0.016 (110)
o(BT — ete’) ¢>€[1.1,6.0] GeV?

These observables constitute a much cleaner probe of new physics because most theoretical uncertainties
cancel out [232-235]. In the SM, the only difference between the muon and electron channels is the
lepton mass. The SM theoretical predictions, R = 1.00+0.01ggp, 12 ;+0[0.045, 1.1] = 0.906+0.028y;,
and R «o [1.1,6] = 1.00+0.01gpp [236], deviate from these experimental measurements by 2.4 0, 2.1 0
and 2.6 o, respectively. Owing to their larger uncertainties, the recent Belle measurements of 12« [237]
and Ry [238] are compatible with the SM as well as with LHCb.
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Global fits to the b — s¢* ¢~ data with an effective low-energy Lagrangian

G'F x O 12
Log = —= Vu' Vi, — C;,0; 111
eff ﬂ tb Vits T ; il i ( )
show a clear preference for new-physics contributions to the operators Oé = (5pvub ) (I4*0) and

Ofo = (s LfyMbL)(@y” v5¢), with £ = p [239-245]. Although the different analyses tend to favour
slightly different solutions, two main common scenarios stand out: either 50}; 5 ~ —0.98 or 50},\{ 5 =
—6C%1?M ~ —0.46. Both constitute large shifts (—24% and —11%, respectively) from the SM values:

CS,IL/[(MI;) ~ 4.1 and C'lsé\’/[#(#b) ~ —4.3, at u, = 4.8 GeV. The first possibility is slightly preferred
by the global analysis of all data, while the left-handed new-physics solution accommodates better the
lepton-flavour-universality-violating observables [240].

The left-handed scenario is theoretically appealing because it can be easily generated through
SU(2),®U (1)y-invariant effective operators at the electroweak scale that, moreover, could also provide
an explanation to the b — cTv anomaly. This possibility emerges naturally from the so-called U; vector
leptoquark model [246], and can be tested experimentally, since it implies a b — s7 77 rate three orders
of magnitude larger than the SM expectation [213]. For a recent review of theoretical models with a quite
complete list of references, see Ref. [247].

10 Discussion

The flavour structure of the SM is one of the main pending questions in our understanding of weak
interactions. Although we do not know the reasons of the observed family replication, we have learnt
experimentally that the number of SM generations is just three (and no more). Therefore, we must study
as precisely as possible the few existing flavours, to get some hints on the dynamics responsible for their
observed structure.

In the SM all flavour dynamics originate in the fermion mass matrices, which determine the mea-
surable masses and mixings. Thus, flavour is related through the Yukawa interactions with the scalar
sector, the part of the SM Lagrangian that is more open to theoretical speculations. At present, we to-
tally ignore the underlying dynamics responsible for the vastly different scales exhibited by the fermion
spectrum and the particular values of the measured mixings. The SM Yukawa matrices are just a bunch
of arbitrary parameters to be fitted to data, which is conceptually unsatisfactory.

The SM incorporates a mechanism to generate CP violation, through the single phase naturally
occurring in the CKM matrix. This mechanism, deeply rooted into the unitarity structure of V, im-
plies very specific requirements for CP violation to show up. The CKM matrix has been thoroughly
investigated in dedicated experiments and a large number of CP-violating processes have been studied
in detail. The flavour data seem to fit into the SM framework, confirming that the fermion mass matri-
ces are the dominant source of flavour-mixing phenomena. However, a fundamental explanation of the
flavour dynamics is still lacking.

At present, a few flavour anomalies have been identified in b — crv and b — sp™ p~ transi-
tions. Whether they truly represent the first signals of new phenomena, or just result from statistical
fluctuations and/or underestimated systematics remains to be understood. New experimental input from
LHC and Belle-II should soon clarify the situation. Very valuable information on the flavour dynam-
ics is also expected from BESS-III and from several kaon (NA62, KOTO) and muon (MEG-II, MuZ2e,
Mu3e, COMET) experiments, complementing the high-energy searches for new phenomena at LHC.
Unexpected surprises may well be discovered, probably giving hints of new physics at higher scales and
offering clues to the problems of fermion mass generation, quark mixing and family replication.
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Appendices
A Conservation of the vector current

In the limit where all quark masses are equal, the QCD Lagrangian remains invariant under global
SU(Ny) transformations of the quark fields in flavour space, where N is the number of (equal-mass)
quark flavours. This guarantees the conservation of the corresponding Noether currents V“ = ;" d;.
In fact, using the QCD equations of motion, one immediately finds that

a“‘/ll; = 8 ( lfyud]) = Z(mul - md )uzd_]v (Al)

which vanishes when m,,, = m,, . In momentum space, this reads uni? = O0(m,, — mg, ), with g, the
corresponding momentum transfer.
Letus considera 0~ (k) — 0~ (k") weak transition mediated by the vector current Vz’j . The relevant

hadronic matrix element is given in Eq. (19) and contains two form factors f (q2). The conservation of
the vector current implies that f_ (q2) is identically zero when m,,, = mg,. Therefore,

(P (K)VE (@) |P(k)) = €% Cppr (k+ k) f1(c7). (A2)

We have made use of translation invariance to write V};(x) = etre V5 (0) e " with P" the four-
momentum operator. This determines the dependence of the matrix element on the space-time coordi-
nate, with ¢ = (k' — k)*.

The conserved Noether charges
/dgac V0 /d?’:r uj(:):) dj(r), (A.3)

annihilate one quark d; and create instead one u; (or replace u; by Jj), transforming the meson P into
P’ (up to a trivial Clebsh-Gordan factor C ppr that, for light-quarks, takes the value 1/ V2 when P’ is a
70 and is 1 otherwise). Thus,

—

< ( )‘ ’P( )> = CPP’ <P,(k/)‘Pl(k)> = Cpp’ (277)3 2k" 5(3)(];,_]‘3)- (A.4)

On the other side, inserting in this matrix element the explicit expression for ./\fij in (A.3) and making
use of (A.2),

(P'(K) N3 | P(k)) = /d3fv (P'(K) [V} (@)|P(k)) = Cppr (27)° 2k° 67(q) £,(0).  (AS)
Comparing Egs. (A.4) and (A.5), one finally obtains the result
fi(0) = 1. (A.6)

Therefore, the flavour symmetry SU(N) determines the normalization of the form factor at q2 =0,
whenm,, = mg,. It is possible to prove that the deviations from 1 are of second order in the symmetry-

breaking quark mass difference, i.e., £, (0) = 1 + O[(m,,, — mdj)Q] [25].
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Abstract

In these two lectures I review the basics of heavy-ion collisions at relativistic
energies and the physics we can do with them. I aim to cover the basics on the
kinematics and observables in heavy-ion collider experiments, the basics on
the phenomenology of the nuclear matter phase diagram, some of the model
building and simulations currently used in the heavy-ion physics community
and a selected list of amazing phenomenological discoveries and predictions.

Keywords
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ature; baryon density.

1 The not-so-simple questions that remain

The recent discoveries in particle physics are built upon the platform created by a solid quantum field the-
ory of the strong interactions: quantum chromodynamics (QCD). Without it, we could not "see" through
the haze of multiple particle production at the LHC and study different decay channels of the Higgs
boson. Eventhough QCD is robust enough to encompass perturbative and non-perturbative approaches
that allow us to study a variety of phenomena in hadron colliders, we are always tempted to put it to
the test in the high temperature and/or density regimes. For example, if we already know how to study
proton-proton collisions (pp collisions) at LHC energies, starting with parton level cross sections using
QCD matrix elements that involve quarks and gluons, that later become hadron level cross sections and
can be connected to shape obervables or jet observables, how much of this knowledge can be used to
simulate jet formation in nucleus-nucleus collisions (A — A collisions, where A can be any nucleus)? Do
we assume that hadronization and jet formation in the collision of large systems happens just as it does
in small systems? It turns out that these questions are just the tip of the iceberg: the physics of heavy-
ion collisions at relativistic energies are a portal to new phenomena of the strong interactions. They are
the means to explore regimes of QCD under extreme conditions: what happens to strongly interacting
matter when it is in a thermal bath and/or when it is highly compressed? Does this mean that we expect
ordinary nuclear matter to phase transition into new states of matter? How do we know theoretically and
experimentally what are the signals we should look for when these phase transitions occur? Suddenly,
heavy-ion collision experiments represent our best tool to learn about the questions that remain: the rich
dynamical QCD phenomena that emerges under these conditions, an arena to further extend the vast
knowledge we already have on hadron and QCD physics.

Now, if you are already an expert on using QCD to study pp collisions, then you might be surprised
to learn that from there, it is an easy road to learn more about A — A collisions. This is the road I plan
to take in these couple of lectures, to discuss about the phases of nuclear matter, about QCD now under
extreme conditions, about quantum field theory techniques for larger systems and about code used in pp
collisions to be able to simulate A — A collisions. In these two lectures I will aim to give you the basics
of heavy-ion collisions at relativistic energies and the physics we can do with them. These lectures will
rely heavily on previous enlightening talks and short courses given at different venues (see for example
Ref. [1]) and on various articles and textbooks (see Refs. [2-8]).

The structure of the lectures is as follows: in Section 2 we review the essential ideas that helped
establish QCD as the theory of strong interactions and use them to have an initial discussion about the
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Fig. 1: Measurements of «, as a function of the energy scale (), as reported in the quantum chromodynamics
review of the Particle Data Group [9]. From each set of experiments, there is a value of o that has been extracted
using different levels of QCD perturbation theory, which are indicated in brackets. Re-used with permission from
PDG.

nuclear matter phase diagram, then in Section 3 we review the basic ideas used to study relativistic heavy-
ion collisions and the evolution of the system after the collisions, in Section 4 we discuss the quark-gluon
plasma and its basic properties, in Section 5 we introduce the tools required to study the phase diagram
of nuclear matter and the observables with which phase transitions and critical behavior can be probed,
finally in Section 6 we highlight observables that help characterize the QGP formation and evolution.
We provide final remarks and future prospects in Section 7.

2  QCD as usual—said no one ever
2.1 The basics

It is now carved in stone (which is to say, it has been established by numerous experiments) that nature
favours an SU(3), gauge theory as the mathematical framework with huge phenomenological conse-
quences that shape our current understanding of the strong interactions at a fundamental level. As is
shown in Fig. 1, QCD, the theory of strong interactions that Nature favours, is everywhere. The em-
blematic characteristics of this theory make it unique and powerful: a g running with the energy scale
of a wide range of experiments and SU (3),. well established as the underlying symmetry . This sup-
ports the formulation of a microscopic theory in terms of elementary fields (quarks and gluons), whose
interactions obey the principles of a relativistic quantum field theory with non-abelian gauge invariance.

Since the early development of QCD, people started to amass tools that would allow to study
phenomena at the heart of every experiment conceived, with the highest precision possible. As shown in
Fig. 2, nowadays the calculation of observables using perturbative and non-perturbative QCD-inspired
tools or QCD-inspired effective theories and their connections, makes it possible to do Standard Model
precise calculations and to look for new physics (see for example Ref. [12]). QCD in heavy-ion physics
has flourished (via many effective theories and extensions to QFT at finite temperature) that provide new
tools to describe the initial conditions of ions moving at relativistic velocities, the intermediate stages
where the QGP has formed and the later stages where the high temperature and density of gluons and
quarks, become hadrons and jets (see for example Ref. [13]).

"For more interesting discussions about the experimental tests of QCD and about how to extract o, beyond perturbative
QCD, see examples in Refs. [10, 11].
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npQCD

pQCD

effective
theories

Fig. 2: QCD is everywhere. Non-perturbative QCD (npQCD) has a vast reach and here we highlight how
Schwinger-Dyson equations (SDEs) are solved for the quark and gluon propagator with dressed versions of the
QCD vertices to get hadron masses. Lattice QCD can solve numerically the QCD equations of motion and produce
incredible results for hadron spectra and thermodynamic properties of nuclear matter. Perturbative QCD (pQCD)
was the historical way to establish QCD as a gauge theory of the strong interactions and provided the tools to predict
and describe jets, which are now known as the standard signature of hard processes. Throughout the development
of hadron and electroweak physics, effective theories have paved the way for modern QCD phenomenology.

2.2 The running and confinement

Under ordinary circumstances, quarks are confined within hadrons. The color potential between quarks
inside hadrons at long distances is of order 1 fm and is linear. Separation of quarks requires an infinite
amount of energy, so this potential makes hadrons combine into zero net color charge hadrons. From
the perturbative regime, confinement can be seen as a direct consequence of the gluon self-interaction.

2
Given that the strength of the strong interaction is characterized by the coupling constant o, = Z—;,
we can expose its running (made evident by experiment), by demanding that all relevant observables
(’)(Q2; o) constructed with QCD should be renormalization scale independent. This is encoded in the

renormalization group equation as

2
|:M282 + ﬂ(as)] o (aw CQQ) = s
o I

where the beta function is defined as

Bla) = 2%

=—7 (1
dlogQ—j
o

The beta function can be obtained perturbatively to study the running of alpha in the high energy regime
(small values of the coupling). At lowest order,

. 1 /11 1
Blay) = —bpas  with by = o (GNC - Nf> ; (2)

where N, = 3 and N are the number of color and flavour degrees of freedom of the theory, respectively.
We can now solve Eq. 1 and 2, assuming b, > 0 (which is true provided Ny < 16) and get the famous
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Fig. 3: On the left we can see the screening effect that quark loops provide for the electric charge, which corre-
sponds to the notion of an effective charge e(r) that becomes smaller with larger distances. This is encoded in the
QED beta function S(r) = —ddloeiga),
from the quark loops but antiscreening from the gluon loops, which corresponds to the two contributions with
opposite signs to by in the QCD beta function. The QCD beta function is negative and so the effective strong

coupling becomes small at short distances [14]. Copyright John Wiley and Sons, re-used with permission.

which is positive. On the right we see that the color charge gets screening

running of ay:
( 2) — .
ST g log(?/07)
The parameter A describes the boundary condition of the first order differential equation defining the
running of a, and corresponds to the scale at which the coupling becomes infinity. Since «, is not
an observable, it can contain all the terms that are p dependent, in order to achieve a p-independent
observable O that has a power-series representation in terms of a;;. As shown in Fig. 3, this behaviour
shows the difference between the screening and anti-screening efects of the color charge as compared
to the electric charge. The observables that can be described where perturbation theory can be applied
are usually those where the transferred momentum satisfies Q2 21 GeV? which marks the separation
between the perturbative and non-perturbative regimes.

3)

With the aid of Egs. 1 and 2, we can define a transferred momentum value Agcp small enough
such that the coupling blows up

1

1+ boa (1%) log(Ajep/u?) =0 = Adjep = pPe tooml® | )

where Aqcp is a renormalization scheme dependent quantity. In the MS scheme and for three active
flavors, its value is of order Agcp ~ 200 — 300 MeV. This has a huge impact on the phenomenological
applications of pQCD, since all dimensionful QCD results with small transferred momentum, scale with
AQCD- In this context, we are tempted to say that the existence of this scale is a key ingredient for the
emergence of baryon masses and thus of the mass of the visible universe, and hastily conclude that this is
what explains hadron confinement. Nevertheless, the emergence of confinement is much more than this,
so we must pursue an all encompassing strategy to understand confinement and the breaking of chiral
symmetry in QCD, which is also connected to the emergence of hadron masses.

2.3 Chiral symmetry in QCD
The QCD lagrangian,

N?-1 N, Ny
Loep= D S0 S (007 +i g A) — mid™) 0f - (GG . ©)

a=1 a,b=11i=1
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is that of a non-abelian gauge theory with a local symmetry group SU(N,) with N, = 3 where the
fundamental fields are matter fields v); (quarks) with masses m,; and massless gauge fields AZ‘ (gluons).

In this lagrangian the strong coupling o, = gg /47 enters both in the quark-gluon interaction term
P Azbd)b (with Azb = A} (,)) and in the gluon self-interaction term through the field strength

tensor, defined as G, = 0, A, — 0, A}, + g, foh UAﬁAZ. The N quark fields belong to the fundamental
representation of the color group (N, -dimensional), antiquark fields to the complex conjugate of the
fundamental representation (also NV, -dimensional) and gluon fields to the adjoint representation (/V, 62 -1
-dimensional), where a, b run from 1 to N, and «, 8, o run from 1 to NC2 -1

If we imagine a universe in which all the quarks have the same mass m, then the quark sector
of the QCD lagrangian in Eq. 5 is (we focus on the flavour indices and we omit colour indices for the
purpose of the discussion)

Ny
‘Cq = ZEZ (Z’Y“(a,u +1 gs A,u) - m) %
i=1

This lagrangian is invariant under continuous global vector flavour transformations of SU(Ny) since

. B B ] X
o, = P = e (T v;. In fact using Noether’s theorem, we find N]% — 1 conserved currents
associated with this symmetry since 9" j ;‘ = 0 for

(@) = Y@y, (T i) ©6)

where A, B,C =1, ..., NJ% — 1. The charges (or generators) are obtained from the space integration of
the density current j()4

Q" = / dr jiz)

where QA satisfy the SU(Ny) algebra [QA,QB] =1 fABCQC. Furthermore, current conservation
implies that these charges are constant in time, in the sense that they commute with the Hamiltonian
[H, QA] = 0 of the theory. The transformation properties of the fields translate into transformation
properties of the states (e.g. QA]p, i) = (TA)Ji]p, J), suppressing spin indices) and if the vacuum state
is also invariant under these transformations, all one-particle states of the fundamental representation
multiplet, have equal masses m. In quantum mechanics, a symmetry of the hamiltonian of the theory
reflects in its energy spectrum, most of the time. In this case we have a flavour symmetry transformation
that reflects on a degeneracy on the mass spectrum of the theory. This realization of a symmetry is called
Wigner-Weyl mode. As we will see in what follows, at energies 1.5 — 3 GeV there is data showing parity
doubling in the hadron spectrum which could be explained through this flavour symmetry in a universe
we imagined with quarks that have the same mass.

If we modify the universe slightly to now consider quark flavors with different masses
Ny
Lo=D 0 ("0, +igs A) —ma) by, @
i=1

the mass term now spoils SU(NNy) invariance, therefore currents are not conserved " j;? # 0) and
instead of Eq. 6, we find

Ny

3%;‘ =—1 Z (m; — mj)%(TA)ij

ij=1
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Fig. 4: OPAL Collaboration measurement of the p (vector meson, I ¢ /J Pt /17) and a; (axial-vector meson,
I¢ /J P) =17/ 17) mass spectral distributions. The p spectrum peaks at ~ 0.6 GeV? while the ay spectrum peaks
at ~1.2GeV? [16]. Copyright CERN for the benefit of the OPAL Collaboration.

We could still get back the flavour symmetry in an approximate manner: we could divide quarks into
two groups light quarks u, d, s and heavy quarks c, b, t. The mass difference between each group is large
(2 1GeV) but, an approximate flavour symmetry could still be realised for light quarks: SU (2) for u, d
or SU(3) for u, d, s, whereby 6”]‘;1 ~ 0.

Quarks can also be transformed by means of unitary transformations that include the -5 matrix
which are called axial flavour transformations. In infinitesimal form these transformations are §v; =
—i 6ot (TA) J’ V5%; and the current associated with this symmetry is the axial current

(@) = Pi@)os (T i) ®)

Again, if we consider the universe where the quark masses are equal, then under these transformations the
invariance of the lagrangian £, in Eq. 7 is spoiled by the mass as 6L, = 2i m st W(TA)ij%z/Jj. So,
contrary to the invariance of the lagrangian under vector flavour transformations which is attained with
quarks of the same mass, invariance under axial flavor transformations is spoiled even in a universe with
quarks of the same mass. Now, of course, in a universe where quarks are massless, the quark lagrangian is
invariant under both the vector flavour and axial flavour transformations, which together form the chiral
transformations. In this case, both the vector and axial currents are conserved: 9" j;? =0,0" ng =0
with the corresponding charges

@' = [drit@. Q= [daii@

where the QA and Q? satisfy the commutation relations [QA,QB] = ifABCQC, [QAaQE)B] =
. pABC ~C A . pABC ~C
if*PCQS and [Q4 QF] = ifPOQC.

In this context, the axial charges do not form an algebra but, if we define left-handed and right-
handed charges as Qf = %(QA — Q?) and Q}% = %(QA + Q5A), the newly defined charges decouple and
operate separately [Qf, Qg} = 0, generating each an SU(N) group as [Qf, Qﬂ =1 fABCQij and
[Qﬁ, Qg} =if ABCQ%. The chiral group is then decomposed into the direct product of two SU(Ny)
groups: SU(Ny)r, @ SU(Ny)p.

It turns out that in our universe, chiral symmetry is not exact, quark masses break it explicitly.
In practise, in the light quark sector chiral symmetry is approximate, so the breaking can be treated
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Fig. 5: On the left, the phase diagram for QCD matter shows the hadron gas phase and the quark-gluon plasma
phase in the temperature (7°) and baryon chemical potential (115) plane [24]. On the right, the phase diagram
for QCD matter shows the hadron gas phase, the quark-gluon plasma phase and the quarkyonic phase in the
temperature (7°) and baryon density (n) normalized to the cold nuclei baryon density (n,) plane [25].

as a perturbation. How can we see that this symmetry is broken? and, what is the signature of this
approximate symmetry? Well, suppose the symmetry is realized in the Wigner-Weyl mode. In the
massless quark limit a chiral transformation acting on a massive state changes the parity of the state
Q?|M, $,Pp,+,1) = (TA)jZ-|M, s, P, —,j). This means that we should find parity partners for the mas-
sive states. Even in the massive quark limit, when we consider the light quark sector, the degeneracy
within parity doublets is lifted, but the masses should remain close to each other. We do not observe
parity doublets (copies of, say the neutron and the proton) in the hadron spectrum, so under these con-
ditions, the Wigner-Weyl mode realization of chiral symmetry does not happen. We could then consider
another mechanism, the spontaneous breaking of chiral symmetry, also referred to as Nambu-Goldstone
mode. In this case the generators do not annihilate the vacuum (Qg4 |0) # 0) and in fact new pseudoscalar
states are created: Q?!O) =|A,—),withA=1,.., NJ% — 1.

In the massless limit, the charges commute with the hamiltonian therefore these states are NJ% -1
pseudoscalar massless particles, Nambu-Goldstone bosons. If Ny = 3, this would correspond to eight
pseudoscalar bosons with small masses. Indeed, the observed pseudoscalar mesons made up of only
u,d, s quarks form an octet with JP =07 7r0,17,7r+,7r_, KO, K+, K, KO, which are the lightest
mesons. Beyond the massless limit, an important measurement involves comparing the experimental
mass spectral distributions of parity partner mesons. The main ingredients for these mass spectral dis-
tributions are the vector and axial correlators ImIIy (q), ImII4(g). Chiral symmetry implies that these
correlators should be identical to all orders in perturbation theory and they were measured at LEP with
7 decays into even and odd number of pions [15, 16]. In particular, the seminal measurement of the
p (vector meson, I%/J" = 17/17) and a; (axial-vector meson, I%/J") = 17 /1) mass spectral
distributions are shown in Fig. 4. The p spectrum peaks at ~ 0.6 GeV? while the ay spectrum peaks
at ~ 1.2GeV?. This large difference cannot be due to finite current quark masses since, as we already
discussed, this produces small differences compared with the masses of the mesons themselves. In this
case the differences are of the order of the mass of the p, so the mechanism that could help explain this,
is the spontaneous breaking of chiral symmetry in vacuum?’.
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2.4 The many faces/phases of nuclear matter

In heavy-ion collisions at relativistic energies, we reach the conditions under which confinement is no
more and we obtain a medium of thermally equilibrated hadronic matter where now the quarks and
gluons can move freely. In order to describe these conditions, we identify two important parameters:
the temperature 7' and the baryon number density ng (or its conjugate variable, the baryon chemical
potential p ). Now, as we discussed before, the intrinsic scale in QCD is Aqcp ~ 200 MeV, so we

expect a partons-to-hadrons phase transition around 7" ~ Agcp ~ 200 MeV and np ~ A3QCD ~1fm .
Also, the coupling constant runs towards smaller values with increasing energy scale so we can anticipate
that both confinement dissolves and this may be somewhat connected to the fact that chiral symmetry
breaks. We could argue that QCD matter must undergo phase transitions at high baryon and/or energy
densities. The anticipation and excitement of the possibility to create and probe these novel (back then!)
phases of matter was proposed [18] just a decade after the birth of the hadron Quark Model [19] and two
years after QCD was established as a non-Abelian quantum field theory with asymptotic freedom [207°.

In Fig. 5, the panel on the left is a conjectured phase diagram for QCD matter that shows the hadron
gas phase and the quark-gluon plasma phase separated by a phase transition line that ends in the critical
end point (CEP). At g ~ 0 the transition is more of a continuous crossover, which as mentioned before,
must happen around Agcp. Recently, lattice calculations and effective model theoretical estimations
have provided constraints and have allowed for a better picture of where the CEP might be located and
for a better determination of the phase transitions and this has been matched by the identification of
observables relevant for criticality studies [22]. This has been accompanied by several new heavy-ion
collision experiments that will be able to scan this phase diagram, beyond what current experiments
have achieved®. This is schematically shown in the panel of the right in Fig. 5 where now three phases
are separated by a chiral phase transition, a deconfinement transition and a pseudocritical crossover line.
The experimental scans using heavy-ion collisions are shown for the CERN-LHC, RHIC-BES, FAIR-SIS
and JINR-NICA programs and where the CEP location can be studied using overlapping scan programs.
The QGP created at RHIC and LHC at high energies, contains almost equal amounts of matter and
antimatter, so the corresponding experimental scan, stays close to the vertical axis: low y; or ng, high
T. The planned collisions at FAIR and NICA, will allow to create quark-gluon plasma with an excess of
matter over antimatter, and so the corresponding experimental scans will be able to explore the bulk of
the phase diagram.

In the next sections, we will go deeper into some of these features of the QCD phase diagram.
For now, let us turn to heavy-ion physics and collision experiments and discuss the basics of their well-
established usefulness to scan this phase diagram.

3 Relativistic heavy ion collisions
3.1 What happens when two ultra relativistic nuclei collide?

In preparation for a collision, the ions are accelerated to relativistic velocities so much so, that the Lorentz
contraction factor ~y is of the order of 100 at RHIC and of the order of 2500 at LHC. If we choose the
laboratory frame as the centre-of-mass (CM) frame in a collider, this means that each incident nucleus
is a Lorentz contracted disc of the order of 14/~ fm for Au and Pb nuclei (14 fm being the typical size
of these large nuclei). For example, heavy-ion collisions at BNL and CERN have total collision energy
(v/$nn) per nucleon-nucleon pair in the CM frame of 200 GeV at RHIC and 2.76 TeV at LHC. Fig. 6
shows four stages of the heavy-ion collision and its evolution: (a) first the Lorentz contracted heavy-

*For further details see for example Ref. [17]

*For more historical insi ght into the early developments of the QCD phase diagram and the early discussions on the quark-
gluon plasma, see for example Ref. [21].

I you are interested on the thermodynamics and statistical mechanics tools to study QCD and hadrons at high temperature,
you can start here [23,32] and go from there.
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Fig. 6: Four stages of a heavy-ion collision and its evolution. (a) Shows the two Lorentz contracted heavy-ions
moving towards each other in the CM frame, then (b) shows the overlapping nuclei at the collision stage. (c) Just
after the collision the heavy-ions travel across each other and generate a volume of high temperature and energy
density and finally in (d), the system expands and cools down, eventually fragmenting into hadrons that travel to
the detector [26].

ions come into the collision stage, (b) then they travel accross each other and generate (c) a volume
of high temperature and energy density and finally the system expands and cools down, (d) eventually
fragmenting into hadrons that travel to the detector. The stage highlighted in panel (c), is just after the
collision where the conditions are optimal for creating QGP.

The incoming ions are very thin discs of interacting transverse color fields and have on average
more quarks than antiquarks with color charges, so that they become sources of colored gluons. When
the nuclei pass each other, long color fields fill the space between the receding two Lorentz contracted
ions, which makes them loose energy and then they gradually decay into ¢ — ¢ pairs and gluons. Now
this initial stage is actually dynamic and non-uniform per event, the initial state energy and momentum
distributions fluctuate, so modeling the initial state is the first non-trivial task to be approached using
high-density/temperature QCD techniques. Furthermore, we know that most of the incident partons
lose energy but only a small—albeit important—fraction of them, will undergo hard interactions. These
high-p hard-interacting partons will be the seed to produce in-medium jets.

On average the energy density around the midpoint between the two Lorentz contracted ions
is far grater than the energy density in a hadron (for example at the LHC with \/syy = 2.76 TeV,
(€) ~ 12GeV/fm® ~ 20 €aqr0n)- On the other hand, lattice QCD tells us that QCD matter in thermal
equilibrium at 7" ~ 300 MeV has € ~ 12 T* = 12.7 GeV/fm®. This means that the medium formed after
heavy-ion collisions cannot be described just as a collection of distinct individual hadrons, rather it has to
be made out of a high density of quarks and gluons, given the sheer amount of energy density available in
a small volume after the collision. Moreover, before the collision the entropy of the two incident nuclei
is practically null whereas after the collision the final state can contain as many as 10* particles, so this
entropy is produced quickly, in the initial moments after the collision.

Furthermore, as can be seen on the left panel in Fig. 7, the ions may collide head-on or may only
partially overlap at the collision stage, so in the overlap region there are conditions that facilitate QGP
formation. This centrality of the collision gives also a characteristic initial shape in the transverse plane
to the formed medium, that tends to be more lenticular as the collisions are more head-on or central, as
shown in the right hand side of Fig. 7. In fact, the deviations from circular symmetry—or lumpiness—in
the initial shape of the QGP and fluctuations of the incident nuclei, lead to pressure anisotropies in the
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Fig. 7: On the left, a schematic representation of the collision centrality. The ions may collide head-on or may only
partially overlap at the collision stage, so in the overlap region there are conditions that facilitate QGP formation.
On the right, the collision centrality promotes a characteristic initial shape in the transverse plane to the formed
medium, that tends to be more lenticular as the collisions are more head-on or central [27,28].

hydrodynamic fluid stage of the plasma. This in turn, leads to anisotropies in the expansion velocity
of the products of the hadronized plasma, so that these finally produced hadrons display an azimuthal
momentum distribution with the footprint of the initial symmetry or lumpiness. These features can be
characterized with the extraction of the flow coefficients v,, of the azimuthal particle distribution as

LdV _ 1 1+ ZQvn cos(n(p — )| )

Ndo 2n
where ¢ is the azimuthal angle and W is the reaction plane, which is determined by the impact parameter
and beam direction in a Glauber model, or is determined event-by-event, after the fact, by the weighted
projection of the all the pp tracks.

The extreme limit of an off-centre collision, is the case where the nuclei miss each other com-
pletely. Still these Lorentz-contracted discs contain charges moving at relativistic speeds, so the electro-
magnetic fields from each ion do interact. These ultraperipheral collisions give rise to v + vy and v + A
interactions, which dominate the total nucleus-nucleus cross section.

The initial state of the collision can also be characterized using models that allow to correlate
the centrality of the collision with the number of participant nucleons that collide with at least another
nucleon, the number of spectator nucleons that do not collide and keep on moving along the beam
direction and the number of nucleon pairs that collide or binary collisions, assuming transparency of
the collision. At early times, simulations show that both spectators and participants create intense but
short-lived magnetic fields in the collision zone. The effects of these primordial magnetic fields in the
evolution of the collision and the available observables to measure these effects, are a subject of current
interest in the community.

3.2 How do we access the different stages of a heavy-ion collision?

Even though we can use models to simulate the initial condition of a heavy-ion collision as we described
before, we only have two quantities under our direct control: which two species of nuclei we accelerate
in preparation for the collision and with what amount of energy we make them collide. So with the
help of many experiments we have to observe the outcome of the collisions, event by event, and infer
the transverse distance between the centres of the colliding nuclei (impact parameter b) and the location
and motion of partons in nucleons and of nucleons in the colliding nuclei. We can select events with a
narrow distribution of impact parameters or centrality bin only after the experiment or simulation is done,
and we can match this result with the impact parameter distributions expected from the initial condition
models. Also, we need nuclear and particle physics studies to support these initial conditions models,
e.g. the nuclei can be reasonably well approximated by a collection of nucleons, distributed on average
according to three dimensional distributions that provide the usual charge distributions for each type of
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Fig. 8: On the left, modelling the colliding nuclei as made of transparent spheres where the dashed circles represent
spectator nucleons that travel down the beam pipe and the solid circles represent the wounded or participant nu-
cleons which collide with at least one other nucleon. On the right, the number of binary collisions and the number
of participants are plotted for 1000 events in Au—Au collisions at 200 GeV with respect to the impact parameter,
using MCGlauber [29].

ion. Moreover, the average quark and gluon content of the nucleons in nuclei can be given in terms of
parton distribution functions (nPDF) which can be sometimes approximated by those of free nucleons
(PDF). In fact, the measured hadronic total inelastic cross section can be used to model the nucleons in
nuclei as hard spheres with a radius that depends on the collision energy, so that the initial condition of
the heavy-ion collision and the subsequent stages can be simulated with well known phenomenological
inputs such as 07" (/s) for pp collisions.

For example, we can model colliding nuclei as made of A transparent spheres of radius

A /offf ./4m, Ap, and Ap, being the number of nucleons inside the left- and right-moving nuclei. Then, as

shown in Fig. 8, in every collision, there are N, spectator nucleons (dashed circles) that travel down
the beam pipe, N, wounded or participant nucleons which collide with at least one other nucleon (solid
circles), so that Nyye. +Npary = A+ Apg and N, is the number of encounters between nucleons in Ay,
and in Ap. So a toy event with a “nucleus” of 8 nucleons lined up in a row that collides head-on (b = 0)
with a “nucleus” of 4 nucleons lined up in a row would have N, = 12, N = 32, Ny, = 0. But
in real central heavy-ion collisions, the nucleons at the centre of nucleus will hit about 12 nucleons on
average, but less if it is located at the edge of the collision. So we expect that in general Nyq > Npares
with a more marked difference for the most central collisions. Indeed, this can be seen in the right panel
of Fig. 8 where the values of N, and N, are plotted for 1000 events in Au—Au collisions at 200 GeV
with respect to the impact parameter. These results were obtained using the so called Glauber model that
is one of the simplest tools that can be used to simulate the initial conditions of heavy-ion collisions,
upon which more sophisticated approaches can be constructed where now the Glauber modelling serves
as a benchmark.

3.3 How do we study the quark-gluon plasma in heavy-ion collisions?

The QGP is made of quarks and gluons that are strongly coupled. They form a collective medium
that expands and flows as a relativistic hydrodynamic fluid, with low viscosity to entropy density ratio
n/s 2 1/4m, during the initial stages after the collision At ~ 1 fm/c (in the fluid rest frame). Just after
the Lorentz contracted heavy-ions collide, droplets of QGP fluid form and flow hydrodynamically: the
initial high pressure generated by the collision, drives fluid motion, expansion, and subsequent cooling,
until the energy density of the droplet is of the order or smaller than that of a hadron. This is when the
system hadronizes and a mist of hadrons continues to expand, allowing for hadrons to scatter off each
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other a few times. Finally these hadrons loose sufficient energy to stop scattering and just stream away
freely until they are collected by the detector.

In order to study the quark-gluon plasma in heavy-ion collisions we need adequate experimental
probes for the different stages of the formation and evolution of the QGP and a model that incorporates
the theoretical ideas relevant for different time and energy scales. Some of the most prominent experi-
mental probes that have provided key information about the different stages of the collision are hadronic
probes, such as the relative abundances of pions and kaons, electromagnetic probes such as dilepton and
photon production, jet quenching and .J/ ¥ resonance production and decay [2,30]. In the last decade, the
nuclear physics community has converged towards an initial consensus on a model with marked epochs
in the time evolution of heavy-ion collisions. This model not only helps with the construction of useful
physical observables, but it also guides the design of physics plans for current and future experiments.
The main features of this model of the stages in the evolution of heavy-ion collisions are as follows [31]:

I. The Lorentz-contracted nuclei collide with short transversal time (< 1fm/c). The energy deposited
into the medium mainly through gluon field interactions, creates and inhomogeneous initial con-
dition in the transverse plane.

II. At this stage matter is out-of-equilibrium and needs time to equilibrate, so the expansion occurs at
almost the speed of light in both the longitudinal direction and radially in the transverse plane.

III. Now matter is nearly equilibrated and behaves as a fluid (collective modes). We can use viscous
relativistic hydrodynamics with and equation of state from lattice QCD to describe the QGP. The
small deviations from equilibrium happen because of shear/bulk viscous medium.

IV. Now, this fluid cools down to about the cross-over temperature of 7' ~ 170 MeV and breaks up into
hadrons. This process of hadronization of fluid modes can be modelled using e.g., Cooper-Frye
hadronization.

V. Finally, the hadrons scatter inelastically until they reach a chemical freeze-out, where no more
decays or secondary production is possible and continue to scatter elastically until kinetic freeze-
out, where their momentum distribution is set. This then produces hadrons in a final-state with
momenta as measured experimentally.

This model of particle production in heavy-ion collisions with an intermediate epoch during which a
hydrodynamic fluid forms and expands, is quite different from the ones used for particle production in
elementary hadron collisions in which only a few new particles are created. In fact, the question of
whether we can create droplets of QGP in pp collisions has caused a big excitement and the possibil-
ity to have collective effects in relativistic collisions of small systems is now being pursued with both
theoretical and experimental approachess.

4 The quark-gluon plasma: extreme QCD

One way to start exploring the basic properties of the QGP is to observe the hadron mass spectra. At
a first glance, we can see that there is a “QCD mass gap”: the pion mass is separated from the rest
of the hadron masses. So we could imagine a hadronic phase of nuclear matter (pion gas) where the
relevant number of degrees of freedom are 3 (7, 7°, 7") and the rest of the hadrons are basically
“excited hadron states”. Then the corresponding quark-gluon phase (quark-gluon gas) would be one
where the relevant degrees of freedom are 37 for two light-quark flavours (24, X 8.gour = 16 for
gluons, (7/8) X 24pin X 2favour X 243 X Scolour = 21 for quarks). So the quark-gluon phase has more than
ten times the number of degrees of freedom than the hadron phase. If we use basic thermodynamics, we
can do back-of-the-envelope estimates of the pressure of a pion gas p,. and compare it with that of a bag

>For a recent review on small system collectivity effects in relativistic nuclear and hadron collisions see Ref. [31].
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Fig. 9: On the left, thermodynamic properties calculated with Lattice QCD [33], pressure, energy and entropy
densities. On the right, v, for most hadrons at RHIC which uses a hydrodynamics description of the QGP [34,35].

of quarks and gluons pgp. We will find out that

2 2
T 4 T 4
T)=3—=-T T)=37T—=T"-B
p(T) 90 < pqer(T) 90 )
so even for a bag constant B /4 200 MeV, Nature prefers the system with higher pressure for increas-
ing temperatures (1" > 0.68BY/ 4). So, under these simple arguments a transition from the hadron phase
to the deconfined phase is expected [32].

Lattice QCD has been able to provide the results not only for the pressure p, but also the energy ¢
and entropy s densities, for the quark-gluon phase. The left panel on Fig. 9 shows these three thermody-
namic quantities using solid curves in a temperature range that starts below the critical temperature and
goes higher than the temperatures achieved at the LHC. We can see, for example, that the pressure curve
(red) is actually 3p/ T* and the values at both ends of this curve, compare reasonably well with the ones
in our back-of-the-envelope estimate, which are for the hadron phase 3n? /30 and 37m° /30 for the quark-
gluon phase. Also in this figure, it is clear that the values of these thermodynamic properties increase
dramatically for temperatures 7" 2 140 MeV and a smooth crossover is apparent at 7, = (154 £+ 9) MeV.
This figure also has the Hadron Resonance Gas (HRG) model curves at low temperatures, which predicts
an exponential increase of states. Finally, the non-interacting ideal gas limit is shown at high temperature
which would take an energy density of ¢/ T = 957° /60 to have an ideal non-interacting gas of quarks
and gluons. Here we could be tempted to study QGP dynamics with Lattice QCD results above the cross
over 7., but this conclusion would be based on a static picture, since as we just discussed, thermody-
namically this system approaches that of ideal non-interacting gas of quarks and gluons. Now, beyond
the static picture, dynamically things look different: the QGP phase is a system more like a viscous hy-
drodynamic fluid made of strongly interacting quarks and gluons with large cross sections. For example,
most of the hadrons produced in heavy-ion collisions at RHIC are best described with a hydrodynamical
model of the QGP that expands and generates anisotropies in the transverse momentum distribution, as is
shown on the right in Fig. 9 for the case of v, (second coefficient in r.h.s. of Eq. 9), the so called elliptic

flow.

One important and seminal work for the applicability of viscous hydrodynamics to the description
of the QGP, was reported by Danielewicz and Gyulassy back in 1985 [36]. They came up with a nice
way to have bounds for the size of the viscosity in these systems. Since the QGP phase is a system made
of strongly interacting quarks and gluons with large cross sections, then we can estimate the viscosity 7
as the transverse momentum in-medium diffusion coefficient, in terms of the number density n, average
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Fig. 10: In the upper panel, comparison of the ratio 47 k 1)/hs in natural units [38]. On the lower panels, a viscous
hydrodynamics calculation for a collision between heavy ions, as a one-time snapshot at t = 5 fm/c [2,31], where
the colour scheme indicates the temperature and the arrows indicate the fluid velocity.

momentum (p), mean-free path A and cross section o of the medium constituents

1 D
n~ sn(p) A or 77~§,)> ,
g

(10)
where on the right hand side, we have taken the mean-free path to be A = (na)_l, so that we can start
to see the immediate implications on the small size of the viscosity for large cross sections and low
average momentum. If we consider the QGP regime achieved with large chemical potential and/or large
temperature, plus the fact that quarks and gluons are almost free under these conditions, then naively we
expect small particle correlations, so that the mean-free path is small compared with the system size.

In order to give a better estimate of the viscosity, we can build a quantity that provides a compari-
son between the viscosity as a drag force and the inertial mass of the volume element of fluid, say

drag f
dmglowe 1 _(m)1
inertial mass e+p s/ T

where the energy and pressure densities can be related thermodynamically to the entropy density s as
€ + p = s T at null chemical potential ;+ = 0. Now, we can use the first expression in Eq. 10 to give a
lower bound of 7/s: for a system made out of massless non interacting quanta we know that s = 4n and
we can estimate (p) A > 7 so finally the lower bound is Z > -/ Later, using string theory, Kovtun and

s ~ 4x3°
collaborators [37] obtained the bound g > h

~ 4r*

Soon after, the QGP was popularized as the fluid that might have the smallest viscosity or fluid
imperfection—a measurement of the departure from ideal hydrodynamics—with the ratio 47 k n/hs. In
natural units then the QGP would have near-fluid perfection in the lower bound for 77/ s, as is shown in the
upper panel of Fig. 10 in comparison with ultra-cold atoms, helium and water. So, the extreme conditions
that prevail in heavy-ion collisions with extreme expansion rates for the fire ball and the smallness of 1/ s
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warrants an extended period of applicability of relativistic viscous hydrodynamics (vHydro) between the
pre-equilibrium and the final decoupling epochs. This has resulted in an impressive success in the use
of vHydro to describe and predict central observables that help characterize the QGP. For example, the
lower panel of Fig. 10 shows the elliptic flow coefficient v, for identified hadrons in Pb—Pb collisions at
the LHC, compared to hydrodynamic calculations for 77/s = 0.2. The strategy used to obtain the curves
shown in this figure, is the numerical solution of coupled relativistic hydrodynamic equations, together
with a hadronization and flow analysis as was described in the previous section. There are several very
successful public and private codes that solve 2+ 1 and 3 + 1 vHydro that can be coupled to codes that
generate heavy-ion initial conditions and to codes that help in the later stages of the evolution (freeze-out
and hadronization). Even a simple linearized version of vHydro equations

9,0T" =J";  9,T8" =0 | (11)

where the medium total energy-momentum 7" = T}* + §T" with T} the energy-momentum for
underlying medium in equilibrium and 57" a small perturbation (J* being the source of disturbance),
can be solved analytically for certain source models and has provided physical insight into the effects of
hydro-modes in experimental observables [40].

From the point of view of a microscopic theory, the viscosity is a transport coefficient that quan-
tifies the inefficiency of dissipation in the medium, which would translate into a presistent anisotropy
in the energy-momentum tensor 7},,,. Then in the perturbative picture, the QGP would be made up of
quasipartice excitations with momenta the size of the dominant scale, the temperature of the system.
So the anisotropy in the energy-momentum tensor, arises from the momentum distributions of these
quasiparticles. Then, the scattering and spliting of these constituents will drive the system into its equi-
librium value. So in this perturbative approach the challenge is to determine the form of the source of
anisotropies by the calculation of the collision operator that enables this system relaxation. At fixed order
in perturbation theory, this implies solving a Boltzmann equation using finite temperature techniques

@+ Vi) f(x,p,t) = —C*7*[f] - C"?[f] (12)

where C27? is a scattering operator, C'. 2 is a splitting operator and f (x,p,t) = dN/ d*xd’p is the
phase space distribution for either quarks, antiquarks or gluons. The solution of this equation then, is
used to obtain the transport coefficients, via the vHydro equations [41]. So a full hydrodynamical study,
will contain the non-linearized version of Eq. 11 coupled to a Boltzmann equation simmilar to Eq. 12°,

5 QCD phase diagram and criticality signatures
5.1 Phase transition, tradition vs. praxis

In general, phase transitions refer to the transformations of a substance -from one matter state to another-
as a result of variations of external conditions such as pressure, temperature, etc. Typically, when the
substance goes through a phase transition, there are certain quantities that often change in a discontinuous
matter. Perhaps the most familiar phase transitions of a substance, are those of water: in our daily
lives we use water in the liquid, solid and gas phases and under certain conditions of, say, pressure
and temperature, we know which phase to expect for water. This information is summarized in phase
diagrams in Fig. 11, where the solid black lines are the values of temperature and pressure under which
the phase transitions occur. Notice there is a triple point -three phases coexist- where the phase transition
lines intersect and there is a black circle for the critical end-point (CEP) where the phase transition line
ends. For water, the CEP is known experimentally but, for the QGP, the CEP is predicted theoretically
but not known experimentally. The experimental discovery of this CEP is part of current and future
heavy-ion collision experiments and the theoretical connection between regions of criticality on a phase
diagram and observables at the experiment, are a subject of much interest.

SFor further details on the applicability of relativistic viscous hydrodynamics and for a complete description of the imple-
mentation of vHydro beyond the linearized regime, see for example Ref. [39].
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Fig. 11: On the left, the phase diagram of water which has continuous lines representing the phase transitions
and a critical end-point. On the right, the phase diagram of nuclear matter also shows the phase transitions with
continuous lines and a critical end-point, where the cross-over region begins. [42]

Since phase transitions are the result of interactions of a large number of particles—so size of the
system and number of particles are relevant to the discussion- in technical terms, they occur when the
free energy—the energetic balance between changes in internal energy and changes in temperature and
entropy—is non-analytic (one of its derivatives diverges) for some values of the relevant thermodynam-
ical variables of the system. So, on the phase transition lines the free energies in both phases coincide.
For certain systems such as nuclear matter, it is possible to change the state of the substance, without
crossing a phase transition line. In this case, the thermodynamic conditions define a cross-over, rather
than a phase transition. On the right panel of Fig. 11, there is a cross-over region for nuclear matter that
transforms between the hadron has phase and the QGP phase, for low baryon chemical potential and high
temperature.

Again, in general, phase transitions are characterized as either discontinuous or continuous. The
former are a result of a discontinuous change in entropy at a fixed temperature (the change in entropy
corresponds to latent heat L = T'ASS) and typical examples are solid-liquid and liquid-gas transitions at
temperatures below the critical temperature. The latter involve a continuous change in entropy, which
means there is no latent heat in the process, such as liquid-gas transitions at temperatures above the
critical temperature. In practise, sometimes we do phase transition classification a la Ehrenfest: the
order of a transition is the order of the lowest derivative of the free energy, which shows a discontinuity.
For example in boiling water, a first order phase transition is that of a discontinuity in the density, the
derivative of free energy with respect to chemical potential, and would be labeled a discontinuous phase
transition under the previous criteria. In a second order phase transition for the magnetization of a
ferromagnet, the derivative of the free energy with respect to the external field is continuous, but the
susceptibility (the derivative of the magnetization with respect to the external field) is discontinuous
and this would be labeled a continuous phase transition with the previous criteria. Finally, the modern
classification of phase transitions have a more subtle description of them: the first order phase transitions
involve latent heat, so the system absorbs or releases heat at a constant temperature, its phases coexist so
only some parts of the system have completed the transition; the second order phase transitions are simply
continuous transitions and then, the systems’ susceptibilities diverge and the characteristic correlation
lengths become large.
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5.2 Hadron spectra and Hagedorn temperature

In order to study the impact of the nuclear matter phase transitions in the hadron spectra, we can start
with a simple model for the hadron gas phase: an ideal gas of identical neutral scalar particles of mass
m . The grand canonical partition function for these neutral scalar particles, contained in a box volume
V at temperature 7', assuming Boltzmann statistics is 27> In Z(T, V) = VT'm?* Ky(m/T). So for
temperatures much greater than the mass of these particles, the energy density of the system grows as
T*, the particle density grows as T? and the average energy per particle grows as 7. The more energy
that is available to the system, the higher the temperatures are accessible to it and the more energetic its
constituents. Now, if we allow these hadrons to interact and we allow for resonance formation, we can
use an improved model of an ideal gas like before, but now with a probability to form certain resonances,

VTm?
mZ(T, V)= 52 p(m;) Ka(
i=0

My
T

) 13)

where we sum over all possible resonances (2 = 0 being the ground state) with weights relative to the
ground state, encoded in p(m). In the early days of hadron discoveries, R. Hagedorn [45] collected the
data on the hadron spectra and concluded the hadron spectra could be well described with this model
with p(m) o< exp(m/Ty) where the Hagedorn temperature is Ty ~ 0.19 GeV. This hypothesis of the
experimental growth with mass of the number of hadronic resonances is at the core of the phenomenology
of particle production as a direct consequence of the phase transition between the QGP and the hadron
gas. The amount of data we have accumulated since Hagedorn’s time, means that we can revise this
model, use it as a guiding light in the search of possible missing states and explore the effects this would
have for hadron flow observables [46]. Now, if we are in a regime where not only do we have a high
temperature 7' but also a finite baryon chemical potential i, then this exponential growth is in direct
competition with a Boltzmann factor and T3 is now a fixed temperature limit 7 = (1 — ug/m) Ty, so
in this case, the momentum of the constituents of this hadron gas, does not continue to increase and more
species of heavier particles can be produced.

5.3 Chiral transition and hadronization

In section 2.3, we laid out the ideas about how we should expect a phase transition between a state with
light current quarks and state with heavy constituent quarks a chiral phase transition. In other words,
we can study the QCD phase diagram at finite 7" and up from the point of view of chiral symmetry
restoration, because quarks turn bare in hot and/or dense energetic nuclear matter. For these studies the
typical order parameter to follow in the search of a transition is the chiral condensate (1)), a quark-
antiquark bound state with Bose-Einstein statistics. The easiness of this condensate to form in vacuum
is characterized by the value (1)) = —(0.24 GeV)>, which sets the scale for the critical temperature of
chiral restoration. Chiral perturbation theory provides a strategy to calculate the value of this condensate
at finite -but small- temperature and chemical potential and the result shows that the condensate melts,
so there is a set of values of temperature and chemical potential that indicate a chiral phase transition in
the QCD phase diagram.

In order to probe this chiral phase transition in experiments, we should keep tabs of the particle
abundances and make sure that we have a statistical model that includes variations of these abundances
due to a high particle density in the phase transition regiong. For central collisions where i ~ 1/, /sy
and for current collider based experiments where the highest energies are reached—such as the LHC and
RHIC—the bayon chemical potential associated to the reaction is the smallest. In these experiments
there is then an increase of the degree of transparency of the colliding nuclear matter: the energy in-
jected to the interaction zone, produces roughly an equal number of particles and antiparticles. New

"For a review on the thermodynamics and hadron spectra of QCD matter, see Ref. [44].
¥For a review of the statistical-thermal model of particle production in heavy-ion collisions is Ref. [47].
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Fig. 12: Skewness and kurtosis of net-proton number is reported by the STAR Collaboration [51].

experiments—such as NICA and FAIR—have collisions with lower centre-of-mass energies, a smaller
degree of transparency to create an interaction zone that is rich in baryons.

5.4 The critical end-point (CEP)

So far, we have complemented the discussion that we started back in section 2.4, on the theoretical
ideas and observed phenomena that motivate a conjectured QCD phase diagram for nuclear matter under
extreme conditions of temperature and density, such as the ones in Fig. 5. The main features of the
conjectured QCD phase diagram can be summarized as follows: there is a crossover for g = 0, there is
a first order phase transition that turns into a second order phase transition somewhere in the middle of
the phase diagram and there is a CEP somewhere in the middle of the phase diagram, where the crossover
becomes a first order phase transition line’.

One way to find experimental evidence of the CEP in relativistic heavy-ion collisions, is to look for
event-by-event fluctuations of conserved quantities. The possibility to detect non-Gaussian fluctuations
in conserved charges is one of the tools thought to be sensitive to the early thermal properties of the
medium created at heavy-ion collision experiments. In principle, the amount of any conserved charge @)
in a given volume of phase space V is an integral over the volume of the charge density n(x), but when
the measurement of the charge is performed event-by-event for a volume in a thermodynamical system,
we expect thermal fluctuations of ). These fluctuations can be quantified with the help of moments of
the charge distribution functions e.g. the variance of () given in terms of a correlation function as

(6Q%)y = ((Q — Q)2 = /V dirydezo )0 (z2))

In general for a conserved quantity c, the cumulants (z"), associated to a probability distribution
function P(x) of a stochastic variable x are

m

("o = S MG(6)

0=0

where (z), = (z), (z%), = () — (@) = (627), («®), = (62°), (z*), = (0z") — 3(62*), etc. For
a thermodynamical system the partition function In Z, is the moment generating function - the so called
cumulant generating function- In G. Since a conserved quantity will be connected to the volume V' of the

“For a review on the location of the CEP in the QCD phase diagram see Ref. [48] and references therein.
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system in a grand canonical ensemble framework, cumulants are extensive quantities. Notice also that
non-Gaussian fluctuations will be driven by non-vanishing higher order cumulants. Since the asymmetry
and sharpness of a distribution function can also be established through the skewness S and kurtosis k,
then there is a direct connection between these two quantities and the cumulants: when the stochastic
variable = is normalized to the square root of the variance o, the skewness and the kurtosis are given
as the third and fourth-order cumulants: § = (#°),, k = (#').. If we can describe the fluctuations
of conserved charges in heavy-ion experiments using hadron degrees of freedom, then the cumulants
should be consistent with those of the Hadron Resonance Gas model (HRG) and so deviations from this
model are used as experimental signals of the emergence of non-hadron or non-thermal physics. Near
the CEP, higher order cumulants change sign and are sensitive to the increase of correlation lengths. In
particular when passing through the CEP in a beam energy scan in heavy-ion collision experiments, the
fluctuations of multiplicities or mean transverse momenta of particles are a manifestation of higher non-
Gaussian cumulants with a non-monotonic behavior of the correlation length. For example, the top panels
in Fig. 12 show the skewness and kurtosis for net-proton number as reported by the STAR Collaboration
for a beam energy scan from 6 GeV to 200 GeV for Au—Au collisions at RHIC. In peripheral and mid-
central collisions, the ko values are close to 1 and the So show strong monotonic increase when the
energy decreases, giving the first hints of criticality.

6 Heavy-ion collision physics: season finale and season premiere

The experiments that have established the production of the QGP -RHIC at BNL and LHC at CERN-
and are still providing data to characterise it, represent the golden era of heavy-ion collisions. Now, a
new era begins with new experiments—NICA at JINR, FAIR at GSI and RHIC at BNL—that are going
to provide data to scan regions of the QCD phase diagram that we could not access before. Together
with heavy-ion physics, astrophysics and condensed matter will continue to enrich the description of the
phases of nuclear matter from different perspectives. Even though the collisions are at lower energies,
this poses new technological challenges both for the preparation of the ion-beam and for the design of
detectors that can have de adequate coverage to capture the products of the QGP evolution. Throughout
these lectures, we have shown several examples of the theoretical and experimental efforts that provide
the most comprehensive picture, up to today, of the QGP and its evolution. In this section we highlight
certain aspects of heavy-ion phenomenology that have resolved some issues in the past, but that also
present new challenges in this new experimental era.

6.1 R4 4, jet quenching and correlations

In order to quantify the effect of the medium created in heavy-ion collisions in the production of particles,
we use the nuclear modification factor R 4 4, which is the ratio of the multiplicity of particles produced
in A — A collisions with respect to the multiplicity in pp collisions, normalized to the average number of
binary collisions

1 anN A (pr)

. dpp

RAA (pT) - <NC0“> dNPP(pT)
dpr

So, naively, we expect this ratio to be closer to one for primordial photons for which the QGP should be
transparent, and perhaps smaller than one for hadrons that form at different stages of QGP evolution. In
the left panel of Fig. 13 we can see the data for R 4 4 for photons and hadrons in the most central Au—Au
collisions at /sy n = 200 GeV, as reported by the PHENIX collaboration [49]. Indeed hadrons show
large suppression —quenching—for a wide range of pr and photons mostly do not. Looking closely at
the plot, we can see that for p < 5GeV there is an excess of photons in Au—Au collisions and there
is a slight recovery on the pr > 5GeV observed hadron supression. At the LHC this translates into
Jjet quenching, a large -by a factor of 2 for most central collisions- suppression of single-inclusive jets
produced in Pb—Pb collisions, when compared to pp collisions, as shown in the right panel of Fig. 13.
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Fig. 13: Hadron species show quenching at RHIC [49] and single-inclusive jet quenching at LHC [50].

Jet quenching in heavy-ion collisions is a tool to understand the formation and evolution of in-medium
jets, since there is an enhancement of soft activity at the edges of the jet and far away from the jet. So
jet physics in heavy-ion collisions represents one of the most important tools to study both the process
of equilibration -through the interactions between the jet and the medium- and gives access to the scale
dependence of medium properties. The missing p7 in an event, due to jet quenching, has made it possible
to perform in-medium jet-tomography [53] and to inspire new developments for in-medium fragmenta-
tion and jet-formation in Monte Carlo simulations for heavy-ion experiments. Jet angular and rapidity
distributions, have shown that there are ridges or long-range correlations, that support the emergence of
collective phenomena. Since these ridges are present at large rapidities, and show enhancement for less
central collisions and lower values of pr, then this complements the expected and observed behavior for
the values of v,, and further supports the hydrodynamical modelling of the QGP, that we presented back
in Sections 4 and 5.

6.2 Photons as thermometers and viscometers

Photons are a special probe of the QGP that, unlike the hard-probes, can traverse the medium from
which they are emitted without further interaction. The photon spectra provides access to the evolution
and temperature of the fireball, since they are emitted at all the evolution stages of a heavy-ion collision.
Even more, the mechanisms for photo-production are known from many other experiments, so an excess
or suppression of photons produced in A — A collisions, would be a signal of new mechanisms possible
due to the conditions that prevail in heavy-ion collisions.

Photons are thermometers of the QGP in the following sense: the effective temperature of the
QGP can be extracted from the photon spectrum in the low p, region, since it represents the inverse
logarithmic slope dN/dpy ~ Exp {—p7/T.g}. These thermal photons provide an estimate of the effec-
tive temperature from different experiments, e.g. T.g = 211 + 19MeV in 0-20% Au—Au collisions at
VSnN = 200GeV at RHIC and To.g = 304451 MeV in 0-40% Pb—Pb collisions at /sy = 2.76 TeV
at LHC. The photon p spectrum even shows photons at T, < 7, with blue-shift to T,z > T'c due to
a strong radial hydrodynamic flow for 7, = 155 — 170. Recently, there was even a direct photon’s flow
“puzzle” whereby photons from hard scatterings become dominant at high-p; and are well described
by NLO pQCD plus photons from thermal emission of the QGP and the hadronic phase, but there was
a photon excess at low-py with large values of elliptic flow, that could not be accounted for by the
regular mechanisms [54]. This prompted several possibilities for new sources of primordial photons,
such as the photo-production via intense magnetic fields present at early stages after the heavy-ion colli-
sion [55]. Photons are viscometers of the QGP in the following sense: using event-by-event simulations
of heavy-ion collisions based on viscous relativistic hydrodynamics, we learn that /s suppresses the
flow coefficients v,, from the soft photon spectra and the effect is more pronounced for more peripheral
collisions [56].

156



HEAVY-ION PHYSICS: FREEDOM TO DO HOT, DENSE, EXCITING QCD

7 Summary and open questions

In these lectures we presented the basic experimental and theoretical tools to study the collisions—and
evolution of the colliding system—in heavy-ion experiments, where QGP is produced, the “simplest form
of complex matter described by the fundamental laws of QCD” [2]. The QGP is probed with a range of
experimental set-ups and we can characterize it with several relevant observables. We have a standard
model of heavy-ion collisions, that includes the QGP formation and decay, but that also incorporates
the formation of hadrons from the primordial fire ball. The QGP is modeled as a relativistic fluid with
very small viscosity and this model can describe most of the flow-related observables across a variety of
colliding systems and conditions. Finally, the study of phase transitions in nuclear matter using QCD-
inspired models, fuels the experimental plans for the discovery of the critical end-point in this diagram
and the ultimate understanding of in-medium hadron formation. As was nicely summarized in Ref. [2],
the field of heavy-ion physics has spread into new theoretical and experimental areas of development that
have provided a framework for the exploration of new extreme QCD phenomenology, but that still has
many open new and exciting questions to tackle:

— What new insights can we obtain about well established QCD phenomenology such as hadroniza-
tion and confinement, from the analysis of heavy ion collision data?

— Do we have an understanding of all the stages of a heavy ion collision? In particular, how well do
we understand the initial stages of the collision process, up to the creation of QGP?

— Can we create QGP with collisions of small systems such as proton-proton and proton-light ion
collisions?

— What are the properties of QGP? What have we learned about the dynamics of different probes as
they traverse this medium?

— Which aspects of heavy-ion collisions phenomenology involve weakly coupled dynamics or
strongly coupled dynamics?

— What are the regions of the nuclear matter phase diagram we can explore using heavy-ion physics?

I hope that with these lectures, you are motivated to do hot, dense and exciting QCD, and join the
efforts of the heavy-ion community in this era where new experiments are helping us explore the phase
diagram of nuclear matter.
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Abstract

These lectures were presented at the 2019 CERN-Latin-American School of
High-Energy Physics. They were centered on the experimental methods used
in hadron colliders to advance our understanding in the field of high-energy
particle physics. From accelerators, to particle detector technologies, object
identification and data analyses techniques, the lectures did not attempt to pro-
vide a comprehensive, in-depth technical background, but rather focused on
an overview of experimental techniques that enabled our advances in support-
ing and challenging the predictions of the Standard Model. This document
includes a selection of the material presented in the lectures, focusing on how
advances in detector technologies and object identification enabled the devel-
opment of increasingly sophisticated data analysis techniques. This write-up
also includes an outlook to the future LHC program and beyond.

Keywords
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1 Introduction

The Large Hadron Collider [1], a 26.7 km diameter superconducting proton-proton collider, is the largest
particle accelerator ever built. It is operated by the European Organization for Nuclear Research (CERN)
in Geneva Switzerland, and is the last stage of a multi-accelerator complex that results in proton-proton
collisions at a center of mass energy in the 7 — 14 TeV range. A schematic view of the CERN accelerator
complex can be seen in Fig. 1. The first stage is the LINAC 2 linear accelerator, where a proton source
extracts 90 keV protons from a Hydrogen bottle and accelerates the beam to 50 MeV over a distance of
33 m, providing a pulse every 1.2 s. Next, the PS Booster, which is the first synchrotron in the accelerator
chain, and has 157 m in circumference, increases the proton energy to 1.4 GeV in 1.2s. Protons are
then injected into the PS, the oldest operating synchrotron at CERN with a circumference of 628 m
(4 times the size of the PS Booster), and their energy is increased to 26 GeV. Next, protons are injected
into the SPS, the first superconducting synchrotron in the chain, with 6.9 km circumference and 30 m
underground, which was originally a proton-antiproton collider that lead to the discovery of the W and
Z bosons. The SPS increases the proton energy to 450 GeV and provides beam to the LHC and to fixed
target areas. The LHC consists of 1232 main dipoles of 15 m each that deviate the beams around the
27 km circumference, 858 main quadrupoles that keep the beam focused and 6000 corrector magnets
to preserve the beam quality. The main magnets use superconducting cables (Cu-cladded Nb-T1), with
12000 A providing a nominal field of 8.33 Tesla. The LHC started operations in 2010, delivering 36 pb~*
of data at \/s = 7TeV, followed by 5fb~! of data in 2011. The center of mass energy was increased
to /s = 8TeV in 2012, when 20 pb_1 of data were delivered. Finally, in what is known as Run 2,
150 pb~! of data at /s = 13 TeV were delivered between 2015 and 2018.

These lectures will focus only on the two multi-purpose experiments, ATLAS [2] and CMS [3],
shown schematically in Figs. 2 and 3. Both detectors rely on layered instrumentation technologies to
detect the passage of particles and measure their position and their energies with the best possible pre-
cision. The innermost layer is typically a silicon-based semiconductor tracker, that is both radiation
hard and has low mass, to minimize the multiple scattering from detected tracks. Electrically charged
particles leave hits in the tracker layers, which allows trajectories to be reconstructed from consecutive
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Fig. 1: Schematic view of the CERN accelerator complex, showing the different accelerator stages that result in
proton-proton collisions at the center of the four detector areas.

measurements as particles traverse the detector volume. CMS is the first hadron collider experiment to
use an all-silicon tracker. ATLAS innermost tracker is silicon-based, but the outer part uses a gas and
wire transition radiation tracker. Outside of the trackers are the calorimeters, that destructively measure
the energy of charged and neutral particles. Calorimeters complement the information obtained from the
magnetic spectrometers, as they are able to measure the energy of neutral particles and have an energy
resolution which improves with the particle energy, while the spectrometer resolution degrades with par-
ticle energy. Finally, the outermost part of the detectors are the muon spectrometers, that are typically
gas-based detectors that cover huge volumes and identify the only particles that escape the calorimeters,
which are the muons. Both collaborations have superconducting magnets. CMS has a single solenoidal
4 Tesla magnet, cooled at —270 °C, outside the combined tracker and calorimeter volume. The muon
chambers are interleaved with a 12-sided, 3-layers iron structure that surrounds the magnet coils and
contains the B field. ATLAS has a 2 Tesla central solenoid between the tracker and the calorimeters
and two toroids (a central and a forward toroid) as part of the ATLAS muon system. Finally, the trigger
systems decide, in real-time, which subset of data is to be readout by the detector and stored for offline
analysis, and the data acquisition (DAQ) system collects the data from the different parts of the detector,
converts it to a suitable format, and saves it to permanent storage. Both detectors use a multi-level trigger
system, with a first trigger level with very short latency, high signal efficiency but modest background
rejection, which is typically firmware-based, single-detector or limited combination. This is followed
by subsequent trigger level(s) that achieve high background rejection, with typically larger latency, and
which are computer-based and use the information from multiple detectors, with the highest level being
a speed-up version of the offline reconstruction.

The latest development in offline event reconstruction uses the particle flow algorithm [4] to cre-
ate a comprehensive list of all final-state particles in the collision. This approach makes use of the best
combination of all subdetectors to reconstruct and identify all particles, and also provides robust handles
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Fig. 2: Cross-sectional view of the ATLAS detector.

against energy deposits originating from the underlying event and from multiple proton-proton interac-
tions in the same bunch crossing. It also opens the door to a new field of studies that uses jet substructure
techniques to differentiate between quark and gluon jets based on the differences in their radiation pat-
terns and lifetimes [5]. The technique can also be extended to distinguish jets from hadronic decays of
high transverse momentum heavy particles, in particular W and Z bosons, top quarks and Higgs bosons.
As the largest branching ratios for these particles is into their hadronic decays, these tools open up a large
amount of acceptance that was previously inaccessible. Furthermore, the ability to reconstruct subjets
from merged decays can be used to separate these heavy objects from the much more copious quantum
chromodynamics (QCD) multi-jet production. This is particularly important when studying hadron colli-
sions that give raise to a wide variety of processes with production cross sections that span 12—13 orders
of magnitude. While they enable a rich physics program, the interesting processes are overwhelmed by
mundane processes that occur at much higher rates. Background discrimination and residual background
modeling are crucial ingredients in any physics analysis using hadron collider data. Figure 4 shows the
cross sections and events per second produced at hadron colliders as a function of the center of mass

energy.
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2 Jet production

At LHC energies, the dominant process in pp collisions is jet production. Within the framework of QCD,
inelastic scattering between two protons can be described as an elastic collision between a single con-
stituent of each proton. These constituents are called partons. After the collision, the outgoing partons
manifest themselves as localized streams of particles referred to as “jets”. Theoretical predictions for
jet production are given by the folding of the parton scattering cross sections with experimentally deter-
mined parton density functions (pdf’s). These predictions are known at next—to—leading order (NLO) in
perturbative QCD scattering calculations [6,7] and accurately measured pdf’s [8]. Some of the questions
that can be addressed with studies of jet production are testing of NLO QCD, extraction of pdf’s, mea-
suring the value of the strong coupling constant cs, and testing of beyond the Standard Model (BSM)
theories.

The simplest test that can be performed is the measurement of the production rate of jets as a
function of the jet transverse momentum (pr) in different rapidity bins y, a study in which each jet in the
event corresponds to an entry in the histogram. The ATLAS and CMS collaborations measure the double
differential inclusive jet cross section in pp collisions at /s = 8 TeV, which can be expressed as:

o (dprdy) = (Nyeo)/(eDpraly| [ Lat).

where N . is the total number of jets observed in a certain jet transverse energy E bin, € is the selec-
tion efficiency, Apy is the bin width, Ay is the rapidity range considered, and [ Ld¢ is the integrated
luminosity associated with the data set. The results are shown in Fig. 5 for ATLAS [9] and Fig. 6 for
CMS [10]. The cross sections for different rapidity bins are multiplied by factors indicated in the legends
for better visibility. The dominant systematic uncertainties are the jet energy scale and resolution, and
range from 2 — 30%, being largest for low pr jets and jets in high rapidity regions. Overall, reasonable
good agreement is observed between data and the NLO predictions. The data should provide improved
constraints on parton distribution functions.
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Fig. 5: Double-differential inclusive jet cross sections as function of jet pr from ATLAS. The cross sections for
different rapidity bins are multiplied by factors indicated in the legends for better visibility.
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Fig. 6: Double-differential inclusive jet cross sections as function of jet pr from CMS. The cross sections for

different rapidity bins are multiplied by factors indicated in the legends for better visibility.

Both collaborations also study the characteristics of the system given by the two leading jets in an
event. Discrepancies with QCD predictions could indicate beyond the Standard Model physics like quark
compositeness, excited quarks, quark contact interactions, extra spatial dimensions, quantum black holes,
or dark matter. The results are shown in Fig. 7 (top) for ATLAS [11] and Fig. 7 (bottom) for CMS [12].
ATLAS presents its result as the dijet cross section as a function of the dijet invariant mass m;;. CMS
chooses to concentrate on the angular distribution of dijets relative to the beam direction by studying
Xdijet = e|yl_y2‘, where y; and yo are the rapidities of the two leading jets. The choice of xgjjet as the
sensitive variable is motivated by the fact that BSM processes, that are expected to have isotropic angular
distributions, would result in an excess of events over QCD predictions at low values of X gjet-
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3 Vector boson production

W and Z bosons, the carriers of the weak force, are directly produced in high-energy pp collisions at the
CERN LHC. In addition to probing electroweak physics, the study of the production of W and Z bosons
provides an avenue to explore QCD. W and Z bosons, when produced in association with jets, and in
particular with b-jets, constitute an irreducible background to many processes that decay to W or Z, like
top, Higgs and BSM production. The leptonic Z decays provide clean samples with adequate statistics
for detector performance measurements and the extraction of data-to-MC correction factors for trigger
and lepton identification.

The most precise measurement of the leptonic W production cross section at /s = 8 TeV was
performed by CMS using special low pileup data collected in 2012 [13]. The data sample corresponds to
an integrated luminosity of 18.2 & 0.5 pb~!, and has an average of 4 interactions per bunch crossing, to
be compared with an average of 21 interactions for the regular beam conditions during 2012. Events are
selected in their decays to high pr, isolated electrons or muons. The leading systematic uncertainty arises
from the measurement of the lepton reconstruction and identification. The uncertainty on the integrated
luminosity cancels when calculating the ratio of cross sections, which are measured with a precision of
2%. Figure 8 shows the measured and predicted total production cross sections times branching ratio to
leptons for W vs. Z (left) and W™ vs. W™ (right). The measurements in the electron and muon channel
are in agreement with NNLO theoretical predictions and among the channels, in accordance with the
expectation from lepton universality.
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Fig. 8: Total production cross sections times branching ratio to leptons for W vs. Z (left) and W vs. W~ (right).
The ellipses illustrate the 68% CL coverage for total uncertainties (open) and excluding the luminosity uncertainty
(filled). The uncertainties in the theoretical predictions correspond to the PDF uncertainty components only and
are evaluated for different PDF sets, as indicated in the figure.

4 Measurement of the W mass

In the Standard Model of the electroweak interactions, the mass of the W boson can be expressed as

2 2
9 AN ma(my)
myy <1 mQZ> = 20k (1+Arw) . (D

A measurement of myy, together with mz, the Fermi constant (G ), and the electromagnetic coupling
constant («), determines the electroweak radiative corrections Ay, experimentally. The dominant con-
tributions to Aryy arise from loop diagrams that involve the top quark and the Higgs boson. The cor-
rection from the ¢b loop is substantial because of the large mass difference between the two quarks. It is
proportional to m? for large values of the top quark mass m;. If additional particles which couple to the
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W boson exist, they would give rise to additional contributions to Ary,. Therefore, a measurement of
myy is one of the most stringent experimental tests of SM predictions. Deviations from the predictions
may indicate the existence of new physics. Within the SM, measurements of myy and the mass of the
top quark and the Higgs boson are a crucial test of the overall consistency of the SM, and discrepan-
cies could indicate new physics. The experimental challenge is thus to measure the W boson mass to
sufficient precision, about 0.1%, to be sensitive to BSM effects.

The ATLAS collaboration has used data collected in 2011 in pp collisions at /s = 7TeV to
measure the W boson mass from template fits to the reconstructed distributions for the charged lepton
pr and the W boson transverse mass [14]. The analysis uses 4.6 pb_1 of data, which results in 7.8 x 10°
W — pv and 5.9 x 106 W — ev candidates. In addition, 1.23 x 10 Z — pu and 0.58 x 10% Z — ee
candidates are used to pin down the lepton energy and W recoil calibration. The measured mass of
my = 80370 & 7(stat.) £ 11(exp.syst.) + 14(mod.syst.) MeV = 80370 4+ 19 MeV, is consistent with
previous results and SM expectations. The measurement is limited by the understanding of the detector
modeling, the PDFs and theoretical uncertainties. Figure 9 shows the measured values for the W boson
mass and results from global electroweak fits.
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Fig. 9: Comparison of the measured values for the W boson mass by various collaborations (left). ATLAS
measured values for the mass of the 1¥ boson and the top quark are compared to the results from global electroweak
fits based on the measured LHC Higgs Boson mass of 125.09 + 0.24 GeV (right).

5 Top quark production and decay

The top quark is the heaviest known elementary particle and completes the quark sector of the three-
generation structure of the Standard Model (SM). It differs from the other quarks not only by its much
larger mass, but also by its lifetime which is too short to build hadronic bound states.

The SM predicts that top quarks are created via two independent production mechanisms at hadron
colliders. The primary mode, in which a ¢¢ pair is produced from a gtt vertex via the strong interaction,
was used by the DO and CDF collaborations to establish the existence of the top quark in 1995 [15, 16].
The second production mode of top quarks at hadron colliders is the electroweak production of a single
top quark from a Wtb vertex. At Tevatron energies, the predicted cross section for single top quark
production is about half that of ¢ pairs but the signal-to-background ratio is much worse; observation
of single top quark production has therefore been impeded by its low rate and difficult background
environment compared to the top pair production, and only detected by the same collaborations in 2009,
fourteen years after the strong production [17, 18].

Within the SM, the top quark decays almost exclusively into a W boson and a b quark, resulting
in two TV bosons and two b jets in each ¢t pair event. The W boson itself decays into one lepton and
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its associated neutrino, or hadronically. The ¢t pair decay channels have been classified as follows: the
dilepton channels where both W bosons decay leptonically into an electron or a muon, the lepton jets
channels where one of the T bosons decays leptonically and the other hadronically, and the all-jets
channel where both W bosons decay hadronically. ¢¢ pair production cross sections have been measured
in pp collisions at the Tevatron and in pp collisions at the LHC in all decay channels except in the
dilepton channel where both Tau leptons decay hadronically. Figure 10 summarizes the measurements
of the tt production cross-section as a function of the center of mass energy compared to theoretical
predictions at NNLO QCD with NNLL resummation [19]. Excellent agreement between measurements
and theoretical predictions is observed in all channels. Precise measurements of the ¢t production cross
section represent a test of pQCD at high 2, can be used to constrain PDFs, to determine the top quark
mass m; , and measure the strong coupling constant o;. Precise comparisons of the measured cross
sections in different channels and different methods with theoretical expectations are sensitive to new
physics. Good understanding of the composition of the samples is crucial to enable the measurement of
top quark properties and as input to searches for which the top quarks are the dominant backgrounds.
Well understood samples of top quarks can also be used to constrain the energy scale of jets and to
measure efficiencies to tag b and top jets.
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Fig. 10: Comparison of the measured values for the ¢t production cross section as a function of the center of mass
energy for pp and pp collisions with NNLO QCD with NNLL resummation theoretical predictions.

The large number of ¢t events produced at LHC energies allows for full phase-space normalized
differential cross section measurements as those in Fig. 11, in which the ATLAS and CMS measurements
are compared to theoretical predictions [19]. Overall good agreement is observed between data and
predictions and the measurements can be used to improve the theoretical models.

Single top production at hadron colliders provides an opportunity to study the charged-current
weak-interaction of the top quark. The SM predicts that the top quark decays almost exclusively to a W
boson and a bottom quark with B(¢ — Wb) ~ 1. The rate for the process leads to a firm prediction
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Fig. 11: Full phase-space normalized differential ¢f cross-section as a function of the top quark pair invariant
mass (left) and the transverse momentum of the top quark (right). The ATLAS and CMS results are compared to
theoretical predictions at NNLO and NLO+NNLL.

for the top quark decay width I';. A direct measurement of I'y is of great importance, because the
width would be affected by any non-expected decay modes of the top quark, whether they are observed
or not. Unfortunately, I'; cannot be directly measured in the ¢t sample at hadron colliders, but its main
component can be accessed through single top processes. If there are only three generations, the unitarity
constraint of the CKM matrix implies that |V | is very close to unity. But, the presence of a heavy fourth
generation quark with a large CKM coupling to the top quark could be consistent with large values of
B(t — Wb), while resulting in an almost entirely unconstrained value for |V;|. A direct measurement of
|Vip| can therefore explore the possibility of a fourth generation, and confirm that the top quark is indeed
the SU(2) partner of the bottom quark. A measurement of the single top quark production cross section
provides the only known way to directly measure |Vy;| at a hadron collider. Figure 12 present the most
recent ATLAS and CMS measurements of the single top production cross section in its three channels
(s, t and W't associated production) and for three center of mass energies, while Fig. 13 summarizes the
corresponding extractions of the CKM matrix element |Vy| [19]. Good overall agreement is observed
between measurements and the predictions.
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6 Top quark properties

Top quark properties are predicted by the SM and can be modified by BSM effects at the production
or decay level. Precision measurements can uncover deviations of SM predictions which could serve as
indirect evidence of BSM processes due to particles with masses not currently accessible at the LHC.
Analyses typically rely on the tf 1+jets channel, due to its large samples, low background and constrained
final state. Dedicated sensitive observables are defined for each property, with the LHC benefiting from
and expanding the methods developed for those same studies at the Tevatron.

From the many properties of interest for the top quark, few are so fundamental as its mass. The
ATLAS and CMS collaboration have published measurements of the top quark mass using candidate
events in all ¢t decay channels. The top quark mass has also been measured from single top events and
extracted indirectly from the t¢ cross section measurement. Comparing precision measurements of the
top quark mass, the W and the Higgs boson masses with SM predictions provides a powerful tool to
search for BSM effects. Deviations would be an indication of new physics in the mass loops.

The most precise measurements of the top quark mass m; are obtained from the lepton jets
tt sample, where the mass is reconstructed from a kinematic fit of the decay products to the ¢¢ hypothesis.
The mass is determined from a simultaneous fit of m; and the main uncertainties arising from the jet en-
ergy scale and the b-jet energy scale. The contributions from these uncertainties are statistical in nature,
and will benefit from larger data samples. Figure 14 presents a summary of the direct ATLAS and CMS
top m; measurements [19], compared to the LHC and World averages. The results show good agreement
between measurements and with the world average.

A fundamental difference between the ¢ production at the Tevatron and at the LHC is that the
production is dominated by ¢g annihilation in the former and by gluon fusion in the latter. At leading
order, the SM predicts that the ¢ production is forward-backward symmetric in ¢g annihilation. However,
higher order SM effects result in a small (= 6.6%) positive asymmetry App, such that the top (anti-top)
quark is preferentially emitted in the direction of the incoming quark (anti-quark) [20]. BSM production
mechanisms that exchange new bosons could enhance Arp. There is no asymmetry in the gluon fusion
tt production that dominates at the LHC, but because quarks carry, on average, larger momentum than
antiquarks, the rapidity distribution of top quarks is expected to be broader than that of anti-tops, which
results in a ¢t charge asymmetry A¢ of (= 1%). Early Tevatron Arp measurements [21,22], based on
about half the data that would eventually become available, sparked a huge interest when they showed
larger asymmetries than those predicted by the SM at the time [23], especially because the discrepancies
grew with larger top quark pair masses and rapidity difference. Measurements using the full Tevatron
dataset, and combining the results from the two collaborations, recently became available [24]. Even
though all measurements favor somewhat larger positive asymmetries than the predictions [25], none of
the observed differences are larger than 2 standard deviations, as can be seen in Fig. 15. The ATLAS
and CMS collaborations have combined their inclusive and differential measurements of A at two
center of mass energies (7 and 8 TeV), obtaining Ac = 0.005 £ 0.007(stat) £ 0.006(syst) and and
Ao = 0.0055 £ 0.0023((stat) + 0.0025(syst) at 7 and 8 TeV, respectively, in good agreement with
the respective SM predictions [26]. Figure 16 shows the measured combined inclusive A¢c at 8 TeV
versus the combined Tevatron App compared with the SM prediction at NNLO+EW NLO [27] and
various BSM predictions that could affect the asymmetries. The combined Tevatron/LHC measurements
uniquely restrict the phase space of possible BSM phenomena which would produce large asymmetries,
including models that predict the existence of heavy W’ bosons, heavy axigluons, scalar isodoublets,
color triplet scalars and color sextet scalars [28].

A property characterizing the dynamics of the top-quark decay is the helicity state of the on-shell
W boson. The W boson can have three possible helicity states, and the fractions of W bosons produced
in these states are denoted as fy (longitudinal), f_ (left-handed), and f, (right-handed). In the SM, the
top quark decays through the V' — A weak charged-current interaction, which strongly suppresses right-
handed W™ bosons or left-handed W~ bosons. Significant deviations from these expectations would
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Fig. 14: Summary of the ATLAS and CMS direct top quark mass measurements compared to the LHC and

Tevatron+LHC combinations.

indicate either a departure from the V' — A structure of the {Wb vertex or the presence of a non-SM
contribution to the ¢t candidate sample. Both ATLAS and CMS have measured the helicity fractions to
a precision better than 5% [19] and found good agreement with the SM prediction at NNLO [29], as

shown in Fig. 17.
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7 Boosted top quark production

At Tevatron energies, the majority of ¢ events were produced at rest. This has changed at the LHC,
where the higher center of mass energies result in top quarks that are often produced with a high Lorentz-
boost in momentum, which yields decay products that are partially or fully merged because the angular
distance between partons is smaller than the jet clustering distance parameter. As a consequence, the
three quarks from the hadronically decaying top quark may be reconstructed as one fat jet, and similarly,
for the leptonically decaying top quark, the lepton may appear as non-isolated due to its proximity to
the b-quark. Special techniques were developed by both ATLAS and CMS to reconstruct these boosted
top quarks, in both the hadronic and the leptonic case. The cornerstone of these techniques relies on
the ability to reconstruct a single jet that contains the full energy of the decay. This “fat jet” is then
distinguished from ordinary jets through the identification of the jet internal structure. In the case of
the hadronic decay of the top quark, the internal structure can identify the b-jet and the individual light
jets that result from the W boson decay. In the case of the leptonic decay of the top quark, the energy
deposits from the leptons are identified and excluded from the b-jet reconstruction. This is particularly
challenging in the case of the electron, as no isolation requirement can be applied.

The ATLAS collaboration has measured the ¢ differential production cross section at /s = 8 TeV
for lepton jets events with high transverse momentum. The measurement is reported as a function of
the transverse momentum of the hadronically decaying top quark for values of pr > 300 GeV [30].
Figure 18 (left) shows the pr of the leading fat jet compared to the SM prediction. The lower panel shows
the ratio of the MC prediction to the data, where good agreement is observed within the uncertainties.

The CMS collaboration has searched for boosted anomalous resonant ¢¢ production in events with
zero, one and two leptons [31], by reconstructing the ¢¢ invariant mass distribution and focusing in the
area of masses of at least 1 TeV. Figure 18 (right) shows the ¢f invariant mass for events in the muon+jets
channel in the cases in which the hadronic top has been reconstructed as a fat jet. No excess of data
over the SM predictions is observed, and limits are set on the production cross section times branching
fraction, probing a region of parameter space for certain models of new physics not yet constrained by
precision measurements.
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Fig. 18: ¢ differential production cross section in the lepton jets channels as a function of the pr of the hadronically
decaying top quark for values of pz > 300 GeV (left). Invariant mass of t¢ events in the boosted lepton jets channel
in the cases in which the hadronic top has been reconstructed as a fat jet (right). The lower panels show the ratio
of the MC prediction to the data, where good agreement is observed within the uncertainties.
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8 Higgs boson studies

The Higgs Boson, that had been predicted by the SM since the seventies, was observed on July 4, 2012
by the ATLAS [32] and CMS [33] collaborations. The analyses used the fully reconstructed Higgs bo-
son decay products and their excellent mass resolution to drive the discovery; however, the channel in
which the Higgs boson decays into a bb pair, even though it represents 58% of the branching ratio, was
not observed. In the years since the discovery, both collaborations worked hard to extract the H — bb
signal from the overwhelming multi-jet bb background taking advantage of the associated production,
in which the Higgs boson is produced together with a W or a Z boson. That process had already been
used by the LEP collaborations to exclude Higgs masses below 114.4 GeV [34], and by the Tevatron
collaborations to claim evidence of a observation of the Higgs boson with a significance of 3.3 ¢ [35].
At the LHC, both collaborations select events with zero, one or two charged leptons (electrons or muons)
to include the cases in which the Z boson decays to two neutrinos, and the leptonic decays of the W
and the Z boson, respectively. In all cases, the events are required to include two b-jets. Several tools
were developed to make the signal accessible. First, the vector boson was required to be highly boosted,
which had the effect of suppressing the QCD multi-jet background and also of merging the bb pair so
that it was reconstructed as a single fat jet. Jet substructure techniques and a special b-jet tagger based
on a deep neural network discriminant were developed to identify the bb jet with high efficiency and a
low 0.1% misidentification rate. The resolution of the bb invariant mass was improved by applying a
multivariate regression technique. A deep neural network was then used together with 7 signal and 21
background regions to simultaneously extract the background normalization and the signal. Figure 19
shows the output of the multivariate discriminant and the dijet invariant mass distribution. Both collabo-
rations obtained significances larger than 50 and the observation of the V H (bb) process [36,37]. Both
collaborations also measured the signal strength, defined as the ratio of the number of observed H — bb
events over the number predicted by the SM, to be consistent with 1 within an uncertainty of about 20%.

Seven years after the Higgs boson observation, Higgs physics has entered a precision era. The
vy, ZZ and WW decays were firmly established and the Higgs mass has been measured to a 0.15%
precision. The Yukawa mechanism has been established in the last two years by the observation of the
77 and bb decays and the ttH process. And differential cross section measurements are being used to
compare the data to state-of-the-art calculations. But there is still a lot to learn, in particular, searching
for di-Higgs production is vitally important to start to understand the self-couplings of the Higgs.
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9 Searches for beyond the Standard Model processes

Since its inception more than 50 years ago, the SM has been extremely successful in predicting the
existence of particles and processes that were later observed in experiments. In particular, the ATLAS
and CMS collaborations have developed a broad and rich program, probing processes that span 9 orders
of magnitude in production cross section. Some of the rare processes had not been observed before and
are being produced at rates comparable with those expected from BSM predictions. Figure 20 shows a
summary of SM total production cross section measurements, corrected for leptonic branching fractions,
compared to the corresponding theoretical expectations and ratio with respect to best theory. Figure 21
shows a summary of the cross section measurements for SM processes by the CMS collaboration.
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leptonic branching fractions, and compared to the corresponding theoretical expectations.

In spite of the SM success, there remain several unanswered questions: why are there exactly
three generations of quarks and leptons? Are quarks and leptons actually fundamental, or made up of
even more fundamental particles? Why can’t the SM predict a particle’s mass? How come neutrinos have
mass? Why do we observe matter and almost no antimatter if we believe there is a symmetry between the
two in the universe? What is this "dark matter" that we can’t see that has visible gravitational effects in
the cosmos? How does gravity fit into all of this? And the uncomfortable issue of fine tuning. The BSM
front runner around 2007 was supersymmetry (SUSY), that hypothesizes that a symmetry exists between
fermions and bosons in which each boson has a fermion super-partner with the same mass and quantum
numbers and vice-versa. These superpartners contribute with opposite sign to the loop corrections to the
Higgs mass providing cancellation of the divergent terms. SUSY is theoretically compelling, providing
a solution to the Higgs hierarchy problem, allowing unification of gauge couplings, and even predicting
a dark matter particle candidate. For experimentalists SUSY predicted the existence of a large number of
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Fig. 21: Summary of the measured cross sections for SM processes as reported by the CMS collaboration. Each
result is compared to the best available theoretical prediction.

new particles, giving rise to striking experimental signatures ready to be discovered. The LHC years have
witnessed a systematic exploration of TeV scale gluinos and squarks, and the LHC collaborations are just
starting to gain sensitivity to Higgsinos, which in many models are expected to be the lowest mass SUSY
particles with masses around a few hundreds GeV. Both collaborations are also in the process of extend-
ing their searches to unexplored regions of parameter space characterized by challenging manifestations
of SUSY. In parallel to the continuing exploration of the SUSY parameter space, both collaborations
have also vigorously pursued a plethora of non-SUSY BSM ideas, from new gauge bosons, quark com-
positeness, high-mass resonances, extra dimensions and back holes, both in a model-independent and in
a model-directed way, making sure no stone is left un-turned. Examples of a selection of results of such
searches can be seen in Figs. 22 and 23 for the ATLAS and CMS collaborations, respectively.

In recent years, many novel techniques have been developed that rely on alternative methods to
trigger and reconstruct events. One such example is the search for massive long-lived particles that
would loose their kinetic energy and stop while traversing the detector. Such particles would give rise
to energy deposits in the calorimeters or the muon systems, but have no associated hits in the tracking
detectors (displaced particles). Alternatively, they would appear as tracks with no associated hits in the
calorimeters or beyond (disappearing particles). These signatures pose a difficult experimental challenge
and depend on modified object reconstruction techniques that do not assume the presence of a prompt
vertex and rely on timing information for the energy deposits. Figure 24 shows a diagram of these
hypothetical particles and their signatures and where they would decay depending on their lifetime.

One example of such an analysis is the search for a single neutral long-lived particle Z,4, decaying
hadronically, produced in association with a SM Z boson which decays leptonically to electrons or
muons [38]. Such Z; particle would be produced in popular scenarios in hidden or dark sector models
with additional U (1) 4 dark gauge symmetry [39,40] and would travel from a few centimeters to hundreds
of meters, depending on the model. The ATLAS collaboration selected events with two opposite-sign
isolated leptons and a jet that has no associated tracks and a timing inconsistent with out-of-time pileup
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Fig. 22: A representative selection of available results from the ATLAS collaboration on searches for new phe-
nomena other than SUSY. Green bands indicate 8 TeV data results; yellow (orange) bands indicate 13 TeV data
results with partial (full) dataset.

and beam-induced backgrounds. The timing of the jet is obtained from the timing of its constituent
calorimeter cells as measured by the tile calorimeter, relative to the expected time-of-flight from the
bunch crossing to the cell [41]. Figure 25 shows the reconstruction efficiency for the jet as a function of
the transversal decay length and the obtained 95% CL limits as a function of the decay length of Z;. As
can be seen, the efficiency is high beyond the volume of the tracker and maximum within the hadronic
calorimeter. No significant excess of events is observed above the expected background, which allows
the ATLAS collaboration to set limits on the production cross section of the Z; particle as a function of
its mass for decay lengths from a few centimeters to one hundred meters.

The CMS collaboration also searched for the decay of heavy long-lived particles that come to
rest in the detector, and whose decays would be visible during periods of time well separated from the
pp collisions [42]. For particles with lifetimes longer than tens of nanoseconds, their decays would be
reconstructed as part of a separate event from their production. The search thus focuses on times when
there are no proton bunches in the detector. Two cases are considered: a hadronic decay that would be
detected as a large energy deposit in the calorimeters in the interval between collisions, and the case in
which the particle decays into muons and appears as displaced muon tracks out of time with the collision.
Dedicated triggers were deployed that are live only during specific time windows when the detector was
quiet. Backgrounds arise from cosmic rays, beam halo, and detector noise, and are estimated from control
samples. Figure 25 (left) shows the difference in the time of the muon track between the upper and the
lower hemisphere for data and estimated backgrounds. The data agrees well with events expected from
cosmic rays. Figure 26 (right) shows an example of 95% CL upper limits obtained from the calorimeter
search in the neutralino vs. gluino mass plane, for lifetimes between 10 microseconds and 1000 seconds.
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Overview of CMS EXO results
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Fig. 23: Bar chart representing the mass scale reach of CMS BSM analyses using data collected in 2016 for a
selected set of new physics phenomena.

10 Dark matter searches

Cosmological observations indicate that 85% of the matter of the universe is dark matter (DM). However,
there is no evidence yet for non-gravitational interactions between DM and SM particles. If such inter-
action existed, hadron colliders would offer a complementary strategy to look for non-gravitational DM
interactions via the collision of SM particles at high energies. DM candidates are assumed to be weakly
interacting and would leave no signal in the detectors. However, they could be identified by looking at
the production of other particles decaying against them, giving rise to spectacular signatures in which jets
or heavy particles would be seen recoiling against missing transverse energy. Early searches presented
their results using effective field theory operators to describe the DM-SM interaction, allowing for direct
comparison with non-collider searches in the contact interaction approximation. For cases in which the
mediator of the DM-SM interaction is not very heavy, simplified models need to be used that include the
particles and their BSM interactions and are valid at LHC energies [43]. These models are described by a
small number of free parameters but make it harder to compare with direct and indirect detection experi-
ments. Nevertheless, a rich phenomenology of DM searches at colliders has been pursued in the X+MET
topology, where X includes single jets, photons, W and Z bosons, top and bottom quarks (single and
pair). In all cases, control regions are used to understand the background contribution to the signal region
and to ensure that spurious detector signals do not appear as fake missing transverse energy, mimicking
the DM signal. Results are typically presented as exclusion plots in the DM vs. mediator mass plane,
and the spin-independent (SI) or spin-dependent (SD) DM-nucleon or DM-proton cross section vs. DM
mass. Figure 27 shows examples in which LHC searches from ATLAS [44] (left) and CMS [45] (right)
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Fig. 24: Diagram of hypothetical long-lived particles and their signatures in the detectors (left). Distance travelled
by a long-lived particle depending on its lifetime (right).
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Fig. 25: Reconstruction efficiency for the jet as a function of the transversal decay length (left). 95% CL limits as
a function of the decay length of Z; (right).

are compared to a selection of direct detection (DD) experiments. For the ATLAS result, the shaded
areas are excluded both for the collider and the DD results. For the CMS result, the regions above the
curves are excluded for DD experiments. The reinterpretation of the collider results in terms of a nu-
cleon scattering cross section yields a higher sensitivity for lower masses than existing results from DD
experiments, under the assumptions imposed by the model.

11 The High-Luminosity LHC era

The LHC run plans for the next twenty years is well defined and summarized in Fig. 28. We are cur-
rently in the Long Shutdown 2 (L.S2) period after having collected about 150 fb~! of data during Run 2
and Run 3, currently scheduled for 2021-2023, will see an average of up to 80 simultaneous proton in-
teractions per beam crossing, peak instantaneous luminosities of 2 x 1034 cm=2?s~! and an anticipated
increase of the center of mass energy to 14 TeV. The total integrated luminosity expected for Run 2 and 3
is 300 fb~!. After an extended long shutdown 3 (LS3), currently scheduled for 2024-2026, the proposed
High-Luminosity LHC (HL-LHC) Run 4 would begin in late 2026, with an average number of simulta-
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Fig. 27: Examples of dark matter searches in which the collider results are compared with results from direct
detection experiments. Plots included as examples only and taken from [44] (left) and CMS [45] (right).

neous pp collisions per beam crossing of 120, peak instantaneous luminosities of 5 x 103 cm~2s~!, and
a total integrated luminosity of 3000 fb~!. The ATLAS and CMS collaborations are planning a series of
upgrades [46—49] that will ensure the capabilities of the detector are matched to the running conditions
expected from the LHC machine, while taking the opportunity to improve the performance and repair
any problems uncovered during data-taking periods. The installation of the Phase 1 upgrades will be
completed during LS2, and the Phase 2 upgrades are planned to coincide with LS3.

During the HL-LHC era, the large dataset will be delivered at the cost of having as many as 200
concurrent pp interactions every 25 ns and large radiation doses. Both ATLAS and CMS are planning
on significant changes to their detectors to maintain their performance in these challenging conditions.
In particular, both detectors will add timing capabilities to cope with the increased pileup and preserve
the lepton identification (via isolation), the b-tagging effectiveness (via primary vertex reconstruction
and combinatorics) and energy measurement of the jets. Both experiments will also replace their entire
tracking detectors, with ATLAS joining CMS in having an all-silicon tracker. Both collaborations will
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Fig. 28: The LHC run plans for the next twenty years, in which we expect to collect up to 3000 fb—! of data, most
of it at a center of mass energy of 14 TeV.

increase the granularity and the coverage of their tracking volumes and reduce the material, which will
allow them to preserve the reconstruction efficiency. Trigger capabilities require significant improve-
ments to preserve the trigger thresholds and are implemented by installing higher bandwidth readout
systems and adding fast tracking to the first trigger level. In addition, detectors that would be damaged
by radiation are also being replaced by higher granularity, radiation-hard options.

Physics Projection studies for the HL-LHC were prepared and submitted to the CERN Council
Open Symposium on the Update of the European Strategy for Particle Physics [50-52]. From those
studies, it is clear that the HL-LHC has an uncontested leadership in areas of direct searches for new par-
ticles, precision measurements of the Higgs boson, measurements of precision electroweak parameters
and closure test (W boson mass, top quark mass, Higgs boson mass), and some topics in rare B decays
and other topics in B physics.

One of the main goals of the HL-LHC studies is to measure the Higgs couplings to a precision
close to the percent level. Another goal is the measurement of the Higgs boson trilinear self-coupling
~vg g via the study of di-Higgs production. Figure 29, see Ref. [52], shows that the Higgs couplings
are expected to be measured with a precision that would be sensitive to new physics, and that the mea-
surements of the Higgs trilinear interaction would provide constraints on the shape of the Higgs potential
close to the minimum, verifying the electroweak symmetry breaking mechanism of the Standard Model.

The LHC results have confirmed the predictions of the Standard Model to unprecedented precision,
and it is expected that the data collected during the HL-LHC era will extend the sensitivity to possible
anomalies that might indicate the presence of new physics. Of particular interest are the studies of
precision electroweak measurement and precision top quark physics, which can be combined together in
a global fit of electroweak precision observables now that the Higgs Boson mass has been measured. This
last input to the global fit of electroweak precision observables (EWPO) can be used to constrain new
physics, a key goal of the HL-LHC physics program. Figure 30 shows the projections on the uncertainty
of the top quark and the W boson mass, as well as comparisons between the indirect constraints and
current and projected measurements. What is apparent from the comparisons is that if the central values
of the measured inputs were to remain unchanged, the expected improvement on their uncertainties
would significantly increase the tension between the indirect determinations from the electroweak fit and
the corresponding measurements.
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The enormous amount of data expected during the HL-LHC era will open the door to precision
multi-dimensional differential ¢¢ cross section measurements that can be used as input to fits for parton
distribution functions. The extended forward coverage that will be available with the upgraded ATLAS
and CMS detectors will allow for fine-binned measurements in regions of phase space that were not pre-
viously accessible. These combined effects will result in unprecedented reductions on the uncertainties
of the gluon parton distribution functions once the ¢¢ data is incorporated in the fit, as can be seen in

Fig. 31.
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12 Outlook

The LHC recently entered a two-year shutdown. We expect to double the data sample during Run 3,
scheduled for 2021, with 10 times more data following in the HL-LHC era, currently scheduled for 2025-
2035. The Higgs boson will continue to play a central role in the LHC physics program. The formidable
precision era enabled by the HL-LHC will allow us to continue to probe the Standard Model predictions
and look for cracks that might indicate the presence of new physics processes, even if their masses
are above the LHC reach. Direct searches for beyond the Standard Model phenomena will continue to
cover previously unexplored ground, with the collaborations pursuing both model-guided and model-
independent searches to make sure all options are covered. Furthermore, new detector capabilities will
allow us to search in previously unexplored regions like long-lived particles and very forward processes.

Exciting technical challenges lie ahead. If history is our guide, prior projections will be regularly
surpassed by real results once the data is in hand and new techniques are developed, and surprises might
be just around the corner. We have only collected 5% of the data we expect from the LHC, and analyzed
1% in most cases. We may not have seen an obvious sign of new physics in the data yet, however, what
that implies is that we have to get cleverer and make sure we look in every corner and leave no stone
unturned. Fun and exciting times lie ahead of us and there is no better time to join the quest.
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Abstract

These lecture notes briefly describe the current and planned experimental facil-
ities for high-energy physics research in Latin America. The list is not exhaus-
tive nor the descriptions are complete, but I tried to select some of the most
representative facilities and large international experiments at the time. Given
that particle physics today is tightly related to cosmology and astrophysics,
and South America is where most of the major astronomical observatories in
the world are located, I start by listing some of the representative observato-
ries. Then we move on to the main accelerator facilities, which are few and
mainly for applications, but the core of particle physics research infrastructure
in Latin America is in astroparticle physics, which is where I take most of the
time to describe. The name and location of each infrastructure are listed, the
scientific goals and some introductory description of the detecting techniques.
Specific details are not included, which can be found in the literature.

Keywords
Latin America; experimental facilities; accelerators; detectors; telescopes; cos-
mology; particle physics; dark matter; dark energy.

1 Introduction: a short historical view of experiments in particle physics

One can historically classify the experiments in particle physics in three types according to a mixed
criterion of size, technique: (a) those built on a table top, (b) those that detect cosmic rays, which were
originally done at high altitude either on top of mountains or aboard of flying balloons, and (c) those that
accelerate subatomic particles to make them collide at high energies. This order is also a progression in
time, for the simple reason of the increasing level of difficulty: cosmic ray experiments require detectors,
but accelerator experiments require, obviously, to build accelerators in addition to detectors, and this
task has been a major technological achievement on its own. Now, the observation of cosmic rays is
an interesting subject on its own, and so it has continued developing in parallel to experiments with
accelerators and colliders. Moreover, due to the ever increasing size and cost of accelerator facilities,
there has been an increasing interest in cosmic ray observation facilities in the last decades, a fact that is
particularly noticeable in Latin America.

The discovery of the electron by J.J. Thomson in 1897 can be considered as the beginning of sub-
atomic physics, and the gold foil experiment of H. Geiger and E. Mardsen, led by E. Rutherford (former
disciple of J.J. Thomson) on the discovery of the atomic nucleus, as the beginning of experimental par-
ticle physics. Indeed, the experiment of bombarding a thin gold foil with alpha particles has the essence
of all subsequent particle physics experiments: to observe what comes out of collisions of subatomic
particles. These experiments and several others at that time are part of the class of experiments done on
a table top. Within this class is also the discovery of the neutron by James Chadwick in 1932, himself a
disciple of Rutherford.

Concerning experiments done by observing cosmic rays, one must add that the transition from the
table top on a laboratory is not sharp: some cosmic ray (CR) experiments can be done on top of a table as

0531-4283 — (© CERN, 2021. Published under the Creative Common Attribution CC BY 4.0 Licence. 193
https://doi.org/10.23730/CYRSP-2021-002.193


https://doi.org/10.23730/CYRSP-2021-002.193

C.0O.DI1B

well! The main point here is to stress the origin of the particles that are detected: they do not come from
a piece of material or an apparatus in a laboratory, but from outer space. The discovery of cosmic rays is
attributed to Victor Hess who, in a remarkable experiment in 1912, showed that there was a radiation that
increased with altitude, by climbing with instruments in a free balloon flight up to 5 300 m. He even ruled
out the Sun as the source of the radiation by flying during a solar eclipse, noticing that the measurement
did not change during the eclipse itself.

A series of experiments with cosmic rays followed, where several of the subatomic particles we
know today were discovered, in particular the positron, the muon, the pions and kaons. Without disre-
garding the value of all these experiments, we want to mention specifically the work of C. Powell, G.
Occhialini and C. Lattes in 1947, where they were able to resolve a pending issue at that time. About
twelve years earlier, Hideki Yukawa had predicted a “meson”, a particle that would mediate the force
between protons and neutrons, with a mass around one or two hundred MeV. Such a particle would be
expected to interact strongly and be absorbed by nuclei. A particle with such a mass was found but in
some experiments it was shown not to be absorbed by nuclei. The work of Powell, Occhialini and Lattes,
using photographic emulsions in experiments on top of Pic du Midi in the Pyrenees, and then on mount
Chacaltaya, Bolivia, at an altitude of 5240 m, was able to show that there were actually two particles
with mass in the range predicted by Yukawa: a strongly interacting one that fitted Yukawa’s prediction,
and a slightly lighter and weakly interacting particle that did not. These are the pion and the muon,
respectively. We single out this experiment for two reasons: first because it was done in Latin America,
and second because one of the key experimentalists was the then young Brazilian physicist Cesare Lattes.
The leader of the team, Cecil Powell, received the Nobel Prize for this work in 1950, Giuseppe Occhialini
was honored in recent years with the naming of the BeppoSAX Satellite for X-ray Astronomy (“Beppo”
was Occhialini’s nickname), and Cesare Lattes’s name is being honored with a proposed ground array
observatory of cosmic gamma rays that is mentioned further in this lecture.

Our third class of experiments is comprised by those that use particle accelerators. The accelerated
particles are most commonly electrons or protons and their antiparticles, but there are also accelerators
for heavier ions. The advantage of using particle accelerators instead of cosmic rays is that the collisions
are more controlled: we know precisely what particles collide, with what energies, where they collide
and how often they collide. In these controlled conditions, the detectors can be placed right around
the interaction point and can be much more specialized in their detecting capabilities. Several types of
accelerators have been invented since the 1920’s, which go from electrostatic accelerators such as the
Van de Graaff and the Cockcroft-Walton generators to the most modern and large scale accelerators with
varying fields: the linear accelerators (linacs) and synchrotrons. Moreover, two types of collisions can be
devised: a single beam of accelerated particles hitting a fixed piece of material (fixed target collisions)
or two beams colliding against each other. The latter can reach much higher centre-of-momentum (CM)
energies. The largest linear accelerator in existence is the 3 km long Stanford Linear Accelerator in the
USA, and the largest synchrotron was LEP, an electron positron collider with almost 27 km circumfer-
ence at CERN, which was dismantled in order to install in the same tunnel the currently operating Large
Hadron Collider, a proton (and heavy ion) collider, to date the highest energy accelerator, achieving
6.5 TeV per proton, and thus 13 TeV of CM energy in the collisions. It is in high energy particle acceler-
ators where most of the known subatomic particles and antiparticles have been discovered, including the
elementary tau lepton, muon-neutrino, tau-neutrino, the top quark and finally the Higgs boson.

With the success of particle accelerators, cosmic ray experiments became less prominent for many
decades. However, with the cost and complexity of building ever larger accelerators, there has been again
a growing attention to experiments with cosmic rays. Moreover, with a continuous improvement in de-
tector, telescope and satellite technology, major breakthroughs in astrophysics and cosmology have been
achieved in the last decades, which have turned again our attention to the heavens. Examples of this are
the discovery of gamma ray bursts (GRB) in far away galaxies, which are the most powerful electromag-
netic events known in the Cosmos (in a few seconds a GRB releases the energy that our Sun will release
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in its entire 10-billion year lifetime), the measurement of the cosmic microwave background (CMB)
spectrum by a succession of experiments starting with the COBE satellite in 1992, and the discovery of
the accelerated expansion of the Universe.

Here we will present some of the current and planned experimental facilities in Latin America,
within the context of particle physics. Our list tries to be representative, but not exhaustive. We will
start by briefly mentioning the few existing or planned accelerator facilities in Latin America, although
they are mainly oriented to applications than to basic research in particle physics. As we will see, most
of the Particle research facilities in Latin America are astroparticle observatories. Moreover, since most
of the optical and radio astronomical observatories in the world today (and increasingly so in the near
future) are in South America, We will include a short description of some of the most representative
astronomical observatories operating, or planned for the near future. Then we will move on to describe
the main astroparticle physics facilities and experiments in Latin America starting from those that are
operating today and continuing with those that are planned, concluding with the initiative where I am
most involved, which is the proposal of an international underground laboratory inside a road tunnel
under the Andes mountains between Chile and Argentina. This laboratory will be one of the deepest in
the world, the first in South America and, unless another initiative catches up quickly, the first of its kind
in the Southern Hemisphere.

2 Accelerator facilities in Latin America

Here we will mention two existing facilities, which are Tandem accelerators for ions, and one facility
under planning or construction, which is a major Synchrotron Radiation source.

2.1 The USP Pelletron

The USP Pelletron is a tandem accelerator existing at the University of Sdo Paulo (USP) since 1972 [1].
The general layout of the facility is shown in Fig. 1(top).

A tandem accelerator is an electrostatic accelerator for ions, derived from simpler types such as
Van de Graaf accelerators. In a tandem accelerator there are two stages of acceleration, aligned one after
the other. A high positive voltage (let us call it, without much imagination, V) is located in the mid point
along the acceleration trajectory. Negative ions (with charge —1 in units of the fundamental charge e)
are produced externally in an ion source, where their mass is selected. These ions are injected into the
accelerator and are attracted by the positive terminal at the midpoint, where they reach a kinetic energy
eV. There, the ions cross a thin sheet of material (e.g. carbon), where some or all the electrons of the ion
are removed by the collisions, resulting in positive ions with charge Ne (/N being the number of electrons
removed—the ions’ atomic number Z or less). In the second stage, these positive ions are repelled by
the central positive terminal, being again accelerated to the end of the machine, gaining an additional
kinetic energy NeV. In total the ions emerge from the accelerator with a kinetic energy (N + 1)eV.

The name “pelletron” has to do with the method for the charge transport to the positive terminal,
which is basically a current of electrically charged metal pellets bound to each other by plastic insulator
material.

The USP pelletron has a 8 Megavolt positive terminal, so ions can reach several tens of MeV of
energy. The ions are used for different research and application purposes, such as nuclear physics, crystal
structure and properties, material analysis, the development of high energy instrumentation, among many
other applications.
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Fig. 1: Top: Drawing of the USP Pelletron (credit: Physics Department, University of Sdo Paulo, Brazil). Bottom:
TANDAR at Centro Atémico Constituyentes, Buenos Aires, Argentina. Bottom left: view of the acceleration
tower and the SFj tanks. Bottom right: insert view of the accelerating column.

2.2 TANDAR

TANDAR is another tandem accelerator, operating since 1985, located at the Centro Atomico Consti-
tuyentes, Buenos Aires, Argentina, a national scientific laboratory that belongs to CNEA (the Argentinian
National Atomic Energy Commission) [2]. The accelerator, similar to the USP pelletron, is a 34.84 m
long vertical column inside 73 m tall tower, with a central terminal at 20 MV, as shown in Fig.1(bottom).
The high voltage terminal is also charged using the pelletron technique. The ion beam runs inside a
vacuum tube at 10~® mbar, inside a cylindrical tank with SFq (sulphur hexafluoride) at 10 atm to provide
dielectric insulation and avoid discharges.

TANDAR is used for advanced education in science and nuclear technology in the country, basic
research in nuclear physics and condensed matter physics, applications to material science, biology,
environmental studies and many other applications.
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2.3 LNLS

LNLS (Brazilian Synchrotron Light Laboratory) is a centre that hosts two synchrotron light sources:
UVX, operating since 1997 [3], and SIRIUS, a new and much larger synchrotron radiation apparatus
currently under construction and planned to start operations in 2020 [4], both shown in Fig. 2.

UVX, a second generation synchrotron radiation source, is a 1.37 GeV electron storage ring of
29.7m average circumference that provides synchrotron radiation. The injection system comprises a
120 MeV linac and a 500 MeV booster synchrotron. The storage ring provides 17 synchrotron radiation
beamlines (experimental stations), where experiments in microscopic analysis techniques using infrared,
ultraviolet and X-ray radiation are performed. Most of the beams are in the X-ray range (1 to 30 keV),
two beams in the soft X-ray range ( 100 to 1500eV), one in the UV range (3 to 330eV) and one in the
IR range (70 to 300 mm ™).

Fig. 2: Synchrotron light source facilities at LNLS, Campinas, Brazil; left: UVX; right: SIRIUS. Credit: LNLS.

SIRIUS is one of the few 4th generation synchrotron radiation sources in the world. Still under
construction, it is planned to start operations in 2020. It is an 3 GeV electron synchrotron, 165 m in
diameter. It is a sizable improvement over UVX, not only with twice the energy in the electron beam, but
also with an emittance (electron beam divergence) about 360 times smaller, resulting in a much brighter
radiation beam. Due to the higher energy and brightness it will allow the study of dense materials at
depths up to a few centimetres. Also due to the extremely focused radiation beam, it will be a great
improvement over experiments in nano- and biotechnology.

3 A brief account on astronomy in Latin America

While astronomy is a different field than high-energy physics with facilities that are different in many
respects, we have two reasons to include here a brief description of the astronomical observatories in
Latin America.

First, as the two fields advance they have more and more points in common, not only in technology
but also in research interests. It is clear that the observation of the Cosmos today implies not only
detection of light, be it IR, visible, UV or even X-ray, but also very high energy gamma rays, cosmic rays
and neutrinos; even the unraveling of the mystery of dark matter is a subject of interest to both fields.

Second, a large proportion of the main astronomical observatories of the world are located in Latin
America. In particular, due to the optimal conditions for astronomical observation provided by the desert
skies in northern Chile, more than 70% of the light-catching surface of telescopes in the world will be in
the Chilean deserts in the near future.

We cannot do justice here to the whole history or set of astronomical observatories in Latin Amer-
ica, so we will limit ourselves to describe just a few representative current facilities and some of those
planned or in construction to start operating in the near future.
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3.1 VLT — the Very Large Telescope

VLT is operated by ESO (European Southern Observatory), and is located in Cerro Paranal, northern
Chile, at 2635 m.a.s.l., coordinates 24°37°38”S, 70°24°15”W. It is about 100km south of the city of
Antofagasta [5]. It is a set of four large 8.2 m diameter telescopes (called Antu, Kueyen, Melipal and
Yepun—words in Mapuche language for astronomical objects), and four movable auxiliary telescopes
1.8 m diameter. See Fig. 3 for a photograph showing the general layout,with a schematic overlay illus-
trating the interferometry light path.

Fig. 3: The Very Large Telescope (VLT), showing the four large telescopes. Three of the four (much smaller) aux-
iliary telescopes are superimposed on the picture. White lines show the paths of the light beams for interferometry.
The asterisk shows the site of the interferometric lab, part underground. Credit: ESO.

VLT is the most modern and the most productive ground-based optical telescope facility in the
world today. It operates at visible and IR light. Each telescope can operate independently reaching an
angular resolution of 0.05 arc-sec, or all four combined reaching 0.02 arc-sec. It uses interferometry and
adaptive optics to overcome diffraction effects in the atmosphere. VLT has been the first telescope to get
an image of an exoplanet, has tracked stars around the supermassive black hole (SMBH) at the centre of
our galaxy, and has seen the afterglow of the furthest known gamma ray burst (GRB) to date.

3.2 ALMA — Atacama Large Millimeter Array

ALMA is the world’s largest observatory in the millimetre wavelength (range 9.6 mm to 0.3 mm). It is
located on the Chajnantor plateau, in the Atacama desert in Chile, at an altitude of 5059 m.a.s.l. [6] The
very dry desert site at high altitude is necessary to avoid the high absorption of the microwave by water
in the atmosphere. Its coordinates are 23°01°09”S, 67°45 12" W.

ALMA is an interferometric array of 66 movable radio telescopes or antennas. The main array
(Fig. 4, left) has 50 antennas of 12 m diameter arranged in specific layouts at distances from 150 m up
to 16 km, simulating a giant telescope. While each antenna gives an angular resolution of about 20
arcseconds, the giant array working with interferometry as a single device gives an angular resolution
higher than the Hubble Space Telescope. Four additional 12 m antennas and twelve 7 m antennas form
the Atacama Compact Array (ACA). The different antenna configurations allow the study of both the
general structure of astronomic sources as well as its minute details. The 100 ton antennas can be moved
by a special transporter that places them on concrete pads with millimetre precision (see Fig. 4, right).

ALMA, the most expensive ground-based observatory to date, is a partnership of ESO (Europe),
NSF (USA) and NINS (Japan), in collaboration with the Republic of Chile, and funded by ESO, NSF,
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Fig. 4: The Atacama Large Millimeter Array. Left: view of the array. Right: telescope being transported. Credit:
ALMA.

NRC (Canada), NSC (Taiwan) and KASI (South Korea). ALMA can study star-forming regions seeing
through interstellar dust, chemical compounds of the stellar medium, disks and structures around stars,
distant galaxies, dynamics of black holes, and many other astronomical phenomena not accessible to any
other observatory.

3.3 DSA 3— Deep Space Antenna 3

The Deep Space Antenna 3 (Malargiie Station) shown in Fig. 5 (left), is part of the European Space
Tracking Network (ESTRACK) for the European Space Agency (ESA). It is a 35 m diameter radio
antenna, located 40 km south of Malargiie, Argentina, at an altitude of 1550 m.a.s.l. Its coordinates
are 35°46°34”S, 69°23°54”W.

DSA3 is a 35 m diameter parabolic radio antenna, working in the range of 8 GHz to 32 GHz. It has
has two sister stations for very long baseline interference, one in Spain and the other in Australia. DSA3
provides support for communication and tracking with several deep space probes and other scientific
probes such as XMM-Newton Rosetta, Herschel, Solar Orbiter, Gaia, Mars Express and Planck. It is
also used in radio astronomy to study gamma ray sources, radio galaxies, AGNs, nebula chemistry, and
other astronomical radio sources.

Fig. 5: Left: DSA3 in Malargiie, Argentina. Right: LMT Alfonso Serrano, Sierra Negra mountain, Mexico.

3.4 LMT — Large Millimeter Telescope

Its full name in Spanish is Gran Telescopio Milimétrico Alfonso Serrano [7] (see Fig. 5, right). It
is the world’s largest single-aperture telescope in its frequency range, built for observing millimetre
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wavelengths from 0.85 to 4 mm. It is located at 4 600 m.a.s.l. on top of the Sierra Negra mountain near
Puebla, Mexico. The location is 18°59°06”N, 97°18°53"W.

LMT is a bent Cassegrain optical system with a 50 m-diameter reflecting primary surface (M1)
formed by 180 segments, distributed in five concentric rings, a 2.6 m diameter reflecting secondary sur-
face (M2), and a reflecting tertiary surface (M3) almost flat, elliptical with a 1.6m major axis.

Millimetre wavelength allows observation through the interstellar dust and of relatively cold ob-
jects that emit mainly at millimetre wavelengths. Among the objects of interest are: comets, planets,
protoplanetary discs, evolved stars, star-forming regions and galaxies, molecular clouds, active galactic
nuclei (AGNSs), high-redshift galaxies, clusters of galaxies and the cosmic microwave background.

LMT is also part of the Event Horizon array of telescopes around the globe, dedicated to obtain
images of black holes. ALMA is also part of the Event Horizon.

3.5 DES — Dark Energy Survey

The Dark Energy Survey (DES) [8] is an international collaboration dedicated to map several hundreds
of millions of galaxies and the patterns of the cosmos, in order to reveal the character of the so called
dark energy that seems cause the accelerated expansion of the Universe. It aims at measuring with high
precision the history of cosmic expansion. The survey mapped 5000 sq. degrees of the southern skies,
through five optical filters to obtain additional spectral information of each galaxy. It also focused on
smaller patches of the sky to look for thousands of supernovae and transient sources.

The DES Collaboration built a highly sensitive 570 megapixel digital camera, called DECam,
that was installed on the Victor Blanco 4 metre telescope at Cerro Tololo Inter-American Observatory
(CTIO) [9], 84 km southeast of the city of La Serena, Chile. It is located on top of cerro Tololo, a hill at
2200 m.a.s.l., with coordinates 30°10°11”’S, 70°48°23”W, as shown in Fig. 6 (left).

DES took data for over six years, from 2013 to 2019.

Fig. 6: Left: Dark Energy Survey: Victor Blanco telescope at Cerro Tololo, with the camera DEScam installed
(credit: DES). Right: Artist rendition of the LSST telescope and building for operations and maintenance at Cerro
Pachon, Chile (credit: LSST).

3.6 LSST — Large Synoptic Survey Telescope

The Large Synoptic Survey Telescope [10], Fig. 6 (right), is currently under construction at Cerro Pachén,
at an altitude of 2 662 m.a.s.l. and 20 km away from Cerro Tololo and part of the CTIO Observatory [9].
The site is at 30°14°40.77S, 70°44°58”W.
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LSST has a wide field 8.4 metre telescope formed by a three-mirror and three-lens optical assem-
bly. A single exposure has a field of view of 3.5 degrees, which is about 40 times the solid angle of
the moon. Its camera of 3.2 gigapixels, is the largest digital camera ever built, 3m x 1.65 m, weighing
2.8 ton. LSST also includes a data management system, processing and storing 20 terabytes of data per
night, whose ultimate deliverable is the fully reduced data.

Aiming at transient phenomena in the cosmos, LSST will map the entire visible sky with extremely
high resolution every 3 nights, storing 45 terabytes of data, building the deepest and widest image of the
Universe. This survey will be done over a period of 10 years.

LSST is designed to study primarily four science issues: explore the transient sky in the optical
range, understand the nature of dark matter and dark energy, study the formation of the Milky Way, and
study the remote solar system, including survey of possible dangerous asteroids.

3.7 LLAMA — Large Latin American Millimeter Array

LLAMA [11] is a joint proposal of Argentina and Brazil to install a 12 m single radio telescope, similar
to those of ALMA, in Alto Chorrillos, northern Argentina, coordinates 24°11°317’S, 66°28°29”W, at an
altitude of 4 820 m.a.s.1.

LLAMA will detect in the 35 to 1 000 GHz frequency band, with an angular resolution of 8 arcsec
at 900 GHz to 3 arcmin at 35 GHz. The telescope is also planned to be one of the first in a series of
antennas of a very long baseline interferometry (VLBI) network in Latin America. In this sense, working
with ALMA will increase 10 times the angular resolution of the latter, to about 1 millisecond of arc.

LLAMA aims at studying the solar atmosphere, exo planetary systems, molecules and other fea-
tures of the intergalactic medium, and the distortion of space around black holes.

3.8 GMT — Giant Magellan Telescope

The Giant Magellan Telescope [12] is a planned optical telescope composed of seven 8.4 m mirrors that
form a 24.5 m diameter array, with a total of 368 m? of light-catching surface. GMT is planned to see
first light in 2029, and is rendered in Fig. 7 (left).

GMT will be located at Las Campanas Observatory [13], coordinates 29°0°52.6”S, 70°41°33.4”W,
at an altitude of 2 550 m.a.s.1. GMT will use adaptive optics, reaching a resolving power 10 times higher
than the Hubble Space Telescope. Operating in the visible to near IR spectrum (320 nm to 25 000 nm), it
will study extra-solar planets, search for their chemical composition and possible evidence of life, galaxy
formation and evolution, evidence of dark matter and dark energy, and the evolution of the Universe.

Fig. 7: Renderings of the future giant telescopes in northern Chile. Left: the Giant Magellan Telescope, GMT at
Las Campanas Observatory. Right: the european Extremely Large Telescope, ELT, at Cerro Armazones.
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3.9 ELT — Extremely Large Telescope

The Extremely Large Telescope (ELT) [14] of the European Southern Observatory (ESO) is under con-
struction at Cerro Armazones, in the northern desert of Chile, 140 km south of the city of Antofagasta,
and close to Cerro Paranal where VLT is located. The site is at an altitude of 3 046 m.a.s.l., with coordi-
nates 24°35°36”S, 70°11°50”W. A rendering of this future telescope is shown in Fig. 7 (right).

ELT is a reflecting telescope with a 39.3 m segmented primary mirror and a 4.2 m secondary
mirror. It will have adaptive optics with 8 laser guide star units to correct for atmospheric distorsion. It
will have the largest light gathering area ever built, 256 times the Hubble Space Telescope and should
provide images 16 times sharper than the Hubble. It is expected to see first light in 2025. ELT will provide
detailed studies of extra solar planets, detect water and organic molecules in extra solar protoplanetary
disks, see the first galaxies of the Universe, study their formation and evolution, study supermassive
black holes, study the nature of dark matter and dark energy and the evolution of the Universe.

4 Current astroparticle physics facilities in Latin America

After this brief description of some of the Astronomy facilities in the continent, we now describe some
of the main astroparticle physics facilities operating Latin America: the cosmic ray observatories Pierre
Auger and LAGO, and HAWC, the high energy gamma ray observatory. Our descriptions will be general,
focusing on the infrastructure and science goals. More details on cosmic ray or gamma ray physics can
be found in the literature [15].

4.1 The Pierre Auger Observatory

The Pierre Auger Observatory [16] is currently the largest cosmic ray detector array in the Southern
Hemisphere and the world, aiming at the detection of the highest energy cosmic rays. It combines water
Cherenkov detectors and fluorescence telescopes, and grew from previous ground arrays in the north,
such as CASA-MIA [17] and HiRes [18].

Auger is located near the town of Malargiie, Argentina, approximate coordinates 35°28°00”S,
69°18°41”W, at altitudes 1330 to 1620 m.a.s.l., covering an area of about 3000 km? with a surface
array of 1600 water Cherenkov detector (WCD) separated by about 1.5 km from one another, and 27
fluorescence telescopes concentrated in four sites. An overview is shown in Fig. 8.

Each water Cherenkov detector (Fig. 9, left) is a plastic tank with 12 m® of ultra pure water inside
a Tyvek light diffusing bag, with three 9 inch photomultiplier tubes (PMTs) on the upper part of the
tank looking down. Each tank is a self-supported unit with solar panel and batteries, with GPS time, 40
MHz analog to digital converter and radio communication with the control centre. The PMTs detect the
Cherenkov light emitted in the water when a relativistic charged particle (muons or electrons) from the
secondary cosmic shower enters the tank.

Each fluorescence telescope (Fig. 9, right) is a 14 m” parabolic mirror with a camera at its focal
plane formed by 440 PMTs. Each set of fluorescence telescopes cover a field of view (FoV) of 30°x180°.
The telescopes catch the fluorescence light emitted by the nitrogen gas in the atmosphere which is excited
by the pass of the secondary shower of particles created by a incoming cosmic ray. However this light is
very dim (about 1 visible photon per metre per electron or positron in the shower), so that the fluorescence
telescopes have a low duty cycle of about 10% only (they operate only during moonless nights).

Some words on cosmic rays

Cosmic rays are actually relativistic charged and massive particles, mainly protons and heavier nuclei,
that fly around the galaxy and the whole Universe, that constantly hit the atmosphere. For energies below
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Fig. 9: Left: Auger water Cherenkov detector. Right: Auger fluorescence telescope site.

10 GeV they are mostly of solar origin, and are easily deflected by the solar magnetic field. They have
the highest flux, but they are absorbed in the upper atmosphere, so they can only be detected by satellites
or in high altitude balloons. For higher energies the flux decreases sharply (about a factor 1/1 000 per
decade of energy). For energies above 100 TeV, the flux is so low that it is difficult to detect them with the
small area of detectors in balloons or satellites. However, when they enter the atmosphere they produce
extensive air showers (EAS) of secondary particles. These secondary particles are more hadrons, mainly
pions. Charged pions then decay in muons, electrons and neutrinos, while neutral pions decay quickly
into photons. Electrons, positrons and photons keep splitting by bremsstrahlung and pair production until
the energy per particle goes below some threshold (near 80 MeV): this is the electromagnetic component
of the shower. The muons on the other hand, are the remains of the hadronic component of the shower.
This extensive shower can even reach the surface of the earth. The higher the energy of the primary
particle, the larger the multiplicity of secondary particles, the lower in the atmosphere the shower reaches
before it stars getting absorbed, and the wider the spread of the shower at ground level. The point along
the shower where it reaches maximal multiplicity is usually called (without much creativity) Xy 5 x- The
multiplicity, spread and Xy;ax are the important quantities to measure in order to estimate the energy
and composition of the primary ray.
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One last issue we should mention on cosmic rays is the so called GZK cutoff [19] of the spectrum
at ultra high energies. UHECR cannot be trapped by the galactic magnetic field, so they must be of
extragalactic origin. However, for energies above 10* eV, Greisen Zatsepin and Kuzmin conjectured
that cosmic rays would degrade their energy by producing pions due to collisions with the photons of
the cosmic microwave background at the A resonance, and consequently cosmic rays of higher energies
cannot originate from sources beyond 150 megaparsecs. Since there are not many possible sources in
such a small neighbourhood (!), the spectrum should show a cutoff at those energies.

Hybrid events

Event: 1364365
Los Morados

Ig(E/eV)~19.2
(0,9)=(63.7, 148.4) deg

Los Leones
lg(E/eV)~19.3
(0,¢)=(63.7, 148.3) deg 4

SD array: Ig(E/eV)~19.1
(6,9)=(63.3, 148.9) deg

Fig. 10: A hybrid event detected by Auger: two telescope sites reconstruct the shower path in the atmosphere and
the WCD’s detect the hit on the ground. The timing on different WCD’s also reconstruct the incoming direction of
the CR. (credit: X. Bertou).

After that digression on cosmic rays, let us go back to Auger. Auger aims at the highest energies
(the ultra high energy cosmic rays or UHECR), above 10'® eV, where the flux is very low (the flux of the
highest UHECR are about 1 CR per km? per century). That is why the WCD tanks cover such a large area
of 3000km?. On the other hand, the shower spread on the ground of the UHECR is large, so the WCD
can be quite far apart (near 1.5 km). For this same reason, Auger is insensitive to Fop < 10"® eV. With
this in mind, we can understand the design of Auger: the WCD tanks will detect the spread and shape
of the shower on the ground, while the fluorescence telescopes can get a picture of the development of
the shower as it goes down the atmosphere, and have a better estimate of X;5x. In events with surface
water tanks hits only, or fluorescence detectors only, it is possible to obtain an estimate of the energy
and composition of the primary, but having hybrid events with signals at the water tanks as well as more
than one fluorescence telescope, the resolution is much improved. An example of such a hybrid event is
shown in Fig. 10.

Auger has obtained many novel scientific results, such as: UHECR are nuclei (H to Fe), no gam-
mas, no neutrinos; at the highest energies, they seem to be composed more of heavier elements; there
may not be a GZK cutoff; there seem to be no excess of UHECR from the galactic centre.

An upgrade of Auger is planned, where scintillator plates will be placed on top of each WCD and
a muon detector underground for better separation of electromagnetic vs. muon components.

4.2 LAGO — Latin American Giant Observatory

LAGQO, the Latin American Giant Observatory [20] (formerly called Large Aperture Gamma ray Obser-
vatory) is a set of surface WCDs distributed all along the continent, in order to have an ultra long baseline
array of cosmic ray detectors. The tanks are located one per site, each one at different altitude along the
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continent (from sea level to about 5000 m.a.s.l.). The sites so far are Mexico, Guatemala, Venezuela,
Colombia, Brazil, Ecuador, Bolivia, Perd, Argentina and recently Chile.

The design of the water Cherenkov tanks aims at being simple, inexpensive and reliable. Com-
mercial tanks with a detection area from 1.5 m? to 10 m? are preferable, with an inner coating of Tyvek
for light diffusion, and they must be filled with purified water. The PMT and the electronic design are
available for new sites to join in.

The LAGO network is designed to measure the temporal evolution of cosmic radiation at ground
level. Its basic research focuses on three areas: high energy phenomena, space weather and atmospheric
radiation at ground level. As such, it studies the high energy component of GRB at the very high altitude
sites. It also monitors cosmic radiation at the continental scale, observing the effect of solar activity on
cosmic rays. These science goals are complemented by two academic goals, which are to train students in
astroparticle and high-energy physics techniques and to support the development of astroparticle physics
in Latin America [21].

4.3 HAWC — High Altitude Water Cherenkov

HAWC, the High Altitude Water Cherenkov gamma ray observatory [22] is an air shower array, that is,
an array of water tanks at high altitude, designed to detect the shower of secondary particles created in the
atmosphere, in this case of interest for high-energy gamma rays. HAWC is located on the side of Sierra
Negra mountain, near Puebla, Mexico (nor far from the Alfonso Serrano Telescope, see Section 3.4), at
high altitude (4 100 m.a.s.1.). Its coordinates are 18°59°41”°N, 97°18°28"W.

HAWC aims at the detection of very high energy (VHE) gamma rays (GR), from 1 TeV to 100 TeV.
These are the highest GR expected to exist.

The array is composed of 300 steel tanks filled with ultrapure water, each tank 7.3 m in diameter
and 4.5 m tall, with four PMT’s at the bottom of each tank looking up. Unlike the Auger water tanks
where the PMT’s detect from the top of the tank the diffuse Cherenkov light, here they detect the direct
Cherenkov light from the bottom. The array covers a ground surface of about 20 000 m?, see Fig. 11.

Fig. 11: Views of the HAWC array of water tanks. Left: ground view (J. Goodman, 2016). Right: satellite view;
at the centre is the Counting House with the electronics and computing; on the right is the HAWC Utility Building
with the water filtration plant (Google Earth, 2016).

HAWC is a design improved over MILAGRO [23] (a humorous name for a serious scientific
experiment), a previous detector of GR showers at Los Alamos, New Mexico, USA. MILAGRO was
a 80m x 60m, 8 m deep pond at an altitude of 2530 m.a.s.l. HAWC’s higher altitude and water tank
isolation makes it 15 times more sensitive to VHEGR than MILAGRO. Nevertheless, MILAGRO proved
to be a successful experiment by detecting the first TeV GR from the galactic plane, obtaining a map of
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diffuse galactic TeV GR, discovering a TeV GR emission from Cygnus, as well as TeV GR from the
Crab Nebula and AGN’s.

Some words on VHE gamma rays

VHE gamma rays, which are photons with energies above 10 GeV up to 100 TeV, produce extensive air
showers in the atmosphere as cosmic rays do, but only (or mainly) electromagnetic (electrons, positrons
and photons), while cosmic ray showers also have the hadronic component that produces many muons.
The electromagnetic showers tend to be more regularly spread around the shower axis, while CR showers,
with their hadronic components, are more irregularly scattered and tend to have several lumps away from
the axis. Also GR showers do not reach so deep down in the atmosphere, so ground arrays have to be
set at quite high altitudes. Another important distinction is that the flux of VHE cosmic rays is about
10® times more intense than that of gamma rays, so a ground array aimed at observing GR must have a
good technique to separate them from the large background of cosmic rays.

HAWC discriminates the GR from the CR background by the pattern of the shower on the ground.
The collaboration developed a very clear and user friendly website, which includes a game to illustrate
this method [24]. The CR rejection is better the higher the energy of the shower, because the GR and
CR patterns become more and more distinct (see Fig. 12, left). Figure 12 (right) show the sensitivity of
HAWC compared to other GR detectors, including MILAGRO. It is clear that HAWC performs better at
the highest energies. This is due in part to its large area, high altitude and the large duty cycle and large
field of view (FoV) of a surface array in comparison to air Cherenkov telescopes (see next sections);
however the latter have a better energy and angular resolution.

HAWC is able to study VHE gammas up to 100 TeV from galactic sources (point sources), detect
unfrequent events such as extreme galactic accelerators thanks to its large duty cycle and FoV, study
extended TeV sources (most sources are extended), diffuse emission from the galactic plane (form inter-
actions of CR with gas and dust), extragalactic CR sources such as AGN’s. It can also do multimessenger
and multiwavelength searches in collaboration with other observatories (can do early detection of most
transient sources due to its large duty cycle and FoV to warn other observatories with better resolution).
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Fig. 12: Left: Cosmic ray rejection power of HAWC and MILAGRO. Right: HAWC sensitivity, compared to other
observatories based on air Cherenkov telescopes, and the Fermi satellite.

5 Future astroparticle physics facilities in Latin America

Finally, we move on to the future of the astroparticle research infrastructure in Latin America. From
this growing field of research we will describe the CTA gamma ray observatory, the cosmic ray detector
ALPACA, the proposed LATTES gamma ray detector, SWGO (previously called SGSO) which is an
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upgrade of HAWC in the south, and ANDES, the proposed first deep underground laboratory in the
Southern Hemisphere.

5.1 CTA — Cherenkov Telescope Array

CTA, the Cherenkov Telescope Array [25] will be by far the largest VHE gamma ray observatory ever
built. It will have one North site in La Palma island (Islas Canarias, Spain, altitude about 2 200 m.a.s.l. and
coordinates 28°45°42”N, 17°53°30”W) and one South site near Cerro Paranal, in the Atacama Desert,
Chile, close to the VLT optical observatory. The south site is at an altitude of 2 100 m.a.s.l. and at the
coordinates 24°41°0.34”’S, 70°18°58.84”"W.

CTA consists of two large arrays of imaging air Cherenkov telescopes (IACT), a design and tech-
nique evolved from previous experiences with the smaller arrays MAGIC (La Palma), HESS (Namibia)
and VERITAS (Arizona, USA). An IACT is essentially a spherical or parabolic mirror with a camera
on its focal plane, that detects the Cherenkov light (mainly visible and UV) emitted by the relativistic
charged particles of a shower as they travel through the atmosphere at speeds greater than light in the
medium.

VHE gamma ray showers are produced at high altitudes, of the order of 10* m.a.s.l. For example
a 1 TeV gamma-ray produces a shower that reaches maximum multiplicity at ~ 8 km.a.s.l. (see Fig. 19
below in Section 5.3), in a cone opening of ~ 1°. At 2000 m.a.s.1. the light pool (ground illuminated area)
reaches a radius of ~ 120 m, with a photon density ~ 150 photon/m2. For lower energy gamma rays
the light pool is of the same size, but much thinner (e.g. ~ 10 photon/m2 for a 100 GeV GR). However,
while GR of lower energy produce a dimmer signal, they arrive more frequently.

As a consequence of these GR features, in order to observe lower energy GR’s one needs larger
size telescopes (more light-catching are for dimmer signals), but there is no need to cover large ground
areas (large GR flux—many GR’s per unit area per unit time). On the other hand, to detect higher energy
GR’s the telescopes can be smaller (intense signals) but one needs many of them to cover a lot of ground
(low GR flux).

Fig. 13: CTA telescopes: three different SST prototype designs, the two MST prototype designs and the LST
design (credit: G. Pérez Diaz).

Each IACT has a field of view of a few degrees only. Therefore, to see the shower it has to be
looking more or less in the right direction and the shower must be pointing more or less towards the
telescope to be inside the light pool. The camera then registers a very short and dim signal that lasts
about 10 nanoseconds. Because of that, IACT’s are only operated on moonless nights, and therefore they
have a duty cycle of less than about 18% or 1,500 h/year (without considering the time loss due to bad
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weather).

CTA will have IACT of three different sizes (see Fig. 13): small size telescopes (SST) 4 m diameter
to cover the high energy range 1 TeV to 300 TeV, medium size (MST) 12 m diameter to cover the core
energy range 150 GeV to 5 TeV, and large size (LST) 23 m diameter to cover the lower energy range 20
to 150 GeV, although they are sensitive up to TeV.

Northern Hemisphere Type Southern Hemis_phere . pe:
23:mLST @ [ 2 LI . " PMIST @
12mMST o . - : 2-MMST  ©

(MAGIC) - . = . . 4-MSST =

// =

250m
1000 m

Fig. 14: CTA layouts in the North Site (left) and South Site (right).

Figure 14 shows the array layouts on both sites. The North Site in La Palma will be a smaller
array, with 4 LST and 15 MST, covering 20 GeV to 20 TeV. The South Site in Chile will have the larger
array, as one of the main goals is the galactic centre, which is visible only from the south. The array will
consist in 4 LST, 25 MST and 70 SST.

The CTA Observatory headquarters is in Bologna, Italy, while the Science Data Management
Centre in Berlin-Zeuthen, Germany.

CTA is expected to cover higher energies and improve on the sensitivity by an order of magnitude
with respect to all previous IACT observatories. Figure 15 shows the differential flux sensitivity for
CTA and several other observatories. Notice that at the high end of 100 TeV, HAWC gives a comparable
sensitivity but for a much longer observation time. Nevertheles, one must take into account that CTA has
a much lower duty cycle, 18% or less.
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Fig. 15: Differential flux as a function of reconstructed GR energy for CTA and other observatories.
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The science goals of CTA can be classified in three major groups, that cover astroparticle physics,
cosmology and fundamental physics: a) the origin and role of relativistic cosmic particles (where are
high energy particles accelerated, what are the CR acceleration mechanisms, what is the role of CR on
star formation and galaxy evolution); b) the exploration of extreme environments (what processes occur
near neutron stars and black holes, what are the features of relativistic jets, winds and explosions, how
are radiation and magnetic fields in cosmic voids); and c) the exploration of frontiers in physics (what is
dark matter, are there quantum gravity effects on photon propagation, are there axion-like particles).

5.2 ALPACA — Andes Large area Particle detector for Cosmic ray physics and Astronomy

ALPACA [26], a collaboration between Japan and Bolivia, is a proposal to build an air shower array at
very high altitude (4 740 m.a.s.l.) on the Estuqueria plateau near mount Chacaltaya, Bolivia (this site is
close to the historical Cosmic Ray Observatory at Mt. Chacaltaya, mentioned in the Introduction). The
approximate site coordinates of ALPACA are 16°23’S, 68°08’W.

3
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Fig. 16: The ALPACA sensitivity to gamma ray point sources.

ALPACA aims at the detection of ultra high energy cosmic rays, or UHECR (> 10" eV) and very
high-energy gamma rays, or VHEGR from 10 to 1000 TeV (indicated in Fig. 16). Figure 17 displays
the layout of the ALPACA array, which consists of 401 plastic scintillator detectors 1 m? each, covering
a ground surface of 82000 m?, together with 96 water Cherenkov detector (WCD) tanks underground,
56 m? each, in some specific points under the surface array, covering a total area of 5400 m?. The
underground WCD’s serve to detect the muons in the shower, thus providing a discrimination between
cosmic and gamma rays.

The scientific goals of ALPACA can be summarized as the study of: the 10 to 1000 TeV gamma
ray sources; galactic and nearby extragalactic sources of UHECR; the CR composition around the “knee”
of the spectrum (~ 10" eV) in order to understand the CR acceleration mechanisms; the solar coronal
magnetic field by detecting the Sun’s shadow to CR; the flux form young SNR’s (supernova remnants);
the cosmic ray anisotropy for energies above TeV in the southern sky; very extended GR sources.

5.3 LATTES — Large Array Telescope for Tracking Energy Sources

LATTES, with a clever acronym that honors the famous Brazilian physicist Cesare Lattes, is a proposed
surface detector array at very high altitude for gamma ray showers, dedicated to fill the gap in sensitivity
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Fig. 17: A schematic drawing of the ALPACA air shower array, showing the surface plastic scintillator detectors
an the underground water tank muon detectors.

between satellite and VHE ground arrays, i.e. from below 100 GeV up to 100 TeV [27]. It is a collab-
oration from Brazil, Portugal and Italy. LATTES is proposed to be built on the Chajnantor plateau in
northern Chile, near the ALMA astronomical observatory, at an altitude of 5200 m.a.s.1. and an approxi-
mate location 23°01°S, 67°45°W.

The LATTES design consists of a dense surface array covering an area of 20 000 m?. Each unit is
a hybrid detector composed of two resistive plate chambers (RPC) 1.5 x 1.5 m? each, covered by a thin
lead slab (5.6 mm), all on top of a water Cherenkov detector (WCD) of dimensions 3 x 1.5 x 0.5 m® with
two PMT’s on the smallest vertical faces, as shown in Fig. 18.

An upgrade to “Full LATTES” is also envisioned by adding an additional array of sparse detectors

around the core array of 20 000 m?, covering a total area of 100 000 m?.

WCD

Fig. 18: LATTES detector unit, showing the lead plate on top, the two resistive plate chambers and the water
Cherenkov detector at the bottom with the two photomultiplier tubes on the left and right walls (credit: B. Tomé,
LATTES coll.).

The sensitivity to lower GR is achieved by being able to trigger on the shower secondary photons
which are 5 to 7 times more numerous than secondary charged particles. The thin lead slab converts the
secondary photons which have stronger correlation with the shower axis, while absorbs the lower energy
electrons which have poorer correlation. In turn, the RPC’s give good timing and geometry resolution,
and the WCD gives a good calorimetric measurement of the shower.

The very high altitude location is necessary for a relatively low energy electromagnetic shower
reach the ground. Figure 19 shows how the e.m. shower develops and then it is absorbed as it travels
down the atmosphere. For lower energy gamma rays it is clear that a high altitude is essential.

In summary, LATTES will be a surface array designed to explore gamma rays in the 100 GeV
region, covering the gap between satellite and other ground based observatories. Due to its wide field
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Fig. 19: Particle multiplicity in an electromagnetic shower as a function of atmospheric depth, for vari-
ous primary GR energies. Vertical lines correspond to the altitudes of several GR ground array experiments
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of view and large duty cycle, it will be able to trigger observation of variable sources for other obser-
vatories like CTA, survey the southern sky and in particular the galactic centre, and detect galactic and
extragalactic transient phenomena.

5.4 SGSO — now SWGO

SGSO, the Southern Gamma-Ray Survey Observatory [28,29], is a proposed large water Cherenkov
surface array for VHE gamma rays in South America. SGSO grows from the experience of HAWC and
other observatories, with the intention to observe the southern skies. One of the main motivations for
having a ground air shower array is the complementarity with air Cherenkov observatories like CTA, by
providing a much larger duty cycle and field of view than the latter. This is a major advantage for finding
variable sources and transient phenomena. A south site for a ground array is particularly important if one
of the goals is the study of the galactic centre, which has a ground view only from the South.

As all surface observatories for gamma ray showers, it needs to be at high altitudes. The site is
not defined yet, but possible candidate sites are: Cerro Vecar, Argentina (altitude 4 800 m.a.s.l., latitude
24°S), which is near the LLAMA site; Chajnantor plateau, Chile (5300 m.a.s.1., 23°S), near ALMA; and
Lake Sibinacocha, Cuzco Region, Peru (4 870 m.a.s.1., 13°S).

The optimization of the design of SGSO, supported by simulations, is still in progress. A “straw-
man detector” is considered, with larger size than HAWC, as well as higher altitude and larger fill factor
(the fraction of the full area covered with detectors). The strawman design, shown in Fig. 20, considers a
core array of 80000 m? with a fill factor of 80%, surrounded by a sparse outer array of 221 000 m? with
a fill factor of 8%. These figures can be compared to HAWC, which covers 20 000 m? with a fill factor
of 57%.

SGSO main science goals are i) unveil galactic and extragalactic CR accelarators (galactic centre,
galactic plane, star-forming regions, pulsars, Fermi bubbles); i) monitor VHE GR transients (AGN’s,
Blazars, GRB’s, G Waves, HE neutrinos); iii) probe new particle physics (dark matter, axion-like parti-
cles, Lorentz violation); and iv) characterize the CR flux (CR spectrum and composition, flux anisotropy,
space weather, heliosphere physics).

Please notice that from the time I gave this lecture to the time I wrote these proceedings, the name
of this observatory and collaboration changed from SGSO to SWGO, the Southern Wide-Field Gamma-
Ray Observatory [29,30], the name it should be referred to from now on. Thus have we observed another
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Fig. 20: SGSO strawman design; left: layout with instrumented areas and fill factors; right: differential point
source sensitivity vs.reconstructed gamma-ray energy, compared to other GR observatories (from A. Albert
et al. [28]).

type of transient phenomenon.

5.5 ANDES — Agua Negra Deep Experiment Site

ANDES (Agua Negra Deep Experiment Site) [31] is a proposal between Argentina, Chile, Brazil and
Mexico to build a world class deep underground international laboratory under the Andes mountains, at
the border between Argentina and Chile. The proposal takes advantage of the future construction of a
14 km long road tunnel, Tunel Agua Negra that will cross the Andes between the Region of Coquimbo
(Chile) and the Province of San Juan. The nearest major cities are about 250 km away from the tunnel:
La Serena in Chile and San Juan in Argentina. La Serena is also an active centre for astronomy in the
region, close to the observatories Cerro Tololo, Las Campanas and La Silla. The underground site will
be at an altitude about 3900 m.a.s.l., with coordinates 33°11°34”S, 69°49°25”W.

ANDES will be the first underground laboratory of its kind in the Southern Hemisphere and among
the deepest in the world, with 1750 m of rock overburden in all directions, providing excellent shielding
against background radiation from cosmic ray muons, as illustrated in Fig. 21.

ANDES should be managed by an international Consortium formed by country members and
possible Associate members. The line of organization of ANDES should follow that of SESAME, the
international Synchrotron Laboratory in the Middle East [32]. Membership will be open to countries
around the world. The laboratory is designed to host a large experiment in neutrino physics, and other
experiments in astroparticle physics for e.g. dark matter searches, as well as nuclear astrophysics, biol-
ogy, and geophysics.

The site of ANDES is special in many ways. Besides being in the Southern Hemisphere, it is in
a region with much tectonic activity, and with very little background from nuclear power plants. The
quality of the rock at the underground site is not yet known, although samples from 600 m depth were
obtained, showing a proportion of andesite and rhyolite with normal level of radioactivity.

The underground site will lie at the deepest point along the tunnel. The tunnel is actually a pair
of two-lane 14 km long tunnels separated by about 100 m. The laboratory will be on the south side of
the eastbound tunnel, so the access will be about 4 km from the Chilean entrance. The underground
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Fig. 21: Left: muon flux attenuation for different laboratories; ANDES is shown by the vertical line. Right: muon
multidirectional relative flux; blue denotes more attenuation; the left box corresponds to the border between the
countries and the right box the position of the ventilation plant; the actual site must be determined by the quality
of the rock (credit: X. Bertou)

site will have an entrance and exit for vehicles, and the following caverns: a) one large cavern for large
experiments, 42m long X 21 m wide X 23 m high, with a 40ton curved bridge crane; b) a secondary
cavern for several smaller experiments and offices, 30m long x 16 m wide x 14 m high, also with a
40 ton bridge crane; c) main pit for large neutrino experiments, 30 m diameter x 38 m high, with access
from the top and from the bottom. d) insulated room 30 m long x 10 m wide and 5 m high, designed for
nuclear astrophysics experiments. e) Biology room 16 m long x 9m wide x 3.5m high. f) Two clean
rooms 10m x 10 m x 8 m, ISO Class 7. g) Tunnel for Geoscience installations, 200 m long x 3 m wide
x 3.5m high. f) Emergency cavern with office space, dining room, meeting room, emergency first aid
and data processing and communications centre, 10 m long x 10 m wide x 8 m high. h) Technical room,
for transformers, compressors and generally noisy installations, and welding workshop. The general
layout is shown in Fig. 22.

0 Agus Nars

Tinei Norse

Fig. 22: ANDES underground site layout, showing the different caverns and main pit, with the access galleries
connecting to the eastbound tunnel (credit: Lombardi S.A.)
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6 Final words

I presented a brief description of some of the major current and future facilities in Latin America, know-
ing that I could not possibly do justice to all of them, and possibly I may have missed some important
details, but my goal was to convey a flavour of the opportunities that exist and what can be expected in
the near future. Facilities in Latin America have clearly grown in the last decades, and this tendency
seems to continue for the next decades. This is clearly so for Astronomy due to the clean skies of the
South American desert; in fact, more than half of the optical telescope surface in the world will be in
northern Chile in the next decades. Moreover, as astronomy and particle physics have growing common
interests as research fields, world level astroparticle physics facilities are also planning to find sites in
the continent. Finally, the high-energy physics community in Latin America shows a steady growth for
a variety of reasons we may argue, but a clear one is the appearance of large experiments that require
worldwide collaborations.
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Appendix: Exercises for the Lecture on experimental facilities in Latin America

Notice: the problems are not self-contained; you may need to look up some formulae somewhere else. 1
listed some suggested references at the end.

1. The radiation length of electrons in air is X, ~ 37 g/cm2. Considering that the atmospheric
pressure at sea level is pg ~ 1 x 10° N/m?, show that the vertical thickness of the atmosphere is
about 30 radiation lengths.

2. (a) Determine the Cherenkov radiation emission angle 6 in the atmosphere at sea level for a

charged particle moving with 3 ~ 1. The refractive index of the atmosphere at sea level is
Ny =~ 1.00029.
(b) Same question but when the medium is liquid water.
(c) Determine the threshold (minimum) energy for an electron to emit Cherenkov light in air.
(d) Same question but for a muon.

3. Considering that the average galactic magnetic field is a few microgauss, show that cosmic rays
(protons) with energies below 10'® eV should be of galactic origin while those with energies
10" eV or above should be extragalactic.

4. What components of galactic cosmic rays can have a larger energy, protons or heavier nuclei?

5. Consider observatories of cosmic rays and gammas based on IACT (imaging atmospheric Cherenkov
telescopes) and SDA (surface particle detector arrays). Explain the meaning of the following con-
cepts:

(a) Field of view

(b) Energy threshold

(c) Sensitivity

(d) Duty cycle

(e) Effective area of detection of a ground array. Explain why it depends on the energy of the
CR or gamma ray.

6. (a) Why are IACT’s (Cherenkov Telescopes) in general more sensitive to lower energies than
surface arrays?
(b) Why IACT’s have a much shorter duty cycle than surface arrays?
(c) Which one of the detector techniques, IACT’s or surface arrays, have a larger field of view?
Why is that?
(d) How can a surface array measure the energy of the primary CR or gamma ray? How is that
done with IACT’s?

7. In an extensive air shower (EAS), a primary proton produces pions as it collides with the atmo-
spheric nuclei. As it develops, the shower contains many muons and also many electromagnetic
cascades as well. Explain why it contains muons and additional e.m. cascades.

8. In an EAS, a muon is produced at an altitude of 10 km. If the muon is able to reach sea level before
decaying, determine the minimum energy it should have. Will this muon produce Cherenkov light
in the atmosphere?

9. From the graph of the CR spectrum, in the region 10 GeV< E < 1PeV, the spectral flux (particles
per unit area, time, solid angle and energy) can be fitted to a function:

V (0%
j(E)zA(eE> . with a ~2.7
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(a) By fitting the graph (choosing an adecuate point), find the value of A in [1/(m2~ s-sr-eV)].
(sr = steradian)

(b) Consider a satellite with a flat detector face of 1 m?. Determine the rate of primary cosmic
rays with energies above 1 TeV that hit the detector (do not forget that the incidence is from
the outside only, and do the solid angle integration correctly).

(c) What about energies above 100 TeV? Express the result in [particles/(m2- day)].

10. Consider an electromagnetic shower caused by a vertical cosmic gamma ray of 1 TeV. Assume that
the shower begins at 20 km.a.s.l. (x = 0) and as it develops, all particles in the shower (electrons,
positrons and photons) at a given height have the same energy.

(a) Determine the number of particles in the shower as a function of depth . You will need the
radiation length X, from (1).

(b) The shower reaches its maximum when the energy of the particles reaches the critical value
Ec ~ 80MeV. Determine zyzx-

(¢c) E¢ occurs when the energy loss in electrons and positrons start to be dominated by ioniza-
tion instead of bremsstrahlung. Find in the literature the expression for the energy loss by
ionization and show that E for electrons is indeed around 80 MeV.

11. Consider the Sun, a star 1.5 x 10'' m away from Earth. The luminous solar radiation intensity on
Earth is about 1.5 kW/m®.

(a) Determine the total power emitted by the Sun.

(b) The net reaction where that power is produced is p + p — Z21He + 2" + 20, releasing
about 26 MeV per reaction. Most of this energy is eventually emitted as photons. However
the neutrinos escape, carrying in average about 0.4 MeV each (these are the so-called “pp
neutrinos”). There are other reactions in the Sun that produce neutrinos, but these are the
most abundant. Determine the flux of neutrinos on Earth, in 1/cm?s.

(c) The solar neutrinos that are detectable by Super KamiokaNDE (SuperK) are not pp neutrinos.
They have energies above 5 MeV and they come from the decay of the isotope gB (boron-8),
and they constitute are a very small fraction of the total flux that arrive to Earth, about 5 x 10°
1/cm’s. Try to estimate roughly the number of Solar neutrinos detected by SuperK per day.
(You need to look up the size of SuperK and the v-e cross section at those energies).

12. Let us try to recreate a Cherenkov emission from the e.m. shower produced by a 1 TeV primary
photon. Assume that the shower is vertical and initiates at 12 km.a.s.l. Also assume for simplicity
that the radiation length is a fixed value of 400 m, independent of altitude. An e.m. shower is quite
collimated, with a spread not more than 0.5°, while the Cherenkov angle in air is about 1.5°. So
clearly the size of the light pool on the ground will be determined mainly by the Cherenkov spread.
Now consider that, along the shower, each electron or positron as it travels, emits about 10
Cherenkov photons per metre travelled. Consider this emission only up to Xy;5x, which is where
the shower has maximal multiplicity (particles reach the critical energy E ~ 80 MeV).

(a) Determine the diameter of the Cherenkov light pool on the ground, which is at an altitude of
2000 m.a.s.L.

(b) Determine the number of Cherenkov photons in the light pool (here we are disregarding
absorption in the lower atmosphere, which is not quite realistic).

(c) Assuming that the Cherenkov photons are uniformly spread inside the light pool, determine
how many photons will be caught by a 12 m diameter IACT that lies completely inside the
light pool.

13. How can one learn about the acceleration regions of cosmic rays by measuring gamma rays?
14. Find out about the mechanism called Fermi Acceleration.
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15. Why is it important to measure the VHE gamma rays that come from the galactic centre?

16. How can one test Lorentz invariance by measuring cosmic gamma rays?

17. Why gamma rays are better to identify the sources of cosmic rays than the cosmic rays themselves?
18. What are “Fermi bubbles”?

19. Concerning the search for the particles that constitute the dark matter of the Universe, explain what
is called “direct searches” and “indirect searches”.

20. The GZK cutoff is the upper limit for the energy of CR that can reach the Earth from very far
extragalactic distances, due to the energy loss of a CR particle (e.g. a proton) when it collides with
a CMB photon and produces a pion at the resonance of the A baryon, e.g.:

P+’YCMB%A+ﬁP+WO

Determine the energy of the GZK cutoff.

Some references and reading
1. A.de Angelis and M. Pimenta, Introduction to particle and astroparticle physics, 2nd ed. (Springer,
Cham, 2018), doi:10.1007/978-3-319-78181-5.

2. P.A. Zyla et al. [Particle Data Group], Review of Particle Physics, PTEP 2020 (2020) 083CO0l1,
doi:10.1093/ptep/ptaal 04.

3. HAWC website: https://www.hawc-observatory.org.

4. A. Albert et al., Science case for a Wide Field-of-View Very-High-Energy Gamma-Ray Observa-
tory in the Southern Hemisphere, arXiv:1902.08429 [astro-ph.HE].

5. CTA website: https://wuw.cta-observatory.org.

6. B.S. Acharya et al. [CTA Consortium], Science with the Cherenkov Telescope Array (World Sci-
entific, Singapore, 2019), doi:10.1142/10986.
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