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Abstract

The CERN–Latin-American School of High-Energy Physics is intended to give young physicists an introduc-
tion to the theoretical aspects of recent advances in elementary particle physics. These proceedings contain
lecture notes on the Standard Model of electroweak interactions, quantum chromodynamics, flavour physics,
new physics beyond the standard model, heavy-ion physics, cosmology, and statistics for particle physicists.
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Preface

The ninth Event in the series of CERN–Latin-American Schools of High-Energy Physics took place from
8 to 21 March 2017 in San Juan del Rio, Mexico. It was organized by CERN with the support of Mexican
colleagues from BUAP, CINVESTAV, MCTP, SMF, UAQ, UCOL, UGTO, UMSNH, UNAM and USON.

The School received financial support from: CERN; CIEMAT, Spain; and the Mexican national funding
agency Consejo Nacional de Ciencia y Tecnología (CONACyT). Financial and in-kind contributions were also
received from the following institutes and universities: UAQ; Facultad de Ciencias Fisico Matematicas, BUAP;
Instituto de Ciencias Nucleares, UNAM; Division de Ciencias Exactas y Naturales, USON; and Secretaria de
Turismo de Queretaro. Our sincere thanks go to all of the sponsors for making it possible to organize the School
with a large number of young participants from Latin-American countries, many of whom would otherwise not
have been able to attend. We would particularly like to thank CONACyT for their generous financial support,
and UAQ and UNAM for their important in-kind contributions and practical help.

The School was hosted in the beautiful and traditional Hotel Hacienda Galindo near to San Juan del Rio.
We are indebted to the hotel and its friendly staff for their help in making the Event such a success. In particular,
we would like to mention Luis de la Barrera Martínez and Karina Piña Hernández who helped us greatly in
preparing the School, as well as during the Event itself.

Malena Tejeda Yeomans from USON acted as local director for the School, assisted by members of the
local organising committee. We are extremely grateful to Malena and her colleagues from BUAP, CINVESTAV,
UAQ, UCOL, UGTO, UMSNH, UNAM and USON for their excellent work in organizing the School and for
creating such a wonderful atmosphere for the participants.

Seventy-five students of 18 different nationalities attended the School, including 26 from Mexico. Fol-
lowing the tradition of the School the students shared twin rooms mixing nationalities, and in particular the
Europeans mixed with Latin Americans.

The 12 lecturers came from Europe, Latin America and the USA. The lectures, which were given in En-
glish, were complemented by daily discussion sessions led by five physicists coming from Latin America. The
lectures and the discussion sessions were all held using the conference facilities of the hotel. The students
displayed their own research work in the form of posters in a special evening session during the first week.
The posters were left on display until the end of the School. The students from each discussion group also
performed a project, studying in detail the analysis of a published paper from an LHC experiment. A represen-
tative of each group gave a brief summary talk during a special evening session during the second week of the
School.

Our thanks are due to the lecturers and discussion leaders for their active participation in the School and for
making the scientific programme so stimulating. The students who in turn manifested their good spirits during
two intense weeks undoubtedly appreciated their personal contributions in answering questions and explaining
points of theory.

The opening ceremony of the School included a question-and-answer session with Julia Tagüeña Parga,
Deputy Director for Scientific Development, CONACyT, and Fabiola Gianotti, Director General of CERN,
who joined via a live video link.

Hosting the School was an important event for the physics community in Mexico and many Outreach
activities were arranged around it, benefitting from the presence of high-level scientists who were teaching
at the School. In particular, nine public lectures were arranged at the UAQ and UNAM campuses in nearby
Queretaro, and there was substantial coverage published online via the CONACyT Press Office.
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A highlight of the Outreach programme associated with the School was a public lecture in Spanish on 8
March, International Women’s day. The lecture, Einstein, agujeros negros y ondas gravitacionales (Einstein,
black holes and gravitational waves), was given by Gabriela Gonzalez, spokesperson of the LIGO collaboration.
The programme included introductory talks by Julia Tagüeña Parga and Fabiola Gianotti, illustrating the role
of women in top-level scientific functions.

We are very grateful to Kate Ross, the administrator for the CERN Schools of Physics, for her efforts in
the lengthy preparations for the School and during the Event itself. Her efficient work, friendly attitude, and
continuous care of the participants and their needs were highly appreciated.

The participants will certainly remember the two interesting excursions: an afternoon visit to the nearby
town of Bernal, followed by a wine tasting and dinner at the Bodega Cote Vineyard; and a full-day excursion
to the outstanding archaeological site of the Teotihuacan pyramids, followed by dinner at a traditional gorditas
restaurant in Queretaro. They also greatly appreciated evenings spent together in the hotel, especially the
farewell party on the last night.

The success of the School was to a large extent due to the students themselves. Their poster session and
group projects were very well prepared and highly appreciated, and throughout the School they participated
actively during the lectures, in the discussion sessions, and in the different activities and excursions.

Nick Ellis
(On behalf of the Organizing Committee)
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Field Theory and the Electro-Weak Standard Model

C.A. García Canal
IFLP/CONICET and Departamento de Física
Universidad Nacional de La Plata, C.C.67, 1900, La Plata, Argentina

Abstract
These lectures present an introduction to Quantum Field Theory and its partic-
ular application to the building of the Standard Model of Electro-Weak inter-
actions.

Keywords
Quantum Field Theory, Standard Model, Electroweak interactions

”One should never underestimate the pleasure we feel
from hearing something we already know”

Enrico Fermi

1 Introduction to Quantum Field Theory
Even if Quantum Mechanics was extremely successful in describing and predicting the atomic physics
phenomena, it clearly appears that the inclusion of Relativity in its treatment produces serious difficulties.

We had learned that as soon as the characteristic distances of a given problem are so small as the
atomic size (1A= 10−8 cm) or smaller, the Newton Mechanics has to be replaced by Quantum Mechanics
with all its consequences. We have to remember that in these conditions we are into the validity domain
of the Heisenberg Uncertain Principle, the basic brick of Quantum Theory.

∆x∆p' h̄ (1)

The Planck constant h̄ provides the scale where quantum effects are protagonists. This principle implies
that it is not possible to define a trajectory for the quantum objects because you cannot provide sim-
ultaneously the position and the velocity of the particle, necessary data for the integration of Newton
equation.

The uncertain principle has still further and important consequences. In fact, if the distances
implied are smaller than the Angstrom, then ∆p should be larger. In other words, the velocities implied
will be larger and even comparable to the light velocity. In this case it is essential to take into account
the Special Relativity rules. In particular, the well known equation E = mc2 has as a consequence that
with sufficient energy, mass can be generated in the form of new quantum particles. The number of
particles can change, is not more a constant of movement. It is necessary to build up a formalism able
to treat a variable number of particles, of quantum objects. This formalism is the Quantum Field Theory
(QFT). This is, at present, the best starting point to study and to describe matter and interaction at the
most elementary level. It contains the possibility of creation and/or annihilation of quantum particles as
for example electrons, photons and quarks.

QFT provides a set of formal strategies and mathematical tools that give rise to an image of the
micro-world completely different to the classical conception of particles and fields (as the classical elec-
tromagnetic and gravitational ones).

As the paradigm of QFT is the quantum version of the electromagnetic field: Quantum Electro-
dynamics. Then, it is worth discussing, even briefly, the concept of a classical field that one uses for
describing electricity, magnetism and the gravitational macroscopic forces.
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Let us remember the Coulomb interaction between point charges that implies that electric charges
interact even if they are not in contact, situation known as an action at a distance. To avoid this situation,
the concept of field was born that among its important consequences it is mandatory to mention the
prediction of electromagnetic waves. Electric and magnetic fields are propagated in space and time as
waves. The situation of the electromagnetic field is reproduced by the gravitational interaction with only
attractive forces in this case.

We should realize that at this point we are living together with two different phenomena related
to the dynamics. From one side we have the wave process that implies propagation of a perturbation
without a net displacement of matter and from the other side we have the displacement of concentrated
elements as the classical particles are.

From the beginning of XX century one has fundamental advances in the understanding of the
intimal constitution of matter, namely, the quantum hypothesis of Planck to take care of the black body
radiation and the photon concept introduced by Einstein to explain the photoelectric effect. The quantum
presence is not only in the process of emission of radiation, but also in the way energy travels. On the
other side, the association of a characteristic wave length, proportional to its momentum, to a particle
was proposed by de Broglie. This was confirmed by the experimental detection of diffraction of electrons
by crystals. These phenomena gave rise to the wave-particle duality dilemma. Today we know that this
duality is not more than the result of prejudicially pretending to keep the language of classical design
(appropriate for the human scale) for the description of the atomic and subatomic phenomena.

Consequently, for a coherent treatment of the observed phenomena related to a wave character
connected with the probability of presence of the quantum object, that takes into account the possibility
of a variable number of the quantum particles according to the energy, it was necessary to develop the
quantum formalism of QFT.

Quantum Electrodynamics (QED) is the paradigm of QFT and explain with astonishing precision
the interaction between electrons (the electron field) and the quantum electromagnetic field (the field of
photons). The quantization of the electromagnetic field implies the presence of photons as quanta or
quantum excitations of the field. On the other hand, it contains a relativistic treatment of the electron.

The process of quantizing a field contains two steps. First one produces an analysis of the classical
fields in terms of normal modes, namely a Fourier analysis corresponding to infinity degrees of freedom.
Then each mode (each Fourier component) is independently described as a quantum harmonic oscillator.
As a result, the energy of the system is expressed as the sum of terms corresponding to the energy
of each oscillator, weighted by the number of oscillators with each particular energy. This number is
a quantum operator and counting the number of objects in each mode is synonymous of the quantum
particles (quanta) corresponding to the field in the state characterized by each possible energy. This is
clearly the interpretation of the QFT in terms of quantum particles. Notice again that these quantum
particles are completely different objects to the classical particles. They only share the property of being
discrete entities that can be counted.

The following step in the development of the formalism of Quantum Field Theory is to couple
different fields following precise rules that are mainly based on symmetry.

2 Introduction to the Formalism of QFT
In QFT, to each quantum particle species one assigns a field χ(t,~x) so that, this correspondence with
classical mechanics is performed.

Classical Mechanics Point mass m in one dimensional space ⇒ a generalized coordinate q(t)

Lagrangian: L = L(q(t), q̇(t))

Classical Field Theory Field in three dimensions ⇒ a generalized coordinate χ(t,~x) at each space-time
point

C.A. GARCÍA CANAL
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Lagrangian: L =
∫

d3xL ; where the Lagrangian density is L = L (χ, χ̇,~∇χ)
Now, from the action S =

∫
dt L ⇒ equations of motion (Euler-Lagrange):

Classical Mechanics

∂L
∂q
− d

dt
∂L
∂ q̇

= 0

Classical Field Theory

∂L

∂ χ
− ∂

∂ t
∂L

∂ χ̇
+~∇

∂L

∂~∇χ
= 0

Let us first consider free fields (Lint = 0). Through their behavior under Lorentz group transform-
ations, one distinguishes i) scalar fields; ii) spinor fields; iii) vector fields; ...

i) Scalar field
It corresponds to spin 0. The field equation is the Klein-Gordon one and the Lagrangian density

reads:

L φ
0 =

1
2

[(
1
2

∂φ
∂ t

)2

−
(
~∇φ
)2
]
− 1

2
mφ 2 (2)

ii) Spinor field
It corresponds to spin 1/2. The corresponding field equation is de Dirac equation and the Lag-

rangian density:
L ψ

0 = ψ̄
(
ıγµ ∂µ −m

)
ψ (3)

iii) Vector field
It corresponds to spin 1. Maxwell equations are the corresponding ones. The Lagrangian density

is:
L A

0 =−1
4

Fµν Fµν (4)

The next step is to take into account interactions between fields. We postpone the discussion of
this point for a while.

The third step is to make the theory quantal. The process of quantizing the field theory is done,
in our presentation, by ”copying” Quantum Mechanics. Namely, we define the canonical momentum
through the field version of

p(t)≡ ∂L
∂ q̇

and impose the canonical commutation relation, now with q and p read as operators, equivalent to

[q(t), p(t)] = ı h̄ (5)

that guarantees the validity of the uncertainty principle.

In this way, for

i) Spin 0:

π(t,~x) =
∂L

∂ φ̇(t,~x)
and the quantization is imposed through the equal time commutation relation

[φ(t,~x),π(t,~x)] = ı h̄δ (3)(~x−~x′) (6)

FIELD THEORY AND THE ELECTRO-WEAK STANDARD MODEL
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ii) Spin 1/2:

πα(t,~x) =
∂L

∂ψ̇α(t,~x)
with the equal time anti-commutators

{
ψα(t,~x),πβ (t,~x)

}
= ı h̄δαβ δ (3)(~x−~x′) (7)

i) Spin 1:

πµ(t,~x) =
∂L

∂ Ȧµ(t,~x)

with the quantization imposed by

[Aµ(t,~x),πν(t,~x)] = ı h̄gµν δ (3)(~x−~x′) (8)

Notice that in this case there are some difficulties because gauge invariance of electromagnetism implies
A3 = 0 and consequently, for these components A3 and π3 one cannot satisfy the previous relation. This
problem needs a particular treatment for the quantization of the electromagnetic field (See Bibliography).

After the quantization procedure we have ended with a series of field operators. The natural
question now is where are the quantum particles?

Let us answer this question by analyzing the scalar field, whose equation of movement is
(
�+m2) φ(t,~x) = 0

Taking profit of the fact that it is a linear equation, we write its general solution in terms of the Fourier
transform

φ(t,~x) ∝
∫

dE d3 pδ (E2−~p2−m2)
[
a(E,~p)e−ı(Et−~p.~x)+a†(E,~p)e+ı(Et−~p.~x)

]

Due to the quantization condition (6), the Fourier coefficients a(E,~p) and a†(E,~p) must be operators,
clearly satisfying the commutation relations

[
a(E,~p),a†(E,~p′)

]
= 2E h̄δ (3)(~p−~p′) (9)[

a(E,~p),a(E,~p′)
]

= 0 (10)
[
a†(E,~p),a†(E,~p′)

]
= 0 (11)

Consequently, the Hamiltonian of the system can be written as

H =
∫

d3x(π φ̇)

'
∫

dE d3 pδ (E2−~p2−m2)E a†(E,~p)a(E,~p)a(E,~p)

where appears the ”number operator”

N(p) = N(E,~p)≡ a†(E,~p)a(E,~p) (12)

acting in the multiparticle-states Fock space, verifying the eigenvalue equation

N(E,~p) |n(E,~p)〉= n(E,~p) |n(E,~p)〉

that allows one to interpret n(E,~p) as the number of quanta with spin 0, mass m, energy between E and
E +dE and momentum between ~p and ~p+d~p. Certainly the validity of the relationship E =

√
~p2 +m2

is implicit. The number operator has the property

N(p)a(†)(p) |n(p)〉=
[

n(p)
−
(+) 1

]
a(†)(p) |n(p)〉

C.A. GARCÍA CANAL
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that induce the names: creation operator for a(†)(p) and annihilation operator for a(p), with the corres-
ponding eigenvalue equations.

The previous analysis clearly shows that the quantization procedure provides the connection between
quantum fields and quantum particles.

One can now consider multiparticle states. To this end one has to recall that the indistinguishability
between identical quantum particles makes necessary to introduce the corresponding statistic. Namely
Bose-Einstein for integer spin and Fermi-Dirac for half integer spin.

In the case of Bose-Einstein, a multi-boson state reads

|n1(p1), · · · ,nm(pm)〉 ∝ [a(†)(p1)]
n1 ] · · · [a(†)(pm)]

nm |0〉

that presents a total symmetry under the interchange of any pair of particles.

For the case Fermi-Dirac one has to ensure the validity of the Pauli exclusion principle that implies
using anticommutators (as we have already used in the process of quantization) instead of commutators
because {

a(†)(p),a(†)(p)
}
= 0 ⇒ (a(†)(p))2 = 0 ⇒ ni = 0.1

and the multiparticle fermion state reads

|p1, · · · , pm〉= a(†)(p1) · · ·a(†)(pm)|0〉

Notice that the use of anticommutators for fermions guarantees also that the energy of the system is
bounded from below.

Let us now go to discuss the parameters and the observables of a quantum field theory.

In general, to specify a field theory is equivalent to give a Lagrangian. For example, for the scalar
case one gives L (φ ,∂φ). Lets take the simple case with a quartic self-interaction, namely

L =
1
2
[
∂µφB(x)

]2− 1
2

m2
B φ 2

B−
1
4

gB φ 4 (13)

where the index B is there for ”bare”, the initial value before any interaction, measured by gB has oc-
curred. Remember that the field and the corresponding canonical momentum verify (6). If we compute
now physical observables like cross-sections, or decay rates, or the physical mass, all of them result func-
tions of the bare parameters mB and gB. Consequently, any perturbative calculation one can do (following
the similar mechanism we use in Quantum Mechanics) will end with a series in powers of gB. The con-
struction of the perturbative series has a protocol based on clear rules known as Feynman diagrams. The
reader can consult, for example, these specific recent references where Feynman diagrams are treated: i)
K. Kumerički, ”Feynman diagrams for beginners”, arXiv: 1602.04182; ii) S.M. Bilenky, ”Introduction
to Feynman diagrams”, vol.65 in International series in natural philosophy, ISBN: 978-0-08-017799-1.

Feynman diagrams are a pictorial representation of probability amplitudes at a given order of the
perturbation theory. Every line and every cross in the picture has a mathematical interpretation, in a
similar way as in an electrical circuit.

In any case, calculations could depend on other parameter. In fact, it is valid to perform the
quantization as

[Aµ(t,~x),πν(t,~x)] =
ı

Zφ
h̄gµν δ (3)(~x−~x′)

where Zφ is an arbitrary number. Certainly, Zφ = 1 corresponds to the bare situation. It is also clear that
any magnitude you can compute, say the S-matrix, will start depending on Zφ .

The important fact to notice is that both, mB and gB do not contain any physics. In fact, one can
ask, for example, which is the physical mass of the quantum of the field φ . It is the value of p2, the square
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of the momentum, where the propagator of the quantum particle has a pole. If there were no interaction
(gB = 0) then of course P2

pole = m2
B. But if interactions are present, the pole of the propagator is at a value

p2
pole = m2 6= m2

B. It acquires infinite corrections!

This simple example shows the necessity of renormalization.

We present briefly the idea of renormalization. If mb, gB and Zφ = 1 are maintained fixed, the per-
turbative contributions, coming from the calculation of Feynman diagrams, ends with divergent integrals.
Take as an example the electron selfenergy in QED. It has at the lower order a logarithmic divergence.
If a cut-off λ in momentum is introduced, one gets in this example a result I ∝ e2

B lnλ (in this case the
bare electron electric charge plays the role of gB).

So under this cut-off intent, in general one ends with S-matrix elements SB = SB(pi,mB,gB,Zφ ;λ )
and for many of these contributions, the (physical) limit λ →∞ gives rise to the non sense result SB→∞.

Just to try to get sensible results from the perturbation theory approach to quantum field theory,
the renormalization scheme was proposed. Namely, to allow that

mB = mB(λ )
gB = gB(λ )

Zφ (λ ) 6= 1

and to adjust the functional dependence on λ in order to cancel the divergencies that appear when λ →∞.
This is achieved computing some SB and comparing the results with experimental data in order to deduce
the dependence of the above functions, for example mB = mB(λ ). Clearly, a priori there exist a big
problem, namely, in principle there is an infinite number of potentially divergent contributions and only
three functions to be adjusted. But extraordinary cases exist... Some theories are certainly renormalizable
and three function to adjust are enough. Those theories where the number of terms that are independently
divergent (primitive divergent as they are called) is equal or less than the functions of λ to adjust.

The practice of renormalization goes through the replacement

φB =
√

Zφ (λ )φ

gB = Z−2
φ (λ )Zg(λ )g

m2
B = Z−1

φ (λ )Zm(λ )m2

and the adjustment of the Zi(λ ) so to get g and m finite and independent of λ . These Zi(λ ) are treated
as power series in g. The relations before seems capricious but they are chosen in this way because the
Lagrangian written in terms of the new magnitudes reads simple

L =
1
2

Zφ
[
∂µφ(x)

]2− 1
2

Zmm2 φ 2− 1
4

Zg gφ 4 (14)

that certainly can be treated with the Feynman diagrams technique, now in terms of ’dressed” constants.

3 Standard Model
What is what one understands for a Standard Model? It is a theoretical framework that starting from
observation allows to predict and correlate new data. In general it is an excellent ”approximation” at a
given (energy) scale. Consequently, one is always driven to go beyond. In Physics, the Standard Model
has had a nice evolution. We can first mention the proposal of Empedocles of considering the four
elements: earth, water, air and fire, as the compounds of everything, linked by love and hate. The next
step in the evolution of the Standard Model is Mendeleev’s periodic table, the base of Chemistry. After
this, Quantum Mechanics, the theory of atoms, is the following Standard Model. Today Standard Model
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is 3!, the Glashow-Salam-Weinberg electroweak model plus Quantum Chromodynamics that includes
quantum particles and quantum fields with validity down to distances of the order of 10−18 m.

The present Standard Model contains, in an extremely economical way, the ingredients to describe
(almost) everything. It is based upon Gauge Symmetry. This symmetry is the engine of the present
physics development allowing a unified treatment of the fundamental forces. This treatment conforms
the Gauge theories. A Gauge theory is a synthesis of Quantum Field Theory with a particular symmetry.
The idea of a gauge theory was introduced by Hermann Weyl in 1919. At that time, only the electron
and the proton were known...It was an idea for future times.

4 Symmetries
Wigner, referring to Einstein’s relativity, stated: ”Einstein’s work sets the inversion of a tendency: before
it, invariance principles came from the dynamical laws. Now, is natural for us, to obtain the laws of
Nature from invariance principles”. This is the way our present knowledge of the fundamental interac-
tions is obtained.

Certainly, people love symmetry and also Nature loves symmetry, or better said: our model of
Nature loves symmetry. In the same way that we act in front of a framed picture that is not in the
right position because we are compelled to exert a force in order to restore the broken axial symmetry,
fundamental forces of Nature are present just to ensure the validity of a symmetry, the gauge symmetry.
In order to arrive to this concept, let us start by recalling which are the symmetries in Physics.

One can divide the symmetries in Physics into two types: i) Geometrical symmetries, related
to transformation on the space-time coordinates that have to do with observational situations and ii)
Internal symmetries, acting on the dynamical variables and operators, having to do with the quality of
observables. These internal symmetries could be global if they have no contact with space-time, or local
when the parameters of the internal transformations are connected with space-time. These local internal
symmetries are gauge symmetries.

The important point for the present discussion is that in order to guarantee a gauge symmetry,
particularly in QFT, it is mandatory to introduce new fields into the game. These extra fields produce the
interactions. This is the framework for formalizing the fundamental interactions in Nature.

In particular, it is the main ingredient in building the 3!-model, the Standard Model. We call it 3!
because 3! = 3 × 2 × 1, that remember us that the Standard Model is based on the requirement of the
Gauge Symmetry

3! = SU(3)C ⊗ SU(2)L ⊗U(1)Y

where the symmetry SU(3)C is responsible for the strong interaction among quarks that carry color
charge and SU(2)L ⊗ U(1)Y is related to weak and electromagnetic interactions that are treated in a
unified way and named electroweak.

The gauge symmetry is guaranteed through the inclusion of gauge fields, mediators of the inter-
actions. All the interaction between fermion fields (leptons or quarks) are carried by the exchange of
vector-boson gauge fields (gluons, weak-bosons, photon).

The known fermions, the characters of the "drama", appear in three generations and are related
among them via gauge transformations. Vertically are connected by SU(2)L and quarks, horizontally, via
SU(3)C. We summarize them in this table

[
νe | u1 u2 u3
e | d1 d2 d3

]
;
[

νµ | c1 c2 c3
µ | s1 s2 s3

]
;
[

ντ | t1 t2 t3
τ | b1 b2 b3

]

Fermion Generations or Families

We include below the mediators of the interactions that we shall relate briefly with gauge fields.
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gluons g1,g2, . . . ,g8

photon γ
“weakons” W+,W−,Z

Intermediate Bosons

Notice that these are the ”characters” at the level of elementarity we recognize at present and that
is why they bear today the name of "elementary (?) particles (?)".

We also should add the Higgs field H, responsible, as we will see, of the masses of the massive
particles.

5 Symmetries in Field Theory
Hopefully, we have convinced the audience that the natural language for Particle Physics is Quantum
Field Theory (QFT). The fundamental magnitude to start with is a quantum field χα(x) where α summar-
ized all the internal indices needed (as the components, etc), and now symmetries need to be incorporated
in the corresponding Lagrangian. For example in

L = L (φ ,∂µφ)

We start considering continuous symmetries whose transformations are represented by elements
of a continuous group G.Then the field χα will be a member of an irreducible multiplet that under a
transformation a belonging to the group G transform as

χα(x)
a→ χ ′α(x) = Rαβ (a)χβ (x)

where Rαβ is the matrix representation of G that verifies

Rαβ (a
′)Rβγ(a) = Rαγ(a′′)

in order to satisfy the group product equivalence

χα(x)
a→ χ ′α(x)

a′→ χ ′′α(x)≡ χα(x)
a′′→ χ ′′α(x)

Going now to the Hilbert space, transformations are represented by unitary operators U(a) and
one has, being χα a member of an irreducible multiplet, that

U−1(a)χα(x)U(a) = χ ′α(x) = Rαβ (a)χβ (x) (15)

and
U(a)U(a′) =U(a′′) (16)

As we are treating continuous symmetries, it is possible to study their infinitesimal version and
write

U(δa) = 1+ ıδai Gi

with δa real. Gi are the generators of the group G, being hermitian operators. Due to the composition
law (16) one has

[Gi,G j] = ı ci jk Gk (17)
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namely, the Lie algebra of the group. ci jk are the structure constants of the group. It is clear that the
representation of the group for infinitesimal transformation can be written as

Rαβ (δa) = δαβ + ıδai (gi)αβ

where gi are the representations of the generators Gi and obey the Lie algebra.

By using the relation (15), one immediately gets

[Gi,χα(x)] =−(gi)αβ χβ (x)

that shows how the field transforms under the group G.

Clearly, the invariance of a field theory under the group G implies that the action is invariant.
Consequently, via the Noether theorem, there are currents

Jµ
i (x) =

∂L

∂∂µ χα(x)
1
ı
(gi)αβ χβ (x)

that are conserved:
∂µ Jµ

i (x) = 0

allowing the identification of charges

Gi =
∫

d3xJ0
i (x)

that are also conserved, they commute with the Hamiltonian.

Let us now consider quantum states as |p;α〉 corresponding to a one particle with p2 =−m2.

The particle states corresponding to a field χα(x) transform as the field if and only if the vacuum
is G-invariant, namily

U(a) |0〉= |0〉
that implies that the generators annihilate the vacuum

G j|0〉= 0

In general this is not the case and for this reason one divides the realization of a given symmetry according
to the behavior of the vacuum being G-invariant or not.

Wigner-Weyl realization
The vacuum is G-invariant, or in other words, it is annihilated by the generators and consequently,

it has the same symmetry as the action. Then the field has vacuum expectation value equal to zero

〈0|χα(x) |0〉= 0

When this condition is fulfilled, there is a theorem that shows that all the states in a given multiplet
have the same mass. This is the case, for example, of proton and neutron that if isospin would be a perfect
symmetry, they should have the same mass.

Nambu-Goldstone realization
In this case the vacuum is not G-invariant. In other words

U(a) |0〉 6= |0〉

and consequently
〈0|χα(x) |0〉 6= 0

Consequently, the Goldstone theorem applies. It says that in a theory, for each generator G j that does not
annihilate the vacuum there is present one massless boson, called Goldstone boson. That is

GN.A.
j |0〉= |p; j〉G with m = 0
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6 Gauge theories
From the original era of gauge invariance, started by Weyl (1919), it survived mainly as Maxwell equa-
tions’ symmetry until around 1959 when Yang and Mills proposed an extension of gauge symmetry
beyond electromagnetism.

The basic ideas of a theory based upon gauge invariance, a gauge theory can be mimicked by
the following very simple example of a harmonic oscillator rotating in a plane with period T = 2π/ω .
Referring to standard coordinates, the motion is represented by

y = A sin(ωt)

x = B cos(ωt)

that can be written together by means of a complex variable z = x+ ı y. The oscillator equation now reads

d2z
dt2 + ω2 z = 0 (18)

In fact, to decide measuring the instant position of the oscillator θ = ω t, from the horizontal x-axis is
arbitrary. One certainly can choose an alternative orthogonal system (x′,y′) and measure angles from x′

rotated an angle α from x. We are changing θ → θ −α and say that θ was ”regauged”. Notice now
that multiplying the Eq.(18) by exp(−ıα) and redefining z′ = z exp(−ıα) the Eq.(18) is covariant (does
not change written in terms of z′. One can conclude that the absolute value of θ is irrelevant or in more
precise words, the equation is global gauge invariant. Global means that α is time independent.

What happens if we allow for a local gauge transformation α = α(t)? It is clear that exp(−ıα(t))
cannot be absorbed in the redefinition of z′ because dα(t)/dt 6= 0.

One can regain the invariance, now a local one, compensating the time derivative of α by means
of the replacement

d
dt
→ d

dt
− A(t)

with the requirement that: if
θ → θ −α(t)

then

A(t)→ A(t)− dα(t)
dt

that implies that A(t) works as a compensator, a gauge field allowing for the validity of the invariance
under a local gauge transformation.

We clearly notice that when α = α(t) one is in fact rotating the reference frame with an angular
velocity dα(t)/dt and in a rotating frame, a non inertial frame, there are the so called ”fictitious” forces
(centrifuge, Coriolis). It is precisely A(t) the generator of these forces. The origin of new interactions
comes from the requirement of local gauge invariance.

To go ahead let us now remember for a while Maxwell electromagnetic gauge invariance and in
particular its origin. The vector ~A is defined via its curl as ~∇ ∧ ~A = ~B, but there is no condition to be
imposed to its divergence. This freedom in the election of ~∇ ·~A is precisely the gauge symmetry of
electromagnetism. Taking into account the ”vectorial poem” due to Enrique Loedel (1901-1962, former
professor at La Plata) that says 1

Esto el Papa exclamó al firmar la bula

1This was exclaimed by the Pope/ when furious excommunicates Luther:/ The divergency of a curl is zero/ and the curl of a
gradient is always zero/ The great German priest pleaded god/ and exclaimed with his usual vehemence/ the curl of a curl plus
nabla two/ gives the gradient of any divergence
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con que furioso excomulgó a Lutero:
La divergencia de un rotor es nula
y el rotor de un gradiente es siempre cero.
El gran fraile alemán invocó a dios
y exclamó con su habitual vehemencia:
El rotor de un rotor más nabla dos
da el gradiente de toda divergencia.

one understand that the electromagnetic equations do not change if the replacement, with Λ a scalar
function

~A → ~A′ = ~A+~∇Λ

φ → φ ′ = φ − ∂Λ
∂ t

is performed, because both ~E and ~B are not changed. The gauge symmetry is clear. Moreover, gauge
invariance of electromagnetism guarantees the charge conservation.

The previous comments open the possibility of using the field ~A as compensator when one ask
for local gauge invariance of a field theory. In fact, the quantum electromagnetic interaction mediated
by photons, can be formalized starting from the requirement of local (abelian) gauge invariance. This
framework can be generalized, as Yang and Mills proposed, to the case of a non-abelian group of sym-
metry.

In summary, the fundamental interactions can be described by theories with local gauge symmetry
and consequently mediated by the corresponding compensator field, the corresponding gauge field.

Even if we will come back later to this important point, let us state a fundamental property of
gauge fields: they are massless fields. In fact, a typical mass term Lmass =

1
2 mAµ Aµ for a vector field is

clearly not gauge invariant.

7 Constructing a Gauge Theory for matter fields
7.1 ”Standard” way
First of all, one chooses an appropriate unitary Lie group G{g}. Then one propose an action with global
invariance under G as the matter symmetry group. Having then an action that is invariant under constant
phase transformation, there appears the conservation of a Noether current. After this one promotes global
invariance to a local one: g→ g(x)ε G, i.e. phases that are space-time dependent. Now one needs to
introduce gauge fields to compensate, via a gauge transformation, the changes produced by the presence
of local phases. Finally, a kinetic term for gauge fields has to be included in the resulting Lagrangian.

In all this procedure, as soon as g(x) are well behaved, the conserved Noether current of the global
case is unchanged.

Let us consider a typical example. A complex scalar field and an one parameter group of sym-
metry.

L (φ ,∂µφ) = ∂µφ ∗ ∂ µφ −m2 φ ∗ φ

that is invariant under a global phase transformation (constant phase α)

φ(x)→ φ ′(x) = eıα φ(x)

corresponding to the group U(1): implements rotations on a unit circle.

Now we ask for a local phase transformation α = α(x). The motivation for this requirement was
given by Yang and Mills, staten that: ”The concept of field and the concept of local interactions imply
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a spreading of information to neighbouring points and eliminate the action at a distance. Then global
phase invariance seems to contradict the generalized idea of locality”.

Performing the local gauge transformation

φ(x)→ φ ′(x) = eıα(x) φ(x) (19)

in the Lagrangian above, one sees that the mass term stays without changes when written in terms of
φ ′(x) while the kinetic term does not because

∂ µφ(x)→ eıα(x) [∂µ + ı∂µα(x)
]

φ(x)

The question is how to turn L local invariant. Taking profit of the freedom of the electromagnetic field
Aµ , one replaces ∂µ by the gauge covariant derivative

Dµφ(x)≡
(
∂µ − ıqAµ(x)

)
φ(x) (20)

with the constraint that when φ(x) changes with the local phase α(x) as in (19), the gauge field Aµ suffer
the gauge transformation

Aµ(x)→ A′µ(x) = Aµ(x)−
1
q

∂µα(x) (21)

where q clearly measures the coupling between de scalar field and the gauge field. In this way, the
covariant derivative transforms exactly as the field. Consequently, the invariant theory under local phase
transformations has the new Lagrangian

L =
[
∂µ + ıqAµ(x)

]
φ ∗(x)

[
∂µ − ıqAµ(x)

]
φ(x)−m2 φ ∗(x)φ(x) (22)

that explicitly includes interaction, exactly the so called minimal interaction. The only way to have local
phase invariance is including interaction with the gauge field that plays the dual action of a compensating
field to restore the symmetry and of a comparative field that distinguishes charges in the case of the
original complex field. As we have said before, one has to add the kinetic term of the gauge field, namely

−1
4

Fµν Fµν (23)

but one cannot add a mass term for Aµ , because it breaks the phase symmetry.

Certainly, one can make the same treatment for fermion fields, to obtain

L f =−
1
4

Fµν Fµν + ı ψ̄ γµ (∂µ − ı eAµ(x)
)

ψ−m ψ̄ ψ (24)

and the same procedure could be performed in connection with non-abelian phase transformations. We
will be back to this point below.

8 ”Upsidedown” way
It is possible and ”natural” to invert the process above avoiding the ”ukase”2 that promotes global to local
symmetries on the matter Lagrangian. The upsidedown proposal we have presented (C.A. García Canal
and F.A. Schaposnik, ”Building Gauge Theories: The Natural Way”, Fundamental Journal of Modern
Physics, 2 (2011) 15) starts with the symmetry of the gauge field, where it is natural. We build the gauge
theory of fundamental interactions starting from the interaction mediators: the gauge fields. The sources
(matter) are added imposing local gauge invariance and Lorentz invariance.

2ukase: have the power of laws but may not alter the regulations of existing laws
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Let us explain the procedure starting with electrodynamics. The Maxwell equations, without
sources are contained in

∂µ Fµν = 0

the other two equations are given by Bianchi identity. Remember that

Fµν(x) = ∂µAν(x)−∂νAµ

that under the gauge transformation (21) is invariant and of course also Maxwell equations are. The
Maxwell Lagrangian (23) is gauge invariant and Lorentz invariant.

Let us include now an external (non-dynamical) source jµ
ext to write

∂µ Fµν = e jν
ext

Now the natural and simplest Lorentz invariant term in the Lagrangian formalism is

Lint = eAµ(x) jµ
ext(x)

and in order to get a gauge invariant total Lagrangian, one can require that under a Λ(x) gauge trans-
formation

jµ
ext(x)→ jµ Λ

ext (x) = jµ
ext(x)

and, forced by Maxwell
∂µ jµ

ext(x) = 0

Notice that the Lagrangian including jµ
ext(x), under a gauge transformation change at most as a total

derivative.

As the structure of Maxwell equations is prescribed by Lorentz symmetry, one can anticipate the
coupling of matter to the gauge field. To this end, let us consider a dynamical Dirac fermion field ψ(x) at
the origin of the current jµ(x) (in principle different to jµ

ext(x)). Certainly the most economic is a bilinear
form of fermions, that due to Lorentz requirements reads

jµ(x) = ψ̄(x)γµ ψ(x)

that together with the gauge invariance of jµ(x), implies that under a gauge transformation Λ(x)

ψ(x)→ ψΛ(x) = eıqΛ(x) ψ(x)

where q is a real number. Finally, in order to have dynamical fermions, one adds

LD = ı ψ̄(x)γµ ∂µψ(x)

and we end with a gauge invariant total Lagrangian L = LM +LD +Lint , if q ≡ e. We can intro-
duce the usual covariant derivative Dµ = ∂µ − eAµ(x) that allows one to write the well known minimal
electromagnetic coupling

L =−1
4

Fµν Fµν + ψ̄(x)γµ Dµψ(x) (25)

Certainly, the same procedure, under the same requirements can easily be done for the non-abelian
case.

Summarizing this section we remember that the usual way of building a gauge theory starts pro-
moting a global unitary symmetry of the matter Lagrangian to a local one and this requires the inclusion
of a gauge field that introduces an unavoidable, but wanted, interaction. The upsidedown way starts from
the pure gauge theory that is coupled to matter by imposing Lorentz and gauge invariance in constructing
the matter current.

Finally notice that the upsidedown way goes parallel to the geometrical approach that starts de-
fining a connection in a principal fiber bundle and introduce matter fields as sections in the associated
vector bundle.
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9 Weak Interactions
Let us remember that the weak interaction is responsible for i) nuclear β -decay; ii) many hadron decays;
iii) everything induced by neutrinos. They are characterized by an effective coupling GF ' 10−5/mp '
1.410−49 ergcm3 and have the property of breaking the symmetry of parity (P). They also suggested (to
Pauli) the existence of neutrino.

The first phenomenological analysis due to Fermi was inspired by a comparison between the elec-
trodynamical vertex e→ e+ γ and neutron beta decay n→ p+ e+ ν̄e. It ends whit the Lagrangian
corresponding to a point interaction

LF = GF Jµ
np(x) · Jµ eν̄(x) = GF [ψ̄p(x)γµ ψn(x)]

[
ψ̄e(x)γµ ψνe(x)

]

This proposal is parity conserving, but after Wu experiment to test the Lee and Yang prediction of the
violation of parity in weak interactions, this Lagrangian was modified changing from a vector like inter-
action to a vector minus axial interaction, namely with currents of the form

Jµ(x) = ψ̄ f γµ (1− γ5)ψ f ′(x)

This V −A property of the weak currents, implies that the neutrino is left handed.

It is necessary to be aware that the Fermi proposal should be considered as a phenomenological
effective Lagrangian because it works well as a first order approximation and fails al higher orders and is
an example of a non-renormalizable theory. It becomes harmful at the so-called limit of unitarity, around
300GeV .

Consequently one tries to improve the treatment of weak interactions taking inspiration in QED.
To this end one looks for a theory with a dimensionless coupling constant and a carrier of the interaction
playing the role of the photon in QED.

The resulting model is the Intermediate Boson Theory that includes two charged vector bosons
mediators of the weak interaction, W±. This is done with the constraint that the Fermi theory is the limit
of low energy (q2�M2

W ). Here also a problem with convergence appears because the very short range of
weak interaction requires that the vector bosons must be massive (of the order of 80GeV ). Consequently
there are contributions icluding the massive propagator of the W± that diverge for large momenta and the
intermediate boson theory is again only a phenomenological model valid below its own limit of unitarity.

10 Latent Symmetry
We present now the way to the electroweak theory that allows one to deal simultaneously with both
interactions: electromagnetic plus weak. The way to the theory is via gauge theories as the ones we have
discussed previously. The problem to be solved is the necessary mass the mediators of weak interaction
must have. This is in conflict with gauge symmetry that does not allow a mass term for the gauge fields.
In any case, there is a way out of this conundrum, the possibility of having the symmetry in a latent
version. This is no more than to have the symmetry realized à la Nambu-Goldstone. The symmetry is
present in the Lagrangian but is not respected by the vacuum expectation value of the fields. This fact
has non-trivial consequences in systems of infinite extension.

We start the discussion of this topic by presenting a simple mechanical example. This is the case
of the bent rod.

Consider a cylindrical rod along the z-axis, charged with a force F along its axis. The system is
obviously symmetric under rotations around the z-axis. The system has the symmetric solution x = y = 0
as soon as the force F is sufficiently small. In fact, there is a critical force Fcr given by Fcr = π2 E I/ρ2

where E is the modulus of elasticity, I, the moment of inertia of the rod and ρ its density. When F > Fcr,
the rod is bent, given rise to an asymmetric solution from a symmetric equation of motion. Certainly
one cannot predict the direction in the (x,y) plane where the rod is going to bend. However, a symmetry
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transformation on an asymmetric solution goes into another asymmetric solution. The symmetry is
latent. In a language nearer to our field theory, we say that the ground state (the vacuum) is degenerate.
The symmetry is said to be spontaneously broken, it is realized à la Nambu-Goldstone.

Another nice example is the Heisenberg model for a magnet based on the Hamiltonian with ex-
change interaction

H = K ∑
<i j>

~si ·~s j

that clearly is rotational, O(3), invariant. This model presents, for a temperature below a critical one (T <
Tc) a breaking of the O(3) symmetry because elementary magnetic moments (spins if you want) tend to
align. The well known ferromagnetic transition. In any case, the symmetry is maintained latent. In fact
(if you can eliminate the effect of the magnetic field of Earth, or others), there is no preferred direction for
the alignment. Each possible direction is connected with any other by an O(3) transformation. Certainly,
to this happens it is necessary to be in the thermodynamical limit, a system of infinite extension, infinite
degeneracy of the angular momenta. The Goldstone mode of this spontaneously broken symmetry is the
spin wave.

We go now towards the Higgs model. Let us consider first a model with:

Continuous global latent symmetry
This model is also called Goldstone model and is defined by the complex scalar field Lagrangian

L (φ ,∂µφ) =−∂µφ †(x)∂ µφ(x)−λ [φ †(x)φ(x)− v]2 (26)

that is invariant anther a U(1) global transformation: φ(x)→ φ ′(x) = eıα φ(x) with α constant. The
behavior of the interaction V (φ †,φ) = λ [φ †(x)φ(x)− v]2 depends on the sign of v.

case i) v< 0

consequently, V has one minimum at φ = 0 and the U(1) symmetry is Wigner-Weyl realized.

case ii) v> 0

now V has an infinite number of minima, defined by φ † φ = v or, in terms of the real φ1 and the imaginary
part φ2 of φ : the circle of minima φ 2

1 +φ 2
2 = v. The picture of the interaction energy looks like a Mexican

hat or a ”culo de botella”. Then we have a Nambu-Goldstone realization of the U(1) symmetry. The
symmetry is latent and there is a Goldstone boson present (U(1) has one generator).

Clearly, in this case it has no sense to develop a perturbation theory around φ = 0 (an unstable
point). One has to develop around some point φ =

√
veıθ , with θ arbitrary due to the non-uniqueness of

vacuum. One can take θ = 0 and define the shift

φ(x) =
√

v+χ(x) ⇒ 〈0|χ(x)|0〉= 0 (27)

It is worth writing the interaction in terms of χ

V = λ v(χ +χ†)2 +2λ
√

v χ† χ (χ +χ†)+λ (χ χ†)2

that when expressed in terms of χ1 = (χ +χ†)/
√

2 and χ2 = ı(χ†−χ)/
√

2 shows that there is a massive
degree of freedom χ1 with mass m1 = 4λ v and a massless one, χ2 which is the Goldstone boson that is
present because the symmetry was spontaneously broken. One can say also that this shows that the U(1)
symmetry is not more present in the spectrum.

We can still get more insight on the model properties by performing the change of variables:
χ1 = ρ cos θ and χ2 = ρ sin θ . It is clear that a U(1) transformation implies the changes: ρ → ρ and
θ → θ +α . After the displacement ρ ′ = ρ−√v, the Lagrangian reads

L =
1
2
(∂µρ ′)2 +

1
2
(ρ ′+

√
v)2 (∂µθ)2− v(ρ ′+

√
v)
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and shows that ρ is a radial excitation (clearly seen on the Mexican hat) and θ corresponds to the
movement around the circle without energy consumption h̄ω = 0, certainly the massless Goldstone
boson excitation.

Local global latent symmetry: Higgs model
Whenever a local symmetry is Nambu-Goldstone realized, the should be Goldstone boson disappear and
the gauge field acquires an effective mass. In other words, the Goldstone boson degrees of freedom
are transferred to the longitudinal polarization massive vector bosons have. This is the so called Higgs
mechanism.

We present the mechanism for the simple complex scalar field

L (φ ,∂µφ) =−∂µφ †(x)∂ µφ(x)−λ [φ †(x)φ(x)− v]2

that, as we saw before, when v > 0 the U(1) symmetry is latent. Now consider that the symmetry is
local. Consequently, one has to replace the derivatives by covariant ones, namely

∂µ → ∂µ − ıgaµ(x)

where aµ is the massless gauge field. It is also necessary to include the kinetic term of this field, to write

L (φ ,∂µφ) =−(Dµφ)† Dµφ −λ [φ † φ − v]2− 1
4

Fµν Fµν

this Lagrangian includes several interactions. Among them we explicitly show

L (1) = gaµ (φ † ∂ µφ −φ ∂ µφ †)

L (2) = −g2 aµ aµ φ † φ

As the symmetry is spontaneously broken, one has to shift to the field χ with zero vacuum expectation
value as in Eq.(27). From the second expression above, L (2), it results

LM =−g2 vaµ aµ =−1
2

m2
a aµ aµ (28)

the gauge field aµ acquires the mass

ma = g
√

v
2

What it is important to notice is the fact that during this process of given mass to the gauge field, the
symmetry was not completely lost because as we have said before, it remains latent. Moreover, it is
easy to prove that during the process there is a conservation of degrees of freedom. In fact one goes
from (2+ 2) original degrees of freedom (2 of the complex scalar field and 2 from the massless gauge
field) to (3+ 1) degrees of freedom (3 of the now massive gauge field and 1 remaining of the scalar
field). The should be Goldstone boson is said to be gauged away. The exchange of degrees of freedom is
not a violation of the Goldstone theorem. In gauge theories the Goldstone theorem can be overcame by
choosing either the unitary gauge where the initial symmetry is destroyed or a covariant gauge in which
the Goldstone theorem is valid but the Goldstone bosons become unphysical particles, they uncouple
from the remaining theory. There is another point to be analyzed. Namely, the fact that once the vector
field acquires mass, its propagator gains a term that makes divergent the perturbative contributions, as it
was discussed when the Intermediate Boson Model was presented. However, in the present case related
to the Higgs mechanism there is a gauge equivalence between the original gauge invariant renormalizable
Lagrangian and the Lagrangian obtained after the action of the Higgs mechanism. This last one is useful
for practical purposes, while the original one, for formal (renormalization) purposes. For this reason
a Yang-Mills theory with latent symmetry, with spontaneously broken symmetry, is renormalizable. It
maintains sufficient Ward-like identities as to guarantee this property.
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11 3!: The Standard Model
As it was mentioned before, the 3! model includes the local symmetry under the gauge group SUC(3)⊗
SU(2)L⊗U(1)Y . The group SU(3)C takes into account the strong interaction between quarks mediated
by gluons, the corresponding gauge fields. Here we restrict ourselves to the electromagnetic and weak
interactions: electroweak, included in 3! as 2!≡ SU(2)L⊗U(1)Y .

Let us begin by quoting from one of the authors of the electroweak Standard Model, the S. Wein-
berg’s text in the Physical Review Letters article of 1967 where the 2! = 2×1 was proposed: ”Leptons
interact only with photons and with the intermediate bosons which presumably mediate the weak inter-
action. What can be more natural than linking those spin one bosons in a multiplate of gauge fields?”

The proposal of the Salam-Weinberg-Glashow model starts by noting that it is necessary to solve
several difficulties. Namely, the photon γ is massless while the intermediate boson W has to be massive.
Moreover, the value of the electromagnetic coupling is very different from the weak coupling charac-
terized by the Fermi constant GF . In connection with this last point, it is clear that the hierarchy of
couplings needs the presence of a mixing angle (sinus versus cosinus).

The first question to be answered to build up a gauge theory it is precisely to decide which gauge
group to use for connecting with the weak and electromagnetic interactions. The model must include

– Charged weak current, J±µ
– Electromagnetic interaction related to a group U(1) that should be realized à la Wigner-Weyl to

guarantee mγ = 0
– Neutral weak current. Notice that its presence allows for a cancellation mechanism that com-

pensate the divergent contributions coming from a massive and charged W

Consequently, the gauge group G for weak and electromagnetic interactions has to be a 4 parameter
group. The proposal is

G≡ SU(2)L⊗U(1)Y (29)

or
2! = 2 × 1

where the index L stands for left and the index Y for (weak)-hypercharge.

Remember that any fermion spin 1/2 field can be decomposed into left and right components,
namely

ψL,R =
1∓ γ5

2
ψ

The index L in SU(2) is because ψL behaves differently of ψR under the transformations of this group.
Then we can say that the 2!-model is a chiral theory: distinguishes between left and right.

We also remember that the charged weak current must have a (V −A) structure that includes a
(1− γ5) factor. This is why only ψL enters the play. In other words, Fermi phenomenological proposal
plus Parity violation implies

Jcc
µ = ψ̄i γµ (1− γ5)ψ j ≡ 2ψi,L γµ ψ j,L

with (ψi,ψ j) = (νe,e),(u,d), ...

The simplest representation of SU(2)L is a doublet
(

ψi

ψ j

)

Notice that SU(2) has three generators, say T1,T2,T3. With T1 and T2 one can build T± related to
the charged current. But T3 cannot be identified with the electric charge Q, because the electromagnetic
charge is pure vector and not V −A. For this reason the G group is SU(2)L⊗U(1)Y .
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Which is this U(1)Y ? From the currents

Je.m.
µ = qi ψ̄ γµ ψ ⇒ Q =

∫
d3xJe.m.

0

J3
µ = ψ̄L γµ

τ3

2
ψL ⇒ T3 =

∫
d3xJ3

0

Then, both members of any doublet as (νe,L eL) have the same quantum number (Y = Q−T3), the
same hypercharge. Y = Q−T3 commutes with the generators of SU(2) and defines the group U(1) of 2!.

Matter under SU(2)L⊗U(1)

In each generation of quarks and leptons, the G quantum numbers are repeated. Let us consider,
as an example, the first generation: (e,νe,u,d). The doublets of SU(2)L are (νe,e)L and (u,d)L. As we
already said, this election guarantees (V −A) and the index L is well understood.

The good assignments of SU(2)L and U(1)Y values for the first generation is.

(νe,e)L eR (u,d)L uR dR

SU(2)L 2 1 2 1 1
U(1)Y −1/2 −1 1/6 2/3 −1/3

and as was stated above, this quantum numbers repeat for the second and the third generations. In any
case, the desired electric charge of fermions verify the relation

Q = IW
3 +YW

where the index W was introduced just to remember that SU(2)L is in some sense the weak version of
isospin while U(1)Y is seen as the weak hypercharge.

Building the Lagrangian
As it was mentioned before, the left handed components of each generation of leptons and quarks

are assigned into doublets of the fundamental representation of SU(2)L. In order to simplify the expres-
sions, let us introduce the notation for the doublets

Lα(x) =
(1− γ5)

2

(
iα(x)
jα(x)

)

where

iα(x) ≡ νe(x); νµ(x); ντ(x)

≡ u(x); c(x); t(x)

and

jα(x) ≡ e(x); µ(x); τ(x)
≡ d(x); s(x); b(x)

and for the singlets ;

Rα(x) =
(1− γ5)

2
kα(x)

with kα ≡ u(x); c(x); t(x); e(x); µ(x); τ(x); d(x); s(x); b(x)

Now we go to the four gauge vector bosons needed to guarantee the local gauge invariance under
SU(2)L⊗U(1)Y . There are 3 corresponding to the weak isospin: W 1

µ (x), W 2
µ (x) and W 3

µ (x) and 1 corres-
ponding to weak hypercharge: Bµ(x). In writing the corresponding covariant derivatives one introduces
the couplings g2 for SU(2)L and g1 for U(1)Y . The gauge invariant Lagrangian is

L2! = −1
4
~Fµν(x)~Fµν(x)− 1

4
Bµν(x)Bµν(x)
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+ı ∑
l=e,µ,τ

L̄l(x)γµ DµLl(x)+ ı ∑
l=e,µ,τ

R̄l(x)γµ DµRl(x)

+ı ∑
q=(u,d),(c,s),(t,b)

L̄q(x)γµ DµLq(x)+ ı ∑
q↑=u,c,t

R̄q↑(x)γµ DµRq↑(x)

+ı ∑
q↓=d,s,b

R̄q↓(x)γµ DµRq↓(x) (30)

The corresponding Yang-Mills strength tensors are

~Fµν(x) = ∂µ~Wν(x)−∂ν~Wµ(x)+g2~Wµ(x)∧ ~Wν(x) (31)

Bµν(x) = ∂µBν(x)−∂νBµ(x) (32)

These expressions clearly show that whenever the gauge symmetry is related to a non-abelian group,
there are self interactions of gauge fields. This is an important difference with QED because the photon
is the gauge field of the abelian symmetry U(1).

Here we summarize the covariant derivatives. First for LEPTONS:

( f or Ll(x) :) Dµ ≡ ∂µ + ıg2
~τ
2
· ~Wµ(x)− ı

1
2

g1 Bµ(x) (33)

( f or Rl(x) :) Dµ ≡ ∂µ − ıg1 Bµ(x) (34)

and then for QUARKS

( f or Lq↑(x) :) Dµ ≡ ∂µ + ıg2
~τ
2
· ~Wµ(x)+ ı

1
6

g1 Bµ(x) (35)

( f or Rq↑(x) :) Dµ ≡ ∂µ + ı
2
3

g1 Bµ(x) (36)

( f or Rq↓(x) :) Dµ ≡ ∂µ − ı
1
3

g1 Bµ(x) (37)

It remains the problem of assigning masses to the massive vector bosons to be identified with the
mediators of weak interaction and also to give masses to the massive fermions. Remember that for the
first ones, gauge symmetry does not allow for a mass term of gauge fields, and for fermions, a typical
Dirac mass term

Lmass =−m ψ̄ ψ =−m (ψ̄L ψR + ψ̄R ψL)

is unacceptable because ψL is a SU(2)L doublet while ψR is a singlet.

Certainly, the solution is provided by latent symmetry and the Higgs mechanism. In this way
one gets massive gauge fields. But we have to remember that and the end of the play, one massless
photon have to remain. In other words, the spontaneous breaking of the symmetry should go from
SU(2)L⊗U(1)Y to a U(1)e.m. realized a la Wigner-Weyl, because the photon is strictly massless. The
mechanism must guarantee that we go from 4 massless bosons to 3 massive and 1 massless.

The photon, the massless one, is represented by the field Aµ that results as the neutral combination
of Bµ and the third component of the triplet ~W µ , W µ

3 . Correspondingly, the orthogonal combination
to Aµ is the weak neutral boson Zµ . These combinations are measured by a mixing angle θW , called
Weinberg angle. The good combinations reads

Aµ = sinθW Wµ,3 + cosθW Bµ (38)

Zµ = cosθW Wµ,3− sinθW Bµ (39)

On the other hand, the charged weak bosons are the combinations

W µ
± =

1√
2

(
W µ

1 ∓ ıW µ
2

)
(40)
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Now we can explicitly write the weak and electromagnetic interactions contained in the Lag-
rangian (30)

L =
g2

2
√

2
[Jµ
−Wµ,++ Jµ

+Wµ,−]

+
[
(g2 cosθW +g1 sinθW )Jµ

3 −g1 sinθW Jµ
em
]

Zµ

+
[
(g1 cosθW Jµ

em +(g1 cosθW −g2 sinθW )Jµ
3

]
Aµ

where Jµ
± = 2(Jµ

1 ∓ ıJµ
2 ) and Jµ

em = Jµ
3 +Jµ

Y while J1 and J2 the currents containing τ1 and τ2 respectively.

Now, in order to reobtain the standard electromagnetic interaction L em
int = eJµ

em Aµ , the identifica-
tion

e = g1 cosθW = g2 sinθW (41)

is required. Consequently, the interaction Lagrangian above gets the form

L =
e

2
√

2 sinθW

[
Jµ
−Wµ,++ Jµ

+Wµ,−
]

+
e

2 cosθW sinθW
Zµ Jµ,NC + eAµ Jµ,em (42)

where one defined the neutral current Jµ
NC = 2(Jµ

3 − sin2 θW Jµ
em).

To summarize, we remark that the electromagnetic interaction is measured by e as it should be,
the charged weak interactions coupling is e/(2

√
2 sinθW ) while the neutral weak interaction one is

e/(2 cosθW sinθW ). Now the Feynman rules can easily be obtained and from them, any perturbative
calculation as cross sections, decay rates, etc., follow.

It remains to discuss the problem of masses of both, the weak gauge bosons and the massive
fermions. As it was stated above, the Higgs mechanis is in order. The idea is to put the 2!-symmetry
in a latent version but being careful to keep a U(1), corresponding to electromagnetism, realized à la
Wigner-Weyl. It is necessary to introduce scalar fields being non-trivial under SU(2)L⊗U(1)Y . The
simplest election is a SU(2)L doublet

Φ =

(
φ 0

φ−

)
(43)

with both φ 0 and φ− complex fields. Clearly, the field Φ is a SU(2)L doublet and one chooses YΦ =−1/2.
The latent character of the symmetry is obtained by the inclusion of the interaction

V (Φ†Φ) =
λ
4
(
Φ†Φ− v2)2

(44)

that implies that

〈0|Φ|0〉=
(

v
0

)

and as we show below, this election guarantees the U(1)em. In fact, one can perform a test of coherence
of the spontaneous symmetry breaking just proposed. It is easy to compute the effect of the generators
of SU(2)L and the one of U(1)Y on the vacuum expectation value of Φ, namely

G1 〈0|Φ|0〉 =
1
2

(
0
v

)
6= 0

G2 〈0|Φ|0〉 =
1
2

(
0
ıv

)
6= 0

G3 〈0|Φ|0〉 =
1
2

(
v
0

)
6= 0
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GY 〈0|Φ|0〉 = −1
2

(
v
0

)
6= 0

that at first sight seems to leave the complete symmetry latent. However, the electromagnetic generator
of the symmetry U(1), that is Q = I3 +Y certainly verifies

Q〈0|Φ|0〉= 0

that characterizes a symmetry realized à la Wigner-Weyl. The zero mass for the photon is guaranteed.

There are three would be Goldstone bosons in (43) that decouple from the theory and provide the
longitudinal polarizations that the massive W+,W− and Z require.

The Φ original Lagrangian reads

L =−1
2
(DµΦ)† DµΦ−V (Φ†Φ)

with

DµΦ =

(
∂µ + ı

g1

2
Yµ − ıg2

~τ
2
· ~Wµ

)

now one performs the standard shift Φ(x) = H(x)+v with 〈0|H(x)|0〉= 0. The H(x) is the Higgs boson
field with a mass, that can be obtained from the Lagrangian after the shift, being

m2
H = 2λ v2

The covariant derivative of the Higgs field gives rise to the gauge fields-Higgs interactions, that
after the shift allows one to read the effective mass terms of W± and Z. In fact

LGaugeMass = −1
4
(g2 v)2W µ

+ Wµ,−

−1
8

(
g2 v

cosθW

)2

Zµ Zµ,

and the masses of the three massive weak gauge bosons are

M2
W± =

g2
2 v2

4
(45)

and

M2
Z =

g2
2 v2

4 cos2 θW
=

M2
W

cos2 θW
(46)

Notice that the experimental determination of MW allows to fix, once the coupling is determined,
the value of v ≈ 246GeV , the scale of breaking of the symmetry. This, together with the measurement
of MZ , fixes

sin2 θW = 1−M2
W

M2
Z

that results sin2 θW = 0.2234 in the so called on-shell scheme.

The usual way of obtaining the value of the gauge couplings is by comparison with the low energy
weak interaction phenomenology. In this regime, corresponding to q2 � MW , the Fermi model works
satisfactorily. Moreover, under this condition, the matrix elements contributing to a weak process, say
the β -decay, are identified with the Fermi prediction, as soon as

g2
2

8M2
W
≡ GF√

2
(47)
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Consequently

v =
2MW

g2
=
(√

2GF

)−1/2
' 246GeV (48)

It remains to discuss the mechanism to provide mass to the leptons and quarks. One takes profit of
the Higgs mechanism and starts introducing a Yukawa type of coupling with the scalar doublet. Let us
begin with leptons, remembering that the Standard Model works with massless neutrinos. The Yukawa
lagrangian for leptons coupled via hl to Φ(x) reads

LY (x) =− ∑
l=(νe,e),(νµ ,µ),(ντ ,τ)

hl R̄l(x)Φ†(x)Ll(x) + h.c. (49)

Notice that this expression is correct since it implies the product of a doublet times an adjoint doublet
times a singlet. Now, once the shift from Φ(x) to H(x) is performed after the spontaneous breaking of
the symmetry, it appears a mass like coupling

LY (x) =− ∑
l=e,µ,τ

hl vΨ̄l(x)Ψl(x) (50)

that allows to identify the mass of each lepton

ml = hl v (51)

It should be notice that the couplings hl are not fixed by any principle in 2!. They are external parameters.

In the case of quarks, as both members of the doublets are massive, it is necessary to consider two
isoscalars

LY (x) =−∑
i, j

hi, j L̄qi(x)Φ(x)Rq j(x)− h̃i, j L̄qi(x)Φ̃(x)Rq j(x) + h.c. (52)

where

Φ̃(x) = ıτ2 Φ∗(x) =
(

φ 0(x)
−φ+(x)

)∗

Consequently, after the spontaneous breaking of the symmetry one has

Lmasses(x) =−q̄↑L(x)M (2/3)q↑R(x)− q̄↓L(x)M (−1/3)q↓R(x)+h.c.

where

q↑L,R(x)≡
1
2
(1∓ γ5)




u(x)
c(x)
t(x)




and

q↓L,R(x)≡
1
2
(1∓ γ5)




d(x)
s(x)
b(x)




Consequently, the 3×3 mass matrices are

M (2/3)≡ h̃i j v ; i, j = u,c, t

and
M (−1/3)≡ hi j v ; i, j = d,s,b

These matrices can be diagonalized via

UL(Q)M (Q)UR(Q) = M̂(Q) (diagonal) ; (Q =
2
3
,−1

3
)
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In this way, the mass Lagrangian results

Lmasses(x) = ψ̄↑L(x)M̂(2/3)ψ↑R(x)+ ψ̄↓L(x)M̂(−1/3)ψ↓R(x)

where the mass eigenstates are

ψ↑L,R(x) = UL,R(2/3)q↑L,R(x)

ψ↓L,R(x) = UL,R(−1/3)q↓L,R(x)

The process of diagonalizing the mass matrices has as a consequence that in the charged current
interaction sector there is flavor mixing. In fact, the term

q̄↑L(x)γµ q↓L(x)W †
µ (x)+h.c.

gives rise, after the "rotation" in the process, to

ψ̄↑L(x)γµ UL(2/3)U†
L (−1/3)ψ↓L(x)W †

µ (x)+h.c.

The resulting unitary matrix
V ≡UL(2/3)U†

L (−1/3) (53)

is called Cabibbo-Kobayashi-Maskawa mixing matrix. When writing the charged weak interaction with
W , that matrix acts on flavor degrees of freedom of charged −1/3 quarks (↓). It is a generalization of
the Cabibbo matrix that was introduced when only four flavors were known and in order to keep the
universality of weak interactions.

This last discussion ends the introduction of 2!, the Standard Model of electroweak interactions.
It has an impressive success and a strong predictive power. We recommend the reader to consult, for
example,

http://www-pdg.lbl.gov/2016/reviews/rpp2016-rev-standard-model.pdf

to have a clear idea of this success of the model and also of the constraints it implies to eventual
new physics.

12 Finale
This lectures that were presented at the 2017 CERN - Latin-American School of High Energy Physics
have to be considered as a mere ”opening of a door”. A door that should allows us to enter in an
almost unbounded territory: the land of Contemporary Physics. Certainly, we have left aside, for time
restrictions, many interesting and important topics that has to be studied and understood by the reader,
consulting the vast list of references included in the Bibliography.
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QCD AND THE PHYSICS OF HADRONIC COLLISIONS
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Abstract
This series of lectures reviews the basic principles underlying the use of quan-
tum chromodynamics in understanding the structure of high-Q2 processes in
high-energy hadronic collisions. Several applications of relevance to the LHC
are illustrated.

Keywords
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1 Introduction
The initial state of any LHC collision is formed by a pair of protons. Whether the hard process we
are interested in is of electroweak origin (e.g. W production) or a strong-interaction process (e.g. the
production of jets, or the production of a pair of gluinos in Supersymmetry), its description requires
the understanding of the structure of the proton. Quantum Chromodynamics (QCD) is the theory that
describes the structure of the proton, and is therefore the starting point of any study of LHC physics. QCD
is formulated in terms of elementary fields (quarks and gluons), whose interactions obey the principles of
a relativistic quantum field theory, with a non-Abelian gauge invariance SU(3). To review the emergence
of QCD as a theory of strong interactions, analysing the various experimental data and the theoretical
ideas available in the years 1960–1973 (see, for example, Refs. [1, 2]), would require more time than
I have available. I shall therefore assume that you all know more or less what QCD is: that hadrons
are made of quarks, that quarks are spin-1/2, colour-triplet fermions, interacting via the exchange of an
octet of spin-1 gluons; I assume you know the concept of running couplings, asymptotic freedom and
of confinement. I shall finally assume that you have some familiarity with the fundamental ideas and
formalism of quantum field theory (Feynman rules, renormalization, gauge invariance), even though I
shall make only very limited use of them.

In these lectures I shall focus on some elementary applications of QCD in high-energy phenomena.
The material covered in these lectures includes the following:

1. The structure of the proton
2. The evolution of final states: from quarks and gluons to hadrons
3. Some key hard processes in hadron–hadron collisions: formalism,W/Z production, jet production

The treatment will be very elementary, and the emphasis will be on basic and intuitive physics concepts.
Given the large number of papers that contributed to the development of the field, it is impossible to
provide a complete and fair bibliography. I therefore limit my bibliography to some excellent review
books, and to references to some of the key results discussed here. For an excellent description of the
early ideas about quarks, the classic reference is Feynman’s book [3]. For a general, but rather formal,
introduction to QCD, see, for example, Ref. [4]. For a more modern and pedagogical introduction, in
the context of introductory course to field theory, use the excellent book by Peskin [5]. For a general
introduction to collider physics, see Ref. [6]. For QCD applications to LEP, Tevatron and LHC, see
Ref. [7] and, specifically for the LHC, see Ref. [8]. Explicit calculations, including the nitty-gritty
details of next-to-leading-order (NLO) calculations and renormalization, are given in great detail for
several concrete cases of interest in Ref. [12]. Many of the ideas used in my lectures are inspired by
the very physical perspective presented in Ref. [13]. Papers on specific items can easily be found by
consulting the standard hep-th and hep-ph preprint archives.
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2 QCD and the proton structure at large Q2

The understanding of the structure of the proton at short distances is one of the key ingredients to be able
to predict cross-sections for processes involving hadrons in the initial state. All processes in hadronic col-
lisions, even those intrinsically of electroweak nature such as the production of W/Z bosons or photons,
are in fact induced by the quarks and gluons contained inside the hadron. In this lecture I shall introduce
some important concepts, such as the notion of partonic densities of the proton, and of parton evolution.
These are the essential tools used by theorists to predict production rates for hadronic reactions.

We shall limit ourselves to processes where a proton–(anti)proton pair collides at large centre-of-
mass energy (

√
S, typically larger than several hundred GeV) and undergoes a very inelastic interaction,

with momentum transfers between the participants in excess of several GeV. The outcome of this hard
interaction could be the simple scattering at large angle of some of the hadron’s elementary constituents,
their annihilation into new massive resonances, or a combination of the two. In all cases the final state
consists of a large multiplicity of particles, associated to the evolution of the fragments of the initial
hadrons, as well as of the new states produced. As discussed below, the fundamental physical concept
that makes the theoretical description of these phenomena possible is ‘factorization’, namely the ability
to isolate separate independent phases of the overall collision. These phases are dominated by different
dynamics, and the most appropriate techniques can be applied to describe each of them separately. In
particular, factorization allows one to decouple the complexity of the proton structure and of the final-
state hadron formation from the elementary nature of the perturbative hard interaction among the partonic
constituents.

Fig. 1: General structure of a hard proton–proton collision

Figure 1 illustrates how this works. As the left proton travels freely before coming into contact
with the hadron coming in from the right, its constituent quarks are held together by the constant ex-
change of virtual gluons (e.g. gluons a and b in the picture). These gluons are mostly soft, because any
hard exchange would cause the constituent quarks to fly apart, and a second hard exchange would be
necessary to reestablish the balance of momentum and keep the proton together. Gluons of high virtual-
ity (gluon c in the picture) prefer therefore to be reabsorbed by the same quark, within a time inversely
proportional to their virtuality, as prescribed by the uncertainty principle. The state of the quark is, how-
ever, left unchanged by this process. Altogether this suggests that the global state of the proton, although
defined by a complex set of gluon exchanges between quarks, is nevertheless determined by interactions
which have a time scale of the order of 1/mp. When seen in the laboratory frame where the proton is
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moving with energy
√
S/2, this time is furthermore Lorentz dilated by a factor γ =

√
S/2mp. If we

disturb a quark with a probe of virtuality Q � mp, the time frame for this interaction is so short (1/Q)
that the interactions of the quark with the rest of the proton can be neglected. The struck quark cannot ne-
gotiate with its partners a coherent response to the external perturbation: it simply does not have the time
to communicate to them that it is being kicked away. On this time scale, only gluons with energy of the
order of Q can be emitted, something which, to happen coherently over the whole proton, is suppressed
by powers of mp/Q (this suppression characterizes the ‘elastic form factor’ of the proton). In this figure,
the hard process is represented by the rectangle labelled HP. In this example a head-on collision with a
gluon from the opposite hadron, leads to a qg → qg scattering with a momentum exchange of the order
of Q. This and other possible processes can be calculated from first principles in perturbative QCD.

When the constituent is suddenly deflected, the partons that it had recently radiated cannot be
reabsorbed (as happened to gluon c earlier) because the constituent is no longer there waiting for the
partons to come back. This is the case, for example, of the gluon d emitted by the quark, and of the
quark e from the opposite hadron; the emitted gluon got engaged in the hard interaction. The number
of ‘liberated’ partons will depend on the hard scale Q: the larger the value of Q, the more sudden the
deflection of the struck parton, and the fewer the partons that can reconnect before its departure (typically
only partons with virtuality larger than Q).

After the hard process, the partons liberated during the evolution prior to the collision and the
partons created by the hard collision will themselves emit radiation. The radiation process, governed
by perturbative QCD, continues until a low virtuality scale is reached (the boundary region labelled
with a dotted line, H, in our figure). To describe this perturbative evolution phase, proper care has
to be taken to incorporate quantum coherence effects, which in principle connect the probabilities of
radiation off different partons in the event. Once the low virtuality scale is reached, the memory of the
hard-process phase has been lost, once again as a result of different time scales in the problem, and the
final phase of hadronization takes over. Because of the decoupling from the hard-process phase, the
hadronization is assumed to be independent of the initial hard process, and its parametrization, tuned to
the observables of some reference process, can then be used in other hard interactions (universality of
hadronization). Nearby partons merge into colour-singlet clusters (the grey blobs in fig. 1), which are
then decayed phenomenologically into physical hadrons. To complete the picture, we need to understand
the evolution of the fragments of the initial hadrons. As shown in the figure, this evolution cannot be
entirely independent of what happens in the hard event, because at least colour quantum numbers must
be exchanged to guarantee the overall neutrality and conservation of baryon number. In our example, the
gluons f and g, emitted early on in the perturbative evolution of the initial state, split into qq̄ pairs which
are shared between the hadron fragments (whose overall interaction is represented by the oval labelled
UE, for Underlying Event) and the clusters resulting from the evolution of the initial state.

The above ideas are embodied in the following factorization formula, which represents the starting
point of any theoretical analysis of cross-sections and observables in hadronic collisions:

d σ

dX
=
∑

j,k

∫

X̂
fj(x1, Qi)fk(x2, Qi)

d σ̂jk(Qi, Qf )

d X̂
F (X̂ → X; Qi, Qf ) , (1)

where:

– X is some hadronic observable (e.g. the transverse momentum of a pion, the energy of a jet, the
invariant mass of a combination of particles, etc.);

– the sum over j and k extends over the partons types inside the colliding hadrons;
– the function fj(x,Q) (known as parton distribution function, PDF) represents the number density

of parton type j with momentum fraction x in a proton probed at a scale Qi (more later on the
meaning of this scale);

3

QCD AND THE PHYSICS OF HADRONIC COLLISIONS

29



– X̂ is a parton-level kinematical variable (e.g. the transverse momentum of a parton from the hard
scattering);

– σ̂jk is the parton-level cross-section, differential in the variable X̂;

– F (X̂ → X; Qi, Qf ) is a transition function, weighting the probability that the partonic state
defining X̂ gives rise, after hadronization, to the hadronic observable X;

– the scales Qi and Qf correspond to the scales at which we separate the hard, perturbative, process
from the initial and final-state evolutions, respectively.

In the rest of this Section I shall cover the above ideas in some more detail. While I shall not
provide you with a rigorous proof of the legitimacy of this approach, I shall try to justify it qualitatively
to make it sound at least plausible.

2.1 The parton densities and their evolution
As mentioned above, the binding forces responsible for the quark confinement are due to the exchange of
rather soft gluons. If a quark were to exchange just a single a hard virtual gluon with another quark, the
recoil would tend to break the proton apart. It is easy to verify that the exchange of gluons with virtuality
larger than Q is then proportional to some large power of mp/Q, mp being the proton mass. Since the
gluon coupling constant gets smaller at large Q, exchange of hard gluons is significantly suppressed 1.
Consider in fact the picture in Fig. 2. The exchange of two gluons is required to ensure that the mo-

Fig. 2: Gluon exchange inside the proton

mentum exchanged after the first gluon emission is returned to the quark, and the proton maintains its
structure. The contributions of hard gluons to this process can be approximated by integrating the loop
over large momenta: ∫

Q

d4q

q6
∼ 1

Q2
. (2)

At large Q this contribution is suppressed by powers of (mp/Q)2, where the proton mass mp is included
as being the only dimensionful quantity available (one could use here the fundamental scale of QCD,
ΛQCD, but numerically this is anyway of the order of a GeV). The interactions keeping the proton
together are therefore dominated by soft exchanges, with virtuality Q of the order of mp. Owing to
Heisenberg’s uncertainty principle, the typical time scale of these exchanges is of the order of 1/mp:
this is the time during which fluctuations with virtuality of the order of mp can survive. In the laboratory
system, where the proton travels with energy E, this time is Lorentz dilated to τ ∼ γ/mp = E/m2

p.
If we probe the proton with an off-shell photon, the interaction takes place during the limited lifetime
of the virtual photon, which, once more from the uncertainty principle, is given by the inverse of its
virtuality. Assuming the virtuality Q� mp, once the photon gets ‘inside’ the proton and meets a quark,
the struck quark has no time to negotiate a coherent response with the other quarks, because the time
scale for it to ‘talk’ to its partners is too long compared with the duration of the interaction with the
photon itself. As a result, the struck quark has no option but to interact with the photon as if it were
a free particle. Let us look in more detail at what happens during such a process. In Fig. 3 we see a

1The fact that the coupling decreases at large Q plays a fundamental role in this argument. Were this not true, the parton
picture could not be used!.
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Fig. 3: Gluon emission at different scales during the approach to a hard collision.

proton as it approaches a hard collision with a photon of virtuality Q. Gluons emitted at a scale q > Q
have the time to be reabsorbed, since their lifetime is very short. Their contribution to the process can be
calculated in perturbative QCD, since the scale is large and in the domain where perturbative calculations
are meaningful. Since after being reabsorbed the state of the quark remains the same, their only effect
is an overall renormalization of the wave function, and they do not affect the quark density. A gluon
emitted at a scale q < Q, however, has a lifetime longer than the time it takes for the quark to interact
with the photon, and by the time it tries to reconnect to its parent quark, the quark has been kicked away
by the photon, and is no longer there. Since the gluon has taken away some of the quark momentum,
the momentum fraction x of the quark as it enters the interaction with the photon is different than the
momentum it had before, and therefore its density f(x) is affected. Furthermore, when the scale q is of
the order of 1 GeV the state of the quark is not calculable in perturbative QCD. This state depends on the
internal wave function of the proton, which perturbative QCD cannot easily predict. We can, however,
say that the wave function of the proton, and therefore the state of the ‘free’ quark, are determined by
the dynamics of the soft-gluon exchanges inside the proton itself. Since the time scale of this dynamics
is long relative to the time scale of the photon–quark interaction, we can safely argue that the photon
sees to good approximation a static snapshot of the proton’s inner guts. In other words, the state of the
quark had been prepared long before the photon arrived. This also suggests that the state of the quark
will not depend on the precise nature of the external probe, provided the time scale of the hard interaction
is very short compared to the time it would take for the quark to readjust itself. As a result, if we could
perform some measurement of the quark state using, say, a virtual-photon probe, we could then use this
knowledge on the state of the quark to perform predictions for the interaction of the proton with any
other probe (e.g. a virtual W or even a gluon from an opposite beam of hadrons). This is the essence of
the universality of the parton distributions.

The above picture leads to an important observation. It appears in fact that the distinction between
which gluons are reabosrbed and which ones are not depends on the scale Q of the hard probe. As a
result, the parton density f(x) appears to depend on Q. This is illustrated in Fig. 4. The gluon emitted

Fig. 4: Scale dependence of the gluon emission during a hard collision

at a scale µ has a lifetime short enough to be reabsorbed before a collision with a photon of virtuality
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Q < µ, but too long for a photon of virtuality Q > µ. When going from µ to Q, therefore, the partonic
density f(x) changes. We can easily describe this variation as follows:

f(x,Q) = f(x, µ) +

∫ 1

x
dxin f(xin, µ)

∫ Q

µ
dq2

∫ 1

0
dyP(y, q2) δ(x− yxin) , (3)

Here we obtain the density at the scale Q by adding to f(x) at the scale µ (which we label as f(x, µ))
all the quarks with momentum xin > x that retain a proton-momentum fraction x = y/xin by emitting
a gluon. The function P (y,Q2) describes the ‘probability’ that the quark emits a gluon at a scale Q,
keeping a fraction y of its momentum. This function does not depend on the details of the hard process,
it simply describes the radiation of a free quark subject to an interaction with virtuality Q. Since f(x,Q)
does not depend upon µ (µ is just used as a reference scale to construct our argument), the total derivative
of the right-hand side w.r.t. µ should vanish, leading to the following equation:

df(x,Q)

dµ2
= 0 ⇒ df(x, µ)

dµ2
=

∫ 1

x

dy

y
f(y, µ)P(x/y, µ2) . (4)

With additional considerations and explicit calculations, one can prove that

P(x,Q2) =
αs
2π

1

Q2
P (x) (5)

from which the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equation follows [14–16]:

df(x, µ)

d logµ2
=

αs
2π

∫ 1

x

dy

y
f(y, µ)Pqq(x/y) . (6)

The so-called splitting function Pqq(x) can be calculated in perturbative QCD. The subscript qq is a
labelling convention indicating that x refers to the momentum fraction retained by a quark after emission
of a gluon.

Fig. 5: The processes leading to the evolution of the quark density

More generally, one should consider additional processes. For example, one should include cases
in which the quark interacting with the photon comes from the splitting of a gluon. This is shown in
Fig. 5: the left diagram is the one we considered above; the right diagram corresponds to processes
where an emitted gluon has the time to split into a qq̄ pair, and it is one of these quarks which interacts
with the photon. The overall evolution equation, including the effect of gluon splitting, is given by

dq(x,Q)

dt
=

αs
2π

∫ 1

x

dy

y

[
q(y,Q)Pqq(

x

y
) + g(y,Q)Pqg(

x

y
)

]
, (7)

where t = logQ2. For external probes that couple to gluons (for example an external gluon, coming e.g.
from an incoming proton), we have a similar evolution of the gluon density (see Fig. 6):

dg(x,Q)

dt
=

αs
2π

∫ 1

x

dy

y

[
g(y,Q)Pgg(

x

y
) +

∑

q,q̄

q(y,Q)Pgq(
x

y
)

]
. (8)
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Fig. 6: The processes leading to the evolution of the gluon density

The explicit calculation of the splitting functions Pij(x) (see, for example, Ref. [12]) gives then the
following expressions2:

Pqq(x) = Pgq(1− x) = CF
1 + x2

1− x (9)

Pqg(x) =
1

2

[
x2 + (1− x)2

]
(10)

Pgg(x) = 2CA

[
1− x
x

+
x

1− x + x(1− x)

]
, (11)

where CF = (N2
C − 1)/2NC and CA = 2NC are the Casimir invariants of the fundamental and adjoint

representation of SU(NC) (NC = 3 for QCD). In the following we shall derive some general properties
of the PDF evolution, and give a few concrete examples.

2.2 General properties of parton density evolution
Defining the moments of an arbitrary function g(x) as follows:

gn =

∫ 1

0

dx

x
xn g(x)

it is easy to prove that the evolution equations for the moments turn into ordinary linear differential
equations:

df
(n)
i

dt
=

αs
2π

[P (n)
qq f

(n)
i + P (n)

qg f
(n)
g ] , (12)

df
(n)
g

dt
=

αs
2π

[P (n)
gg fg + P (n)

gq f
(n)
i ] . (13)

It is convenient to introduce the concepts of valence (V (x, t)) and singlet (Σ(x, t)) densities:

V (x) =
∑

i

fi(x)−
∑

ı̄

fı̄(x) , (14)

Σ(x) =
∑

i

fi(x) +
∑

ı̄

fı̄(x) , (15)

where the index ı̄ refers to the antiquark flavours. The evolution equations then become

dV (n)

dt
=

αs
2π

P (n)
qq V (n) , (16)

2The expressions given here are strictly valid only for x 6= 1. The slight modifications required to extend them to x = 1
will be justified and introduced in the next section.
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dΣ(n)

dt
=

αs
2π

[
P (n)
qq Σ(n) + 2nf P

(n)
qg f (n)

g

]
, (17)

df
(n)
g

dt
=

αs
2π

[
P (n)
gq Σ(n) + P (n)

gg f (n)
g

]
. (18)

Note that the equation for the valence density decouples from the evolution of the gluon and singlet
densities, which are coupled among themselves. This is physically very reasonable, since in perturbation
theory the contribution to the quark and the antiquark densities coming form the evolution of gluons (via
their splitting into qq̄ pairs) is the same, and will cancel out in the definition of the valence. The valence
therefore only evolves because of gluon emission. On the contrary, gluons and qq̄ pairs in the proton sea
evolve into one another.

The first moment of V (x), V (1) =
∫ 1

0 dxV (x), counts the number of valence quarks. We there-
fore expect it to be independent of Q2:

dV (1)

dt
≡ 0 =

αs
2π

P (1)
qq V (1) = 0 . (19)

Since V (1) itself is different from 0, we obtain a constraint on the first moment of the splitting function:
P

(1)
qq = 0. This constraint is satisfied by including the effect of the virtual corrections, which generate

a contribution to Pqq(z) proportional to δ(1 − z). This correction is incorporated in Pqq(z) via the
redefinition

Pqq(z)→
(

1 + z2

1− z

)

+

≡ 1 + z2

1− z − δ(1− z)
∫ 1

0
dy

(
1 + y2

1− y

)
(20)

where the + sign turns Pqq(z) into a distribution. In this way,
∫ 1

0 dz Pqq(z) = 0 and the valence sum-rule
is obeyed at all Q2.

Another sum rule which does not depend on Q2 is the momentum sum-rule, which imposes the
constraint that all of the momentum of the proton be carried by its constituents (valence plus sea plus
gluons):

∫ 1

0
dxx


∑

i,i

fi(x) + fg(x)


 ≡ Σ(2) + f (2)

g = 1 . (21)

Once more this relation should hold for allQ2 values, and you can prove by using the evolution equations
that this implies

P (2)
qq + P (2)

gq = 0 , (22)

P (2)
gg + 2nf P

(2)
qg = 0 . (23)

You can check using the definition of second moment, and the explicit expressions of the Pqq and Pgq
splitting functions, that the first condition is automatically satisfied. The second condition is satisfied by
including the virtual effects in the gluon propagator, which contribute a term proportional to δ(1− z). It
is a simple exercise to verify that the final form of the Pgg(z) splitting function, satisfying Eq. (23), is

Pgg → 2CA

{
x

(1− x)+
+

1− x
x

+ x(1− x)

}
+ δ(1− x)

[
11CA − 2nf

6

]
. (24)

2.3 Solution of the evolution equations
The evolution equations formulated in the previous section can be solved analytically in moment space.
The boundary conditions are given by the moments of the parton densities at a given scale µ, where, in
principle, they can be obtained from a direct measurement. The solution at different values of the scale
Q can then be obtained by inverting numerically the expression for the moments back to x space. The
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resulting evolved densities can then be used to calculate cross-sections for an arbitrary process involving
hadrons, at an arbitrary scaleQ. We shall limit ourselves here to studying some properties of the analytic
solutions, and will present and comment on some plots obtained from numerical studies available in the
literature.

As an exercise, you can show that the solution of the evolution equation for the valence density is
the following:

V (n)(Q2) = V (n)(µ2)

[
logQ2/Λ2

logµ2/Λ2

]P (n)
qq /2πb0

= V (n)(µ2)

[
αs(µ

2)

αs(Q2)

]P (n)
qq /2πb0

(25)

where the running of αs(µ2) has to be taken into account to get the right result. Since all moments P (n)

are negative, the evolution to larger values of Q makes the valence distribution softer and softer. This is
physically reasonable, since the only thing that the valence quarks can do is to lose energy because of
gluon emission.

The solutions for the gluon and singlet distributions fg and Σ can be obtained by diagonalizing
the 2×2 system in Eqs. (17) and (18). We study the case of the second moments, which correspond to
the momentum fractions carried by quarks and gluons separately. In the asymptotic limit, Σ(2) goes to a
constant, and dΣ(2)

dt = 0. Then, using the momentum sum rule:

P (2)
qq Σ(2) + 2nf P

(2)
qg f

(2)
g = 0 , (26)

Σ(2) + f (2)
g = 1 . (27)

The solution of this system is

Σ(2) =
1

1 + 4CF
nf

(= 15/31 for nf = 5) (28)

, f (2)
g =

4CF
4CF + nf

(= 16/31 for nf = 5) . (29)

As a result, the fraction of momentum carried by gluons is asymptotically approximately 50% of the
total proton momentum. It is interesting to note that, experimentally, this asymptotic value is actually
reached already at rather low values of Q2. It was indeed observed already in the first deep-inelastic
ep experiments, which exposed the possible presence of quarks in the proton, that only approximately
50% of the proton momentum was carried by charged constituents. This was one of the early pieces of
evidence for the existence of gluons.

2.4 Example: quantitative evolution of parton densities
As I mentioned earlier, a complete solution for the evolved parton densities in x space can only be
obtained from a numerical analysis. This work has been done in the past by several groups (see, for
example, the chapter on PDFs contained in Ref. [8]), and is continuously being updated by including the
most up-to-date experimental results used for the determination of the input densities at a fixed scale.
The left side of fig. 7 shows the up-quark valence momentum density at various scales Q. Note the
softening at larger scales, and the clear logQ2 evolution. As Q2 grows, the valence quarks emit more
and more radiation, since they change direction over a shorter amount of time (larger acceleration). They
therefore lose more momentum to the emitted gluons, and their spectrum becomes softer. The most likely
momentum fraction carried by a valence up quark in the proton goes from x ∼ 20% at Q = 3 GeV, to
x <∼ 10% at Q = 1000 GeV. Notice finally that the density vanishes at small x.

The right-hand side of fig. 7 shows the gluon momentum density. This grows at small x, with an
approximate g(x) ∼ 1/x1+δ behaviour, and δ > 0 slowly increasing at large Q2. This low-x growth
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Fig. 7: Left: Valence up-quark momentum-density distribution, for different scales Q. Right: Gluon momentum-
density distribution.

is due to the 1/x emission probability for the radiation of gluons, which was discussed in the previous
lecture and which is represented by the 1/x factors in the Pgq(x) and Pgg(x) splitting functions. As Q2

grows we find an increasing number of gluons at small x, as a result of the increased radiation off quarks,
as well as off the harder gluons.

Fig. 8: Left: Sea up-quark momentum-density distribution, for different scales Q. Right: Momentum-density
distribution for several parton species, at Q = 1000 GeV.

The left-hand side of Fig. 8 shows the evolution of the up-quark sea momentum density. Shape
and evolution match those of the gluon density, a consequence of the fact that sea quarks come from
the splitting of gluons. Since the gluon-splitting probability is proportional to αs, the approximate ratio
sea/gluon ∼ 0.1 which can be obtained by comparing Figs. 7 and 8 is perfectly justified.

Finally, the momentum densities for gluons, up-sea, charm, and up-valence distributions are
shown, for Q = 1000 GeV, on the right side of Fig.8. Note here that usea and charm are approxi-
mately the same at very large Q and small x, as will be discussed in more detail in the next subsection.
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The proton momentum is mostly carried by valence quarks and by gluons. The contribution of sea quarks
is negligible.

Parton densities are extracted from experimental data. Their determination is therefore subject
to the statistical and systematic uncertainties of the experiments and of the theoretical analysis (e.g.
the treatment of non-perturbative effects, the impact of missing higher-order perturbative corrections).
Techniques have been introduced recently to take into account these uncertainties, and to evaluate their
impact on concrete observables. A summary of such an analysis, for the LHC, is given in Fig. 9. What
is plotted is the uncertainty bands for partonic luminosities3 corresponding to the gg and qq̄ initial-state
channels. The partonic flux is given as a function of ŝ, the partonic CM invariant mass. Obvious features
include the growth of uncertainty of the gg density at large mass, corresponding to the lack of data
covering the large-x region of the gluon density. Notice that the gg luminosity drives the production of
both tt̄ and Higgs production, at mass values around 350 and 125 GeV, respectively. In this mass range,
the PDF uncertainty is today at the level of 2-3%. For the qq̄, which drives the production of DY pairs (or
of new vector gauge bosons), the uncertainty is likewise in the few percent range up to masses of about
1 TeV, and remains below 20% even up to 4 TeV.
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Fig. 9: Uncertainty in the parton luminosity functions at the LHC, using the PDF4LHC set of PDFs [9]. The plot
was obtained using the Apfel web resource [10, 11].

2.5 Example: the charm content of the proton
If the virtuality of the external probe is large enough, the time scale of the hard interaction is so short that
gluon fluctuations into virtual heavy quark states can be directly exposed, and the virtual heavy quarks
(charm quarks in our example) can be brought on-shell via the interaction with the photon (see fig. 10).
To the external photon, it will therefore appear as if the proton contained some charm. While in the

Fig. 10: Gluon evolution leading to a charm quark content of the proton

case of the gluons and of light quarks the boundary condition for the DGLAP evolution at small Q is
non-perturbative and cannot be derived from first principles, in the case of a heavy quarkQ the boundary
condition fQ(x,Q0) = 0 holds at a scale Q0 ∼ mQ that is large enough for perturbation theory to apply.

3For the definition of parton luminosity see Section 4.1.
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The charm density can be calculated assuming that the heavy quark density itself is 0 at Q ∼ mc, and
builds up according to the DGLAP evolution equation:

dc(x,Q)

dt
=

αs
2π

∫ 1

x

dy

y
g(y,Q)Pqg(

x

y
) . (30)

Assuming a gluon density behaving like g(x,Q) ∼ A/x, which is a first approximation to a brem-
strahlung spectrum, we can easily calculate

dc(x,Q)

dt
=

αs
2π

∫ 1

x

dy

y
g(x/y,Q)Pqg(y) =

αs
2π

∫ 1

x
dy

A

x

1

2
[y2 + (1− y)2]

=
αs
6π

A

x
c(x,Q) ∼ αs

6π
log(

Q2

m2
c

) g(x,Q) . (31)

The charm density is therefore proportional to the gluon density, up to an overall factor proportional to
αs . When Q becomes very large, the effect of the quark mass becomes subleading, and we expect all
sea quarks to reach asymptotically the same density.

While this is a simplified approach to the estimate of the heavy quark density of the proton, the
approximation is rather good. This is shown by the plots in fig. 11, which compare the charm and
bottom PDF as given by Eq. 31 with the result extracted from a full set of PDFs. The solid histograms
in these plots represent the exact result, for three values of the evolution scale Q. The diamonds give
the approximate results. Notice that the agreement is very good at small x and at the smaller values of
Q. At larger x the approximation deteriorates, since in that case the assumption that g(x) ∼ 1/x is no
longer valid. At higher scales Q the exact result becomes smaller than the approximate one, since the
latter neglects the momentum loss due to the higher-order gluon radiation (namely the contributions to
the evolution equation proportional to Pqq(y) × Q(x/y)). Of course, any accurate calculation of cross-
sections involving initial-state heavy quarks will make use of the exact results, but it is interesting to see
that even in such a complex process it is possible to identify useful analytic approximations that can give
us good order-of-magnitude estimates!

Fig. 11: Charm and bottom quark PDFs, as obtained from the exact and approximate evolutions.

3 The evolution of quarks and gluons
We discussed in the previous section the initial-state evolution of quarks and gluons as the proton ap-
proaches the hard collision. We study here how quarks and gluons evolve, and finally transform into
hadrons, neutralizing their colours. We start by considering the simplest case: e+e− collisions, which
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provide the cleanest environment in which to study applications of QCD at high energy. This is the place
where theoretical calculations have today reached their best accuracy, and where experimental data are
the most precise, especially thanks to the huge statistics accumulated by LEP, LEP2 and SLC. The key
process is the annihilation of the e+e− pair into a virtual photon or Z0 boson, which will subsequently
decay to a qq̄ pair. e+e− collisions have therefore the big advantage of providing an almost point-like
source of quark pairs, so that, in contrast to the case of interactions involving hadrons in the initial state,
we at least know very precisely the state of the quarks at the beginning of the interaction process.

Nevertheless, it is by no means obvious that this information is sufficient to predict the properties
of the hadronic final state. We know that this final state is clearly not simply a qq̄ pair, but some high-
multiplicity set of hadrons. For example, as shown in Fig. 12, the average multiplicity of charged hadrons
in the decay of a Z0 is approximately 20. It is therefore not obvious that a calculation done using the

Fig. 12: Charged particle multiplicity distribution in Z0 decays

simple picture e+e− → qq̄ (see Fig. 13) has anything to do with reality. For example, one may wonder

Fig. 13: Tree level production of a qq̄ pair in e+e− collisions

why we do not need to calculate σ(e+e− → qq̄g . . . g . . .) for all possible gluon multiplicities to get an
accurate estimate of σ(e+e− → hadrons). And since in any case the final state is not made of q’s and
g’s, but of π’s, K’s, ρ’s, etc., why would σ(e+e− → qq̄g . . . g) be enough?

The solution to this puzzle lies both in a question of time and energy scales, and in the dynamics
of QCD. When the qq̄ pair is produced, the force binding q and q̄ is proportional to αs(s) (

√
s being
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the e+e− centre-of-mass energy). Therefore it is weak, and q and q̄ behave to good approximation like
free particles. The radiation emitted in the first instants after the pair creation is also perturbative, and
it will stay so until a time after creation of the order of (1 GeV)−1, when radiation with wavelengths
>∼ (1 GeV)−1 starts being emitted. At this scale the coupling constant is large, and non-perturbative
phenomena and hadronization start playing a rôle. However, as we shall show, colour emission during the
perturbative evolution organizes itself in such a way as to form colour-neutral, low-mass, parton clusters
highly localized in phase-space. As a result, the complete colour-neutralization (i.e., the hadronization)
does not involve long-range interactions between partons far away in phase-space. This is very important,
because the forces acting among coloured objects at this time scale would be huge. If the perturbative
evolution were to separate far apart colour-singlet qq̄ pairs, the final-state interactions taking place during
the hadronization phase would totally upset the structure of the final state.

In this picture, the identification of the perturbative cross-section σ(e+e− → qq̄) with observable,
high-multiplicity hadronic final states is realised by jets, namely collimated streams of hadrons that are
the final result of the perturbative and non-perturbative evolution of each quark. The large multiplicity

Fig. 14: Experimental pictures of 2- and 3-jet final states from e+e− collisions

of the final states, shown in fig. 12, corresponds to the many particles that emerge from the collinear
emissions of many gluons from each quark. The dynamics of these emissions leads these particles to
grossly follow the direction of the primary quark, and the emergent bundle, the jet, inherits the kinematics
of the initial quark. This is shown in the left image of fig. 14. Three-jet events, shown in the right image
of the figure, arise from theO(αs) corrections to the tree-level process, namely to diagrams such as those
shown in fig. 15.

Fig. 15: O(αs) corrections to the tree-level e+e− → qq̄ process

An important additional result of this ‘pre-confining’ evolution, is that the memory of where the
local colour-neutral clusters came from is totally lost. So we expect the properties of hadronization to be
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universal: a model that describes hadronization at a given energy will work equally well at some other
energy. Furthermore, so much time has passed since the original qq̄ creation that the hadronization phase
cannot significantly affect the total hadron production rate. Perturbative corrections due to the emission
of the first hard partons should be calculable in PT, providing a finite, meaningful cross-section.

The nature of non-perturbative corrections to this picture can be explored. One can prove, for ex-
ample, that the leading correction to the total rate Re+e− is of order F/s2, where F ∝ 〈0|αsF aµνFµνa|0〉
is the so-called gluon condensate. Since F ∼ O(1 GeV4), these NP corrections are usually very small.
For example, they are of O(10−8) at the Z0 peak. Corrections scaling like Λ2/s or Λ/

√
s can neverthe-

less appear in other less inclusive quantities, such as event shapes or fragmentation functions.

We now come back to the perturbative evolution, and shall devote the first part of this lecture to
justifying the picture given above.

3.1 Soft gluon emission
Emission of soft gluons plays a fundamental rôle in the evolution of the final state [7, 13]. Soft glu-
ons are emitted with large probability, since the emission spectrum behaves like dE/E, typical of
bremsstrahlung as familiar in QED. They provide the seed for the bulk of the final-state multiplicity
of hadrons. The study of soft-gluon emission is simplified by the simplicity of their couplings. Being
soft (i.e., long wavelength) they are insensitive to the details of the very-short-distance dynamics: they
cannot distinguish features of the interactions which take place on time scales shorter than their wave-
length. They are also insensitive to the spin of the partons: the only feature they are sensitive to is the
colour charge. To prove this let us consider soft-gluon emission in the qq̄ decay of an off-shell photon:

(32)

Asoft = ū(p)ε(k)(ig)
−i
p/+ k/

Γµ v(p̄) λaij + ū(p) Γµ
i

p̄/+ k/
(ig)ε(k) v(p̄) λaij

=

[
g

2p · k ū(p)ε(k) (p/+ k/)Γµ v(p̄) − g

2p̄ · k ū(p) Γµ (p̄/+ k/)ε(k) v(p̄)

]
λaij .

I used the generic symbol Γµ to describe the interaction vertex with the photon to stress the fact that the
following manipulations are independent of the specific form of Γµ. In particular, Γµ can represent an
arbitrarily complicated vertex form factor. Neglecting the factors of k/ in the numerators (since k � p, p̄,
by definition of soft) and using the Dirac equations, we get:

Asoft = gλaij

(
p · ε
p · k −

p̄ε

p̄ · k

)
ABorn . (33)
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We then conclude that soft-gluon emission factorizes into the product of an emission factor, times the
Born-level amplitude. From this exercise, one can extract general Feynman rules for soft-gluon emission:

= g λaij 2pµ . (34)

Exercise: Derive the g → gg soft-emission rules:

= igfabc 2pµ gνρ . (35)

Example: Consider the ‘decay’ of a virtual gluon into a quark pair. One more diagram should be added
to those considered in the case of the electroweak decay. The fact that the quark pair is no longer in a
colour-singlet state makes things a bit more interesting:

(36)

k→0
=

[
i g fabc λcij

(
Qε

Qk

)
+ g (λb λa)ij

(
pε

pk

)
− g (λaλb)ij

(
p̄ε

pk

)]
ABorn

= g (λa λb)ij

[
Qε

Qk
− p̄ε

pk

]
+ g (λb λa)ij

[
pε

pk
− Qε

Qk

]
. (37)

The two factors correspond to the two possible ways colour can flow in this process:

(38)

The basis for this representation of the colour flow is the following diagram which makes explicit the
relation between the colours of the quark, antiquark, and gluon entering a QCD vertex:

(39)
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We can therefore represent the gluon as a double line, one line carrying the colour inherited from the
quark, the other carrying the anticolour inherited from the antiquark. In the first diagram in (38) the
antiquark (colour label j) is colour connected to the soft gluon (colour label b), and the quark (colour
label i) is connected to the decaying gluon (colour label a). In the second case, the order is reversed. The
two emission factors correspond to the emission of the soft gluon from the antiquark, and from the quark
line, respectively. When squaring the total amplitude, and summing over initial and final-state colours,
the interference between the two pieces is suppressed by 1/N2 relative to the individual squares:

∑

a,b,i,j

|(λaλb)ij |2 =
∑

a,b

tr
(
λaλbλbλa

)
=
N2 − 1

2
CF = O(N3) . (40)

∑

a,b,i,j

(λaλb)ij [(λ
bλa)ij ]

∗ =
∑

a,b

tr(λaλbλaλb) =
N2 − 1

2
(CF −

CA
2

)
︸ ︷︷ ︸

− 1
2N

= O(N) . (41)

As a result, the emission of a soft gluon can be described, to the leading order in 1/N2, as the incoherent
sum of the emission from the two colour currents.

3.2 Angular ordering for soft-gluon emission
The results presented above have important consequences for the perturbative evolution of the quarks.
A key property of the soft-gluon emission is the so-called angular ordering. This phenomenon consists
in the continuous reduction of the opening angle at which successive soft gluons are emitted by the
evolving quark. As a result, this radiation is confined within smaller and smaller cones around the quark
direction, and the final state will look like a collimated jet of partons. In addition, the structure of the
colour flow during the jet evolution forces the qq̄ pairs which are in a colour-singlet state to be close in
phase-space, thereby achieving the pre-confinement of colour-singlet clusters alluded to at the beginning
of this section.

Let us start first by proving the property of colour ordering. Consider the qq̄ pair produced by the
decay of a rapidly moving virtual photon. The amplitude for the emission of a soft gluon was given in
Eq. (33). Squaring, summing over colours, and including the gluon phase-space we get the following
result:

dσg =
∑
|Asoft|2

d3k

(2π)32k0

∑
|A0|2

−2pµp̄ν

(pk)(p̄k)
g2
∑

εµε
∗
ν

d3k

(2π)32k0

= dσ0
2(pp̄)

(pk)(p̄k)
g2 Cf

(
dφ

2π

)
k0dk0

8π2
d cos θ

= dσ0
αsCF
π

dk0

k0

dφ

2π

1− cos θij
(1− cos θik)(1− cos θjk)

d cos θ (42)

where θαβ = θα − θβ , and i, j, k refer to the q, q̄ and gluon directions, respectively. We can write the
following identity:

1− cos θij
(1− cos θik)(1− cos θjk)

=

1

2

[
cos θjk − cos θij

(1− cos θik)(1− cos θjk)
+

1

1− cos θik

]
+

1

2
[i↔ j] ≡W(i) +W(j) . (43)

We would like to interpret the two functions W(i) and W(j) as radiation probabilities from the quark
and antiquark lines. Each of them is in fact only singular in the limit of gluon emission parallel to the
respective quark:

W(i) → finite if k ‖ j (cos θjk → 1) . (44)
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W(j) → finite if k ‖ i (cos θik → 1) . (45)

The intepretation as probabilities is however limited by the fact that neither W(i) nor W(j) are positive
definite. However, you can easily prove that

∫
dφ

2π
W(i) =





1
1−cos θik

if θik < θij

0 otherwise

(46)

where the integral is the azimuthal average around the q direction. A similar result holds for W(j):

∫
dφ

2π
W(j) =





1
1−cos θjk

if θjk < θij

0 otherwise

(47)

As a result, the emission of soft gluons outside the two cones obtained by rotating the antiquark direction
around the quark’s, and vice versa, averages to 0. Inside the two cones, one can consider the radiation
from the emitters as being uncorrelated. In other words, the two colour lines defined by the quark and
antiquark currents act as independent emitters, and the quantum coherence (i.e. the effects of interference
between the two graphs contributing to the gluon-emission amplitude) is accounted for by constraining
the emission to take place within those fixed cones.

Fig. 16: Radiation off qq̄ pair produced by an off-shell photon

A simple derivation of angular ordering, which more directly exhibits its physical origin, can be
obtained as follows. Consider Fig. 16(a), which shows a Feynman diagram for the emission of a gluon
from a quark line. The quark momentum is denoted by l and the gluon momentum by k, θ is the opening
angle between the quark and antiquark, and α is the angle between the nearest quark and the emitted
gluon. We shall work in the double-log enhanced soft k0 << l0 and collinear α << 1 region. The
internal quark propagator p = (l + k) is off-shell, setting the time scale for the gluon emission:

∆t ' 1

∆E
=

l0

(k + l)2
→ ∆t ' 1

k0α2
. (48)

In order to resolve the quarks, the transverse wavelength of the gluon λ⊥ = 1/E⊥ must be smaller than
the separation between the quarks b(t) ' θ∆t, giving the constraint 1/(αk0) < θ∆t. Using the results
of Eq. 48 for ∆t, we arrive at the angular ordering constraint α < θ. Gluon emissions at an angle smaller
than θ can resolve the two individual colour quarks and are allowed; emissions at greater angles do not
see the colour charge and are therefore suppressed. In processes involving more partons, the angle θ is
defined not by the nearest parton, but by the colour connected parton (e.g. the parton that forms a colour
singlet with the emitting parton). Figure 16(b) shows the colour connections for the qq̄ event after the
gluon is emitted. Colour lines begin on quarks and end on antiquarks. Because gluons are colour octets,
they contain the beginning of one line and the end of another, as we showed in (38).

If one repeats now the exercise for emission of one additional gluon, one will find the same angular
constraint, but this time applied to the colour lines defined by the previously established antenna. As
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shown in the previous subsection, the qq̄g state can be decomposed at the leading order in 1/N into two
independent emitters, one given by the colour line flowing from the gluon to the quark, the other given
by the colour line flowing from the antiquark to the gluon. So the emission of the additional gluon will
be constrained to take place either within the cone formed by the quark and the gluon, or within the cone
formed by the gluon and the antiquark. Either way, the emission angle will be smaller than the angle of
the first gluon emission. This leads to the concept of angular ordering, with successive emission of soft
gluons taking place within cones which get smaller and smaller, as in Fig. 17

Fig. 17: Collimation of soft gluon emission during the jet evolution

The fact that colour always flows directly from the emitting parton to the emitted one, the colli-
mation of the jet, and the softening of the radiation emitted at later stages, ensure that partons forming a
colour-singlet cluster are close in phase-space. As a result, hadronization (the non-perturbative process
that will bind together colour-singlet parton pairs) takes place locally inside the jet and is not a long-
distance phenomenon connecting partons far away in the evolution tree: only pairs of nearby partons
are involved. In particular, there is no direct link between the precise nature of the hard process and
the hadronization. These two phases are totally decoupled and, as in the case of the partonic densities,
one can infer that hadronization factorizes from the hard process and can be described in a universal
(i.e. hard-process independent) fashion. The inclusive properties of jets (e.g. the particle multiplicity, jet
mass, jet broadening) are independent of the hadronization model, up to corrections of order (Λ/

√
s)n

(for some integer power n, which depends on the observable), with Λ <∼ 1 GeV.

Fig. 18: The colour flow diagram for a DIS event

The final picture, in the case of a DIS event, appears therefore as in Fig. 18. After being deflected
by the photon, the struck quark emits the first gluon that takes away the quark colour and passes on its own
anticolour to the escaping quark. This gluon is therefore colour-connected with the last gluon emitted
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before the hard interaction. As the final-state quark continues its evolution, more and more gluons are
emitted, each time leaving their colour behind and transmitting their anticolour to the emerging quark.
Angular ordering forces all these gluons to be close in phase-space, until the evolution is stopped once
the virtuality of the quark becomes of the order of the strong-interaction scale. The colour of the quark
is left behind, and when hadronization takes over it is only the nearby colour-connected gluons which
are transformed, with a phenomenological model, in hadrons. This mechanism for the transfer of colour
across subsequent gluon emissions is similar to what happens when we place a charge near the surface of
a dielectric medium. This will become polarized, and a charge will appear on the medium opposite end.
The appearance of the charge is the result of a sequence of local charge shifts, whereby neighbouring
atoms get polarized, as in Fig. 19.

Fig. 19: Charge transfer in a dieletric medium, via a sequence of local polarizations

3.3 Hadronization
The application of perturbation theory to the evolution of a jet, with the sequential emission of partons,
governed by QCD splitting probabilities and angular ordering to enforce quantum mechanical quantum
coherence, will stop once the scale of the emissions reaches values in the range of 1 GeV. This is called
the infrared cutoff. The are two reasons why we need to stop the emission of gluons at this scale. To start
with, we cannot control with perturbation theory the domain below this scale, where the strong coupling
constant αs becomes very large. Furthermore, we know that the number of physical particles that can
be produced inside a jet must be finite, since the lightest object we can produce is a pion, and energy
conservation sets a limit to how many pions can be created. This is different from what happens in a QED
cascade, where the evolution of an accelerated charge can lead to the emission of an arbitrary number
of photons. This is possible because the photon is massless, and can have arbitrarily small energy. The
gluons of a QCD cascade, on the contrary, must have enough energy to create pions.

When the perturbative evolution of the jet terminates, we are left with some number of gluons. As
shown in the previous subsection, and displayed in fig. 18, these gluons are pairwise colour connected.
As two colour-connected gluons travel away from each other, a constant force pulls them together. Phe-
nomenological models (see Ref. [7] for a more complete review) are then used to describe how this force
determines the evolution of the system from this point on. What I shall describe here is the so-called
cluster model [17], but the main qualitative features are shared by other alternatives, such as the Lund
string approach [18].

Most of the hadrons emerging from the evolution of a jet are known to be made of quarks; glue-
balls, i.e. hadrons made of bound gluons, are expected to exist, but their production is greatly suppressed
compared to that of quark-made particles. For this reason, the first step in the description of hadroniza-
tion is to assume that the force among gluons will rip them apart into a qq̄ pair, and that these quarks will
act as seeds for the hadron production. The break-up into quarks is not parametrized using the DGLAP
g → qq̄ splitting function, since we are deaing here with a non-perturbative transition. One typically
employs therefore a pure phase-space ‘decay’ of the gluon into the qq̄ pair, introducing as phenomeno-
logical parameters the relative probabilities of selecting the various active flavours (up, down, strange,
etc.). The quark qi from one gluon (i representing the flavour) then forms a colour-singlet pair with the
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antiquark q̄j emerging from the break-up of the neighboring gluon. This colour-singlet qiq̄j pair cannot,
however, directly form a hadron, since in general the quarks will still be moving apart, and the invariant
mass of the pair will not coincide with the mass of an existing physical state. As they separate subject to

Fig. 20: Invariant mass distribution of clusters of colour-singlet quarks after non-perturbative gluon splitting.
The spectra for final states corresponding to different centre-of-mass energies are normalized to the same area,
displaying the energy independence of the shapes

a constant force, however, their kinetic energy turns into a linearly-rising potential energy. The potential
energy accumulated in the system will be able to convert into a new quark–antiquark pair, qkq̄k once its
value exceeds the relevant mass threshold. We are now left with two colour-singlet pairs, qiq̄k and qkq̄j .
One can force the kinematics of the qkq̄k pair to allow for both qiq̄k and qkq̄j invariant masses to coincide
with some resonance with the proper flavour. The residual energy of the system is then assumed to be
entirely kinetic, and the two resonances fly away free. Once again, one can associate phenomenological
parameters to the probabilities of selecting flavours k of a given type. Since the pair of flavour indices
ik does not specify uniquely a hadron (e.g. a ud̄ system could by a π+, a ρ+, as well as many other
objects), the model has a further set of rules and/or parameters to select the precise flavour type. For
example, a phenomenologically successfull description of the π/ρ ratio is obtained by simply assuming
a production rate proportional to the number of spin states (one for the scalar pion, three for the vector
rho) and to a Boltzmann factor exp(−M/T ), where M is the resonance mass and T is a universal pa-
rameter, to be fit from data. Furthermore, one can introduce the possibility of converting the potential
energy into a diquark–antidiquark pair, namely (qkq`) (q̄kq̄`). The resulting hadrons, qiqkq` and q̄j q̄kq̄`
will be a baryon–antibaryon pair.

The measurement of hadron multiplicities from Z0 decays is used to tune the few phenomeno-
logical parameters of the model, and these parameters can be used to describe hadronization at different
energies and in different high-energy hadron-production processes. The internal consistency of this as-
sumption is supported by fig. 20, which shows the invariant mass distribution of clusters of colour-singlet
quarks, after the non-perturbative gluon splitting, for e+e− collisions at different center-of-mass ener-
gies. All curves are normalized to 1, and they all overlap very accurately. This confirms the validity of
the implementation of factorization in the Monte Carlo: higher initial energies provide more room for
the perturbative evolution, leading to more splitting and more emitted radiation; but the structure and
distribution of colour-singlet clusters at the end of evolution is independent of the initial energy, and the
same model of hadronization can be applied.
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Table 1: Average particle multiplicities per event in e+e− collisions at 91.2 GeV. Experimental data were measured
by the following collaborations at LEP and at SLC: ALEPH(A), DELPHI(D), L3(L), OPAL(O), MARK2(M)
and SLD(S). The theoretical predictions in the last three columns, taken from Ref. [19], correspond to various
implementations of the cluster hadronization model (see Ref. [19] for details). The ∗ indicates a prediction that
differs from the measured value by more than three standard deviations.

Particle Experiment Measured Old Model Herwig++ Fortran
All Charged M,A,D,L,O 20.924 ± 0.117 20.22∗ 20.814 20.532∗

γ A,O 21.27 ± 0.6 23.03 22.67 20.74
π0 A,D,L,O 9.59 ± 0.33 10.27 10.08 9.88
ρ(770)0 A,D 1.295 ± 0.125 1.235 1.316 1.07
π± A,O 17.04 ± 0.25 16.30 16.95 16.74
ρ(770)± O 2.4 ± 0.43 1.99 2.14 2.06
η A,L,O 0.956 ± 0.049 0.886 0.893 0.669∗

ω(782) A,L,O 1.083 ± 0.088 0.859 0.916 1.044
η′(958) A,L,O 0.152 ± 0.03 0.13 0.136 0.106
K0 S,A,D,L,O 2.027 ± 0.025 2.121∗ 2.062 2.026
K∗(892)0 A,D,O 0.761 ± 0.032 0.667 0.681 0.583∗

K∗(1430)0 D,O 0.106 ± 0.06 0.065 0.079 0.072
K± A,D,O 2.319 ± 0.079 2.335 2.286 2.250
K∗(892)± A,D,O 0.731 ± 0.058 0.637 0.657 0.578
φ(1020) A,D,O 0.097 ± 0.007 0.107 0.114 0.134∗

p A,D,O 0.991 ± 0.054 0.981 0.947 1.027
∆++ D,O 0.088 ± 0.034 0.185 0.092 0.209∗

Σ− O 0.083 ± 0.011 0.063 0.071 0.071
Λ A,D,L,O 0.373 ± 0.008 0.325∗ 0.384 0.347∗

Σ0 A,D,O 0.074 ± 0.009 0.078 0.091 0.063
Σ+ O 0.099 ± 0.015 0.067 0.077 0.088
Σ(1385)± A,D,O 0.0471 ± 0.0046 0.057 0.0312∗ 0.061∗

Ξ− A,D,O 0.0262 ± 0.001 0.024 0.0286 0.029
Ξ(1530)0 A,D,O 0.0058 ± 0.001 0.026∗ 0.0288∗ 0.009∗

Ω− A,D,O 0.00125 ± 0.00024 0.001 0.00144 0.0009
f2(1270) D,L,O 0.168 ± 0.021 0.113 0.150 0.173
f ′2(1525) D 0.02 ± 0.008 0.003 0.012 0.012
D± A,D,O 0.184 ± 0.018 0.322∗ 0.319∗ 0.283∗

D∗(2010)± A,D,O 0.182 ± 0.009 0.168 0.180 0.151∗

D0 A,D,O 0.473 ± 0.026 0.625∗ 0.570∗ 0.501
D±s A,O 0.129 ± 0.013 0.218∗ 0.195∗ 0.127
D∗±s O 0.096 ± 0.046 0.082 0.066 0.043
J/Ψ A,D,L,O 0.00544 ± 0.00029 0.006 0.00361∗ 0.002∗

Λ+
c D,O 0.077 ± 0.016 0.006∗ 0.023∗ 0.001∗

Ψ′(3685) D,L,O 0.00229 ± 0.00041 0.001∗ 0.00178 0.0008∗

An example of the quality of the fits to Z0-decay data is given in table 1, which is taken from [19].
There more details are given on the possible variants of cluster hadronization model and on the choice of
parameters used in the fits. Overall, the agreement is excellent!

4 Applications to hadronic collisions
In hadronic collisions all phenomena are QCD related. The dynamics is more complex than in e+e−

or DIS, since both beam and target have a non-trivial partonic structure. As a result, calculations (and
experimental analyses) are more complicated. QCD phenomenology is however much richer, and the
higher energies available in hadronic collisions allow one to probe the structure of the proton and of its
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constituents at the smallest scales attainable in a laboratory, in addition to probing the large scales where
new physics phenomena may appear.

Recent remarkable progress in thoeretical calculations, furthermore, has allowed to achieve next-
to-leading-order (NLO) accuracy for all observables of interest, and a large majority of these can now be
calculated also to next-to-next-to-leading order (NNLO). The overall precision in the theoretical predic-
tions is therefore reaching now the level of accuracy that until recently was only imaginable for e+e− or
ep collisions.

The key ingredients for the calculation of production rates and distributions in hadronic collisions
are

– the matrix elements for the hard, partonic process (e.g., gg → gg, gg → bb̄, qq̄′ →W, . . .),
– the hadronic parton densities, discussed in the previous lecture.

Then the production rate for a given final state H is given by a factorization formula similar to the one
used to describe DIS:

dσ(pp̄→ H +X) =

∫
dx1 dx2

∑

i,j

fi(x1, Q) fj(x2.Q) dσ̂(ij → H) . (49)

where the parton density fi’s are evaluated at a scale Q typical of the hard process under consideration.
For example Q ' MDY for production of a Drell–Yan pair, Q ' ET for high transverse-energy (ET )
jets, Q2 ' p2

T +m2
Q for high-pT heavy quarks, etc.

In this lecture we shall briefly explore two of the QCD phenomena currently studied in hadronic
collisions: Drell–Yan, and inclusive jet production. More details can be found in Refs. [7, 8].

4.1 QCD aspects of inclusive vector boson production
The main feature of inclusive gauge boson production in hadronic collisions is that the leading-order
(LO) amplitude, describing the elementary process qq̄(′) → V (V = W,Z) is purely EW. The dynam-
ics of strong interactions, at this order, only enters indirectly through the parton distribution functions
(PDFs), which parameterize in a phenomenological way the quark and gluon content of the proton. At the
large momentum scales typical of gauge boson production (Q ∼ MV ), higher-order perturbative QCD
corrections to the inclusive production are proportional to αs(Q) and are typically small, in the range of
10-20%. They are known [20,21] today to next-to-next-to-leading order (NNLO), including the descrip-
tion of the differential distributions of the boson and of its decay leptons [22–25], leaving theoretical
uncertainties from higher-order QCD effects at the percent level. These results have been incorporated
in full Monte Carlo calculations including the shower evolution, to give a complete description of the
physical final states [26–28]. Next-to-leading-order (NLO) EW corrections are also known [29–32], and
play an important role both for precision measurements, and in the production rate of dilepton pairs at
large pT or with large mass, above the TeV, where they can be larger than 10%. Finally, progress towards
a complete calculation of the mixed O(αsα) corrections has been recently reported in Ref. [33].

When considering the first and second generation quarks that dominate the production of W and
Z bosons, their weak couplings, including the CKM mixing parameters, are known experimentally with
a precision better than a percent. This exceeds the accuracy of possible measurements in hadronic col-
lisions, indicating that such measurements could not be possibly affected, at this level of precision, by
the presence of new physics phenomena. They therefore provide an excellent ground to probe to percent
precision the effects of higher-order QCD corrections and of PDFs [34]. To be more explicit, consider
the leading-order (LO) cross section given by eq. 49. In the case of W production (a similar result holds
for the Z), the LO partonic cross section is given by:

σ̂(qiq̄j →W ) = π

√
2

3
|Vij |2 GF M2

W δ(ŝ−M2
W ) = Aij M

2
W δ(ŝ−M2

W ) (50)
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Here ŝ = x1x2S is the partonic centre-of-mass energy squared, and Vij is the element of the Cabibbo–
Kobayashi–Maskawa (CKM) matrix.

Written in terms of τ = x1x2 and of the rapidity y = log[(EW + pzW )/(EW − pzW )]1/2 ≡
log(x1/x2)1/2, the differential and total cross sections are given by:

dσW
dy

=
∑

i,j

π Aij
M2
W

τ fi(x1) fj(x2) , x1,2 =
√
τe±y (51)

σW =
∑

i,j

π Aij
M2
W

τ

∫ 1

τ

dx

x
fi(x) fj

(τ
x

)
≡
∑

i,j

π Aij
M2
W

τLij(τ) (52)

where the function Lij(τ) is usually called partonic luminosity. In the case of ud̄ collisions, π Aij

M2
W
∼

6.5nb. It is interesting to study the partonic luminosity as a function of the hadronic centre-of-mass en-
ergy. This can be done by taking a simple approximation for the parton densities. Using the approximate
behaviour fi(x) ∼ 1/x1+δ, with δ < 1, one easily obtains:

L(τ) =
1

τ1+δ
log

(
1

τ

)
and σW ∝

(
S

M2
W

)δ
log

(
S

M2
W

)
. (53)

The gauge boson production cross section grows therefore at least logarithmically with the hadronic
centre-of-mass energy.

Fig. 21: W andZ boson cross sections in pp collisions at
√
S = 7 TeV: ATLAS [35] and CMS [36] data, compared

to NNLO predictions for various PDF sets [34].

4.1.1 Rapidity spectrum of W and Z bosons and W charge asymmetries
The features of the momentum distribution of vector bosons along the beam direction (z) are mostly con-
trolled by properties of the parton PDFs. In particular, in the case of W bosons, the differences between
the PDFs of up- and down-type quarks and antiquarks lead to interesting production asymmetries. Since
the measurement of asymmetries is typically very accurate, due to the cancellation of many experimental
and theoretical uncertainties, these play a fundamental role in the precision determination of quark and
antiquark PDFs. Furthermore, the production asymmetries are modulated by the parity violation of the
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vector boson couplings, leading to further handles for the discrimination of quark and antiquark densi-
ties, and inducing a sensitivity to the weak mixing angle sin2 θlept

eff , which controls the vector and axial
components of Z boson interactions.

For pp̄ collisions, and assuming for simplicity the dominance of u and d quarks, we have:

dσW+

dy
∝ fpu(x1) f p̄

d̄
(x2) + fp

d̄
(x1)f p̄u(x2) (54)

dσW−

dy
∝ fpū(x1) f p̄d (x2) + fpd (x1)f p̄ū(x2) (55)

We can then construct the following charge asymmetry (using f p̄q = fpq̄ and assuming the dominance of
the quark densities over the antiquark ones, which is valid in the kinematical region of interest for W
production at the Tevatron):

A(y) = −A(−y) =

dσW+

dy − dσW−
dy

dσW+

dy +
dσW−
dy

∼ fpu(x1) fpd (x2)− fpd (x1) fpu(x2)

fpu(x1) fpd (x2) + fpd (x1) fpu(x2)
(56)

Setting fu(x) = fd(x)R(x) we then get:

A(y) ∼ R(x1)−R(x2)

R(x1) +R(x2)
, (57)

which gives an explicit relation between asymmetry and the functional dependence of the u(x)/d(x)
ratio. This ratio is close to 1 at small x, where the quark distributions arise mostly from sea quarks,
and it increases at larger x, where the valence contribution dominates. At positive y, where x1 > x2,
we therefore expect a positive asymmetry. This is confirmed in the left plot of Fig. 22, showing the
asymmetry measured at the Tevatron by the CDF experiment [38], and compared to the NNLO QCD
prediction [24, 32, 39, 40] and an estimate of the PDF uncertainty. When measuring the charged lepton

Fig. 22: Production [38] (left) and leptonic [41] (right) charge asymmetries of W bosons in pp̄ collisions at the
Tevatron,

√
S = 1.96 TeV.

from W decay, the W production asymmetry is however modulated by the W decay asymmetry caused
by parity violation. The squared amplitude for the process f1f̄2 → W → f3f̄4 is proportional to
(p1 · p4)(p2 · p3), where f1,3 are fermions and f2,4 antifermions, of momenta p1,...,4. In the rest frame
of this process, this is proportional to (1 + cos θ)2, where θ is the scattering angle between final- and
initial-state fermions. The momentum of the final-state fermion, therefore, points preferentially in the
direction of the initial-state fermion’s momentum, cos θ → 1. For dū→W− → `−ν̄ the charged lepton
(a fermion) is more likely to move in the direction of the d quark, while for ud̄ → W+ → `+ν the
charged lepton (an antifermion) is more likely to move backward. The rapidity distribution of charged
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leptons is therefore subject to a tension between the W production asymmetry, which at positive rapidity
favours W+ over W−, and the decay asymmetry, which at positive rapidity favours `− over `+. The
net result is a distribution that changes sign, becoming negative at large lepton rapidity. This is seen
explicitly in the right plot of Fig. 22, from the D0 experiment [41], which also shows the great sensitivity
of this quantity to different PDF parameterizations, and the potential to improve their determination.

In pp collisions, assuming again the dominance of the first generation of quarks and fpq (x) �
fpq̄ (x) (q = u, d) at large x, the W charge asymmetry takes the form:4

A(y) = A(−y) ∼ R(xmax)− r(xmin)

R(xmax) + r(xmin)
, (58)

where xmax(min) = max(min)(x1, x2) and fpū(x) = r(x)fp
d̄
(x). The extended rapidity coverage of-

Fig. 23: Left: leptonic charge asymmetries in W production at the LHC (
√
S = 7 TeV), extracted from the

measurements of the ATLAS [42], CMS [43] and LHCb [37] experiments. Right: Z boson rapidity spectrum from
CMS [44], compared with NNLO predictions [32].

fered by the combination of the ATLAS, CMS and LHCb detectors at the LHC, allows to fully exploit
the potential of asymmetry measurements as a probe of the proton structure. This is highlighted in the
left plot of Fig. 23, which summarizes the LHC experimental results for the lepton charge asymmetry,
obtained at

√
S = 7 TeV, compared to the theoretical predictions based on several sets of PDFs. In

particular, notice the large spread of predictions in the largest rapidity regions, spread to be reduced once
these data are included as new constraints in global PDF fits (see for example Refs. [45–48]). The PDF
sensitivity can be further enhanced by considering the W asymmetry at large rapidity in events produced
in association with a high-pT jet, as discussed in Ref. [49].

4.2 Jet production
Jet production is the hard process with the largest rate in hadronic collisions. For example, the cross-
section for producing jets of transverse energy ET >∼ 100 GeV in pp collisions at the LHC (

√
Shad =

14 TeV) is of the order of a µb. This means ∼ 104 events/s at the luminosities available at the LHC.
The data collected during the 8 TeV LHC run extend all the way up to ET >∼ 2 TeV, and they will reach

4It goes without saying that in actual analyses the contributions of all quark and antiquark flavours are taken into account.
At the LHC, in particular, the contribution of strange and charm quarks is significant for the W± production rate, at the level
of ∼ 30%.
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∼ 4 − 5 TeV by the end of its operations. These events are generated by collisions among partons that
carry over 60% of the available pp energy, and allow one to probe the shortest distances ever reached.
The leading mechanisms for jet production are shown in fig. 24.

Fig. 24: Representative diagrams for the production of jet pairs in hadronic collisions

The 2-jet inclusive cross-section can be obtained from the formula

dσ =
∑

ijkl

dx1 dx2 f
(H1)
i (x1, µ) f

(H2)
j (x2, µ)

dσ̂ij→k+l

dΦ2
dΦ2 (59)

that has to be expressed in terms of the rapidity and transverse momentum of the quarks (or jets), in order
to make contact with physical reality. The two-particle phase space is given by

dΦ2 =
d3k

2k0(2π)3
2π δ((p1 + p2 − k)2) , (60)

and, in the centre-of-mass of the colliding partons, we get

dΦ2 =
1

2(2π)2
d2kT dy 2 δ(ŝ− 4(k0)2 ) , (61)

where kT is the transverse momentum of the final-state partons. Here y is the rapidity of the produced
parton in the parton centre-of-mass frame. It is given by

y =
y1 − y2

2
(62)

where y1 and y2 are the rapidities of the produced partons in the laboratory frame (in fact, in any frame).
One also introduces

y0 =
y1 + y2

2
=

1

2
log

x1

x2
, τ =

ŝ

Shad
= x1 x2 . (63)

We have
dx1 dx2 = dy0 dτ . (64)

We obtain

dσ =
∑

ijkl

dy0
1

Shad
f

(H1)
i (x1, µ) f

(H2)
j (x2, µ)

dσ̂ij→k+l

dΦ2

1

2(2π)2
2 dy d2kT (65)

which can also be written as

dσ

dy1 dy2 d2kT
=

1

Shad 2(2π)2

∑

ijkl

f
(H1)
i (x1, µ) f

(H2)
j (x2, µ)

dσ̂ij→k+l

dΦ2
. (66)
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The variables x1, x2 can be obtained from y1, y2 and kT from the equations

y0 =
y1 + y2

2
(67)

y =
y1 − y2

2
(68)

xT =
2kT√
Shad

(69)

x1 = xT e
y0 cosh y (70)

x2 = xT e
−y0 cosh y . (71)

For the partonic variables, we need ŝ and the scattering angle in the parton centre-of-mass frame θ, since

t = − ŝ
2

(1− cos θ) , u = − ŝ
2

(1 + cos θ) . (72)

Neglecting the parton masses, you can show that the rapidity can also be written as:

y = − log tan
θ

2
≡ η , (73)

with η usually being referred to as pseudorapidity.

The leading-order Born cross-sections for parton–parton scattering are reported in Table 2.

Table 2: Cross-sections for light parton scattering. The notation is p1 p2 → k l, ŝ = (p1 + p2)2, t̂ = (p1 − k)2,
û = (p1 − l)2.

Process dσ̂
dΦ2

qq′ → qq′ 1
2ŝ

4
9
ŝ2+û2

t̂2

qq → qq 1
2

1
2ŝ

[
4
9

(
ŝ2+û2

t̂2
+ ŝ2+t̂2

û2

)
− 8

27
ŝ2

ût̂

]

qq̄ → q′q̄′ 1
2ŝ

4
9
t̂2+û2

ŝ2

qq̄ → qq̄ 1
2ŝ

[
4
9

(
ŝ2+û2

t̂2
+ t̂2+û2

ŝ2

)
− 8

27
û2

ŝt̂

]

qq̄ → gg 1
2

1
2ŝ

[
32
27
t̂2+û2

t̂û
− 8

3
t̂2+û2

ŝ2

]

gg → qq̄ 1
2ŝ

[
1
6
t̂2+û2

t̂û
− 3

8
t̂2+û2

ŝ2

]

gq → gq 1
2ŝ

[
−4

9
ŝ2+û2

ŝû + û2+ŝ2

t̂2

]

gg → gg 1
2

1
2ŝ

9
2

(
3− t̂û

ŝ2
− ŝû

t̂2
− ŝt̂

û2

)

It is interesting to note that a good approximation to the exact results can easily be obtained
by using the soft-gluon techniques introduced in the third lecture. Based on the fact that even at 90◦

min(|t|, |u|) does not exceed s/2, and that therefore everything else being equal a propagator in the t or
u channel contributes to the square of an amplitude 4 times more than a propagator in the s channel, it is
reasonable to assume that the amplitudes are dominated by the diagrams with a gluon exchanged in the
t (or u) channel. It is easy to calculate the amplitudes in this limit using the soft-gluon approximation.
For example, the amplitude for the exchange of a soft gluon among a qq′ pair is given by:

(λaij) (λakl) 2pµ
1

t
2p′µ = λaij λ

a
kl

4p · p′
t

=
2s

t
λaij λ

a
kl . (74)
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The pµ and p′µ factors represent the coupling of the exchanged gluon to the q and q′ quark lines, respec-
tively (see Eq. (34). Squaring, and summing and averaging over spins and colours, gives

∑

colours,spin

|Mqq′ |2 =
1

N2

(
N2 − 1

4

)
4s2

t2
=

8

9

s2

t2
. (75)

Since for this process the diagram with a t-channel gluon exchange is symmetric for s ↔ u exchange,
and since u→ −s in the t→ 0 limit, the above result can be rewritten in an explicitly (s, u) symmetric
way as

4

9

s2 + u2

t2
, (76)

which indeed exactly agrees with the result of the exact calculation, as given in Table 2. The corrections
which appear from s or u gluon exchange when the quark flavours are the same or when we study a qq̄
process are small, as can be seen by comparing the above result to the expressions in the table.

As another example we consider the case of qg → qg scattering. The amplitude will be exactly
the same as in the qq′ → qq′ case, up to the different colour factors. A simple calculation then gives:

∑

colours,spin

|Mqg|2 =
9

4

∑
|Mqq′ |2 =

s2 + u2

t2
.

The exact result is
u2 + s2

t2
− 4

9

u2 + s2

us
, (77)

which even at 90◦, the point where the t-channel exchange approximation is worse, only differs from
this latter by no more than 25%.

As a final example we consider the case of gg → gg scattering, which in our approximation gives:

∑
|Mgg|2 =

9

2

s2

t2
. (78)

By u↔ t symmetry we should expect the simple improvement:

∑
|Mgg|2 ∼

9

2

(
s2

t2
+
s2

u2

)
. (79)

This only differs by 20% from the exact result at 90◦.

Notice that at small t the following relation holds:

σ̂gg : σ̂qg : σ̂qq̄ =

(
9

4

)
: 1 :

(
4

9

)
. (80)

The 9/4 factors are simply the ratios of the colour factors for the coupling to gluons of a gluon (CA)
and of a quark (TF ), after including the respective colour-average factors (1/(N2− 1) for the gluon, and
1/N for the quark. Using Eq. (80), we can then write:

dσhadr =

∫
dx1 dx2

∑

i,j

fi(x1) fj(x2) dσ̂ij

=

∫
dx1 dx2 F (x1) F (x2) dσ̂gg(gg → jets) (81)

where the object

F (x) = fg(x) +
4

9

∑

f

[qf (x) + q̄f (x)] (82)
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Fig. 25: Relative contribution to the jet-ET rates from the different production channels, in pp collisions at 8 and
14 TeV.

is usually called the effective structure function. This result indicates that the measurement of the in-
clusive jet cross-section does not allow in principle to disentangle the independent contribution of the
various partonic components of the proton, unless of course one is considering a kinematical region
where the production is dominated by a single process. The relative contributions of the different chan-
nels, calculated using current fits of parton densities, are shown for different center of mass energies at
the LHC in fig. 25.

4.3 Jet ET spectra: comparison of theory and experimental data
Predictions for jet production at colliders are available today at the next-to-leading order in QCD (see
the review in Ref. [8]). One of the preferred observables is the inclusive ET spectrum. An accurate

Jet Transverse Energy
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Fig. 26: Comparison of the data vs theory in an early measurement of the jet cross-section at the Tevatron, by the
CDF experiment [51]

comparison of data and theory, should it exhibit discrepancies at the largest values of ET , could pro-
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vide evidence for new phenomena, such as the existence of a quark substructure. For years it has been
known [50] that an underlying quark compositeness would increase the rate of the highest-ET jets. The
real question, therefore, is how do we convince ourselves that the prediction is, indeed, accurate. This
question became particularly relevant in 1995, when CDF measured a jet cross-section that appeared to
deviate from theory in precisely the way predicted by an underlying quark compositeness (see fig. 26).
How do we know that this is not due to poorly known quark or gluon densities at large x? In principle
one could incorporate the CDF jet data into a global fit to the partonic PDFs, and verify whether it is
possible to modify them so as to maintain agreement with the other data, and at the same time to also
fit satisfactorily the jet data themselves. On the other hand, doing this would prevent us from using the
jet spectrum as a probe of new physics. In other words, we might be hiding away a possible signal
of new physics by ascribing it to the PDFs. Is it possible to have a complementary determination of
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Fig. 27: Inclusive ET spectra for jets in different rapidity regions, as measured at the run 1 of the Tevatron by the
D0 Collaboration [52].

the PDF at high-x, that could constrain the possible PDF systematics of the jet cross-section and at the
same time leave the high-ET tail as an independent and usable observable? This is indeed possible, by
fully exploiting the kinematics of dijet production and the wide rapidity coverage of the collider detec-
tors. One could in fact consider final states where the dijet system is highly boosted in the forward or
backward region. For example, one could consider cases where x1 → 1 and x2 � 1. In this case,
the invariant mass of the dijet system would be small (since M2

jj = x1x2S � S), and we know from
lower-energy measurements that at this scale jets must behave like pointlike particles, following exactly
the QCD-predicted rate. These final states are characterized by having jets at large positive rapidity. One
can therefore perform a measurement with forward jets, and use these data to fit the x1 → 1 behaviour of
the quark and gluon PDFs without the risk of washing away possible new-physics effects. At that point,
the large-x PDFs thus constrained can be safely applied to the kinematical configurations where both x1

and x2 are large, namely the highest-ET final states, and, if any residual discrepancy between data and
theory is observed, infer the possible presence of new physics.

In the case of the Tevatron data, the study of the forward-jet configurations was performed by
D0 [52]. Figure 27, from their work, shows the comparison between data and theory for different jet-
rapidity intervals. Two different PDF sets are used, CTEQ4M, and CTEQ4HJ [53], the latter having
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Fig. 28: Inclusive ET spectra for central jets, as measured by the CDF experiment at the Tevatron [54], compared
to NLO QCD calculations
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Fig. 29: Comparison of run 2 inclusive jets cross-sections at D0 [55] with QCD calculations. The dashed lines
represent the systematics band due to PDF uncertainties

been tuned to describe the CDF high-ET jet tail. Notice the good overall agreement of this prediction
for the whole set of rapidities. After this tuning, the residual discrepancy between the CDF high-ET data
and QCD is within the theoretical and experimental systematic uncertainties, confirming that jets behave
as expected in the Standard Model. This conclusion has been strengthened by the analysis of the run 2
data [54, 55], at

√
S = 1.96 TeV, as shown in Figs. 28 and 29.

4.4 Jets at the LHC
The huge statistics and energy lever arm available at the LHC is pushing even further the precision
and the sensitivity of jet data. This progress is proceeding hand in hand with the improved theoretical
calculations, which have now reached the level of NNLO precision [56].

The experimental systematics, shown in Fig. 30 for the recent final analysis of the ATLAS 8 TeV
data [57], are today reduced to less than 10% for the whole range of jet transverse energies up to∼ 2 TeV,
and are dominated by the knowledge of the absolute jet energy scale. The higher statistics available in
run 2 of the LHC, and beyond, will allow a further reduction of this systematics, using several experimen-
tal handles such as the energy balancing between prompt photons and jets. The theoretical uncertainties
include several components. Those of purely perturbative nature are shown in the right plot of Fig. 30,
and include the scale, αs and PDF uncertainties. The latter dominate at the largest ET values and, once
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Fig. 30: Experimental (left) and theoretical NLO (right) systematics in the measurement and prediction of the
inclusive jet cross section at

√
S = 8 TeV [57].

again, will likely be reduced with future PDF studies at higher luminosity, along the lines discussed in
the previous section in the context of the Tevatron studies.

Fig. 31: Hadronization systematics (left) and EW NLO (right) corrections in the theoretical prediction of the
inclusive jet cross section at

√
S = 8 TeV [57].

Further theoretical systematics are related to the non-perturbative corrections needed to translate
the jet energy, defined at the perturbative level by the partons, to the actual energy after partons shower
and evolve into hadrons. These effects, shown in the left plot of Fig. 31, are enhanced at the lowest
energies, and quickly vanish in the interesting multi-TeV domain. At the highest energies, finally, elec-
troweak (EW) corrections become important, and must be included in the calculations. Their size can
reach the 10% value above the TeV, as shown in the right plot of Fig. 31.

A comparison of data and the NLO theory (corrected for hadronization effects) is shown for the
ATLAS measurement [57] in the left plot of Fig. 32. The data extend to ET above 2 TeV, covering 10
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Fig. 32: ATLAS jet cross section data at
√
S = 8 TeV [57], compared to theoretical calculations (left). Ratio of

data and theory for the 8 TeV measurement by CMS [58].

orders of magnitude in rate. The level of agreement is highlighted in the right plot, using the CMS results
of the 8 TeV data sample [58]. The agreement is well within the ±10% overall systematics.
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Flavour Dynamics and Violations of the CP Symmetry
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Abstract
An overview of flavour physics and CP-violating phenomena is presented. The
Standard Model quark-mixing mechanism is discussed in detail and its many
successful experimental tests are summarized. Flavour-changing transitions
put very stringent constraints on new-physics scenarios beyond the Standard
Model framework. Special attention is given to the empirical evidences of CP
violation and their important role in our understanding of flavour dynamics.
The current status of the so-called flavour anomalies is also reviewed.

Keywords
Flavour physics; quark mixing; CP violation; electroweak interactions.

1 Fermion families
We have learnt experimentally that there are six different quark flavours u , d , s , c , b , t , three different
charged leptons e , µ , τ and their corresponding neutrinos νe , νµ , ντ . We can include all these particles
into the SU(3)C ⊗ SU(2)L ⊗ U(1)Y Standard Model (SM) framework [1–3], by organizing them into
three families of quarks and leptons:

[
νe u

e− d ′

]
,

[
νµ c

µ− s ′

]
,

[
ντ t

τ− b′

]
, (1)

where (each quark appears in three different colours)
[
νi ui
`−i d ′i

]
≡

(
νi
`−i

)

L

,

(
ui
d ′i

)

L

, `−iR , uiR , d ′iR , (2)

plus the corresponding antiparticles. Thus, the left-handed fields are SU(2)L doublets, while their right-
handed partners transform as SU(2)L singlets. The three fermionic families appear to have identical
properties (gauge interactions); they differ only by their mass and their flavour quantum numbers.

The fermionic couplings of the photon and the Z boson are flavour conserving, i.e., the neutral
gauge bosons couple to a fermion and its corresponding antifermion. In contrast, the W± bosons couple
any up-type quark with all down-type quarks because the weak doublet partner of ui turns out to be a
quantum superposition of down-type mass eigenstates: d ′i =

∑
j Vij dj . This flavour mixing generates a

rich variety of observable phenomena, including CP-violation effects, which can be described in a very
successful way within the SM [4, 5].

In spite of its enormous phenomenological success, The SM does not provide any real understand-
ing of flavour. We do not know yet why fermions are replicated in three (and only three) nearly identical
copies. Why the pattern of masses and mixings is what it is? Are the masses the only difference among
the three families? What is the origin of the SM flavour structure? Which dynamics is responsible for
the observed CP violation? The fermionic flavour is the main source of arbitrary free parameters in the
SM: 9 fermion masses, 3 mixing angles and 1 complex phase, for massless neutrinos. 7 (9) additional
parameters arise with non-zero Dirac (Majorana) neutrino masses: 3 masses, 3 mixing angles and 1 (3)
phases. The problem of fermion mass generation is deeply related with the mechanism responsible for
the electroweak Spontaneous Symmetry Breaking (SSB). Thus, the origin of these parameters lies in the
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Fig. 1: Flavour-changing transitions through the charged-current couplings of the W± bosons.

most obscure part of the SM Lagrangian: the scalar sector. Clearly, the dynamics of flavour appears to
be “terra incognita” which deserves a careful investigation.

The following sections contain a short overview of the quark flavour sector and its present phe-
nomenological status. The most relevant experimental tests are briefly described. A more pedagogic
introduction to the SM can be found in Ref. [4].

2 Flavour structure of the Standard Model
In the SM flavour-changing transitions occur only in the charged-current sector (Fig. 1):

LCC = − g

2
√

2



W

†
µ


∑

ij

ūi γ
µ(1− γ5)Vij dj +

∑

`

ν̄` γ
µ(1− γ5) `


 + h.c.



 . (3)

The so-called Cabibbo–Kobayashi–Maskawa (CKM) matrix V [6, 7] is generated by the same Yukawa
couplings giving rise to the quark masses. Before SSB, there is no mixing among the different quarks,
i.e., V = I. In order to understand the origin of the matrix V , let us consider the general case of NG

generations of fermions, and denote ν ′j , `
′
j , u
′
j , d
′
j the members of the weak family j (j = 1, . . . , NG),

with definite transformation properties under the gauge group. Owing to the fermion replication, a large
variety of fermion-scalar couplings are allowed by the gauge symmetry. The most general Yukawa
Lagrangian has the form

LY = −
∑

jk

{
(
ū′j , d̄

′
j

)
L

[
c

(d)
jk

(
φ(+)

φ(0)

)
d ′kR + c

(u)
jk

(
φ(0)∗

−φ(−)

)
u′kR

]

+
(
ν̄ ′j , ¯̀′

j

)
L
c

(`)
jk

(
φ(+)

φ(0)

)
` ′kR

}
+ h.c., (4)

where φT (x) ≡
(
φ(+), φ(0)

)
is the SM scalar doublet and c(d)

jk , c(u)
jk and c(`)

jk are arbitrary coupling

constants. The second term involves the C-conjugate scalar field φc(x) ≡ i σ2 φ
∗(x).

In the unitary gauge φT (x) ≡ 1√
2

(0, v +H), where v is the electroweak vacuum expectation
value and H(x) the Higgs field. The Yukawa Lagrangian can then be written as

LY = −
(

1 +
H

v

) {
d′LM

′
d d
′
R + u′LM

′
u u
′
R + `′LM

′
` `
′
R + h.c.

}
. (5)

Here, d′, u′ and `′ denote vectors in the NG-dimensional flavour space, with components d ′j , u
′
j and ` ′j ,

respectively, and the corresponding mass matrices are given by

(M′d)ij ≡ c
(d)
ij

v√
2
, (M′u)ij ≡ c

(u)
ij

v√
2
, (M′`)ij ≡ c

(`)
ij

v√
2
. (6)

The diagonalization of these mass matrices determines the mass eigenstates dj , uj and `j , which are
linear combinations of the corresponding weak eigenstates d ′j , u

′
j and ` ′j , respectively.
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Z

Fig. 2: Tree-level FCNC couplings (green solid vertices) are absent in the SM. Therefore, very suppressed (exper-
imentally) transitions such as K0 → µ+µ− or K0–K̄0 mixing cannot occur through tree-level exchange.

The matrix M′d can be decomposed as1 M′d = HdUd = S†dMd SdUd, where Hd ≡
√
M′dM

′†
d

is an Hermitian positive-definite matrix, while Ud is unitary. Hd can be diagonalized by a unitary
matrix Sd; the resulting matrix Md is diagonal, Hermitian and positive definite. Similarly, one has
M′u = HuUu = S†uMu SuUu and M′` = H`U` = S†`M` S`U`. In terms of the diagonal mass
matrices

Md = diag(md,ms,mb, . . .) , Mu = diag(mu,mc,mt, . . .) , M` = diag(me,mµ,mτ , . . .) ,
(7)

the Yukawa Lagrangian takes the simpler form

LY = −
(

1 +
H

v

) {
dMd d + uMu u + `M` `

}
, (8)

where the mass eigenstates are defined by

dL ≡ Sd d
′
L , uL ≡ Su u

′
L , `L ≡ S` `

′
L ,

dR ≡ SdUd d
′
R , uR ≡ SuUu u

′
R , `R ≡ S`U` `

′
R . (9)

Note, that the Higgs couplings are proportional to the corresponding fermions masses.

Since, f ′L f
′
L = fL fL and f ′R f ′R = fR fR (f = d, u, `), the form of the neutral-current part

of the SU(3)C ⊗ SU(2)L ⊗ U(1)Y Lagrangian does not change when expressed in terms of mass
eigenstates. Therefore, there are no flavour-changing neutral currents (FCNCs) in the SM (Fig. 2).
This is a consequence of treating all equal-charge fermions on the same footing (GIM mechanism
[8]), and guarantees that weak transitions such as B0

s,d → `+`−, K0 → µ+µ− or K0–K̄0 mix-
ing, which are known experimentally to be very suppressed, cannot happen at tree level. However,
u ′L d

′
L = uL Su S

†
d dL ≡ uLVdL. In general, Su 6= Sd ; thus, if one writes the weak eigenstates in

terms of mass eigenstates, a NG × NG unitary mixing matrix V appears in the quark charged-current
sector as indicated in Eq. (3).

If neutrinos are assumed to be massless, we can always redefine the neutrino flavours, in such
a way as to eliminate the mixing in the lepton sector: ν ′L `

′
L = ν ′L S

†
` `L ≡ νL `L. Thus, we have

lepton-flavour conservation in the minimal SM without right-handed neutrinos. If sterile νR fields are
included in the model, one has an additional Yukawa term in Eq. (4), giving rise to a neutrino mass matrix
(M′ν)ij ≡ c

(ν)
ij v/

√
2 . Thus, the model can accommodate non-zero neutrino masses and lepton-flavour

violation through a lepton mixing matrix VL analogous to the one present in the quark sector. Note,
however, that the total lepton number L ≡ Le + Lµ + Lτ is still conserved. We know experimentally
that neutrino masses are tiny and, as shown in Table 1, there are strong bounds on lepton-flavour violating
decays. However, we do have a clear evidence of neutrino oscillation phenomena [9]. Moreover, since
right-handed neutrinos are singlets under SU(3)C ⊗ SU(2)L ⊗ U(1)Y , the SM gauge symmetry group
allows for a right-handed Majorana neutrino mass term, violating lepton number by two units. Non-zero
neutrino masses clearly imply interesting new phenomena [4].

1 The condition detM
′
f 6= 0 (f = d, u, `) guarantees that the decomposition M

′
f = HfUf is unique: Uf ≡ H

−1
f M

′
f .

The matrices Sf are completely determined (up to phases) only if all diagonal elements of Mf are different. If there is some
degeneracy, the arbitrariness of Sf reflects the freedom to define the physical fields. When detM

′
f = 0, the matrices Uf and

Sf are not uniquely determined, unless their unitarity is explicitly imposed.
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Table 1: Best published limits on lepton-flavour-violating transitions [9].

Br(µ− → X−) · 1012 (90% CL)

e−γ 0.42 e−2γ 72 e−e−e+ 1.0

Br(τ− → X−) · 108 (90% CL)

e−γ 3.3 e−e+e− 2.7 e−µ+µ− 2.7 e−e−µ+ 1.5

µ−γ 4.4 µ−e+e− 1.8 µ−µ+µ− 2.1 µ−µ−e+ 1.7

e−π0 8.0 µ−π0 11 e−φ 3.1 µ−φ 8.4

e−η 9.2 e−η′ 16 e−ρ0 1.8 e−ω 4.8

µ−η 6.5 µ−η′ 13 µ−ρ0 1.2 µ−ω 4.7

e−KS 2.6 e−K∗0 3.2 e−K̄∗0 3.4 e−K+π− 3.1

µ−KS 2.3 µ−K∗0 5.9 µ−K̄∗0 7.0 µ−K+π− 4.5

e−KSKS 7.1 e−K+K− 3.4 e−π+π− 2.3 e−π+K− 3.7

µ−KSKS 8.0 µ−K+K− 4.4 µ−π+π− 2.1 µ−π+K− 8.6

e−f0(980)→ e−π+π− 3.2 µ−f0(980)→ µ−π+π− 3.4

Br(Z→ X0) · 106 (95% CL)

e±µ∓ 0.75 e±τ∓ 9.8 µ±τ∓ 12

Br(B0
(s) → X0) · 108 (95% CL)

B0 → e±µ∓ 0.28 B0
s → e±µ∓ 1.1

Br(µ− + N→ e− + N) · 1011 (90% CL)

Ti 0.43 Pb 4.6 S 7

The fermion masses and the quark mixing matrix V are all determined by the Yukawa couplings in
Eq. (4). However, the coefficients c(f)

ij are unknown; therefore, we have a bunch of arbitrary parameters.
A general NG × NG unitary matrix is characterized by N2

G real parameters: NG(NG − 1)/2 moduli
and NG(NG + 1)/2 phases. In the case of V, many of these parameters are irrelevant because we can
always choose arbitrary quark phases. Under the phase redefinitions ui → eiφi ui and dj → eiθj dj ,
the mixing matrix changes as Vij → Vij ei(θj−φi); thus, 2NG− 1 phases are unobservable. The number
of physical free parameters in the quark-mixing matrix then gets reduced to (NG− 1)2: NG(NG− 1)/2
moduli and (NG − 1)(NG − 2)/2 phases.

In the simpler case of two generations, V is determined by a single parameter. One then recovers
the Cabibbo rotation matrix [6]

V =

(
cos θC sin θC
− sin θC cos θC

)
. (10)

With NG = 3, the CKM matrix is described by three angles and one phase. Different (but equivalent)
representations can be found in the literature. The Particle data Group [9] advocates the use of the
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following one as the ‘standard’ CKM parametrization:

V =




c12 c13 s12 c13 s13 e−iδ13

−s12 c23 − c12 s23 s13 eiδ13 c12 c23 − s12 s23 s13 eiδ13 s23 c13

s12 s23 − c12 c23 s13 eiδ13 −c12 s23 − s12 c23 s13 eiδ13 c23 c13


 . (11)

Here cij ≡ cos θij and sij ≡ sin θij , with i and j being generation labels (i, j = 1, 2, 3). The real
angles θ12, θ23 and θ13 can all be made to lie in the first quadrant, by an appropriate redefinition of quark
field phases; then, cij ≥ 0 , sij ≥ 0 and 0 ≤ δ13 ≤ 2π . Notice that δ13 is the only complex phase in
the SM Lagrangian. Therefore, it is the only possible source of CP-violation phenomena. In fact, it was
for this reason that the third generation was assumed to exist [7], before the discovery of the b and the τ .
With two generations, the SM could not explain the observed CP violation in the K system.

3 Lepton decays

W

e

μ

−

ν

ν

e−

μ−

W

e

e  ,   , d , s

,      , u

τ

ν

μ

τ

−

−

− μ−

ν ν  , u

Fig. 3: Tree-level Feynman diagrams for µ− → e−ν̄e νµ and τ− → ντX
− (X− = e−ν̄e, µ

−ν̄µ, dū, sū).

The simplest flavour-changing process is the leptonic decay of the muon, which proceeds through
theW -exchange diagram shown in Fig. 3. The momentum transfer carried by the intermediateW is very
small compared to MW . Therefore, the vector-boson propagator reduces to a contact interaction,

−gµν + qµqν/M
2
W

q2 −M2
W

q
2�M2

W−→ gµν

M2
W

. (12)

The decay can then be described through an effective local four-fermion Hamiltonian,

Heff =
GF√

2
[ēγα(1− γ5)νe]

[
ν̄µγα(1− γ5)µ

]
, (13)

where
GF√

2
=

g2

8M2
W

=
1

2v2 (14)

is called the Fermi coupling constant. GF is fixed by the total decay width,

1

τµ
= Γ[µ− → e−ν̄eνµ (γ)] =

G2
Fm

5
µ

192π3 (1 + δRC) f
(
m2
e/m

2
µ

)
, (15)

where f(x) = 1−8x+ 8x3−x4−12x2 lnx , and δRC ≈ α
2π (25

4 −π
2) takes into account higher-order

QED corrections, which are known toO(α2) [10–12]. The tiny neutrino masses can be safely neglected.
The measured lifetime [13], τµ = (2.196 981 1± 0.000 002 2) · 10−6 s, implies the value

GF = (1.166 378 7± 0.000 000 6) · 10−5 GeV−2 ≈ 1

(293 GeV)2 . (16)
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Table 2: Experimental determinations of the ratios g`/g`′ [17].

Γτ→µ/Γτ→e Γπ→µ/Γπ→e ΓK→µ/ΓK→e ΓK→πµ/ΓK→πe ΓW→µ/ΓW→e
|gµ/ge| 1.0018 (14) 1.0021 (16) 0.9978 (20) 1.0010 (25) 0.996 (10)

Γτ→e/Γµ→e Γτ→π/Γπ→µ Γτ→K/ΓK→µ ΓW→τ/ΓW→µ
|gτ/gµ| 1.0011 (15) 0.9962 (27) 0.9858 (70) 1.034 (13)

Γτ→µ/Γµ→e ΓW→τ/ΓW→e
|gτ/ge| 1.0030 (15) 1.031 (13)

The decays of the τ lepton proceed through the same W -exchange mechanism. The only differ-
ence is that several final states are kinematically allowed: τ− → ντe

−ν̄e, τ
− → ντµ

−ν̄µ, τ− → ντdū

and τ− → ντsū. Owing to the universality of the W couplings in LCC, all these decay modes have
equal amplitudes (if final fermion masses and QCD interactions are neglected), except for an additional
NC |Vui|2 factor (i = d, s) in the semileptonic channels, where NC = 3 is the number of quark colours.
Making trivial kinematical changes in Eq. (15), one easily gets the lowest-order prediction for the total
τ decay width:

1

ττ
≡ Γ(τ) ≈ Γ(µ)

(
mτ

mµ

)5 {
2 +NC

(
|Vud|2 + |Vus|2

)}
≈ 5

τµ

(
mτ

mµ

)5

, (17)

where we have used the CKM unitarity relation |Vud|2 + |Vus|2 = 1− |Vub|2 ≈ 1 (we will see later that
this is an excellent approximation). From the measured muon lifetime, one has then ττ ≈ 3.3 ·10−13 s, to
be compared with the experimental value τ exp

τ = (2.903±0.005) ·10−13 s [9]. The numerical difference
is due to the effect of QCD corrections which enhance the hadronic τ decay width by about 20%. The
size of these corrections has been accurately predicted in terms of the strong coupling [14], allowing us
to extract from τ decays one of the most precise determinations of αs [15, 16].

In the SM all lepton doublets have identical couplings to the W boson. Comparing the measured
decay widths of leptonic or semileptonic decays which only differ in the lepton flavour, one can test
experimentally that the W interaction is indeed the same, i.e., that ge = gµ = gτ ≡ g. As shown in
Table 2, the present data verify the universality of the leptonic charged-current couplings to the 0.2%
level.

4 Quark mixing
In order to measure the CKM matrix elements Vij , one needs to study hadronic weak decays of the
type H → H ′ `−ν̄` or H ′ → H `+ν` that are associated with the corresponding quark transitions
dj → ui `

−ν̄` and ui → dj `
+ν` (Fig. 4). Since quarks are confined within hadrons, the decay amplitude

T [H → H ′ `−ν̄`] ≈
GF√

2
Vij 〈H ′| ūi γµ(1− γ5) dj |H〉

[
¯̀γµ(1− γ5) ν`

]
(18)

always involves an hadronic matrix element of the weak left current. The evaluation of this matrix
element is a non-perturbative QCD problem, which introduces unavoidable theoretical uncertainties.

One usually looks for a semileptonic transition where the matrix element can be fixed at some
kinematical point by a symmetry principle. This has the virtue of reducing the theoretical uncertainties
to the level of symmetry-breaking corrections and kinematical extrapolations. The standard example is
a 0− → 0− decay such as K → π`ν` , D → K`ν` or B → D`ν` , where, owing to parity (the vector
and axial-vector currents have JP = 1− and 1+, respectively), only the vector current contributes:

〈P ′(k′)| ūi γµ dj |P (k)〉 = CPP ′
{

(k + k′)µ f+(t) + (k − k′)µ f−(t)
}
. (19)
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W
+

W
+

c c

d , s d , s

e  ,+ μ+

ν
e νμ, u

d , s
_ _

Fig. 4: Vij are measured in semileptonic decays (left), where a single quark current is present. Hadronic decays
(right) involve two different quark currents and are more affected by QCD effects (gluons can couple everywhere).

Here, CPP ′ is a Clebsh–Gordan factor relating P → P ′ transitions that only differ by the meson electro-
magnetic charges, and t = (k − k′)2 ≡ q2 is the momentum transfer. The unknown strong dynamics is
fully contained in the form factors f±(t).

In the limit of equal quark masses, mui
= mdj

, the divergence of the vector current is zero. Thus
qµ
[
ūiγ

µdj
]

= 0, which implies f−(t) = 0. Moreover, as shown in the appendix, f+(0) = 1 to all
orders in the strong coupling because the associated flavour charge is a conserved quantity.2 Therefore,
one only needs to estimate the corrections induced by the quark mass differences.

Since qµ
[
¯̀γµ(1− γ5)ν`

]
∼ m`, the contribution of f−(t) is kinematically suppressed in the

electron and muon decay modes. The decay width can then be written as (` = e, µ)

Γ(P → P ′`ν) =
G2
FM

5
P

192π3 |Vij |
2 C2

PP
′ |f+(0)|2 I (1 + δRC) , (20)

where δRC is an electroweak radiative correction factor and I denotes a phase-space integral, which in
the m` = 0 limit takes the form

I ≈
∫ (MP−MP

′ )
2

0

dt

M8
P

λ3/2(t,M2
P ,M

2
P
′)

∣∣∣∣
f+(t)

f+(0)

∣∣∣∣
2

. (21)

The usual procedure to determine |Vij | involves three steps:

1. Measure the shape of the t distribution. This fixes |f+(t)/f+(0)| and therefore determines I.
2. Measure the total decay width Γ. Since GF is already known from µ decay, one gets then an

experimental value for the product |f+(0)Vij |.
3. Get a theoretical prediction for f+(0).

It is important to realize that theoretical input is always needed. Thus, the accuracy of the |Vij | determi-
nation is limited by our ability to calculate the relevant hadronic parameters.

4.1 Determination of |Vud| and |Vus|
The conservation of the vector QCD currents in the massless quark limit allows for precise determinations
of the light-quark mixings. The most accurate measurement of Vud is done with superallowed nuclear β
decays of the Fermi type (0+ → 0+), where the nuclear matrix element 〈N ′|ūγµd|N〉 can be fixed by
vector-current conservation. The CKM factor is obtained through the relation [19, 20],

|Vud|2 =
π3 ln 2

ftG2
Fm

5
e (1 + δRC)

=
(2984.48± 0.05) s
ft (1 + δRC)

, (22)

2 This is completely analogous to the electromagnetic charge conservation in QED. The conservation of the electromagnetic
current implies that the proton electromagnetic form factor does not get any QED or QCD correction at q2 = 0 and, therefore,
Qp = 2Qu +Qd = |Qe|. An explicit proof can be found in Ref. [18].
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where ft denotes the product of a phase-space statistical decay-rate factor and the measured half-life. In
order to obtain |Vud|, one needs to perform a careful analysis of radiative corrections, including elec-
troweak contributions, nuclear-structure corrections and isospin-violating nuclear effects. These nuclear-
dependent corrections are quite large, δRC ∼ 3–4%, and have a crucial role in bringing the results from
different nuclei into good agreement. The weighted average of the fourteen most precise determinations
yields [21]

|Vud| = 0.97417± 0.00021 . (23)

The error is dominated by theoretical uncertainties stemming from nuclear Coulomb distortions and
radiative corrections.

An independent determination of |Vud| can be obtained from neutron decay, n → p e−ν̄e. The
axial current also contributes in this case; therefore, one needs to use the experimental value of the
axial-current matrix element at q2 = 0, 〈p | ūγµγ5d |n〉 = GA p̄γµn. The present world averages,
gA ≡ GA/GV = −1.2723± 0.0023 and τn = (880.2± 1.0) s, imply [9, 19, 20]:

|Vud| =

{
(4908.7± 1.9) s

τn (1 + 3g2
A)

}1/2

= 0.9759± 0.0016 , (24)

which is 1.1σ larger than (23) but less precise.

The pion β decay π+ → π0e+νe offers a cleaner way to measure |Vud|. It is a pure vector
transition, with very small theoretical uncertainties. At q2 = 0, the hadronic matrix element does not
receive isospin-breaking contributions of first order in md − mu, i.e., f+(0) = 1 + O[(md − mu)2]
[22]. The small available phase space makes it possible to theoretically control the form factor with
high accuracy over the entire kinematical domain [23]; unfortunately, it also implies a very suppressed
branching fraction of O(10−8). From the currently measured value [24], one gets |Vud| = 0.9749 ±
0.0026 [9]. A tenfold improvement of the experimental accuracy would be needed to get a determination
competitive with (23).

The standard determination of |Vus| takes advantage of the theoretically well-understood decay
amplitudes in K → π`ν`. The high accuracy achieved in high-statistics experiments [9], supplemented
with theoretical calculations of electromagnetic and isospin corrections [25, 26], allows us to extract the
product |Vus f+(0)| = 0.2165 ± 0.0004 [27, 28], with f+(0) = 1 + O[(ms − mu)2] the vector form
factor of the K0 → π−`+ν` decay [22, 29]. The exact value of f+(0) has been thoroughly investigated
since the first precise estimate by Leutwyler and Roos, f+(0) = 0.961 ± 0.008 [30]. The most recent
and precise lattice determinations exhibit a clear shift to higher values [31, 32], in agreement with the
analytical chiral perturbation theory predictions at two loops [33–35]. Taking the current lattice average
(with 2 + 1 + 1 active fermions), f+(0) = 0.9706± 0.0027 [36], one obtains

|Vus| = 0.2231± 0.0007 . (25)

The ratio of radiative inclusive decay rates Γ[K → µν(γ)]/Γ[π → µν(γ)] provides also infor-
mation on Vus [27, 37]. With a careful treatment ot electromagnetic and isospin-violating corrections,
one extracts |Vus/Vud| |fK/fπ| = 0.2760 ± 0.0004 [28, 38, 39]. Taking for the ratio of meson decay
constants the lattice average fK/fπ = 1.1933± 0.0029 [36], one finally gets

|Vus|
|Vud|

= 0.2313± 0.0007 . (26)

With the value of |Vud| in Eq. (23), this implies |Vus| = 0.2253± 0.0007 that is 2.2σ larger than (25).

Hyperon decays are also sensitive to Vus [40]. Unfortunately, in weak baryon decays the theoreti-
cal control on SU(3)-breaking corrections is not as good as for the meson case. A conservative estimate
of these effects leads to the result |Vus| = 0.226± 0.005 [41].
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The accuracy of all previous determinations is limited by theoretical uncertainties. The separate
measurement of the inclusive |∆S| = 0 and |∆S| = 1 tau decay widths provides a very clean ob-
servable to directly measure |Vus| [17, 42] because SU(3)-breaking corrections are suppressed by two
powers of the τ mass. The present τ decay data imply |Vus| = 0.2186 ± 0.0021 [43], the error being
dominated by the experimental uncertainties. The central value has been shifted down by the BaBar
and Belle measurements, which find branching ratios smaller than previous world averages for many τ
decay modes [9]. More precise data are needed to clarify this worrisome effect. From the measured
K− → µ−ν̄µ and K → π`ν` decay amplitudes, one actually predicts slightly higher τ− → ντK

−

and τ− → ντ (Kπ)− branching ratios [17, 44]. Since these channels are the largest contributions to the
inclusive |∆S| = 1 tau decay width, their slight underestimate has a very significant effect on |Vus|.
Using the kaon determinations for these τ branching ratios one gets instead |Vus| = 0.2213± 0.0023.

4.2 Determination of |Vcb| and |Vub|
In the limit of very heavy quark masses, QCD has additional flavour and spin symmetries [45–48] that
can be used to make precise determinations of |Vcb|, either from exclusive semileptonic decays such as
B → D`ν̄` and B → D∗`ν̄` [49, 50] or from the inclusive analysis of b → c ` ν̄` transitions. In the rest
frame of a heavy-light meson Q̄q, with MQ � (mq,ΛQCD), the heavy quark Q is practically at rest and
acts as a static source of gluons (λQ ∼ 1/MQ � Rhad ∼ 1/ΛQCD). At MQ → ∞, the interaction
becomes then independent of the heavy-quark mass and spin. Moreover, assuming that the charm quark
is heavy enough, the b→ c`ν̄` transition within the meson does not modify the interaction with the light
quark at zero recoil, i.e., when the meson velocity remains unchanged (vD = vB).

Taking the limit mb > mc → ∞, all form factors characterizing the decays B → D`ν̄` and
B → D∗`ν̄` reduce to a single function [45], which depends on the product of the four-velocities of the
two mesons w ≡ vB · vD(∗) = (M2

B +M2

D
(∗) − q2)/(2MBMD

(∗)). Heavy quark symmetry determines
the normalization of the rate at w = 1, the maximum momentum transfer to the leptons, because the
corresponding vector current is conserved in the limit of equalB andD(∗) velocities. TheB → D∗ mode
has the additional advantage that corrections to the infinite-mass limit are of second order in 1/mb−1/mc

at zero recoil (w = 1) [50].

The exclusive determination of |Vcb| is obtained from an extrapolation of the measured spectrum to
w = 1. Using the CLN parametrization of the relevant form factors [51], which is based on heavy-quark
symmetry and includes 1/MQ corrections, the Heavy Flavor Averaging group (HFLAV) [43] quotes the
experimental value ηEW F(1) |Vcb| = (35.61±0.43) ·10−3 from B → D∗`ν̄` data, while the measured
B → D`ν̄` distribution results in ηEW G(1) |Vcb| = (41.57 ± 1.00) · 10−3, where F(1) and G(1) are
the corresponding form factors at w = 1 and ηEW accounts for small electroweak corrections. Lattice
simulations are used to estimate the deviations from unity of the two form factors at zero recoil. Using
ηEW F(1) = 0.912± 0.014 [52] and ηEW G(1) = 1.061± 0.010 [53], one gets [43]

|Vcb| =

{
(39.05± 0.47exp ± 0.58th) · 10−3 (B → D∗`ν̄`)

(39.18± 0.94exp ± 0.36th) · 10−3 (B → D`ν̄`)
= (39.10± 0.61) · 10−3 . (27)

It has been pointed out recently that the CLN parametrization is only valid within 2% and this
uncertainty has not been properly taken into account in the experimental extrapolations [54–57]. Using
instead the more general BGL parametrization [58], combined with lattice and light-cone sum rules
information, the analysis of the most recent B → D∗`ν̄` Belle data [59] gives [55]

|Vcb| = (40.6± 1.3) · 10−3 , (28)

while a similar analysis of BaBar [60] and Belle [61] B → D`ν̄` data obtains [54]

|Vcb| = (40.49± 0.97) · 10−3 . (29)
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These numbers are significantly higher than the corresponding HFLAV results in Eq. (27) and indicate
the presence of underestimated uncertainties.

The inclusive determination of |Vcb| uses the Operator Product Expansion [62, 63] to express the
total b → c ` ν̄` rate and moments of the differential energy and invariant-mass spectra in a double
expansion in powers of αs and 1/mb, which includes terms of O(α2

s) and up to O(1/m5
b) [12, 64–74].

The non-perturbative matrix elements of the corresponding local operators are obtained from a global fit
to experimental moments of inclusive lepton energy and hadronic invariant mass distributions. The most
recent analyses find [75, 76]

|Vcb| = (42.00± 0.63) · 10−3 . (30)

This value, which we will adopt in the following, agrees within errors with the exclusive determinations
(28) and (29).

The presence of a light quark makes more difficult to control the theoretical uncertainties in the
analogous determinations of |Vub|. Exclusive B → π`ν` decays involve a non-perturbative form factor
f+(t) which is estimated through light-cone sum rules [77–80] and lattice simulations [81, 82]. The
inclusive measurement requires the use of stringent experimental cuts to suppress the b → Xc`ν` back-
ground that has fifty times larger rates. This induces sizeable errors in the theoretical predictions [83–91],
which become sensitive to non-perturbative shape functions and depend much more strongly onmb. The
HFLAV group quotes the values [43]

|Vub| =

{
(3.67± 0.09exp ± 0.12th) · 10−3 (B → π`ν̄`)

(4.52± 0.15exp
+ 0.11
− 0.14 th) · 10−3 (B → Xu`ν̄`)

= (3.98± 0.40) · 10−3 . (31)

Since the exclusive and inclusive determinations of |Vub| disagree, we have averaged both values scaling

the error by
√
χ2/dof = 3.4.

LHCb has extracted |Vub|/|Vcb| from the measured ratio of high-q2 events between the Λb decay
modes into pµν (q2 > 15 GeV2) and Λcµν (q2 > 7 GeV2) [92]:

|Vub|
|Vcb|

= 0.080± 0.004exp ± 0.004FF , (32)

where the second error is due to the limited knowledge of the relevant form factors. This ratio is com-
patible with the values of |Vcb| and |Vub| in Eqs. (30) and (31), at the 1.3σ level.

|Vub| can be also extracted from theB− → τ−ν̄τ decay width, taking the B-meson decay constant
fB from lattice calculations [36]. Unfortunately, the current tension between the BaBar [93] and Belle
[94] measurements does not allow for a very precise determination. The particle data group quotes
|Vub| = (4.12 ± 0.37 ± 0.09) · 10−3 [9], which agrees with either the exclusive or inclusive values in
Eq. (31).

4.3 Determination of the charm and top CKM elements
The analytic control of theoretical uncertainties is more difficult in semileptonic charm decays, because
the symmetry arguments associated with the light and heavy quark limits get corrected by sizeable
symmetry-breaking effects. The magnitude of |Vcd| can be extracted from D → π`ν` and D → `ν`
decays, while |Vcs| is obtained from D → K`ν` and Ds → `ν`, using the lattice determinations of
the relevant form factor normalizations and decay constants [36]. The HFLAV group quotes the aver-
ages [43]

|Vcd| = 0.216± 0.005 , |Vcs| = 0.997± 0.017 . (33)

The difference of the ratio of double-muon to single-muon production by neutrino and antineutrino
beams is proportional to the charm cross section off valence d quarks and, therefore, to |Vcd| times the
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average semileptonic branching ratio of charm mesons. This allows for an independent determination of
|Vcd|. Averaging data from several experiments, the PDG quotes [9]

|Vcd| = 0.230± 0.011 , (34)

which agrees with (33) but has a larger uncertainty. The analogous determination of |Vcs| from νs→ cX
suffers from the uncertainty of the s-quark sea content.

The top quark has only been seen decaying into bottom. From the ratio of branching fractions
Br(t→Wb)/Br(t→Wq), CMS has extracted [95]

|Vtb|√∑
q |Vtq|

2
> 0.975 (95%CL) , (35)

where q = b, s, d. A more direct determination of |Vtb| can be obtained from the single top-quark
production cross section, measured at the LHC and the Tevatron. The PDG quotes the world average [9]

|Vtb| = 1.009± 0.031 . (36)

4.4 Structure of the CKM matrix
Using the previous determinations of CKM elements, we can check the unitarity of the quark mixing
matrix. The most precise test involves the elements of the first row:

|Vud|2 + |Vus|2 + |Vub|2 = 0.9988± 0.0005 , (37)

where we have taken as reference values the determinations in Eqs. (23), (25) and (31). Radiative cor-
rections play a crucial role at the quoted level of uncertainty, while the |Vub|2 contribution is negligible.
This relation exhibits a 2.4σ violation of unitarity, at the per-mill level, which calls for an independent
re-evaluation of the very precise |Vud| value in Eq. (23) and improvements on the |Vus| determination.

With the |Vcq|2 values in Eqs. (30) and (33) we can also test the unitarity relation in the second
row,

|Vcd|2 + |Vcs|2 + |Vcb|2 = 1.042± 0.034 , (38)

and, adding the information on |Vtb| in Eq. (36), the relation involving the third column,

|Vub|2 + |Vcb|2 + |Vtb|2 = 1.020± 0.063 . (39)

The ratio of the total hadronic decay width of the W to the leptonic one provides the sum [96, 97]
∑

j= d,s,b

(
|Vuj |2 + |Vcj |2

)
= 2.002± 0.027 , (40)

which involves the first and second rows of the CKM matrix. Although much less precise than Eq. (37),
these three results test unitarity at the 3%, 6% and 1.4% level, respectively.

From Eq. (40) one can also obtain an independent estimate of |Vcs|, using the experimental
knowledge on the other CKM matrix elements, i.e., |Vud|2 + |Vus|2 + |Vub|2 + |Vcd|2 + |Vcb|2 =
1.0472± 0.0022 . This gives

|Vcs| = 0.977± 0.014 , (41)

which is slightly more accurate than the direct determination in Eq. (33), and compatible with it.

The measured entries of the CKM matrix show a hierarchical pattern, with the diagonal elements
being very close to one, the ones connecting the first two generations having a size

λ ≈ |Vus| = 0.2231± 0.0007 , (42)
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the mixing between the second and third families being of order λ2, and the mixing between the first
and third quark generations having a much smaller size of about λ3. It is then quite practical to use the
approximate parametrization [98]:

V =




1− λ2

2
λ Aλ3(ρ− iη)

−λ 1− λ2

2
Aλ2

Aλ3(1− ρ− iη) −Aλ2 1




+ O
(
λ4
)
, (43)

where

A ≈ |Vcb|
λ2 = 0.844± 0.013 ,

√
ρ2 + η2 ≈

∣∣∣∣
Vub
λVcb

∣∣∣∣ = 0.425± 0.043 . (44)

Defining to all orders in λ [99] s12 ≡ λ, s23 ≡ Aλ2 and s13 e−iδ13 ≡ Aλ3(ρ − iη), Eq. (43) just
corresponds to a Taylor expansion of Eq. (11) in powers of λ.

5 Meson-antimeson mixing
Additional information on the CKM parameters can be obtained from FCNC transitions, occurring at
the one-loop level. An important example is provided by the mixing between the B0

d meson and its
antiparticle. This process occurs through the box diagrams shown in Fig. 5, where two W bosons are
exchanged between a pair of quark lines. The mixing amplitude is proportional to

〈B̄0
d |H∆B=2|B0

d〉 ∼
∑

ij

VidV
∗
ibVjdV

∗
jb S(ri, rj) ∼ V2

td S(rt, rt) , (45)

where S(ri, rj) is a loop function [100] which depends on ri ≡ m2
i /M

2
W , with mi the masses of the

up-type quarks running along the internal fermionic lines. Owing to the unitarity of the CKM matrix,
the mixing vanishes for equal (up-type) quark masses (GIM mechanism [8]); thus the flavour-changing
transition is governed by the mass splittings between the u, c and t quarks. Since the different CKM
factors have all a similar size, VudV

∗
ub ∼ VcdV

∗
cb ∼ VtdV

∗
tb ∼ Aλ3, the final amplitude is completely

dominated by the top contribution. This transition can then be used to perform an indirect determination
of Vtd.

q bu, c, t

qb u, c, t

W

Wq b

W qb

u, c, t u, c, tW

Fig. 5: Box diagrams contributing to B0–B̄0 mixing (q = d, s).

Notice that this determination has a qualitatively different character than the ones obtained before
from tree-level weak decays. Now, we are going to test the structure of the electroweak theory at the
quantum level. This flavour-changing transition could then be sensitive to contributions from new physics
at higher energy scales. Moreover, the mixing amplitude crucially depends on the unitarity of the CKM
matrix. Without the GIM mechanism embodied in the CKM mixing structure, the calculation of the
analogous K0 → K̄0 transition (replace the b by a strange quark s in the box diagrams) would have
failed to explain the observed K0–K̄0 mixing by several orders of magnitude [101].
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5.1 Mixing formalism
Since weak interactions can transform a P 0 state (P = K, D, B) into its antiparticle P̄ 0, these flavour
eigenstates are not mass eigenstates and do not follow an exponential decay law. Let us consider an
arbitrary mixture of the two flavour states,

|ψ(t)〉 = a(t) |P 0〉+ b(t) |P̄ 0〉 ≡
(
a(t)
b(t)

)
, (46)

with the time evolution (in the meson rest frame)

i
d

dt
|ψ(t)〉 = M|ψ(t)〉 . (47)

Assuming CPT symmetry to hold, the 2× 2 mixing matrix can be written as

M =

(
M M12

M∗12 M

)
− i

2

(
Γ Γ12

Γ∗12 Γ

)
. (48)

The diagonal elements M and Γ are real parameters, which would correspond to the mass and width of
the neutral mesons in the absence of mixing. The off-diagonal entries contain the ∆F = 2 transition
amplitude (F = S,C,B):

M12 −
i

2
Γ12 =

1

2M



〈P

0|H∆F=2|P̄ 0〉 +
∑

f

〈P 0|H∆F=1|f〉 〈f |H∆F=1|P̄ 0〉
M − Ef + i ε



 . (49)

In addition to the short-distance ∆F = 2 Hamiltonian generated by the box diagrams, the mixing am-
plitude M12 receives non-local contributions involving two ∆F = 1 transitions: P̄ 0 → f → P 0. The
sum extends over all possible intermediate states |f〉. Using the relation (P denotes principal part)

lim
ε→0

1

M − Ef + i ε
= P

(
1

M − Ef

)
− i π δ(M − Ef ) , (50)

one can separate the dispersive and absorptive parts of (49). The absorptive contribution Γ12 arises from
on-shell intermediate states, i.e., all states |f〉 into which the |P̄ 0〉 and |P 0〉 can both decay. In the SM,
the ∆F = 1 Hamiltonian is generated through a single W± emission, as shown in Fig. 4 for charm
decay. If CP were an exact symmetry, M12 and Γ12 would also be real parameters.

The physical eigenstates ofM are

|P∓〉 =
1√

|p|2 + |q|2
[
p |P 0〉 ∓ q |P̄ 0〉

]
, (51)

with
q

p
≡ 1− ε̄

1 + ε̄
=

(
M∗12 − i

2Γ∗12

M12 − i
2Γ12

)1/2

. (52)

If M12 and Γ12 were real then q/p = 1 and the mass eigenstates |P∓〉 would correspond to the CP-even
and CP-odd states (we use the phase convention3 CP|P 0〉 = −|P̄ 0〉)

|P1,2〉 ≡
1√
2

(
|P 0〉 ∓ |P̄ 0〉

)
, CP |P1,2〉 = ±|P1,2〉 . (53)

3 Since flavour is conserved by strong interactions, there is some freedom in defining the phases of flavour eigenstates. One
could use |P 0

ζ 〉 ≡ e
−iζ |P 0〉 and |P̄ 0

ζ 〉 ≡ e
iζ |P̄ 0〉, which satisfy CP |P 0

ζ 〉 = −e−2iζ |P̄ 0
ζ 〉. Both basis are trivially related:

M
ζ
12 = e

2iζ
M12, Γ

ζ
12 = e

2iζ
Γ12 and (q/p)ζ = e

−2iζ
(q/p). Thus, q/p 6= 1 does not necessarily imply CP violation. CP

is violated if |q/p| 6= 1; i.e., Re(ε̄) 6= 0 and 〈P−|P+〉 6= 0. Note that 〈P−|P+〉ζ = 〈P−|P+〉. Another phase-convention-
independent quantity is (q/p) (Āf/Af ), where Af ≡ A(P

0→f) and Āf ≡ −A(P̄
0→f), for any final state f .
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The two mass eigenstates are no longer orthogonal when CP is violated:

〈P−|P+〉 =
|p|2 − |q|2

|p|2 + |q|2
=

2 Re (ε̄)

(1 + |ε̄|2)
. (54)

The time evolution of a state which was originally produced as a P 0 or a P̄ 0 is given by
(
|P 0(t)〉
|P̄ 0(t)〉

)
=

(
g1(t) q

p g2(t)
p
q g2(t) g1(t)

) (
|P 0〉
|P̄ 0〉

)
, (55)

where (
g1(t)
g2(t)

)
= e−iMt e−Γt/2

(
cos [(x− iy)Γt/2]

−i sin [(x− iy)Γt/2]

)
, (56)

with M = 1
2 (MP+

+MP−), Γ = 1
2 (ΓP+

+ ΓP−),

x ≡ ∆M

Γ
, y ≡ ∆Γ

2Γ
, (57)

and4

∆M ≡MP+
−MP− , ∆Γ ≡ ΓP+

− ΓP− . (58)

5.2 Experimental measurements
The main difference between the K0–K̄0 and B0–B̄0 systems stems from the different kinematics
involved. The light kaon mass only allows the hadronic decay modes K0 → 2π and K0 → 3π.
Since CP |ππ〉 = +|ππ〉, for both π0π0 and π+π− final states, the CP-even kaon state decays into
2π whereas the CP-odd one decays into the phase-space-suppressed 3π mode. Therefore, there is a
large lifetime difference and we have a short-lived |KS〉 ≡ |K−〉 ≈ |K1〉 + ε̄K |K2〉 and a long-lived
|KL〉 ≡ |K+〉 ≈ |K2〉 + ε̄K |K1〉 kaon, with ΓKL � ΓKS ≈ 2 Γ

K
0 . One finds experimentally that

∆Γ
K

0 ≈ −ΓKS ≈ −2 ∆M
K

0 [9]:

∆M
K

0 = (0.5293± 0.0009) · 1010 s−1 , ∆Γ
K

0 = −(1.1149± 0.0005) · 1010 s−1 . (59)

Thus, the twoK0–K̄0 oscillations parameters are sizeable and of similar magnitudes: x
K

0 ≈ −y
K

0 ≈ 1.

In the B system, there are many open decay channels and a large part of them are common to
both mass eigenstates. Therefore, the |B∓〉 states have a similar lifetime; i.e., |∆Γ

B
0 | � Γ

B
0 . More-

over, whereas the B0–B̄0 transition is dominated by the top box diagram, the decay amplitudes get
obviously their main contribution from the b → c process. Thus, |∆Γ

B
0/∆M

B
0 | ∼ m2

b/m
2
t � 1.

To experimentally measure the mixing transition requires the identification of the B-meson flavour
at both its production and decay time. This can be done through flavour-specific decays such as
B0 → X`+ν` and B̄0 → X`−ν̄`, where the lepton charge labels the initial B meson. In general,
mixing is measured by studying pairs of B mesons so that one B can be used to tag the initial flavour
of the other meson. For instance, in e+e− machines one can look into the pair production process
e+e− → B0B̄0 → (X`ν`) (Y `ν`). In the absence of mixing, the final leptons should have opposite
charges; the amount of like-sign leptons is then a clear signature of meson mixing.

Evidence for a large B0
d–B̄0

d mixing was first reported in 1987 by ARGUS [102]. This provided
the first indication that the top quark was very heavy. Since then, many experiments have analysed the
mixing probability. The present world-average values are [9, 43]:

∆M
B

0
d

= (0.5064± 0.0019) · 1012 s−1 , x
B

0
d

= 0.770± 0.004 , (60)

4Be aware of the different sign conventions in the literature. Quite often, ∆M and ∆Γ are defined to be positive.
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while y
B

0
d

= 0.001± 0.005 confirms the expected suppression of ∆Γ
B

0 .

The first direct evidence of B0
s–B̄0

s oscillations was obtained by CDF [103]. The large measured
mass difference reflects the CKM hierarchy |Vts|2 � |Vtd|2, implying very fast oscillations [9, 43]:

∆M
B

0
s

= (17.757± 0.021) · 1012 s−1 , x
B

0
s

= 26.72± 0.09 ,

∆Γ
B

0
s

= −(0.086± 0.006) · 1012 s−1 , y
B

0
s

= −0.065± 0.005 . (61)

Evidence of mixing has been also obtained in theD0–D̄0 system. The present world averages [43],

x
D

0 = − (0.32± 0.14) · 10−2 , y
D

0 = −
(

0.69 + 0.06
− 0.07

)
· 10−2 , (62)

confirm the SM expectation of a very slow oscillation, compared with the decay rate. Since the short-
distance mixing amplitude originates in box diagrams with down-type quarks in the internal lines, it is
very suppressed by the relevant combination of CKM factors and quark masses.

5.3 Mixing constraints on the CKM matrix
Long-distance contributions arising from intermediate hadronic states completely dominate the D0–D̄0

mixing amplitude and are very sizeable for ∆M
K

0 , making difficult to extract useful information on the
CKM matrix. The situation is much better for B0 mesons, owing to the dominance of the short-distance
top contribution which is known to next-to-leading order (NLO) in the strong coupling [104, 105]. The
main uncertainty stems from the hadronic matrix element of the ∆B = 2 four-quark operator

〈B̄0 | (b̄γµ(1− γ5)d) (b̄γµ(1− γ5)d) |B0〉 ≡ 8

3
M2
B

0 ξ
2
B , (63)

which is characterized through the non-perturbative parameter ξB(µ) ≡ fB
√
BB(µ) [106]. The current

(2 + 1) lattice averages [36] are ξ̂Bd = (225 ± 9) MeV, ξ̂Bs = (274 ± 8) MeV and ξ̂Bs/ξ̂Bd =

1.206 ± 0.017, where ξ̂B ≈ αs(µ)−3/23ξB(µ) is the corresponding renormalization-group-invariant
quantity. Using these values, the measured mass differences in (60) and (61) imply

|V∗tbVtd| = 0.0080±0.0003 , |V∗tbVts| = 0.0388±0.0012 ,
|Vtd|
|Vts|

= 0.205±0.003 . (64)

The last number takes advantage of the smaller uncertainty in the ratio ξ̂Bs/ξ̂Bd . Since |Vtb| ≈ 1, the
mixing of B0

d,s mesons provides indirect determinations of |Vtd| and |Vts|. The resulting value of |Vts|
is in agreement with Eq. (30), satisfying the unitarity constraint |Vts| ≈ |Vcb|. In terms of the (ρ, η)
parametrization of Eq. (43), one obtains

√
(1− ρ)2 + η2 =





∣∣∣∣
Vtd
λVcb

∣∣∣∣ = 0.86± 0.04

∣∣∣∣
Vtd
λVts

∣∣∣∣ = 0.920± 0.013

. (65)

6 CP violation
While parity and charge conjugation are violated by the weak interactions in a maximal way, the prod-
uct of the two discrete transformations is still a good symmetry of the gauge interactions (left-handed
fermions ↔ right-handed antifermions). In fact, CP appears to be a symmetry of nearly all observed
phenomena. However, a slight violation of the CP symmetry at the level of 0.2% is observed in the
neutral kaon system and more sizeable signals of CP violation have been established at the B factories.
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Moreover, the huge matter–antimatter asymmetry present in our Universe is a clear manifestation of CP
violation and its important role in the primordial baryogenesis.

The CPT theorem guarantees that the product of the three discrete transformations is an exact
symmetry of any local and Lorentz-invariant quantum field theory, preserving micro-causality. A viola-
tion of CP implies then a corresponding violation of time reversal. Since T is an antiunitary transforma-
tion, this requires the presence of relative complex phases between different interfering amplitudes.

The electroweak SM Lagrangian only contains a single complex phase δ13 (η). This is the sole
possible source of CP violation and, therefore, the SM predictions for CP-violating phenomena are
quite constrained. The CKM mechanism requires several necessary conditions in order to generate an
observable CP-violation effect. With only two fermion generations, the quark mixing matrix cannot give
rise to CP violation; therefore, for CP violation to occur in a particular process, all three generations
are required to play an active role. In the kaon system, for instance, CP violation can only appear at
the one-loop level, where the top quark is present. In addition, all CKM matrix elements must be non-
zero and the quarks of a given charge must be non-degenerate in mass. If any of these conditions were
not satisfied, the CKM phase could be rotated away by a redefinition of the quark fields. CP-violation
effects are then necessarily proportional to the product of all CKM angles, and should vanish in the limit
where any two (equal-charge) quark masses are taken to be equal. All these necessary conditions can be
summarized as a single requirement on the original quark mass matrices M′u and M′d [107]:

CP violation ⇐⇒ Im
{

det
[
M′uM

′†
u , M

′
dM

′†
d

]}
6= 0 . (66)

Without performing any detailed calculation, one can make the following general statements on
the implications of the CKM mechanism of CP violation:

– Owing to unitarity, for any choice of i, j, k, l (between 1 and 3),

Im
[
VijV

∗
ikVlkV

∗
lj

]
= J

3∑

m,n=1

εilmεjkn , (67)

J = c12 c23 c
2
13 s12 s23 s13 sin δ13 ≈ A2λ6η < 10−4 . (68)

Any CP-violation observable involves the product J [107]. Thus, violations of the CP symmetry
are necessarily small.

– In order to have sizeable CP-violating asymmetries A ≡ (Γ − Γ)/(Γ + Γ), one should look for
very suppressed decays, where the decay widths already involve small CKM matrix elements.

– In the SM, CP violation is a low-energy phenomenon, in the sense that any effect should disappear
when the quark mass difference mc −mu becomes negligible.

– B decays are the optimal place for CP-violation signals to show up. They involve small CKM
matrix elements and are the lowest-mass processes where the three quark generations play a direct
(tree-level) role.

The SM mechanism of CP violation is based on the unitarity of the CKM matrix. Testing the
constraints implied by unitarity is then a way to test the source of CP violation. The unitarity tests in
Eqs. (37), (38), (39) and (40) involve only the moduli of the CKM parameters, while CP violation has to
do with their phases. More interesting are the off-diagonal unitarity conditions:

V∗udVus + V∗cdVcs + V∗tdVts = 0 ,

V∗usVub + V∗csVcb + V∗tsVtb = 0 ,

V∗ubVud + V∗cbVcd + V∗tbVtd = 0 . (69)
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Fig. 6: Experimental constraints on the SM unitarity triangle [108].

These relations can be visualized by triangles in a complex plane which, owing to Eq. (67), have the
same area |J |/2. In the absence of CP violation, these triangles would degenerate into segments along
the real axis.

In the first two triangles, one side is much shorter than the other two (the Cabibbo suppression
factors of the three sides are λ, λ and λ5 in the first triangle, and λ4, λ2 and λ2 in the second one). This
is why CP effects are so small for K mesons (first triangle), and why certain asymmetries in Bs decays
are predicted to be tiny (second triangle). The third triangle looks more interesting, since the three sides
have a similar size of about λ3. They are small, which means that the relevant b-decay branching ratios
are small, but once enough B mesons have been produced, the CP-violation asymmetries are sizeable.
The present experimental constraints on this triangle are shown in Fig. 6, where it has been scaled by
dividing its sides by V∗cbVcd. This aligns one side of the triangle along the real axis and makes its length
equal to 1; the coordinates of the 3 vertices are then (0, 0), (1, 0) and (ρ̄, η̄) ≈ (1− λ2/2) (ρ, η).

We have already determined the sides of the unitarity triangle in Eqs. (44) and (65), through two
CP-conserving observables: |Vub/Vcb| and B0

d,s mixing. This gives the circular regions shown in Fig. 6,
centered at the vertices (0, 0) and (1, 0). Their overlap at η 6= 0 establishes that CP is violated (assuming
unitarity). More direct constraints on the parameter η can be obtained from CP-violating observables,
which provide sensitivity to the angles of the unitarity triangle (α+ β + γ = π):

α ≡ arg

[
− VtdV

∗
tb

VudV
∗
ub

]
, β ≡ arg

[
−VcdV

∗
cb

VtdV
∗
tb

]
, γ ≡ arg

[
−VudV

∗
ub

VcdV
∗
cb

]
. (70)

6.1 Indirect and direct CP violation in the kaon system
Any observable CP-violation effect is generated by the interference between different amplitudes con-
tributing to the same physical transition. This interference can occur either through meson-antimeson
mixing or via final-state interactions, or by a combination of both effects.

The flavour-specific decays K0 → π−`+ν` and K̄0 → π+`−ν̄` provide a way to measure the
departure of the K0–K̄0 mixing parameter |p/q| from unity. In the SM, the decay amplitudes satisfy
|A(K̄0 → π+`−ν̄`)| = |A(K0 → π−`+ν`)|; therefore,

δL ≡
Γ(KL → π−`+ν`)− Γ(KL → π+`−ν̄`)

Γ(KL → π−`+ν`) + Γ(KL → π+`−ν̄`)
=
|p|2 − |q|2

|p|2 + |q|2
=

2 Re (ε̄K)

(1 + |ε̄K |2)
. (71)

The experimental measurement [9], δL = (3.32± 0.06) · 10−3, implies

Re (ε̄K) = (1.66± 0.03) · 10−3 , (72)
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which establishes the presence of indirect CP violation generated by the mixing amplitude.

If the flavour of the decaying meson P is known, any observed difference between the decay rate
Γ(P → f) and its CP conjugate Γ(P̄ → f̄) would indicate that CP is directly violated in the decay
amplitude. One could study, for instance, CP asymmetries in decays such as K± → π±π0 where the
pion charges identify the kaon flavour; however, no positive signals have been found in charged kaon
decays. Since at least two interfering contributions are needed, let us write the decay amplitudes as

A[P → f ] = M1 e
iφ1 eiδ1 + M2 e

iφ2 eiδ2 , A[P̄ → f̄ ] = M1 e
−iφ1eiδ1 + M2 e

−iφ2eiδ2 , (73)

where φi denote weak phases, δi strong final-state interaction phases and Mi the moduli of the matrix
elements. The rate asymmetry is given by

ACPP→f ≡
Γ[P → f ]− Γ[P̄ → f̄ ]

Γ[P → f ] + Γ[P̄ → f̄ ]
=

−2M1M2 sin (φ1 − φ2) sin (δ1 − δ2)

|M1|2 + |M2|2 + 2M1M2 cos (φ1 − φ2) cos (δ1 − δ2)
. (74)

Thus, to generate a direct CP asymmetry one needs: 1) at least two interfering amplitudes, which
should be of comparable size in order to get a sizeable asymmetry; 2) two different weak phases
[sin (φ1 − φ2) 6= 0], and 3) two different strong phases [sin (δ1 − δ2) 6= 0].

Direct CP violation has been searched for in decays of neutral kaons, where K0–K̄0 mixing is
also involved. Thus, both direct and indirect CP violation need to be taken into account simultaneously.
A CP-violation signal is provided by the ratios:

η+− ≡
A(KL → π+π−)

A(KS → π+π−)
= εK + ε′K , η00 ≡

A(KL → π0π0)

A(KS → π0π0)
= εK − 2ε′K . (75)

The dominant effect from CP violation in K0–K̄0 mixing is contained in εK , while ε′K accounts for
direct CP violation in the decay amplitudes [39]:

εK = ε̄K + iξ0 , ε′K =
i√
2
ω (ξ2 − ξ0) , ω ≡ Re (A2)

Re (A0)
ei(δ2−δ0) , ξI ≡

Im (AI)

Re (AI)
. (76)

AI are the transition amplitudes into two pions with isospin I = 0, 2 (these are the only two values
allowed by Bose symmetry for the final 2π state) and δI their corresponding strong phase shifts. Although
ε′K is strongly suppressed by the small ratio |ω| ≈ 1/22, a non-zero value has been established through
very accurate measurements, demonstrating the existence of direct CP violation in K decays [109–112]:

Re
(
ε′K/εK

)
=

1

3

(
1−

∣∣∣∣∣
η
00

η
+−

∣∣∣∣∣

)
= (16.8± 1.4) · 10−4 . (77)

In the SM the necessary weak phases are generated through the gluonic and electroweak penguin di-
agrams shown in Fig. 7, involving virtual up-type quarks of the three generations in the loop. These
short-distance contributions are known to NLO in the strong coupling [113, 114]. However, the the-
oretical prediction involves a delicate balance between the two isospin amplitudes and is sensitive
to long-distance and isospin-violating effects. Using chiral perturbation theory techniques, one finds
Re
(
ε′K/εK

)
= (15± 7) · 10−4 [115–118], in agreement with (77) but with a large uncertainty.

Since Re
(
ε′K/εK

)
� 1, the ratios η

+− and η
00

provide a measurement of εK = |εK | eiφε [9]:

|εK | =
1

3

(
2|η

+− |+ |η00 |
)

= (2.228± 0.011) · 10−3, φε = (43.52± 0.05)◦ , (78)
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Fig. 7: ∆S = 1 penguin diagrams.

in perfect agreement with the semileptonic asymmetry δL. In the SM εK receives short-distance contri-
butions from box diagrams involving virtual top and charm quarks, which are proportional to

εK ∝
∑

i,j=c,t

ηij Im
[
VidV

∗
isVjdV

∗
js

]
S(ri, rj) ∝ A2λ6η̄

{
ηttA

2λ4(1− ρ̄) + Pc

}
. (79)

The first term shows the CKM dependence of the dominant top contribution, Pc accounts for the charm
corrections [119] and the short-distance QCD corrections ηij are known to NLO [104, 105, 120]. The

measured value of |εK | determines an hyperbolic constraint in the (ρ̄, η̄) plane, shown in Fig. 6, taking
into account the theoretical uncertainty in the hadronic matrix element of the ∆S = 2 operator [36].

6.2 CP asymmetries in B decays
The semileptonic decays B0 → X−`+ν` and B̄0 → X+`−ν̄` provide the most direct way to measure
the amount of CP violation in the B0–B̄0 mixing matrix, through

aqsl ≡
Γ(B̄0

q → X−`+ν`)− Γ(B0
q → X+`−ν̄`)

Γ(B̄0
q → X−`+ν`) + Γ(B0

q → X+`−ν̄`)
=
|p|4 − |q|4

|p|4 + |q|4
≈ 4 Re (ε̄

B
0
q
)

≈ |Γ12|
|M12|

sinφq ≈
|∆Γ

B
0
q
|

|∆M
B

0
q
| tanφq . (80)

This asymmetry is expected to be tiny because |Γ12/M12| ∼ m2
b/m

2
t � 1. Moreover, there is an

additional GIM suppression in the relative mixing phase φq ≡ arg (−M12/Γ12) ∼ (m2
c − m2

u)/m2
b ,

implying a value of |q/p| very close to 1. Therefore, aqsl could be very sensitive to new sources of CP
violation beyond the SM, contributing to φq. The present measurements give [9, 43]

Re(ε̄
B

0
d
) = (−0.5± 0.4) · 10−3 , Re(ε̄

B
0
s
) = (−0.15± 0.70) · 10−3 . (81)

The large B0–B̄0 mixing provides a different way to generate the required CP-violating interfer-
ence. There are quite a few nonleptonic final states which are reachable both from a B0 and a B̄0. For
these flavour non-specific decays theB0 (or B̄0) can decay directly to the given final state f , or do it after
the meson has been changed to its antiparticle via the mixing process; i.e., there are two different ampli-
tudes, A(B0 → f) and A(B0 → B̄0 → f), corresponding to two possible decay paths. CP-violating
effects can then result from the interference of these two contributions.

The time-dependent decay probabilities for the decay of a neutral B meson created at the time
t0 = 0 as a pure B0 (B̄0) into the final state f (f̄ ≡ CP f ) are:

Γ[B0(t)→ f ] ∝ 1

2
e
−Γ

B
0 t
(
|Af |2 + |Āf |2

) {
1 + Cf cos (∆M

B
0t)− Sf sin (∆M

B
0t)
}
,

Γ[B̄0(t)→ f̄ ] ∝ 1

2
e
−Γ

B
0 t
(
|Āf̄ |2 + |Af̄ |2

) {
1− Cf̄ cos (∆M

B
0t) + Sf̄ sin (∆M

B
0t)
}
, (82)
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where the tiny ∆Γ
B

0 corrections have been neglected and we have introduced the notation

Af ≡ A[B0 → f ] , Āf ≡ −A[B̄0 → f ] , ρ̄f ≡ Āf/Af ,

Af̄ ≡ A[B0 → f̄ ] , Āf̄ ≡ −A[B̄0 → f̄ ] , ρf̄ ≡ Af̄/Āf̄ , (83)

Cf ≡
1− |ρ̄f |2

1 + |ρ̄f |2
, Sf ≡

2 Im
(
q
p ρ̄f

)

1 + |ρ̄f |2
, Cf̄ ≡ −

1− |ρf̄ |2

1 + |ρf̄ |2
, Sf̄ ≡

−2 Im
(
p
q ρf̄

)

1 + |ρf̄ |2
.

CP invariance demands the probabilities of CP-conjugate processes to be identical. Thus, CP
conservation requires Af = Āf̄ , Af̄ = Āf , ρ̄f = ρf̄ and Im( qp ρ̄f ) = Im(pq ρf̄ ), i.e., Cf = −Cf̄ and
Sf = −Sf̄ . Violation of any of the first three equalities would be a signal of direct CP violation. The
fourth equality tests CP violation generated by the interference of the direct decay B0 → f and the
mixing-induced decay B0 → B̄0 → f .

For B0 mesons
q

p

∣∣∣∣
B

0
q

≈
√
M∗12

M12
≈ V∗tbVtq

VtbV
∗
tq

≡ e−2iφ
M
q , (84)

where φMd = β + O(λ4) and φMs = −βs + O(λ6). The angle β is defined in Eq. (70), while βs ≡
arg
[
−
(
VtsV

∗
tb

)
/
(
VcsV

∗
cb

)]
= λ2η +O(λ4) is the equivalent angle in the B0

s unitarity triangle, which
is predicted to be tiny. Therefore, the mixing ratio q/p is given by a known weak phase.

An obvious example of final states f which can be reached both from the B0 and the B̄0 are CP
eigenstates; i.e., states such that f̄ = ζff (ζf = ±1). In this case, Af̄ = ζfAf , Āf̄ = ζf Āf , ρf̄ = 1/ρ̄f ,
Cf̄ = Cf and Sf̄ = Sf . A non-zero value of Cf or Sf signals then CP violation. The ratios ρ̄f and ρf̄
depend in general on the underlying strong dynamics. However, for CP self-conjugate final states, all
dependence on the strong interaction disappears if only one weak amplitude contributes to the B0 → f

and B̄0 → f transitions [121, 122]. In this case, we can write the decay amplitude as Af = Meiφ
D

eiδs ,
with M = M∗ and φD and δs weak and strong phases. The ratios ρ̄f and ρf̄ are then given by

ρf̄ = ρ̄∗f = ζf e
2iφ

D

. (85)

The modulus M and the unwanted strong phase cancel out completely from these two ratios; ρf̄ and
ρ̄f simplify to a single weak phase, associated with the underlying weak quark transition. Since |ρf̄ | =
|ρ̄f | = 1, the time-dependent decay probabilities become much simpler. In particular, Cf = 0 and there
is no longer any dependence on cos (∆M

B
0t). Moreover, the coefficients of the sinusoidal terms are then

fully known in terms of CKM mixing angles only: Sf = Sf̄ = −ζf sin [2(φMq + φD)] ≡ −ζf sin (2Φ).
In this ideal case, the time-dependent CP-violating decay asymmetry

ACP
B̄

0→f̄ ≡
Γ[B̄0(t)→ f̄ ]− Γ[B0(t)→ f ]

Γ[B̄0(t)→ f̄ ] + Γ[B0(t)→ f ]
= −ζf sin (2Φ) sin (∆M

B
0t) (86)

provides a direct and clean measurement of the CKM parameters [123].

When several decay amplitudes with different phases contribute, |ρ̄f | 6= 1 and the interference
term will depend both on CKM parameters and on the strong dynamics embodied in ρ̄f . The leading
contributions to b̄→ q̄′q′q̄ are either the tree-levelW exchange or penguin topologies generated by gluon
(γ, Z) exchange. Although of higher order in the strong (electroweak) coupling, penguin amplitudes are
logarithmically enhanced by the virtual W loop and are potentially competitive. Table 3 contains the
CKM factors associated with the two topologies for different B decay modes into CP eigenstates.

The gold-plated decay mode is B0
d → J/ψKS . In addition of having a clean experimental sig-

nature, the two topologies have the same (zero) weak phase. The CP asymmetry provides then a clean
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Table 3: CKM factors and relevant angle Φ for some B decays into CP eigenstates.

Decay Tree-level CKM Penguin CKM Exclusive channels Φ

b̄→ c̄cs̄ Aλ2 −Aλ2 B0
d → J/ψKS , J/ψKL β

B0
s → D+

s D
−
s , J/ψ φ −βs

b̄→ s̄ss̄ −Aλ2 B0
d → KSφ,KLφ β

B0
s → φφ −βs

b̄→ d̄ds̄ −Aλ2 B0
s → KSKS ,KLKL −βs

b̄→ c̄cd̄ −Aλ3 Aλ3(1− ρ− iη) B0
d → D+D−, J/ψ π0 ≈ β

B0
s → J/ψKS , J/ψKL ≈ −βs

b̄→ ūud̄ Aλ3(ρ+ iη) Aλ3(1− ρ− iη) B0
d → π+π−, ρ0π0, ωπ0 ≈ β + γ

B0
s → ρ0KS,L, ωKS,L, π

0KS,L 6= γ − βs
b̄→ s̄sd̄ Aλ3(1− ρ− iη) B0

d → KSKS ,KLKL, φπ
0 0

B0
s → KSφ,KLφ −β − βs

measurement of the mixing angle β, without strong-interaction uncertainties. Fig. 8 shows the Belle
measurement [124] of time-dependent b̄→ cc̄s̄ asymmetries for CP-odd (B0

d → J/ψKS , B0
d → ψ′KS ,

B0
d → χc1KS) and CP-even (B0

d → J/ψKL) final states. A very nice oscillation is manifest, with
opposite signs for the two different choices of ζf = ±1. Including the information obtained from other
b̄→ cc̄s̄ decays, one gets the world average [43]:

sin (2β) = 0.691± 0.017 . (87)

Fitting an additional cos (∆M
B

0t) term in the measured asymmetries results in Cf = −0.004 ± 0.015
[43], confirming the expected null result. An independent measurement of sin 2β can be obtained from
b̄ → ss̄s̄ and b̄ → dd̄s̄ decays, which only receive penguin contributions and, therefore, could be more
sensitive to new-physics corrections in the loop diagram. These modes give sin (2β) = 0.655 ± 0.032
[43], in perfect agreement with (87).
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Fig. 8: Time-dependent asymmetries for CP-odd (B0
d → J/ψKS , B0

d → ψ′KS , B0
d → χc1KS ; ζf = −1; left)

and CP-even (B0
d → J/ψKL; ζf = +1; right) final states, measured by Belle [124].

Eq. (87) determines the angle β up to a four-fold ambiguity: β, π2 − β, π + β and 3π
2 − β. The

solution β = (21.9 ± 0.7)◦ is in remarkable agreement with the other phenomenological constraints on
the unitarity triangle in Fig. 6. The ambiguity has been resolved through a time-dependent analysis of the
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Dalitz plot distribution in B0
d → D(∗)h0 decays (h0 = π0, η, ω), showing that cos (2β) = 0.91 ± 0.25

and β = (22.5 ± 4.6)◦ [125]. This proves that cos (2β) is positive with a 3.7σ significance, while the
multifold solution π

2 − β = (68.1± 0.7)◦ is excluded at the 7.3σ level.

A determination of β + γ = π − α can be obtained from b̄ → ūud̄ decays, such as B0
d → ππ

or B0
d → ρρ. However, the penguin contamination that carries a different weak phase can be sizeable.

The time-dependent asymmetry in B0
d → π+π− shows indeed a non-zero value for the cos (∆M

B
0t)

term, Cf = −0.27 ± 0.04 [43], providing evidence of direct CP violation and indicating the presence
of an additional decay amplitude; therefore, Sf = −0.68 ± 0.04 6= sin 2α. One could still extract use-
ful information on α (up to 16 mirror solutions), using the isospin relations among the B0

d → π+π−,
B0
d → π0π0 and B+ → π+π0 amplitudes and their CP conjugates [126]; however, only a loose con-

straint is obtained, given the limited experimental precision on B0
d → π0π0. Much stronger constraints

are obtained from B0
d → ρ+ρ−, ρ0ρ0 because one can use the additional polarization information of two

vectors in the final state to resolve the different contributions and, moreover, the small branching fraction
Br(B0

d → ρ0ρ0) = (9.6 ± 1.5) · 10−7 [9] implies a very small penguin contribution. Additional infor-
mation can be obtained from B0

d , B̄
0
d → ρ±π∓, a±1 π

∓, although the final states are not CP eigenstates.
Combining all pieces of information results in [9]

α = (93± 5)◦ . (88)

The angle γ cannot be determined in b̄ → uūd̄ decays such as B0
s → ρ0KS because the colour

factors in the hadronic matrix element enhance the penguin amplitude with respect to the tree-level
contribution. Instead, γ can be measured through the tree-level decays B → D(∗)K(∗) (b̄ → ūcs̄) and
B → D̄(∗)K(∗) (b̄→ c̄us̄), using final states accessible in both D(∗)0 and D̄(∗)0 decays and playing with
the interference of both amplitudes [127–129]. The sensitivity can be optimized with Dalitz-plot analyses
of the D0, D̄0 decay products. The extensive experimental studies performed so far result in [43]

γ = (74.0 + 5.8
− 6.4)◦ . (89)

Another ambiguous solution with γ ↔ γ + π also exists.

Mixing-induced CP violation has been also searched for in the decays of B0
s and B̄0

s mesons
into J/ψ φ, ψ(2S)φ, J/ψK+K−, J/ψ π+π− and D+

s D
−
s . From the corresponding time-dependent CP

asymmetries,5 one extracts correlated constraints on ∆Γs and the weak phase φcc̄ss ≡ 2Φcc̄s
s ≈ 2φMs ≈

−2βs in Eq. (86), which are shown in Fig. 9. They lead to [43]

βs = (0.86± 0.95)◦ , (90)

in good agreement with the SM prediction βs ≈ ηλ2 ≈ 1◦.

6.3 Global fit of the unitarity triangle
The CKM parameters can be more accurately determined through a global fit to all available measure-
ments, imposing the unitarity constraints and taking properly into account the theoretical uncertainties.
The global fit shown in Fig. 6 uses frequentist statistics and gives [108]

λ = 0.2251± 0.0003 , A = 0.825 + 0.007
− 0.011 , ρ̄ = 0.160 + 0.008

− 0.007 , η̄ = 0.345± 0.006 .
(91)

This implies J = (3.10 + 0.05
− 0.06) · 10−5, α = (92.0 + 1.3

− 1.1)◦, β = (22.6 ± 0.4)◦ and γ = (65.4 + 1.0
− 1.2)◦.

Similar results are obtained by the UTfit group [130], using instead a Bayesian approach and a slightly
different treatment of theoretical uncertainties.

5The ∆Γ
B

0
s

corrections to Eq. (82) must be taken into account at the current level of precision.
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Fig. 9: 68% CL regions in ∆Γ
B

0
s

and φcc̄ss , extracted from b̄ → c̄cs̄ CP asymmetries of B0
s mesons [43]. The

vertical black line shows the SM prediction [131–133].

6.4 Direct CP violation inB decays
The big data samples accumulated at the B factories and the collider experiments have established the
presence of direct CP violation in several decays of B mesons. The most significative signals are [9,43]

ACP
B̄

0
d→K−π+ = −0.082± 0.006 , ACP

B̄
0
d→K̄∗0η

= 0.19± 0.05 , ACP
B̄

0
d→K∗−π+ = −0.22± 0.06 ,

C
B

0
d→π+

π
− = −0.27± 0.04 , γ

B→D(∗)
K

(∗) = (74.0 + 5.8
− 6.4)◦ , ACP

B̄
0
s→K+

π
− = 0.26± 0.04 ,

ACP
B
−→K−ρ0 = 0.37± 0.10 , ACP

B
−→K−η = −0.37± 0.08 , ACP

B
−→K−π+

π
− = 0.027± 0.008 ,

ACP
B
−→π−π+

π
− = 0.057± 0.013 , ACP

B
−→K−K+

K
− = −0.033± 0.008 ,

ACP
B
−→K−f2(1270)

= −0.68 + 0.19
− 0.17 , ACP

B
−→K−K+

π
− = −0.118± 0.022 . (92)

Unfortunately, owing to the unavoidable presence of strong phases, a real theoretical understanding of the
corresponding SM predictions is still lacking. Progress in this direction is needed to perform meaningful
tests of the CKM mechanism of CP violation and pin down any possible effects from new physics beyond
the SM framework.

7 Rare decays
Complementary and very valuable information can be obtained from rare decays that in the SM are
strongly suppressed by the GIM mechanism. These processes are then sensitive to new-physics contribu-
tions with a different flavour structure. Well-known examples are the K̄0 → µ+µ− decay modes [9,134],

Br(KL → µ+µ−) = (6.84± 0.11) · 10−9 , Br(KS → µ+µ−) < 1.0 · 10−9 (95% CL) ,
(93)

which tightly constrain any hypothetical flavour-changing (s→ d) tree-level coupling of the Z boson. In
the SM, these decays receive short-distance contributions from the penguin and box diagrams displayed
in Fig. 10. Owing to the unitarity of the CKM matrix, the resulting amplitude vanishes for equal up-type
quark masses, which entails a heavy suppression:

M ∝
∑

i=u,c,t

VisV
∗
id F (m2

i /M
2
W ) = VcsV

∗
cd F̃ (m2

c/M
2
W ) + VtsV

∗
td F̃ (m2

t /M
2
W ) , (94)
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Fig. 10: Short-distance penguin (left) and box (right) SM contributions to K̄0 → µ+µ−.

where F (x) is a loop function and F̃ (x) ≡ F (x) − F (0). In addition to the loop factor g4/(16π2),
the charm contribution carries a mass suppression λm2

c/M
2
W , while the top term is proportional to

λ5A2(1 − ρ + iη)m2
t /M

2
W . The large top mass compensates the strong Cabibbo suppression so that

the top contribution is finally larger than the charm one. However, the total short-distance contribution to
the KL decay, Br(KL → µ+µ−)sd = (0.79± 0.12) · 10−9 [119, 135], is nearly one order of magnitude
below the experimental measurement (93), while Br(KS → µ+µ−)sd ≈ 1.7 · 10−13 [39].

The decays KL → µ+µ− and KS → µ+µ− are actually dominated by long-distance contribu-
tions, through KL → π0, η, η′ → γγ → µ+µ− and KS → π+π− → γγ → µ+µ−. The absorptive
component from two on-shell intermediate photons nearly saturates the measured Br(KL → µ+µ−)
[136], while the KS decay rate is predicted to be Br(KS → µ+µ−) = 5.1 · 10−12 [39, 137]. These
decays can be rigorously analised with chiral perturbation theory techniques [39], but the strong sup-
pression of their short-distance contributions does not make possible to extract useful information on the
CKM parameters. Nevertheless, it is possible to predict the longitudinal polarization PL of either muon
in the KL decay, a CP-violating observable which in the SM is dominated by indirect CP violation from
K0–K̄0 mixing: |PL| = (2.6± 0.4) · 10−3 [137].

Other interesting kaon decay modes such as K0 → γγ, K → πγγ and K → π`+`− are also
governed by long-distance physics [39, 138]. Of particular interest is the decay KL → π0e+e−, since
it is sensitive to new sources of CP violation. At lowest order in α the decay proceeds through K0

2 →
π0γ∗ that violates CP , while the CP-conserving contribution through K0

L → π0γ∗γ∗ is suppressed by
an additional power of α and it is found to be below 10−12 [39]. The KL → π0e+e− transition is
then dominated by the O(α) CP-violating contributions [138], both from K0–K̄0 mixing and direct CP
violation. The estimated rate Br(KL → π0e+e−) = (3.1 ± 0.9) · 10−11 [39, 139, 140] is only a factor
ten smaller than the present (90% C.L.) upper bound of 2.8 · 10−10 [141] and should be reachable in the
near future.

The decays K± → π±νν̄ and KL → π0νν̄ provide a more direct access to CKM information
because long-distance effects play a negligible role. The decay amplitudes are dominated by Z-penguin
and W -box loop diagrams of the type shown in Fig. 10 (replacing the final muons by neutrinos), and
are proportional to the hadronic Kπ matrix element of the ∆S = 1 vector current, which (assuming
isospin symmetry) is extracted from K → π`ν` decays. The small long-distance and isospin-violating
corrections can be estimated with chiral perturbation theory. The neutral decay is CP violating and
proceeds almost entirely through direct CP violation (via interference with mixing). Taking the CKM
inputs from other observables, the predicted SM rates are [142–144]:

Br(K+ → π+νν̄)th = (9.1± 0.7) · 10−11 , Br(KL → π0νν̄)th = (3.0± 0.3) · 10−11 . (95)

The uncertainties are largely parametrical, due to CKM input, the charm and top masses and αs(MZ).
On the experimental side, the charged kaon mode was already observed [145], while only an upper bound
on the neutral mode has been achieved [146]:

Br(K+ → π+νν̄) = (1.73+1.15
−1.05) · 10−10 , Br(KL → π0νν̄) < 2.6 · 10−8 (90% C.L.) . (96)
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The CERN NA62 experiment is currently collecting K+ → π+νν̄ data with the goal of measuring the
branching ratio with an accuracy of 10% [147]. The neutral mode is being searched for by the KOTO
experiment at J-PARC [148], which aims to reach the SM predicted branching ratio. These experiments
will start to seriously probe the new-physics potential of these decays.

The inclusive decay B̄ → Xsγ provides another powerful test of the SM flavour structure at the
quantum loop level. It proceeds through a b→ sγ penguin diagram with an on-shell photon. The present
experimental world average, Br(B̄ → Xsγ)Eγ≥1.6 GeV = (3.32 ± 0.15) · 10−4 [43], agrees very well

with the SM theoretical prediction, Br(B̄ → Xsγ)th
Eγ≥1.6 GeV = (3.36±0.23)·10−4 [149,150], obtained

at the next-to-next-to-leading order.

Evidence for the B0
s → µ+µ− process has been reported by the CMS and LHCb collaborations

[151], and LHCb has subsequently observed this decay mode with a 7.8σ significance [152]:6

Br(B0
s → µ+µ−) = (3.0±0.6 + 0.3

− 0.2) ·10−9 , Br(B0
d → µ+µ−) < 3.4 ·10−10 (95%CL) . (97)

These experimental results agree with the SM predictions Br(B0
s → µ+µ−) = (3.65 ± 0.23) · 10−9

and Br(B0
d → µ+µ−) = (1.06 ± 0.09) · 10−10 [154]. Other interesting decays with B mesons are

B̄ → K(∗)l+l− and B̄ → K(∗)νν̄ [83].

8 Flavour constraints on new physics
The CKM matrix provides a very successful description of flavour phenomena, as it is clearly exhibited
in the unitarity test of Fig. 6, showing how very different observables converge into a single choice of
CKM parameters. This is a quite robust and impressive result. One can perform separate tests with
different subsets of measurements, according to their CP-conserving or CP-violating nature, or splitting
them into tree-level and loop-induced processes. In all cases, one finally gets a closed triangle and similar
values for the fitted CKM entries [108, 130]. However, the SM mechanism of flavour mixing and CP
violation is conceptually quite unsatisfactory because it does not provide any dynamical understanding
of the numerical values of fermion masses, and mixings. We completely ignore the reasons why the
fermion spectrum contains such a hierarchy of different masses, spanning many orders of magnitude,
and which fundamental dynamics is behind the existence of three flavour generations and their observed
mixing structure.

The phenomenological success of the SM puts severe constraints on possible scenarios of new
physics. The absence of any clear signals of new phenomena in the LHC searches is pushing the hy-
pothetical new-physics scale at higher energies, above the TeV. The low-energy implications of new
dynamics beyond the SM can then be analysed in terms of an effective Lagrangian, containing only the
known SM fields:

Leff = LSM +
∑

d>4

∑

k

c
(d)
k

Λd−4
NP

O
(d)
k . (98)

The effective Lagrangian is organised as an expansion in terms of dimension-d operators O(d)
k , invariant

under the SM gauge group, suppressed by the corresponding powers of the new-physics scale ΛNP. The
dimensionless couplings c(d)

k encode information on the underlying dynamics. The lowest-order term in
this dimensional expansion is the SM Lagrangian that contains all allowed operators of dimension 4.

At low energies, the terms with lower dimensions dominate the physical transition amplitudes.
There is only one operator with d = 5 (up to Hermitian conjugation and flavour assignments), which
violates lepton number by two units and is then related with the possible existence of neutrino Majo-
rana masses [155]. Taking mν

>∼ 0.05 eV, one estimates a very large lepton-number-violating scale

6
Br is the time-integrated branching ratio, which for B0

s is slightly affected by the sizeable value of ∆Γs [153].
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ΛNP/c
(5) <∼ 1015 GeV [17]. Assuming lepton-number conservation, the first signals of new phenomena

should be associated with d = 6 operators.

One can easily analyse the possible impact of ∆F = 2 (F = S,C,B) four-quark operators
(d = 6), such as the SM left-left operator in Eq. (63) that induces a ∆B = 2 transition. Since the SM box
diagram provides an excellent description of the data, hypothetical new-physics contributions can only be
tolerated within the current uncertainties, which puts stringent upper bounds on the corresponding Wilson
coefficients c̃k ≡ c

(6)
k /Λ2

NP. For instance, ∆M
B

0
d

and SJ/ψKS imply that the real (CP-conserving) and

imaginary (CP-violating) parts of c̃k must be below 10−6 TeV−2 for a (b̄Lγ
µdL)2 operator, and nearly

one order of magnitude smaller (10−7) for (b̄RdL)(b̄LdR) [156]. Stronger bounds are obtained in the
kaon system from ∆M

K
0 and εK . For the (s̄Lγ

µdL)2 operator the real (imaginary) coefficient must be
below 10−6 (3 · 10−9), while the corresponding bounds for (s̄RdL)(s̄LdR) are 7 · 10−9 (3 · 10−11), in the
same TeV−2 units [156]. Taking the coefficients c(6)

k ∼ O(1), this would imply ΛNP > 3 · 103 TeV for
B0
d and ΛNP > 3 · 105 TeV for K0. Therefore, two relevant messages emerge from the data:

1. A generic flavour structure with coefficients c(6)
k ∼ O(1) is completely ruled out at the TeV scale.

2. New flavour-changing physics at ΛNP ∼ 1 TeV could only be possible if the corresponding Wilson
coefficients c(6)

k inherit the strong SM suppressions generated by the GIM mechanism.

The last requirement can be satisfied by assuming that the up and down Yukawa matrices are the
only sources of quark-flavour symmetry breaking (minimal flavour violation) [157–159]. In the absence
of Yukawa interactions, the SM Lagrangian has a G ≡ U(3)LL ⊗U(3)QL ⊗U(3)`R ⊗U(3)uR ⊗U(3)dR
global flavour symmetry, because one can rotate arbitrarily in the 3-generation space each one of the
five SM fermion components in Eq. (2). The Yukawa matrices are the only explicit breakings of this
large symmetry group. Assuming that the new physics does not introduce any additional breakings of
the flavour symmetry G (beyond insertions of Yukawa matrices), one can easily comply with the flavour
bounds. Otherwise, flavour data provide very strong constraints on models with additional sources of
flavour symmetry breaking and probe physics at energy scales not directly accessible at accelerators.

The subtle SM cancellations suppressing FCNC transitions would be easily destroyed in the pres-
ence of new physics contributions. To better appreciate the non-generic nature of the flavour structure, let
us analyse the simplest extension of the SM scalar sector with a second Higgs doublet, which increases
the number of quark Yukawas:

LY = −
2∑

a=1

{
Q̄′L Y(a)′

d φa d
′
R + Q̄′L Y(a)′

u φca u
′
R + L̄′L Y(a)′

` φa `
′
R

}
+ h.c. , (99)

where φTa = (φ(+)
a , φ(0)

a ) are the two scalar doublets, φca their C-conjugate fields, and Q′L and L′L the
left-handed quark and lepton doublets, respectively. All fermion fields are written as three-dimensional
flavour vectors andY(a)′

f are 3×3 complex matrices in flavour space. With an appropriate scalar potential,

the neutral components of the scalar doublets acquire vacuum expectation values 〈0|φ(0)
a |0〉 = va eiθa . It

is convenient to make a U(2) transformation in the space of scalar fields, (φ1, φ2) → (Φ1,Φ2), so that
only the first doublet has a non-zero vacuum expectation value v = (v2

1 +v2
2)1/2. Φ1 plays then the same

role as the SM Higgs doublet, while Φ2 does not participate in the electroweak symmetry breaking. In
this scalar basis the Yukawa interactions become more transparent:

2∑

a=1

Y(a)′

d,` φa =
2∑

a=1

Y
(a)′

d,` Φa ,
2∑

a=1

Y(a)′
u φca =

2∑

a=1

Y (a)′
u Φc

a . (100)

The fermion masses originate from the Φ1 couplings, because Φ1 is the only field acquiring a vacuum
expectation value:

M ′f = Y
(1)′

f

v√
2
. (101)
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The diagonalization of these fermion mass matrices proceeds in exactly the same way as in the SM,
and defines the fermion mass eigenstates di, ui, `i, with diagonal mass matrices Mf , as described in
Section 2. However, in general, one cannot diagonalize simultaneously all Yukawa matrices, i.e., in the
fermion mass-eigenstate basis the matrices Y (2)

f remain non-diagonal, giving rise to dangerous flavour-
changing transitions mediated by neutral scalars. The appearance of FCNC interactions represents a
major phenomenological shortcoming, given the very strong experimental bounds on this type of phe-
nomena.

To avoid this disaster, one needs to implement ad-hoc dynamical restrictions to guarantee the
suppression of FCNC couplings at the required level. Unless the Yukawa couplings are very small or
the scalar bosons very heavy, a specific flavour structure is required by the data. The unwanted non-
diagonal neutral couplings can be eliminated requiring the alignment in flavour space of the Yukawa
matrices [160]:

Y
(2)
d,` = ςd,` Y

(1)
d,` =

√
2

v
ςd,`Md,` , Y (2)

u = ς∗u Y
(1)
u =

√
2

v
ς∗uMu , (102)

with ςf arbitrary complex proportionality parameters.7

Flavour alignment constitutes a very simple implementation of minimal flavour violation. It results
in a very specific dynamical structure, with all fermion-scalar interactions being proportional to the
corresponding fermion masses. The Yukawas are fully characterized by the three complex alignment
parameters ςf , which introduce new sources of CP violation. The aligned two-Higgs doublet model
Lagrangian satisfies the flavour constraints [162–172], and leads to a rich collider phenomenology with
five physical scalar bosons [173–180]: h, H , A and H±.

9 Flavour anomalies
The experimental data exhibit a few deviations from the SM predictions. For instance, Table 2 shows a
2.6σ (2.4σ) violation of lepton universality in |gτ/gµ| (|gτ/ge|) at the 1% level, from W → `ν decays,
that is difficult to reconcile with the precise 0.15% limits extracted from virtual W± transitions, shown
also in the same table. In fact, it has been demonstrated that it is not possible to accommodate this
deviation from universality with an effective Lagrangian and, therefore, such a signal could only be
explained by the introduction of new light degrees of freedom that so far remain undetected [181]. Thus,
the most plausible explanation is a small problem (statistical fluctuation or underestimated systematics)
in the LEP-2 measurements that will remain unresolved until more precise high-statistics W → `ν data
samples become available.

Some years ago BaBar reported a non-zero CP asymmetry in τ± → π±KSν decays at the level
of 3.6 · 10−3 [182], the same size than the SM expectation from K0–K̄0 mixing [183, 184] but with
the opposite sign, which represents a 2.8σ anomaly. So far, Belle has only reached a null result with
a smaller 10−2 sensitivity and, therefore, has not been able to either confirm or refute the asymmetry.
Nevertheless, on very general grounds, it has been shown that the BaBar signal is incompatible with
other sets of data (K0 and D0 mixing, neutron electric dipole moment) [185].

Another small flavour anomaly was triggered by the unexpected large value of Br(B− → τ−ν̄),
found in 2006 by Belle [186] and later confirmed by BaBar [93], which implied values of |Vub| higher
than the ones measured in semileptonic decays or extracted from global CKM fits. While the BaBar
results remain unchanged, the reanalysis of the full Belle data sample resulted in a sizeable ∼ 40%

7Actually, since one only needs that Y (1)
′

f and Y (2)
′

f can be simultaneously diagonalized, in full generality the factors ςf
could be 3-dimensional diagonal matrices in the fermion mass-eigenstate basis (generalized alignment) [161]. The fashionable
models of types I, II, X and Y, usually considered in the literature, are particular cases of the flavour-aligned Lagrangian with
all ςf parameters real and fixed in terms of tanβ = v2/v1 [160].
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reduction of the measured central value [94], eliminating the discrepancy with the SM but leaving a
pending disagreement with the BaBar results.

In the last few years a series of anomalies have emerged in b→ cτν and b→ sµ+µ− transitions.
Given the difficulty of the experimental analyses, the results should be taken with some caution and
further studies with larger data sets are still necessary. Nevertheless, these anomalies exhibit a quite
consistent pattern that makes them intriguing.

9.1 b → cτν decays
In 2012 the BaBar collaboration [187] observed an excess in B → D(∗)τντ decays with respect to
the SM predictions [188], indicating a violation of lepton-flavour universality at the 30% level. The
measured observables are the ratios

R(D) ≡ Br(B → Dτν)

Br(B → D`ν)
, R(D∗) ≡ Br(B → D∗τν)

Br(B → D∗`ν)
, (103)

with ` = e, µ, where many sources of experimental and theoretical errors cancel. The effect has been
later confirmed by LHCb [189] (D∗ mode only) and Belle [190] (Fig. 11). Although the results of the
last two experiments are slightly closer to the SM expected values, R(D) = 0.300± 0.008 [36, 53, 191]
and R(D∗) = 0.252± 0.003 [188], the resulting world averages [43]

R(D) = 0.407± 0.039± 0.024 , R(D∗) = 0.304± 0.013± 0.007 , (104)

exceed the SM predictions by 2.3σ and 3.4σ, respectively. Combining the two measurements, with a
correlation of −20%, this implies a 4.1σ deviation from the SM [43], which is a very large effect for a
tree-level SM transition.

R(D)
0.2 0.3 0.4 0.5 0.6

R
(D

*)

0.2

0.25

0.3

0.35
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0.5 BaBar, PRL109,101802(2012)
Belle, PRD92,072014(2015)
LHCb, PRL115,111803(2015)
Belle, PRD94,072007(2016)
Belle, PRL118,211801(2017)
LHCb, FPCP2017
Average

SM Predictions

 = 1.0 contours2χ∆

R(D)=0.300(8) HPQCD (2015)
R(D)=0.299(11) FNAL/MILC (2015)
R(D*)=0.252(3) S. Fajfer et al. (2012)

HFLAV

FPCP 2017

) = 71.6%2χP(

σ4

σ2

HFLAV
FPCP 2017

Fig. 11: Measurements ofR(D) andR(D∗) and their average compared with the SM predictions [36,53,188,191].
The continuous (dashed) ellipses display the 1σ (2σ and 4σ) regions [43].

A worrisome aspect to keep in mind is that the latest R(D∗) measurements of both LHCb and
Belle, with the τ reconstructed with hadronic instead of leptonic decay modes, exhibit a shift to smaller
values, approaching the SM prediction. On the theoretical side, the recent re-evaluation of form-factor
extrapolations related to the exclusive |Vcb| determination favours a slightly larger prediction R(D∗) =
0.260 ± 0.008 [55], with an enlarged uncertainty, while a smaller error is assigned to the other ratio,
R(D) = 0.299± 0.003 [54].
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Different new-physics explanations of the anomaly have been put forward.8 A natural candidate
for an additional tree-level contribution to these decays would be a charged scalar boson, coupling to
fermions proportionally to their masses, as predicted in flavour-aligned two-Higgs-doublet models [160,
162]. This could easily increase the value of R(D), since the scalar form factor contribution to the
τ mode is already sizeable in the SM. However, to accommodate a large increase of R(D∗), which
is sensitive to several vector and axial-vector form factors, requires too big scalar contributions that
are in tension with the measured q2 distribution. The usual two-Higgs doublet models (types I, II, X
and Y) cannot be made compatible with the data, but a (generalized) flavour-aligned scenario with the
simultaneous presence of left- and right-handed couplings to the quarks improves considerably the global
fit [192]. Taking into account the known constraints from theBc decay width and the inclusive b→ Xcτν
branching ratio, an explanation of the anomaly in terms of an intermediate charged scalar would require
values of R(D∗) 1σ smaller than the present experimental central value. The scalar contribution could
be disentangled through measurements of the differential distributions and the polarization of the final τ
and/or D∗ [192].

A different possibility is the existence of some new-physics contribution that only manifests in
the Wilson coefficient of the SM operator (c̄Lγ

µbL)(τ̄LγµνL) [193–195]. This would imply a universal
enhancement of all b→ cτν transitions,

R(D)

R(D)SM
=

R(D∗)
R(D∗)SM

=
R(J/ψ)

R(J/ψ)SM
, (105)

in agreement with the experimental ratios R(D) and R(D∗), and the recent LHCb observation of the
Bc → J/ψ τν decay [196],

R(J/ψ) ≡ Br(Bc → J/ψ τν)

Br(Bc → J/ψ `ν)
= 0.71± 0.17± 0.18 , (106)

which is 2σ above the SM expectated value R(J/ψ) ∼ 0.25–0.28 [197–200]. Writing the four-fermion
left-left operator in terms of SU(2)L⊗U(1)Y invariant operators at the electroweak scale, and imposing
that the experimental bounds on Br(b → sνν̄) are satisfied, this possibility would imply rather large
rates in b→ sτ+τ− transitions [193–195], but still safely below the current upper limits [201].

9.2 b → s`+`− decays
The rates of several b → sµ+µ− transitions have been found at LHCb to be consistently lower than
their SM predictions: B0

s → φµ+µ− [202], B0
d → K0µ+µ− [203], B+ → K+µ+µ− [203, 204],

B+ → K∗+µ+µ− [203], B0
d → K∗0µ+µ− [205] and Λ0

b → Λµ+µ− [206]. The angular and invariant-
mass distributions of the final products in B → K∗µ+µ− have been also studied by ATLAS [207],
BaBar [208], Belle [209], CDF [210], CMS [211] and LHCb [205]. The rich variety of angular depen-
dences in the four-body Kπµ+µ− final state allows one to disentangle different sources of dynamical
contributions. Particular attention has been put in the so-called optimised observables P ′i (q

2), where q2 is
the dilepton invariant-mass squared, which are specific combinations of angular observables that are free
from form-factor uncertainties in the heavy quark-mass limit [212]. A sizeable discrepancy with the SM
prediction [213–215], shown in Fig. 12, has been identified in two adjacent bins of the P ′5 distribution, at
large K∗ recoil [205, 207, 209, 211]. Belle has also included K∗e+e− final states in the analysis, but the
results for this electron mode are compatible with the SM expectations [209]. The hadronic uncertainties
of the SM predictions are not easy to quantify, but have been scrutinised by several groups [216–221].

LHCb has also reported violations of lepton flavour universality, through the ratios [222]

RK ≡
Br(B+ → K+µ+µ−)

Br(B+ → K+e+e−)

∣∣∣∣∣
q
2∈ [1 , 6] GeV

2

= 0.745 + 0.090
− 0.074 ± 0.036 , (107)

8A long, but not exhaustive, list of relevant references is given in Refs. [192].
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Fig. 12: Comparison between the SM predictions for P ′5 [213–215] and the experimental measurements [223].

and

R
K
∗0 ≡ Br(B0

d → K∗0µ+µ−)

Br(B0
d → K∗0J/ψ(→ µ+µ−))

/
Br(B0

d → K∗0e+e−)

Br(B0
d → K∗0J/ψ(→ e+e−))

(108)

in two different q2 bins [224],

R
K
∗0
∣∣
q
2∈ [0.045 , 1.1] GeV

2 = 0.66 + 0.11
− 0.07±0.03 , R

K
∗0
∣∣
q
2∈ [1.1 , 6] GeV

2 = 0.69 + 0.11
− 0.07±0.05 . (109)

These observables constitute a much cleaner probe of new physics because most theoretical uncertainties
cancel out [225–228]. In the SM, the only difference between the muon and electron channels is the
lepton mass. The SM theoretical predictions,RK = 1.00±0.01QED,R

K
∗0 [0.045, 1.1] = 0.906±0.028th

and R
K
∗0 [1.1, 6] = 1.00± 0.01QED [229], deviate from the experimental measurements by 2.6σ, 2.1σ

and 2.6σ, respectively.

Global fits to the b→ s`+`− data with an effective low-energy Lagrangian

Leff =
GF√

2
VtbV

∗
ts
α

π

∑

i,`

Ci,`O
`
i (110)

show a clear preference for new-physics contributions to the operatorsO`9 = (s̄LγµbL)(¯̀γµ`) andO`10 =

(s̄LγµbL)(¯̀γµγ5`), with ` = µ [230–234]. Fig. 13 exhibits the need for CNP
9,µ 6= 0 and rather large, of

the order of ∼ −25% of the SM contribution to C9,µ [230]. The statistical significance for non-zero
values of CNP

10,µ, CNP
9,e and CNP

10,e is low, although a reasonable fit to the data could be obtained with
CNP

9,µ − CNP
9,e − CNP

10,µ + CNP
10,e ∼ −1.4 [232]. Many attempts to explain these results within specific

scenarios of new physics have been put forward (new gauge bosons, leptoquarks, new fermions and/or
scalars, etc.). A representative list of references can be found in Refs. [235–237].

10 Discussion
The flavour structure of the SM is one of the main pending questions in our understanding of weak
interactions. Although we do not know the reasons of the observed family replication, we have learnt
experimentally that the number of SM generations is just three (and no more). Therefore, we must study
as precisely as possible the few existing flavours, to get some hints on the dynamics responsible for their
observed structure.
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Fig. 13: Allowed 1, 2 and 3 σ regions in the (CNP
9,µ , C

NP
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9,e ) planes, from a global fit to b→ s`+`−

data [230]. The contours from specific experiments are show at 3σ.

In the SM all flavour dynamics originate in the fermion mass matrices, which determine the mea-
surable masses and mixings. Thus, flavour is related through the Yukawa interactions with the scalar
sector, the part of the SM Lagrangian that is more open to theoretical speculations. At present, we to-
tally ignore the underlying dynamics responsible for the vastly different scales exhibited by the fermion
spectrum and the particular values of the measured mixings. The SM Yukawa matrices are just a bunch
of arbitrary parameters to be fitted to data, which is conceptually unsatisfactory.

The SM incorporates a mechanism to generate CP violation, through the single phase naturally
occurring in the CKM matrix. This mechanism, deeply rooted into the unitarity structure of V, im-
plies very specific requirements for CP violation to show up. The CKM matrix has been thoroughly
investigated in dedicated experiments and a large number of CP-violating processes have been studied
in detail. The flavour data seem to fit into the SM framework, confirming that the fermion mass matri-
ces are the dominant source of flavour-mixing phenomena. However, a fundamental explanation of the
flavour dynamics is still lacking.

At present, a few flavour anomalies have been identified in b→ cτν and b→ sµ+µ− transitions.
Whether they truly represent the first signals of new phenomena, or just result from statistical fluctuations
and/or underestimated systematics remains to be understood. New experimental input from LHC and
Belle-II should soon clarify the situation. Very valuable information on the flavour dynamics is also
expected from BESS-III and from several kaon (NA62, KOTO) and muon (MEG-II, Mu2e, COMET,
PRISM/PRIME) experiments, complementing the high-energy searches for new phenomena at LHC.
Unexpected surprises may well be discovered, probably giving hints of new physics at higher scales and
offering clues to the problems of fermion mass generation, quark mixing and family replication.
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Appendices
A Conservation of the vector current
In the limit where all quark masses are equal, the QCD Lagrangian remains invariant under global
SU(Nf ) transformations of the quark fields in flavour space, where Nf is the number of (equal-mass)
quark flavours. This guarantees the conservation of the corresponding Noether currents V µ

ij = ūiγ
µdj .

In fact, using the QCD equations of motion, one immediately finds that

∂µV
µ
ij ≡ ∂µ

(
ūiγ

µdj
)

= i
(
mui
−mdj

)
ūidj , (A.1)

which vanishes when mui
= mdj

. In momentum space, this reads qµV
µ
ij = O(mui

−mdj
), with qµ the

corresponding momentum transfer.

Let us consider a 0−(k)→ 0−(k′) weak transition mediated by the vector current V µ
ij . The relevant

hadronic matrix element is given in Eq. (19) and contains two form factors f±(q2). The conservation of
the vector current implies that f−(q2) is identically zero when mui

= mdj
. Therefore,

〈P ′i (k′)|V µ
ij (x)|Pj(k)〉 = eiq·x CPP ′ (k + k′)µ f+(q2) . (A.2)

We have made use of translation invariance to write V µ
ij (x) = eiP ·x V µ

ij (0) e−iP ·x, with Pµ the four-
momentum operator. This determines the dependence of the matrix element on the space-time coordi-
nate, with qµ = (k′ − k)µ.

The conserved Noether charges

Nij =

∫
d3x V 0

ij(x) =

∫
d3x u†i (x) dj(x) , (A.3)

annihilate one quark dj and create instead one ui (or replace ūi by d̄j), transforming the meson P into
P ′ (up to a trivial Clebsh-Gordan factor CPP ′ that, for light-quarks, takes the value 1/

√
2 when P ′ is a

π0 and is 1 otherwise). Thus,

〈P ′(k′)|Nij |P (k)〉 = CPP ′ 〈P
′(k′)|P ′(k)〉 = CPP ′ (2π)3 2k0 δ(3)(~k′ − ~k ) . (A.4)

On the other side, inserting in this matrix element the explicit expression for Nij in (A.3) and making
use of (A.2),

〈P ′(k′)|Nij |P (k)〉 =

∫
d3x 〈P ′(k′)|V 0

ij(x)|P (k)〉 = CPP ′ (2π)3 2k0 δ(3)(~q ) f+(0) . (A.5)

Comparing Eqs. (A.4) and (A.5), one finally obtains the result

f+(0) = 1 . (A.6)

Therefore, the flavour symmetry SU(Nf ) determines the normalization of the form factor at q2 = 0,
when mui

= mdj
. It is possible to prove that the deviations from 1 are of second order in the symmetry-

breaking quark mass difference, i.e., f+(0) = 1 +O[(mui
−mdj

)2] [22].
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Abstract
I present a brief outline of some of the different paths for extending the Stan-
dard Model. These include supersymmetry, Grand Unified Theories, extra
dimensions, and multi-Higgs models. The aim is to give graduate students an
overview of some of the theoretical motivations to go into a specific extension,
and a few examples of how the experimental searches go hand in hand with
these efforts.

Supersymmetry, Grand Unified Theories, Extra dimensions, Multi-Higgs models

1 Introduction
The Standard Model is an extremely successful description of the elementary particles and its interac-
tions around the Fermi scale, but it leaves a number of unanswered questions that lead naturally to the
conclusion that it is the low energy limit of a more fundamental theory. Along with these unanswered
question comes a large number of free parameters whose value can only be determined experimentally.
Among the unanswered questions in the Standard Model are:

– Are there more than three generations of particles?
– Why are the fundamental particles masses so different?
– How is the Higgs mass stablilized, i.e. what solves the hierarchy problem?
– Is there more than one Higgs?
– What is the nature of the neutrinos, are they Dirac or Majorana?
– What is dark matter?
– Why is there more matter than anti-matter?
– Is there more CP violation?
– Why only left-handed particles feel the electroweak interaction?
– Is it possible to unify quantum mechanics with gravity?

The collection of models and theories that make the research that extends the Standard Model
to answer some of these, and many more, questions is known as physics Beyond the Standard Model
(BSM). In here we will briefly explain some of the more popular efforts to go beyond the Standard
Model. There are many excellent reviews devoted to each topic, in here we give only an overview of
some of these extensions with an emphasis on the interplay between theory and experiment.

2 Symmetries
Modern physics is built on the observation that there are symmetries in Nature. The usual or tradi-
tional way of relating different parameters or sectors of a theory has been by adding symmetries. The
Lagrangian of the theory has to respect the symmetries of the system, which means it remains invari-
ant under symmetry transformations. This requirement means that the mathematical consistency of a
proposed model can lead to new discoveries.

There are different types of symmetries: Continuous, discrete, global, local, hidden, broken, acci-
dental... the Standard Model incorporates all of these kind of symmetries.
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Continuous symmetries are implemented by unitary transformations, since they are continuously
connected to the identity. Continuous symmetries lead to conserved quantities, as stated by Noether’s
theorem [1], which are useful to classify or label the symmetries. These systems might have local or
global conservation laws; global if the symmetry acts equally everywhere and local if the symmetry acts
differently on every point.

On the other hand, discrete symmetries, as their name states, represent non-continuos transforma-
tions. In quantum mechanics they have associated a multiplicative quantum number.

The quantum field theory (QFT) that describes the SM is based on a combination of space-time
symmetries and internal symmetries. Space-time symmetries act on the coordinates of space-time, they
include rotations, translations, and general Lorentz and Poincaré transformations, which are global sym-
metries, and general coordinate transformations, which are local symmetries. Thus, the SM has all the
transformations of special and general relativity.

On the other hand, internal symmetries refer to the transformations of the different fields. Internal
symmetries are related to gauge invariance, which refers to the fact that different field configurations may
describe the same observables. A gauge transformation on a field implies that also the kinetic term has
to be transformed, so as to leave the Lagrangian invariant. This leads to the definition of the covariant
derivative, where a vector or gauge potential is introduced, ensuring the invariance of the Lagrangian
under gauge transformations. There are many choices of gauge potential that will describe the same
physics. From the conservation of internal symmetries follows the conservation of colour and electric
charge, for instance.

Often symmetries are not exact or explicit, but may be broken or hidden. A symmetry can be
broken spontaneously, like in the Higgs mechanism, where the vacuum expectation value of the Higgs
field is different from zero, and thus does not respect the symmetries of the original Lagrangian. Thus, a
symmetry may be hidden in the sense that we may just perceive the symmetries in the vacuum state, and
not the more general symmetry group of the complete Lagrangian.

A symmetry can also be broken explicitly, whereby there are terms in the Lagrangian which do
not respect it, and thus are not invariant under the symmetry transformation.

The Standard Model is based on a number of symmetries: Poincaré invariance in four dimensions
and gauge invariance under the group SU(3)×SU(2)L×U(1)Y . The electroweak part SU(2)L×U(1)Y
is spontanously broken by the Higgs mechanism to U(1)EM . Besides Lorentz and gauge invariance
the SM exhibits some discrete symmetries, which can be exact or broken. Among these are charge
conjugation (C), parity (P), and the combined effect of both CP, as well as time reversal (T), which
are broken in electroweak interactions. The SM Lagrangian is invariant under the action of CPT, as
required by the CPT Theorem, which states that any localized Lorentz invariant gauge theory is invariant
under the combined action of C, P, and T. There are also accidental symmetries in the SM, that is, they
appear without having required invariance under any particular symmetry, but as a consequence of the
field content and other symmetries and properties of the Lagrangian. These include baryon and lepton
number conservation, which are exact at the classical level.

3 Why go beyond the SM?
As already mentione, the SM is very successful in describing the fundamental particles and their inter-
actions at the electroweak scale, but it leaves a number of puzzles or unanswered questions that lead to
the conclusion that it is the low energy limit of a more fundamental theory. The first deviations of the
SM appeared with the neutrino masses and the existence of dark matter, the latter was actually proposed
even before the SM was conceived. The SM was formulated with neutrino masses equal to zero, and
it might not look like a great departure from it just to add extra terms to the Lagrangian to give mass
to the neutrinos, the same way as for the other matter particles. But neutrino masses are tiny, and thus
the associated Yukawa coupling would be several orders of magnitude smaller than the other matter cou-

2

M. MONDRAGON

102



plings, enhanching the mass hierarchy among the fundamental particles. A popular way to explain the
smallness of neutrino masses is to assume the right-handed neutrinos, which are sterile, acquire a large
Majorana mass. The diagonalisation of the neutrino mixing matrix which includes the Dirac mass term
(of order of the electroweak scale) and the Majorana mass term leads to one very heavy and one very
light eigenvalue, thus the name seesaw mechanism (see for instance [2, 3]).

Amongst the puzzles that lead to the proposal of different models BSM are some of the questions
mentioned in the introduction, and more. The list is long and it grows as we go into the details. Let us
look at some of the more important ones:

– The hierarchy problem refers to the fact that the we expect the fundamental scale to be the
Planck scale, MP = 1019 GeV , but the particle masses are “of the order” of the electroweak scale
∼ O(100) GeV , i.e. 17 orders of magnitude below MP . This scale is dictated by the spontaneous elec-
troweak symmetry breaking, where the Higgs fields acquires a vacuum expectation value (vev) different
from zero, and through its self-interaction a mass, which we know now to be ∼ 125 GeV .

On the other hand, the Higgs field, being a scalar, has radiative corrections that grow quadratically
with the energy, and not logaritmically like the other particles. The quantum corrections to the Higgs
mass would drive it to the Planck scale, which is assumed to be the fundamental one

M2
h ∝M2(Λ2) + δm2

h = M2(Λ2)− Cg2Λ2 , (1)

where Λ is an energy scale, g the SU(2) gauge coupling and C some constant. Thus, an incredible fine-
tuning must exist between the bare mass and the radiative corrections to cancel almost completely among
themselves, and render the Higgs mass ∼ 125 GeV . This enormous degree of fine-tuning is clearly a
naturality issue. The hierarchy and naturalness (or lack thereof) problems have led to the conclusion that
around ∼ O(1) TeV there must appear new physics, or rather physics unknown to us.

– The cosmological constant is interpreted as the energy of the vacuum, and recent observations
suggest its value is close to zero but not identically zero. In quantum field theory, assuming the funda-
mental theory to be at the Planck scale, the cosmological constant is predicted to be ∼ 120 orders of
magnitude bigger than the measured value. This is an even bigger naturaleness problem than the one of
the Higgs mass.

– There are only three generations of particles, as is inferred from the Z width and from Big Bang
Nucleosynthesis. The masses of the fundamental fermions are much lower than the Planck scale, as
above mentioned. But there are also large differences among them, between the up and the top quarks
there are five orders of magnitude in mass. The mixing in the quark sector is not very large, the CKM
matrix largest elements are in the diagonal. Also in the lepton sector, if we take into account neutrino
masses (which striclty speaking are zero in the SM), the discrepancy between the largest and the lightest
mass is at least five orders of magnitude, if not bigger. On the other hand, the mixing angles in the PMNS
matrix are fairly large. This pattern of masses and mixings is not understood, but it might suggest an
underlying symmetry at work (or not).

– We have enough evidence of the existence of dark matter, and we will assume that it is a particle.
This particle cannot be one of the SM ones. The neutrinos could be a fraction of the total dark matter
(DM), but DM cannot be composed entirely of neutrinos, since it would be in contradiction with the
large structure formation of the Universe. Thus, we need particles beyond the ones in the SM to explain
dark matter (see [4, 5] and references therein). It is usually assumed that DM is only composed of one
type of particle, but there is no reason that DM could be actually made of more than one type of particle.

The solution to some of these problems has been to follow the traditional path, i.e. to add symme-
tries, but it is also possible to add particles and/or interactions, or to add more space-time dimensions, or
combinations of all of them. Of course, any attempt to extend the SM has to go hand in hand with exper-
imental data, and the SM has to emerge as the low-energy theory of any theory beyond it. For extended
recent reviews and textbooks on BSM physics from different perspectives, see for instance [6–13].
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4 Grand Unified Theories – GUTs
In the context of adding more symmetries, one could think that there is a larger gauge symmetry group
which contains the SM one. This is the idea behind Grand Unified Theories or GUTs, where the elec-
troweak and strong interactions are unified in a single interaction at high energies. This larger symmetry
group is realized at very high energies, which corresponds to the beginning of the Universe, and the
symmetry is broken down to the SM gauge group, which is what we observe today. The unification
idea is very attractive, what we perceive as three separate interactions at low energies is in reality only
one, gravity is not included in this scheme. Grand unification can work because of the behaviour of
the different gauge couplings as they move up in energy, which is calculated using the Renormalization
Group Equations (RGEs). Whereas the inverse of the strong and weak coupling increase with energy, the
inverse of the electromagnetic coupling decreases, thus they all tend to a similar value at high energies
(see Fig. 4). If unified, we have two parameters, the unification scale MGUT and the unification coupling
αGUT rather than three. But reducing one parameter is not the only achievement of a unified theory.
Because now the particles are unified in a larger symetry group, they are related through the symmetry,
which gives some nice surprises and predictions (see for instance [14, 15]).

The simplest, and one of the most studied, examples of a GUT is the one based in the gauge group
SU(5). SU(5) can accomodate all the particles of the SM and can be broken exactly into its gauge
group,

SU(5)→ SU(3)× SU(2)× U(1) (2)

The left-handed quarks and leptons are accomodated in irreducible representations (irreps) of SU(5) as
follows 5̄ = [dc,L] and 10 = [Q,uc, ec], and the left-handed anti-neutrinos are in a singlet irrep 1 (the
original model did not include those, since there was not yet evidence of neutrino masses). In matrix
notation

5̄ =




dc

dc

dc

e
−νe



, 10 =




0 uc −uc −u −d
0 uc −u d

0 −u −d
0 −e+


 . (3)

The breaking of the SU(5) group to the SM one is achieved by the vacuum expectation value
of the adjoint representation, the 24. The gauge bosons fit in the adjoint irrep 24, which also contains
twelve fractionally charged bosons with both lepton and baryon number. These “exotic” bosons are
called leptoquarks, and are denoted by X and Y. Since the leptons and quarks are combined in the same
irreps, baryon and lepton numbers are not conserved, although the combination B-L is still conserved.
Thus, unless the X and Y bosons are very heavy, the violation of B and L can lead to proton decay through
exchange of leptoquarks, which is a signature of many GUTs. These decay modes obey the selection rule
∆(B − L) = 0, and are mediated by effective operators of dimension 6. In Fig. 1 examples of diagrams
that lead to proton decay through these dimension six operators are shown.

The Higgs boson can be accomodated in a 5 or a 5̄ irrep, which will also decompose in triplets
of SU(3) and doublets of SU(2) once the SU(5) group is broken. Again, we have a coloured and
an electroweak part mixed in the same irrep. These coloured Higgs triplets violate baryon and lepton
number and can mediate fast proton decay via the exchange of the scalar triplet, unless they are very
heavy. Thus, there must be a fine tuning to get the doublets at the electroweak scale, and at the same time
leave the triplets at the GUT scale. This is referred to as the doublet-triplet splitting fine tuning problem.

The proton lifetime in these type of GUTs is

τ ∼ M4
GUT

α2
GUTm

5
p

∼ 1030 − 1031yrs , (4)

which excludes them by the bound on the proton lifetime set by super-Kamiokande τ > 1034 yrs,
ruling out the simplest models. Moreover, letting the gauge couplings of the SM run to high energies
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Fig. 1: Dimension six operators that mediate proton decay in SU(5), the diagrams on the left are mediated by the
coloured Higgs triplet and anti-triplet, the ones on the right by the X boson.

through their RGE shows that they do not quite unifiy, see upper panel of Fig. 4. If one incorporates
supersymmetry in the game, then unification may be achieved, as the lower panel of Fig. 4 shows.
Although in SUSY GUTs the proton decay prediction remains, the proton lifetime may be larger than in
non-SUSY models, within the experimental bounds.

On the other hand, Grand Unified theories give an explanation of charge quantization. Since the
charge operator is a generator of SU(5), the sum of all charges in each irrep must add to zero, leading
to Q(dc) = −1/3Q(e). They give an approximation to the value of the Weinberg angle, and also
approximations to some quark mass ratios.

Besides the minimal SU(5) sketched here, several other GUTs have been studied. For instance,
another popular GUT is SO(10), which has all fermions in the same irrep 16, and a right handed neutrino
may be included naturally. Other groups have different features like the Pati-Salam group SU(4)c ×
SU(2)L × SU(2), which proposes a fourth colour charge and also predicts the existence of magnetic
monopoles, or the flipped SU(5)×U(1), where the assignment of the particles to the irreps is 5̄ = [uc,L]
and 10 = [Q,dc, νc], and 1 = ec.

5 Supersymmetry
Particles come in two fundamental versions, bosons and fermions. Matter particles are fermions, with
half-integer spin and obey Fermi-Dirac statistics. Gauge particles, which are the ones that “carry” the
interactions, are vector bosons with spin one and obey Bose-Einstein statistics. The Higgs boson (or
perhaps Higgs bosons) is a scalar with zero spin, and thus also obeys Bose-Einstein statistics. Super-
symmetry (SUSY) relates bosons and fermions, so what in the SM are distinct types of particles, in
SUSY theories are related through a symmetry transformation. There are many excellent reviews on
supersymmetry, both from the formal as well as from the more phenomenological point of view (see for
instance [16–18, 21]). In here we will expose the main motivation for SUSY and some of models that
have been more studied.

Through SUSY it is possible to transform bosons into fermions and viceversa

Q|Boson >= |Fermion >; Q|Fermion >= |Boson > . (5)

The extension of the Coleman-Mandula Theorem [19] due to Haag, Lopuszanski and Sohnius [20] tells
us how to build an interacting quantum field theory with such restrictions. One has to generalize the Lie
algebra to a graded Lie algebra with anti-commutators and commutators, in order to include the fermionic

5

BEYOND THE STANDARD MODEL

105



generators. Thus, a supersymmetric theory must have the Poincaré generators PM for translations in
space and time, and MM,N for the Lorentz boosts and rotations, plus the spinor generators QAα (α = 1, 2

and A = 1, ...,N ) corresponding to spins (A, B) =
(
1
2 , 0

)
and Q†Aα̇ with (A, B) =

(
0, 1

2

)
.

If Oa are operators of a Lie algebra, a graded Lie algebra staisfies the relations

OaOb − (−1)ηaηb ObOa = iCe abOe , (6)

where the gradings ηa take values

ηa =

{
0 : Oa bosonic generator
1 : Oa fermionic generator

. (7)

We will only address the case of N=1 supersymmetry, i.e. only one set ofQ andQ†. The possibility
of having several copies of these generations leads to extended supersymmetries (N = 2, N = 4), but
these theories do not have chiral fermions, which makes them unsuitable as direct extensions of the SM.

The particle states are described by irreducible representations of the SUSY algebra, called super-
multiplets. The supermultiplet contains equal number of both fermionic and bosonic degrees of freedom.
The particle states in each supermultiplet are called superpartners and they differ by 1/2 unit of spin. In
N=1 SUSY, a chiral supermultiplet contains a Weyl fermion and two real scalars. The Weyl fermion
has two degrees of freedom corresponding to each helicity state, and each real scalar has one degree of
freedom, which are usually described together as one complex scalar. A gauge supermultiplet contains a
massless spin-1 gauge boson and its superpartner, a gugino, which is a massless spin-1/2 Weyl fermion,
both of which have two helicity states. They both transform in the adjoint representation of the gauge
group which is self-conjugate, therefore the left- and right-handed components of the gauginos have the
same transformation properties, thus they are Majorana in nature. The Higgs boson belongs also to a
chiral supermultiplet, with a spin-1/2 superpartner, the Higgsino. But in SUSY theories one Higgs su-
permultiplet is not enough to guarantee an anomaly free theory. The Higgs supermultiplet has a gauge
anomaly, which is cancelled if another Higgs supermultiplet with opposite hypercharge is added. The
members of a supermultiplet must have the same coupling strenghts and also the same mass, thus

∑
m2
bosons =

∑
m2
fermions. (8)

In the context of the radiative corrections to the Higgs mass this means that the quadratic corrections to
the Higgs mass coming from the bosons are exactly cancelled by their fermionic superpartners, order by
order in perturbation theory.

One of the main motivations to study SUSY models is that they provide a solution to the hierarchy
problem, in a natural way. The contributions to the radiative corrections to the Higgs mass that come
from the SM particles are cancelled exactly, order by order, by their superpartners, see Fig. 2. This
happens thanks to the sum rule, Eq. (8), and an extra (-1) sign that comes from the Fermi-Dirac statistics.
This is exact only if SUSY is unbroken, once it is broken the squared mass difference between bosons
and fermions is proportional to the susy breaking scale squared M2

SUSY . This value is expected to be
∼ O(1) TeV , to be consistent with the scale of the Higgs mass, and it is also the value that is required
to have good unification of couplings in the minimal SUSY extension of the MSSM.

5.1 The Minimal Supersymmtric Extension of the Standard Model
By far the most phenomenologically viable SUSY model studied is the Minimal Supersymmtric Standard
Model (MSSM). It has N=1 SUSY, to include chiral fermions, and two Higgs supermultiplets, to be free
of gauge anomalies. The gauge group is the same as the SM one, SU(3) × SU(2) × U(1), but now
the particles are arranged in supermultiplets. The matter or chiral supermultiplets contain the quarks and
leptons and their respective superpartners, squarks and sleptons, which are spin-0 scalars. There are two
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Fig. 2: Cancellation of divergencies to the Higgs boson mass from contributions from the superartners, figure from
ref [21].

Particles Bosons Fermions Charges under SM
quarks, squarks Qi (ũ, d̃)L (u, d)L (3,2, 1/6)

ū ũ∗R u†R (3̄,2,−2/3)

d̄ d̃∗R d†R (3̄,2, 1/3)

leptons, sleptons Li (ν̃, ẽ)L (ν, e)L (1,2,−1/2)

ē ẽ∗R e†R (1̄,1, 1)

Higgs bosons Hu (H+
u , H

0
u) (H̃+

u , H
0
u) (1̄,2, 1/2)

Hd (H0
d , H

−
d ) (H̃0

d , H̃
−
d ) (1̄,2,−1/2)

Bino, B B̃0 B0 (1,1, 0)

Wino, W, Zino, Z (W̃±, Z̃) (W±, Z) (1,3, 0)
Gluino, g g̃ g (8,1, 0)

Table 1: Particle content of the MSSM

chiral supermultiplets with opposite hypercharge that contain the Higgs bosons and their corresponding
superpartners, the Higgsinos. The gauge supermultiplets, which contain the spin-1 vector bosons and
their superpartners the gauginos, which are spin-1/2 Majorana fermions.

In supersymmetric theories the interactions are determined by the superpotential, which is a holo-
morphic function of the chiral superfields. It respects SUSY and gauge invariance. The superpotential
contains the Yukawa interactions and mass terms, in the MSSM it is

WMSSM = εij(y
U
abQ

j
aU

c
bH

i
2 + yDabQ

j
aD

c
bH

i
1 + yLabL

j
aE

c
bH

i
1 + µH i

uH
j
d) (9)

where the superfields in the potential are given in Table 5.1

In principle there could be terms in the superpotential that break baryon or lepton number, like for
instance LQd̄c. These terms would mediate really fast proton decay through p → e+ + π0. In order to
forbid these terms a new multiplicative discrete parity is introduced, R symmetry. R symmetry is defined
as

R = (−1)3(B−L)+2S , (10)

thus all supersymmetry particles have R = −1 and the SM particles and all the Higgs bosons have
R = 1. Besides forbidding proton decay, one immediate consequence of R parity is that the lightest
supersymmetric particle (LSP) is stable. This feature may provide with a good candidate to dark matter,
if the LSP is electrically neutral. Another consequence of R parity is that superparticles are created in
pairs.
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5.2 SUSY breaking in the MSSM
If SUSY exists in Nature it has to be a broken symmetry, since no superpartners of the SM particles
have been observed. The way to break SUSY consistent with phenomenological observations, and to
preserve the solution to the hierarchy problem is to add soft breaking terms to the SUSY Lagrangian.
Soft breaking terms do not reintroduce quadratic divergences in the theory, they have positive mass
dimension, and are super-renormalizable. The soft breaking part of the MSSM Lagrangian has a similar
form to the superpotential

−LBreaking =
∑

i

m2
0i|ϕi|2 +

(
1

2

∑

α

Mαλ̃αλ̃α +BH1H2

+ AUabQ̃aŨ
c
bH2 +ADabQ̃aD̃

c
bH1 +ALabL̃aẼ

c
bH1 + h.c.

)
,

(11)

where ϕi are the scalar fields, λ̃α are the gaugino fields, Q̃, Ũ , D̃ and L̃, Ẽ are the squark and slepton
fields, respectively, and Hu,d are the Higgs fields. In principle there can be over 100 soft breaking terms,
but they are constrained by requiring the absence of Flavour Changing Neutral Currents (FCNCs) and
CP violation. These constraints appear naturally if one imposes “universal” soft breaking terms, which
means that all the soft scalars are proportional to the identity matrix 13×3, the trilinear A terms are
proportional to the Yukawa couplings, and there are no extra CP violating phases besides the usual CKM
one

m̃2
Q,u,d,L,e ∝ 1Q,u,d,L,e; au,d,e ∝ Au,d,eYu,d,e . (12)

Usually, universal gaugino masses at the unification scale are assumed too. These universality conditions
are usually taken as boundary conditions for the RGEs at at higher scale, most commonly the GUT scale.
They are assumed to originate from an underlying more fundamental theory, where SUSY is dynamically
broken, allthough such theory is not known. The general assumption is that the MSSM is connected to
an unknown or “hidden” sector, that communicates to the matter or “visible” sector through so-called
messangers. Thus, the effective theory that is left after the hidden and visible sectors interact through the
messenger has a Lagrangian with soft SUSY breaking terms. The most studied types of SUSY breaking
through hidden sectors are:

– Gravity mediated, the sectors interact through gravity. The SUSY breaking scale is of the order of
the gravitino mass, the superpartner of the graviton. Although it is very attractive due to the fact
that gravity exists and is felt by all particles, there does not exist yet a theory of quantum gravity.

– Gauge mediated, the SUSY breaking is communicated to the observable sector through the known
gauge interactions that involve the messenger particles in loop diagrams. These messanger parti-
cles are the SM particles plus particles from a unified theory. The LSP is the gravitino.

– Anomaly mediated, SUSY breaking appears at loop level through a superconformal anomaly. An
interesting feature in this scenario is that the soft terms that appear are renormalization group
invariant, i.e. they are valid at any renormalization scale. One drawback of the simplest anomaly
mediated scenario is that the slepton is tachyonic, although there are ways out of this problem.

– Gaugino mediated, it is based on brane theory. It is assumed that the SM lives on a brane, while
gravity and other field propagate in the bulk. SUSY breaking happens in a different brane and it
is communicated to our brane through the gauginos. This is the least studied of the four hidden
sector proposals.

All these scenarios generate soft breaking terms of the form given in Eq. (11). To each one of these
scenarios correspond particular boundary conditions at the unification scale, that after evolving to the
electroweak scale through the RGEs, give different predictions for the s-spectrum. Examples of such
different s-spectra are shown in Fig. 3.
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Fig. 3: The upper part shows the hidden sector scenario, whereas the lower part shows the different sparticle-
spectra that come from the different scenarios, both figures from ref [21].

5.3 Higgs potential and masses in the MSSM
The tree level Higgs potential of the MSSM should be compatible also with electroweak symmetry
breaking. We require that it breaks the SU(2) × U(1) group to the electromagnetic U(1)EM . At the
minimum it is always possible to rotate away the vev’s of one of the Higgs fields, for instance H+

u = 0,
which at the minimum ∂V /∂H+

u implies that also H−d = 0. Thus, the potential is given by

Vtree(Hu, Hd) = (|µ2|+m2
Hu

)|Hu|2 + (|µ2|+m2
Hd

)|Hd|2 − b(H0
uH

0
d + c.c.)

+
g2 + g

′2

8
(|H0

u|2 − |H0
d |2)2 (13)

where g is the SU(2) gauge coupling and g′ the U(1) one, m2
Hu

and m2
Hd

are the soft breaking mass
terms for the Higgs bosons, and µ their mixing term in the superpotential. The quartic couplings are
fixed in terms of the gauge couplings. The requirement that the potential is bounded from below gives
positivity conditions on the potential parameters

m2
1 +m2

2 > 2|b| . (14)

To guarantee electroweak symmetry breaking, a linear combination of the Higgs fields has to have a
negative square mass term, which happens if

m2
3 > m2

1m
2
2 . (15)
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These conditions are not satisfied at the GUT scale in general, but since they are scale dependent,
i.e. “running parameters”, they might be realized at at lower energies after evolving the RGEs. Thus,
the symmetry breaking is driven through radiative corrections. Because of this feature the mechanism is
known as radiative electroweak symmetry breaking. Furthermore, after electroweak breaking the Higgs
vevs and the gauge couplings must be related to the Z boson mass through

m2
Z = (g2 + g′2)(v2u + v2d)/4 , (16)

where

< H0
u >= vu/

√
2 , < H0

d >= vd/
√

2, v = v2u + v2d =' 246.218 GeV ,

and we define tanβ = vu/vd. Eq. (16) imposes further conditions on the µ and b parameters

b =
(m2

Hd
−m2

Hu
) tan 2β +M2

Z sin 2β

2
, (17)

µ2 =
m2
Hu

sin2 β −m2
Hd

cos2 β

2
− M2

Z

2
. (18)

To find the Higgs bosons masses, it is necessary to expand the potential around the minimum
and separate it in real and imaginary parts. The two complex Higgs doublets have eight real degrees
of freedom. The real parts correspond to the CP-even Higgs bosons and the imaginary parts to the CP-
odd ones and to the Goldstone bosons. After electroweak symmetry breaking the three Goldstone bosons
become the longitudinal modes of theW± and Z bosons, as in the SM. The other five degrees of freedom
will give rise to four massive scalars, two of which are neutral h and H , two charged H±, plus a massive
neutral pseudoscalarA. Of these, one can be easily identified with the SM Higgs boson, namely h, which
is naturally lighter than the other four.

After SUSY and electroweak symmetry breaking all the SM, Higgs bosons and the s-particles
acquire their physical masses. The tree level masses of the Higgs bosons are:

MZ = 2b/ sin 2β (19)

Mh,H =
1

2
(M2

A +M2
Z ∓

√
(M2

A +M2
Z)2 − 4M2

AM
2
Z cos 2β) (20)

MH± = M2
A +M2

W (21)

It is clear from the minimisation conditions and the expressions for the Higgs’ masses that there are only
two free parameters at tree level, which can be taken as MA and tanβ. Moreover, whereas MA,MH ,
and MH± can be very large, the lightest Higgs mass mh is bounded from above

Mh ≤ min(MA,MZ)| cos 2β| ≤MZ . (22)

Radiative corrections to Mh, particularly form the RGE running quartic coupling, which is proportional
to the top quark mass, and threshold corrections from integrating out the stop quarks in the loop, are very
large and change this bound to

Mh . 135 GeV . (23)

The actual value of Mh in any specific model will depend on the s-spectrum, particularly on the stop
quark masses, and the degree of mixing among themselves. This result is encouraging for the MSSM as
an extension of the SM in the sense that it has a natural decoupling limit, which reduces to the SM, but
the details of the predictions depend sensibly on the details of the soft breaking terms.

Another interesting feature of the MSSM is that after electroweak symmetry breaking the neutral
states can mix among themselves, the same happens to the charged states. This gives rise to four mass
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eigenstates known as neutralinos χ0
1,2,3,4 which are a mixture of the neutral gauginos (W̃ 0, B̃) and neutral

Higgsinos (H̃0
u, H̃

0
d ); and two charged mass eigenstates, the charginos χ±1,2 which are a mixture of the

charged Higgsinos (H̃+
u , H

−
d ) and the charged Winos (W̃±).

The mass matrices of the neutralinos are

M (0) =




M1 0 −MZ cosβ sinW MZ sinβ sinW
0 M2 MZ cosβ cosW −MZ sinβ cosW

−MZ cosβ sinW MZ cosβ cosW 0 −µ
MZ sinβ sinW −MZ sinβ cosW −µ 0


 , (24)

the mass matrices of the charginos are

M (c) =

(
M2

√
2MW sinβ√

2MW cosβ µ

)
, (25)

and the mass matrices for the scalar quarks are of the form
(

m̃2
fL mt(Af − µfacβ)

mf (Af − µfacβ) m̃2
fR

)
,

where f is any of the quarks and leptons, and facβ = tanβ for down type quarks and leptons, and
facβ = cotβ for up type quarks. The mixing in the first two families is practically negligible, but can
be sizeable in the third one.

As can be seen from the expressions of the mass matrices, the sparticle spectrum (s-spectrum)
depends on the choice of soft breaking parameters, given in Eq. (11) and the µ Higgsino mixing term
appearing in the superpotential (9). Thus, different soft breaking terms will lead to different allowed
parameter space at low energies.

To make the study of the MSSM more tractable the number of free parameters is reduced in dif-
ferent ways. One popular way is the constrained MSSM (cMSSM), in which the universality relations
Eq. (12) are taken a step further, making all the soft scalar masses at a high scale equal, m̃0, all the
trilinear terms equal A, and all the gaugino masses equal m1/2. This leaves only five free parameters:
m̃0,m1/2, A, tanβ, signµ. The cMSSM is inspired in minimal supergravity models, which have the
same five parameters, but with extra relations among themselves at the unification scale. Most experi-
mental searches are based on the cMSSM or variations of it. This model might be too constrained and
even unrealistic, but opening slightly the parameter space at the unification scale can widen it at experi-
mental scales. For instance, relaxing any of the strict universality relations changes the phenomenology
at low energies.

Besides giving a solution to the hierarchy problem, there are two other widely studied features that
make the MSSM and other SUSY models attractive.

– The neutralino LSP has been proposed as a good candidate for dark matter, since it is neutral
and has only electroweak interactions. The neutralinos are a combination of the neutral gauginos,
which means that for different values of the soft breaking terms the LSP will be different. This
in turn means that the admixture of the lightest neutralino (Higgsino, Wino and Bino) will lead
to different types of DM (for an extensive review on the subject see ref. [22]). The combination
of experimental collider searches and direct DM detection experiments can be used to restrict the
allowed parameter space of a particular model. An example of this is provided in [23], where DM
is assumed to be the lightest neutralino, and regions in parameter space that agree with the dark
matter relic abundance Ω and experimental constraints are studied for different SUSY models.

– The MSSM with µ > 0 might provide a solution to the discrepancy between the experimental and
the theoretical value of the anomalous magnetic moment of the muon g − 2 [24]. On the other
hand, lepton flavour violating processes have been proposed also to alleviate or solve entirely this
problem (see for instance [25, 26]).
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Fig. 4: Unification of couplings in the SM (up) and in the MSSM (bottom), where the SUSY breaking is assumed
to be at 2 TeV . From ref. [27].

There are a number of low energy experimental constraints that reduce the parameter space for the
cMSSM. The most stringent ones are the ones that come form FCNC’s and flavour physics. Among the
most used constraints are:

– The branching ratio b→ sγ.
– The branching ratio B → µ+µ−.
– Constraints on direct searches on SUSY particles.
– Dark matter constraints, if the dark matter is composed 100% of the LSP, which is usually the

neutralino.
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5.4 SUSY GUTs
The unification of couplings, which was not good in the SM, turns out to work rather well in SUSY GUT
models, see Fig. 4, assuming the SUSY breaking happens around a few TeV (for recent reviews see [28]
and references therein). The idea is basically the same as in GUTs, but with supersymmetry added. The

52 Intensity Frontier

of the SU(5) GUT, the first GUT model, predicted proton decay within reach of the first-generation proton
decay experiments. This model has already been excluded by their experimental limits on p! e+⇡0, as well
as the mismatch of the three gauge coupling unification when extrapolated to scales of 1014 to 1015 GeV.
GUTs based on larger symmetries such as SO(10) are consistent with both gauge coupling unification and
experimental constraints, particularly if they include supersymmetry, as discussed below. Other possible
theories include flipped SU(5), which favors the second generation and predicts the decay p ! µ+⇡0, and
higher- dimensional GUTs, including those where quarks and leptons live on separate branes. Even negative
experimental results in the search for proton decay provide valuable information to the pursuit of realistic
grand unified theories.
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Figure 2-3. Diagrams inducing proton decay in SUSY GUTs. p ! e+⇡0 mediated by X gauge boson
(left), and p ! ⌫K+ generated by a d = 5 operator. (right).

Supersymmetric grand unified theories (SUSY GUTs) are natural extensions of the SM that preserve the
attractive features of GUTs, and predict a more precise unification of the three gauge couplings. The
unification occurs at the higher energy of 2 ⇥ 1016 GeV, suppressing the dimension-6 gauge mediation
responsible for p ! e+⇡0 to a lifetime of at least a few ⇥1034 years, compatible with current experimental
limits. Lifetimes of this magnitude are now being probed by Super-Kamiokande. However, the predictions
are uncertain by an order of magnitude or so, due to the unknown masses of supersymmetric particles and
GUT scale particles.

Supersymmetric GUTs (SUSY GUTs) bring a new twist to proton decay, by predicting the decay mode
p! ⌫K+ which is mediated by a colored Higgsino generating a dimension-5 operator, as shown in the right
panel of Fig. 2-3. Here, the d = 5 operator involves the electroweak wino and supersymmetric partners of
the quarks and leptons. The predicted lifetime for this mode in minimal supersymmetric SU(5) theories
is typically less than 1032 years, much shorter than the current experimental lower limit of 6 ⇥ 1033 years,
provided that the supersymmetric particle masses are less than about 3 TeV. This limit is di�cult to avoid
in minimal SUSY SU(5) theories unless the supersymmetric particle masses are much above 3 TeV. However,
there are non-minimal supersymmetric SU(5) models, as well as SUSY GUTs based on the larger symmetry
SO(10), that accommodate the current experimental bounds and predict proton decay within reach of current
and next generation experiments. SUSY GUTs generally prefer decays into strange mesons, and although
p! ⌫K+ is predominant, modes such as p! µ+K0 are sometimes favored.

One class of minimal SO(10) models which employs a single representation that contains the Higgs boson
has been developed. Owing to their minimality, these models are quite predictive with regard to the neutrino
mass spectrum and oscillation angles. Small quark mixing angles and large neutrino oscillation angles emerge
simultaneously in these models at the weak scale, despite their parity at the fundamental level. The neutrino
oscillation angle ✓13 is predicted to be large in these models. In fact, this mixing angle was predicted to have
the value sin2 2✓13 ' 0.09, well before it was measured to have this central value. Proton decay studies of

Community Planning Study: Snowmass 2013

Fig. 5: Dimension five operators that mediate proton decay in SUSY GUTs, from [29].

matter and gauge contents are assigned to the same irreps as in non-SUSY GUTs, but now they refer to
the superfields, where the SM particles appear in the supermultiplets together with their superpartners.

In SUSY GUTs there are more ways for the proton to decay through dimension five operators, see
Fig. 5. These decay modes are the dominant ones, with τp ∼ 1034 yrs. The coloured Higgsino triplets
in SUSY GUTs can give rise to dimension five operators also, thus they have to be heavier than the GUT
scale to suppress proton decay.

Dimension six operators exists, like in ordinary GUTs, but since the unification scale is large
MGUT ∼ 1016 the proton lifetime coming from these processes is τp ∼ 1035 yrs. Dimension four
operators do not appear in the models considered here, since R parity is conserved.

Many of the constraints on the parameter space in the MSSM come from the assumption that
there is an underlying unified theory behind it. That is the origin of the hidden sector SUSY breaking
assumption and of the universality conditions that were discussed in the previous subsection.

An intriguing feature of SUSY GUTs is that they can be made finite to all-loops in perturbation
theory, which can lead to good predictions for the third generation of quark masses, the Higgs mass, and
a prediction for a relatively heavy s-spectrum (see for instance [30] and references therein).

5.5 Experimental searches
No direct or indirect evidence for supersymmetry has been found so far. Indirect evidence could come
from contributions at loop level to some rare processes in the SM, like b → sγ or electron dipole
moments, for instance. Direct production could happen through quark-antiquark annihilation, gluino
fusion, gluino-quark interaction, and quark-quark scattering, which would lead to pairs of sparticles.
The sparticles then would decay into SM particles and neutralinos, the latter escape detection carrying
with them some missing energy. The LHC experiments, CMS and ATLAS, have put bounds on the SUSY
particles, and excluded some regions of the parameter space of the cMSSM. In general, these analysis
are done in simplified models that exhibit generic features, since it is difficult to test simultaneously all
of the free parameters of the MSSM. We present two examples of how such searches are presented, for a
more detailed description the reader should go to the experiments public pages [] and papers therein.

The results for the searches for gluinos and first and second generation squarks from proton proton
collisions at 8 TeV are presented in [31]. Limits in simplified models with gluinos and squarks of the
first and second generations are derived for direct and one- or two-step decays of squarks and gluinos,
and gluino decays via third-generation squarks are derived. They considered simplified models with
R-parity conservation, and in all of them the limit on the gluino mass exceeds 1150 GeV at 95% CL,
for an LSP mass smaller than 100 GeV . They also derive exclusion limits for a number of simplified
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Fig. 6: Exclusion limits for MSUGRA /cMSSM models in the (m0,m1/2) plane, from [31, 32].
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Fig. 7: CMS exclusion limits in the chargino-lightest neutralino plane are show, from [33, 34]

models, like the cMSSM and a model with non-universal Higgs mass model with gaugino mediation,
among others. Fig. 6 the exclusion limits at 95% CL for 8 TeV analyses are shown in the (m0,m1/2)
plane for the MSUGRA/cMSSM model. The other three parameters have been set to tan(β) = 30, A0 =
−2m0, µ > 0 [31]. The Higgs mass is ∼ 125 GeV in a large part of the parameter space. The search
excludes gluino masses < 1280 GeV .

The results of the searches for chargino-neutralino pair production in proton-proton collisions with
sleptons as final decay modes were performed in [33]. Chargino-neutralino pair production is expected
to have the largest cross section from all the electroweak processes. Higgsino pair production in a gauge
mediated SUSY breaking scenario, was also studied. Different simplified models lead to different final
states, where limits on the charginos and neutralino masses can be set, these range from 180 GeV to
1150 GeV at 95% C.L. For instance, models with light left-handed leptons lead to the stringest bounds,
with the mass limit for charginos and neutralinos up to 1150 GeV at 95% C.L. In 7 exclusion limits for
this study in the chargino/lightest neutralino plane are shown.
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5.6 The Next to Minimal Supersymmetric Standard Model
Another widely studied extension of the SM is the Next to Minimal Standard Model (NMSSM). The
model has the same matter content than the MSSM plus a chiral singlet superfield Ŝ, i.e. an extra Higgs
singlet. It provides for a solution of the so-called “µ problem” in the MSSM, which refers to the fact that
the the µ term in the Higgs potential is of the order of the SUSY breaking scale, while the fundamental
scale is high (see for instance [35, 36] and references therein).

The NMSSM solves the µ problem by generating this term dynamically through the new chiral
singlet. The superpotential adds two terms to the MSSM usual one

WNMSSM = WMSSM + λŜHuHd +
κ

3
Ŝ3 (26)

and the Higgs potential is given by

VNMSSM = m2
Hu
|Hu|2 +m2

Hd
|Hd|2 +m2

S |S|2 + (λAλSHuHd +
κ

3
AκŜ

3 + h.c.) . (27)

When the new singlet field acquires a vev < S >= vS , it generates an effective µ term µeff = λvS ,
which appears then naturally at the electroweak scale. The NMSSM shares also the nice features of the
MSSM in terms of candidates to dark matter and unification of couplings, besides solving the hierarchy
problem.

The NMSSM has two more degrees of freedom than the MSSM, and after electroweak symmetry
breaking there are seven physical massive scalars. If there is no extra CP breaking these states are
three neutral CP even scalars H1,2,3, two charged ones H±, and two neutral pseudoscalars A[1, 2]. The
SM-like Higgs boson can be either the lightest scalar, or the second lightest scalar. In the latter it is
possible to have a very light neutral Higgs that has escaped detection so far, although this situation is
very constrained by LCH searches of scalares decaying into τ pairs, as well as by flavour observables.
The heavier one is very similar to the heavy neutral Higgs of the MSSM.

In the NMSSM there is no upper bound for the tree-level mass, as in the MSSM, where large stop
masses or large mass splittings are necessary to lift the Higgs mass through radiative corrections. Thus,
the NMSSM can achieve more naturally a Higgs mass of 125 GeV , and still retain the good features
of the MSSM: solution to the hierarchy problem, good unification of couplings, and good dark matter
candidates. Also, in the NMSSM, the extended Higgs sector allows for Higgs to Higgs decays that are
not present in the MSSM. The results for LHC searches for light Higgses, i.e. with mass below 125GeV
in the diphoton channel are presented in refs. [37, 38], and a review on the LHC NMSSM Higgs boson
searches with emphasis on the mono-Higgs signature in [39].

6 Extra Dimensions
Another way to go beyond the SM is to add extra space-time dimensions, namely space ones. The idea
of having extra space dimensions predates the SM by around half a century. It was proposed first by
Nï£¡rdstrom in 1914 to unifiy electromagnetism and scalar gravity. Independently T. Kaluza proposed
to extend general relativiy in five dimensions (1921), and then O. Klein proposed to compactify the
extra dimension in 1926. Thus it is possible to describe four-dimensional gravity and electromagnetism.
Although this original proposal does not work, it is the basis for modern superstring theories and the
brane world scenario. For reviews on extra dimensions see for instance [13, 40].

Consider first that the fifth dimension is compactified in a circle of radius R, and the other dimen-
sions are extended, see Fig. fig:KK-circle

The action of a massless field in five dimensions is

S5 =

∫
d5x

1

2
∂Mφ(xµ, y)∂Mφ(xµ, y) , (28)
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Fig. 8: A string compactification of one dimension in a circle S1 times four dimensional Minkowski space M4

is shown to the left, to the right is shown the associated tower of massive Kaluza-Klein modes mn = |n|/r, both
figures from ref. [11].

where xM = (xµ, y), M = 1, ...5, µ = 0, ...4 and y is the coordinate in the fifth dimension, which is
compact. This means that it has periodic boundary conditions of the form

φ(xµ, y) = φ(xµ, y + 2πR) .

Since it is periodic in y it is possible to make a Fourier expansion

φ(xµ, y) = φn(xµ) exp(iny/R) , (29)

upon substituting the Fourier expansion in the 5-D Eq. (28) action we obtain

S4 =

∫
d4x

(
∂µφ

0∂µφ0 +
∞∑

n

(∂µφ
n†∂µφn − n2

R2
φn†φn)

)
. (30)

The last term in the action represents an infinite tower of massive particles mn = n/R. These are the
so-called Kaluza-Klein modes, and a signature of theories with compactified extra dimensions.

The 5-dim action is given by

S5D =

∫
d5x

1

g25D
FMN F

MN , (31)

where
FMN = dMAN − dNAM . (32)

Then, decomposing again in four dimensional fields we have the usual vector field Aµ, and a scalar
ρ = A4. In a similar way as the scalar one, it is possible to expand in a Fourier series along the compact
dimension the gauge fields and find an expression for the 4-dim action,

Aµ =
∞∑

n=−∞
Anµ exp

(
iny

R

)
; ρ =

∞∑

n=−∞
ρn exp

(
iny

R

)
. (33)

Choosing a traverse gauge to remove the mixed terms

∂MAM = 0, A0 = 0 → ∂M∂MAN = 0

leads to

Sgauge4 =

∫
d4x

(
2πR

g5D

2

Fµν0 F0 µν +
2πR

g25D
∂µρ0∂

µρ0 + ...

)
(34)
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This action corresponds to a massless gauge particle, a massles scalar, plus infinite towers of massive
scalar and vector fields. The gauge couplings of the 5-dim and the 4-dim theory are related through

1

g24
=

2πR

g25
.

In the gravity sector, we denote the graviton asGMN , whereGµν is the graviton,Gµn gravivectors,
andGmn graviscalars. After a similar treatment to the gauge and vector fields, the 4-dim Einstein-Hilbert
action reads

SEH4D =

∫
d4x

√
|g|
(
M

2 (4)
l R− 1

4
φ(0) F (0)

µν F
(0)µν +

1

6

∂µφ(0) ∂µφ
(0)

(φ(0))2
+ ...

)
(35)

This way gravity, scalar fields, and electromagnetism get unified, but the Planck mass is not fundamental,
it is a derived quantity

M2
Pl ∼MD−2

D VD−4 ∼MD−2
D RD−4 . (36)

In order to include non-Abelian gauge fields in this kind of formalism one needs to go to higher
dimensions, it is not possible to include strong and weak interactions only in five dimensions. Kaluza-
Klein theories are the inspiration for more modern theories like superstrings and brane worlds, as well as
universal extra dimensions models.

6.1 Brane Worlds
String theory was formulated originally as a theory of the strong interacion, but it turned out to provide
a description of quantum gravity, with the realisation that it contains a massless spin 2 state which can
be identified with the graviton. There is actually and infinte number of excitations of the strings, and
the massless ones are interpreted as non-Abelian gauge bosons and matter fermions. At large distances
these excitations appear like point-like objects, whose properties, like mass and charge depend on the
vibrational modes of the string.

In superstring theory, instead of point particles the fundamental objects are one-dimensional: ei-
ther open or closed strings. The mathematical consistency requires that the theory is supersymmetric and
formulated in six extra space dimensions. Usually, these extra dimensions are assumed to be compact-
ified with extremely small compactification radii, of the order of the Planck scale, and that is why they
would be unobservable.

String theory is not formulated as a quantum field theory, it is a geometrical theoy where particles
and interactionas, upon compactification of the extra dimensions it may lead to a quantum field theory,
many different vacua appear as possibilities, the number can be as large as 10500. This makes it very
difficult to find the vacuum where the SM could come from, since the fundamental scale of string theory
is the Planck scale, and we cannot make experiments that reach that scale in order to probe the different
possibilities.

Another possibility, inspired in string theory and extra dimensions, was the realization that differ-
ent fields might live in different dimensions. Then, the SM fields would be described by open strings
whose ends are attached to a brane, which is a 3-dimensional hypersurface, whereas the gravitons are
described by closed strings that can travel through all D dimensions. For reviews on string theory, branes,
and extra dimensions see for instance [41, 42].

The following scenarios have been proposed as possible solutions to the hierarchy problem, where
the hierarchy problem has been now turned into the problem of finding the number and size of the extra
dimensions.
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Fig. 9: The left figure depicts a brane, where the SM fields are open strings that start and end on the brane,
whereas gravitons are closed strings moving in the bulk. The right figure deptics the Randall-SUndrum setup, with
the Planck brane on the left, warped down to the weak brane in the right, both figures from [11].

6.2 Large extra dimensions
Large extra dimensions have been proposed as a solution, or a way to go around, the hierarchy problem.
Rather than asking why the electroweak scale is so much smaller than the Planck scale, the question is
why is gravity so much weaker than the other interactions. The idea is that the Planck scale is not the
fundamental one, but it appears so because of the existence of extra dimensions, it is a derived quantity.
The actual fundamental scale is aroundO(1) TeV . From Eq. (36) we can figure out the number and size
of the extra dimensions needed. From experimental tests the radius has to be smaller than R ≥ 1 TeV ,
since no K-K tower or its effects have been found. For d extra dimensions,

d = 1 R ∼ 109 km (37)

d = 2 R ∼ 0.5mm (38)

d = 3 R ∼ 1−6cm (39)

the first possibility, d = 1 is clearly ruled out, d = 2 is currently being tested, and larger values of d are
still allowed.

6.3 Warped extra dimensions
The warped extra dimension or Randall-Sundrum (RS) simplest scenario consists also of a five dimen-
sional theory, which is an interval bounded by two three dimensional branes. This interval has a warped
geometry, that is the metric is exponentially warped along the y direction

ds2 = exp (κy)ηµνdx
µdν + dy2 . (40)

In this scenario the Planck scale is the fundamental one, and sits in one of the branes at y = 0, the other
is the SM brane at y = πR. So, from Eq. (40), we can see that the metric changes exponentially as
ηµν → exp−κπRηµν from the SM to the Planck brane. The change in the metric implies a change in
energy and length scales, for the electroweak scale this implies

ΛEw ∼MPl exp (πκR) ∼ 1 TeV , (41)

with a small dimension R & 50lPl, just slightly bigger than the Planck length. In this scenario d = 1,
i.e. only one extra dimension, is still allowed.
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A very attractive feature of the Randall-Sundrum scenario is that it can be tested experimentally.
The interaction Lagrangian is

LI = −GµνTµν/ΛEw , (42)

where Tµν is the energy-stress tensor, which involves the SM fields. These interactions are at the order
of the electroweak scale, and in principle can be produced at the LHC. If only gravity travels through the
warped extra dimension the first resonance will be the RS graviton. In more modern variants of the RS
scenario, it is necessary to allow more particles to travel in the bulk, but leaving the Higgs boson attached
at the SM brane, in order to avoid FCNCs.

7 Multi-Higgs Models
It is possible to extend the SM by just adding more particles, but preserving the gauge group of the
SM. This is the case of some multi-Higgs models (see for instance [43, 44] and references therein). In
general, adding N Higgs doublets to a Lagrangian leads to the Higgs potential of an N-Higgs doublet
model (NHDM),

V (φ) = Yijφ
†
iφj + Zijkl(φ

†
iφj)(φ

†
kφl) , (43)

which is Hermitian,thus Yij = Y ∗ji, Zijkl = Zjilk∗, Zijkl = Zkilj . ForN Higgs complex doublets, each
with four degrees of freedom, the potential Eq. (43) has N2 +N2(N2 + 1)/2 real parameters. So, for a
general two Higgs doublet model there are 14 real parameters, as compared to the Higgs potential of the
MSSM, which has only four. For three Higgs doublet models there are in principle 54 real parameters.
Because of the increase in the number of parameters, phenomenological studies of NHDM have mainly
focused on two and three Higgs doublet models.

By far the most widely studied NHDM are two Higgs doublet models (2HDM) [43]. The Higgs
potential for a general 2HDM is

V = m11φ
†
1φ1 +m22φ

†
2φ2 − (m12φ

†
1φ2 + h.c.)+

λ1
2

(φ†1φ1)
2 +

λ2
2

(φ†2φ2)
2 + λ3(φ

†
1φ1)(φ

†
2φ2) + λ4(φ

†
1φ2)(φ

†
2φ1)

+

[
λ5
2

(φ†1φ2)
2 + λ6(φ

†
1φ1)(φ

†
1φ2) + λ7(φ

†
2φ2)(φ

†
1φ2) + h.c.

]
,

(44)

where m11,m22, λ1234 are real, and the rest m12, λ5,6,7 are complex. These are 14 parameters, but only
eleven of which are physical. as can be seen by a change of basis. This general potential allows for
charge breaking minima, which is usually avoided, as well as CP conserving and CP violating minima.
The possibility of CP violating minima is quite interesting, since it allows for new sources of CP violation
to address baryogenesis, and many models with this feature have been studied.

One of the main challenges of any NHDM is to avoid FCNCs. In the case of 2HDM there are
two models that naturally avoid this problem. Type I 2HDM couples only one of the Higgs fields to the
quarks, by convention it is taken to be φ2. This can be achieved by requiring a Z2 symmetry that acts like
φ1 → −φ1. The type II 2HDM is similar to the MSSM in that the right-handed up-type quarks couple
to one of the Higgs fields, and the right-handed bottom-type quark to the other. In this case, besides the
φ1 → −φ1 discrete symmetry, it is required that diR → −diR. In both models it is assumed the right-
handed leptons couple to the Higgs field in the same way as the right-handed down quarks. From these
two models, type II has been more studied, due to its similarities with the MSSM. There are variations
of these two models, like the Lepton-specific or the flipped one, which will not be discussed here. In
the Higgs sector, the Z2 symmetry means there is no CP violation. Thus, in some models a term like
m2

12(φ
†
1φ2) is added to allow for CP violating terms. In type III models both Higgs fields are allowed to

couple to the matter sector, and in this case care has to be taken to avoid FCNCs.

In general, phenomenological studies of 2HDMs usually make a number of simplyfing assump-
tions, to get rid of some of the parameters. The Higgs sector is assumed to be CP conserving, no
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explicit and no spontaneous breaking is allowed, quartic terms odd in any of the doublets are zero (can
be achieved with a discrete symmetry). To exemplify this, lets look at the following potential, which is
gauge invariant, CP conserving, and that includes a term that breaks softly the symmetries, to allow for
more diverse possibilities

V = m11φ
†
1φ1 +m22φ

†
2φ2 −m12(φ

†
1φ2 + φ†2φ1)+

λ1
2

(φ†1φ1)
2 +

λ2
2

(φ†2φ2)
2 + λ3(φ

†
1φ1)(φ

†
2φ2) + λ4(φ

†
1φ2)(φ

†
2φ1)

+
λ5
2

[
(φ†1φ2)

2 + (φ†2φ1)
2
]
.

(45)

The procedure to minimise the potential follows the one of the MSSM, where the fields have to be
expanded in terms of their neutral and charged parts, and requiring that the minimisation gives the correct
electroweak breaking. In a similar way, one has to check that the potential minimum is really bounded
from below, and that perturbative unitarity is maintained.

The Higgs fields are denoted by

< φi >=

(
ϕ+
i

vi+ρi+ηi√
2

)
(46)

with j = 1, 2.

At the minimum the Higgs fields are

< φ1 >0=

(
0
v1√
2

)
< φ2 >0=

(
0
v2√
2

)
(47)

In the CP conserving model, CP-odd and CP-even states do not mix, and the term which will
become the pseudoscalar decouples from the mass matrix. The CP neutral states mix to give two neutral
states, the mixing angle is denoted by α

h = sinαρ1 + cosαρ2 , (48)

H = − cosαρ1 + sinαρ2 . (49)

As in the MSSM the ratio of the vevs tanβ = v2/v1 is an important parameter, since it is the
mixing angle for the charged scalars, which are are given by

H± = − sinβϕ±1 + cosβϕ±2 , (50)

where v1 = v cosβ and v2 = v sinβ. After electroweak symmetry breaking there are 5 massive scalar
bosons, h,H,H±, andA. From the two neutral ones, h is assumed to be the lightest. In a general 2HDM,
the five masses, together with the two angles α and β are free parameters.

In general, it is hard to minimise potential Eq. (45), so often the strategy is to fix the vevs, and then
fix the mass parameters mij through the tadpole equations. In this kind of models, one has to be aware
that there might be more than one neutral minima, and it is difficult to find the deeper one. It is possible
to find whether the studied minimum is the deeper one by calculating a discriminant. This quantity is
built from a combination of the potential parameters and vevs, a positive sign means that the potential is
stable at tree-level, and a negative sign that there is a deeper minimum.

Because of the increased number of free parameters it is common to add more symmetries to
multi-Higgs models in general, and to the 2HDMs in particular, to be able to do phenomenological
studies.
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Fig. 10: The figure shows possible ways of detecting dark matter.

7.1 Searches for exotic Higgs scalars
To test multi-Higgs models one can look directly to the production of the extra scalars, decays that are
not possible in the SM or deviations from processes of the SM.

Again, searches have been focused mainly on two Higgs doublet models. The 2HDM has a natural
decoupling limit, where the massive exotic Higgs states are much heavier than the SM one. This makes
the type I 2HDM very difficult to distinguish phenomenologically from the SM, unless we go to high
energies.

The main way to distinguish different 2HDMs from the SM and among themselves, is through the
branching ratios of their Higgs decays (see for instance [43, 44] and references therein). These studies
are usually done assuming the decoupling limit, where the extra Higgs bosons are very heavy and thus
decoupled from the SM, although there are also searches for low mass Higgs scalars and pseudoscalars
[45–47]. What can also be measured, besides the branching ratios, are corrections to the different SM
couplings due to the heavy states. Higgs production has also been extensively studied in 2HDMs.

There are experimental bounds which are generic to 2HDM, for instance the couplings to gauge
bosons like ZHA or γH+H−, which appear already at tree level and would have been already pro-
duced at the LHC, imply that the charged scalares are heavy. The same as with SUSY models, flavour
observables can place stringent bounds on 2HDMs. The decay b → sγ puts a bound on the charged
Higgs mass mH±± > 480 GeV at 95% C.L. [48], and in type II models flavour physics puts a bount of
mH±± & 600 GeV [49].

7.2 Scalar Dark Matter
Extra Higgs scalars can provide also with good candidates to dark matter. They appear in multi-Higgs
models with global symmetries, under which the SM particles do not transform. Of particular interest
are the inert models, in which at least one extra Higgs doublet is added, with no couplings to the matter
fields and with zero vacuum expectation value. This is achieved by adding an extra discrete symmetry,
usually Z2. The combination of the symmetry and the zero vev guarantee the stability of the dark matter
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scalar. The new heavier scalars decay into the lightest one, which is the DM candidate, which cannot
decay further. This type of models are referred to as inert doublet models [50, 51].

The inert 2HDM has been extensively studied, since it is very predictive and can be tested in
colliders, as well as in direct and indirect DM searches. The extra scalars can still have pair interactions
among themselves, and also pair interactions with the gauge and Higgs bosons of the SM are possible.
It also has cosmological consequences, in particular a sequence of strong first order phase transitions in
the early Universe, which restricts considerably the allowed parameter space (see for instance [52] and
references therein).

The searches for dark matter, be it dark scalars, neutralinos or other candidates, will go on via
direct production from DM particles by collision of SM ones in colliders, indirect detection which can
be DM annihilation or decays, or direct detection through collision with a target nucleus, as depticted in
Fig. 10 (see for instance [4, 5] and references therein).

A review on searches for new particles excluding supersymmetry, for instance leptoquarks, hig-
gses, heavy leptons, can be found in ref [53].

8 Conclusions
There is experimental and observational evidence that there is physics beyond the Standard Model in
the neutrino masses and the existence of dark matter. The need to go beyond the SM is backed also
by sound theoretical motivations. We have not found yet any other evidence of new, or rather unknown
to us, physics beyond the Standard Model, and it is not for want of models or experimental searches.
Since physics BSM impacts particle physics and cosmology, as well as some astrophysical processes,
the search has to continue in all three fronts, both from the theoretical as from the experimental point of
view. The continuous feedback between these three areas will guide our future searches.
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Abstract

The field of relativistic heavy-ion physics has become an important testing
ground for our current understanding of the properties of strongly interact-
ing matter under extreme conditions. Strong interactions are described by
Quantum Chromodynamics which, in addition to its defining gauge symmetry,
possesses additional symmetries and properties that can be put to test in col-
lisions of heavy-nuclei at different beam energies. The exploration of these
properties is currently being conducted and will still continue for years to come
when new facilities enter into operation. This is the so called study of the
QCD phase diagram. Of particular relevance is the search of a possible critical
end point (CEP). In these lectures I make a brief survey of QCD properties
and of its symmetries. Since the phase diagram refers to the study of phase
transitions, I also give the main generalities of such and mention some of the
statistical tools than can be used to study the fluctuations in conserved charges
to identify the CEP location. I also give a brief summary of some of the ex-
perimental signals used to study the properties of the kind of matter created in
heavy-ion collisions at the highest available energy, the so called Quark Gluon
Plasma.

1 Introduction
The field of relativistic heavy-ion physics has become the main playground to explore the properties
of hadron matter under extreme conditions of temperature and density. Experimentally, the relativistic
heavy-ion program started out at modest energies in the mid-1980s, when collisions of heavy-nuclei, in
fixed target experiments with center-of-mass energy of 5 and 17 GeV per nucleon pair, were carried out
at the Alternating Gradient Synchrotron (AGS) in Brookhaven and the Super Proton Synchrotron (SPS)
at CERN, respectively. Shortly before the turn of the century, the relativistic heavy-ion program got a
new boost when the Relativistic Heavy-Ion Collider (RHIC) in Brookhaven started to collide gold nuclei
at a, by then unprecedented, center-of-mass energy of 200 GeV per nucleon pair. At the end of 2010, the
first collisions of led nuclei were delivered by the Large Hadron Collided at CERN, at a center-of-mass
energy of 2.76 TeV per nucleon pair. By the end of 2015, the LHC was able to increase this energy to
5.02 TeV. The exciting results obtained from experiments measuring the properties of the hot and dense
matter created in these collisions offer a better shaped but still incomplete picture of the properties of
strongly interacting matter under extreme conditions. The program promises to keep producing new and
equally exciting results when facilities such as NICA, FAIR, J-PARC and KEK, designed to explore the
properties of this kind of matter at higher baryon densities, enter into operation.

The purpose of these lecture notes is to provide a theoretical framework, at the introductory level,
to put into context the aim and meaning of some of the results of the experimental program. I focus on
the description of the different phases that strongly interacting matter can reach when its temperature
and baryon density are varied by varying the center-of-mass energy in the collisions. These phases can
be better described in terms of an idealized picture based on the so called QCD Phase Diagram, where
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Figure 1: Representation of the QCD phase diagram in the temperature (T ) and quark chemical potential (µ)
plane.

the transition lines correspond to the boundaries between one and another phase. Figure 1 shows a
representation of this phase diagram. Close to the phase boundaries, the relevant quark species are the
light quarks u, d and s. A complete description, accounting for the abundance of these species, should in
principle be given in terms of the chemical potentials associated to each of these quarks. Nevertheless,
when one assumes equilibrium, these chemical potentials are not independent from each other. They
are related by the requirements of beta equilibrium and charge neutrality. Therefore, out of the three
chemical potentials only one is independent. Any one of them can be chosen and the usual choice is the
baryon chemical potential µB, related to the quark chemical potential µ by µ = µB/3.

The transit through the phase boundaries is related to the restoration/breaking of QCD symmetries
and thus an account of such symmetries is the main unifying concept along the text. The lectures are
organized as follows: In Sec. 2, I focus on the description of QCD flavor and chiral symmetries. In
Sec. 3 I discuss the main features of QCD confinement and asymptotic freedom. In Sec. 4 I describe how
chiral symmetry/deconfinement are restored in heavy-ion collisions at high energy. Since the description
is made in terms of thermodynamical quantities, I recall the concept of phase transitions and provide a
survey of our current knowledge of the QCD phase structure obtained from lattice QCD (LQCD). I also
discuss how the search for the QCD critical end point is a central subject in the field and some of the
theoretical tools to try to identify this point from experimental measurements. In Sec. 5 I discuss some
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of the experimental signals that give an account of our current understanding of the properties of the
deconfined state of matter produced in heavy-ion reactions, generally known as the quark-gluon plasma
(QGP). I finally summarize in Sec. 6.

2 Flavor and chiral symmetries [1]
The quantum field theory that describes strong interactions is Quantum Chromodynamics (QCD). This
is a gauge theory based on the local symmetry group SU(Nc), where Nc is the number of colors. In
Nature Nc = 3. The fundamental fields are the quarks (matter fields) and the gluons (gauge fields). Each
one of the N f quark fields belong to the fundamental representation of the color group which is Nc–
dimensional. The antiquark fields belong to the complex conjugate of the fundamental representation,
also Nc–dimensional and the gluon fields to the adjoint representation, which is N2

c −1–dimensional.

The QCD Lagrangian at the classical level is written as

LQCD =
N f

∑
i=1

ψa
i

(
iγµ(∂µδ ab + igsAab

µ )−miδ ab
)

ψb
i −

1
4

Gα
µνGµν

α (1)

where Gα
µν = ∂µAα

ν −∂νAα
µ +gs f αβσ Aβ

µAσ
ν , Aab

µ =Aσ
µ (τσ )

ab with a,b= 1, . . . ,Nc and α,β ,σ = 1, . . . ,N2
c −

1. gs is the coupling strength both between matter and gauge fields and between gauge fields themselves,
mi is the (bare) mass for each quark flavor and τσ are the generators of the SU(Nc) algebra. For Nc = 3,
these are usually taken as the Gell-Mann matrices.

Quarks are distinguished form one another by a quantum number called flavor. There are six
flavors: u,d,s,c,b, t. and we refer to the number of flavors generically as N f . Consider the ideal case
in which all N f flavors have the same mass. Quark and antiquark fields are assigned to the fundamental
and complex conjugate representations (each N f –dimensional), respectively, of the SU(N f ) group. The
Lagrangian corresponding to the quark sector becomes (we omit color indices for quarks and gluons)

Lq =
N

∑
i=1

ψ i
(
iγµ(∂µ + igsAµ)−m

)
ψi (2)

Lq is invariant under continuous global transformations of SU(N f )

ψi −→ ψ ′i = e−iαA(T A)
j

i ψ j

ψ i −→ ψ ′i = ψ jeiαA(T A)
j
i

Aµ → A′µ = Aµ , (3)

A = 1, . . . ,N2
f −1, T A are N f ×N f matrices.

In infinitesimal form

δψi = −iδαA(T A) j
i ψ j

δψ i = iδαAψ j(T
A) j

i

δAµ = 0. (4)

Using Noether’s theorem, one finds N2
f −1 conserved currents

jA
µ(x) = ψ i(x)γµ(T A)i

jψ
i j(x)

∂ µ jA
µ = 0. (5)
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The generators of the group (the charges) are obtained from jA
0 by space integration

QA =
∫

d3x jA
0 (x). (6)

QA’s satisfy the SU(N f ) algebra

[QA,QB] = i f ABCQC, (7)

A,B,C = 1, ...,N2
f − 1. Current conservation implies that the generators are independent of time and

therefore they commute with the Hamiltonian H

[H,QA] = 0. (8)

The transformation properties of the fields can be translated to the states. Introduce one-particle quark
states (omit spin labels) |p, i〉. If the vacuum state is invariant under the group transformations, then

QA|p, i〉= (T A) j
i|p, j〉. (9)

Since these states are also eigenstates of the Hamiltonian, the above means that the various one-particle
states of the fundamental representation multiplet have equal masses m. This mode to realize the sym-
metry is called the Wigner-Weyl mode.

Consider however the real case where flavors have different masses

Lq =
N

∑
i=1

ψ i
(
iγµ(∂µ + igsAµ)−mi

)
ψi. (10)

The mass term spoils SU(N f ) invariance, therefore currents are not conserved and we find

∂ µ jA
µ =−i

N f

∑
i, j=1

(mi−m j)ψ i(T
A)i

jψ
j 6= 0 (11)

In Nature, quarks are divided into two groups: Light quarks u,d,s and heavy quarks c,b, t. The
mass difference between each group is large (> 1 GeV). An approximate symmetry can be expected only
for the light quarks: SU(2) for u,d or SU(3) for u,d,s.

Notice that quarks can also be transformed by means of unitary transformations that include the
γ5 matrix. The transformations are called axial flavor transformations. In infinitesimal form

δψi = −iδαA(T A) j
i γ5ψ j

δψ i = iδαAψ jγ5(T A) j
i

δAµ = 0. (12)

Consider the quark part of the Lagrangian Lq with equal masses. Under these transformations Lq is not
invariant because of the mass

δLq = 2imδαAψ i(T A) j
i γ5ψ j. (13)

Invariance under axial flavor transformations requires vanishing of the quark mass. Contrary to flavor
symmetry transformations, equality of masses is not sufficient for invariance under axial flavor transform-
ations. In the general case of different masses, we introduce the mass matrix M = diag(m1,m2, ...,mN f ).
The variation of the Lagrangian is

δLq = iδαAψ i{M,T A} j
i γ5ψ j, (14)
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Figure 2: Schematic representation of the parity doublets for the lightest meson and baryon states.

where {,} is the anticommutator.

Consider the massless case. The Lagrangian is invariant under both the flavor and the axial flavor
transformations. The conserved currents are

jA
µ(x) = ψ i(x)γµ(T A)i

jψ
j(x); ∂ µ jA

µ = 0

jA
5µ(x) = ψ i(x)γµγ5(T A)i

jψ
j(x); ∂ µ jA

5µ = 0. (15)

The corresponding charges are

QA =
∫

d3x jA
0 (x), QA

5 =
∫

d3x jA
50(x). (16)

Together the flavor and axial flavor transformations form the chiral transformations. The corresponding
charges satisfy the commutation relations

[
QA,QB]=i f ABCQC,

[
QA,QB

5
]
=i f ABCQC

5 ,
[
QA

5 ,Q
B
5
]
=i f ABCQC. (17)

The axial charges do not form an algebra, however, if we define

QA
L =

1
2
(QA−QA

5 ), QA
R =

1
2
(QA +QA

5 ) (18)

we obtain
[
QA

L ,Q
B
L
]
= i f ABCQC

L ,
[
QA

R,Q
B
R
]
= i f ABCQC

R,
[
QA

L ,Q
B
R
]
= 0. (19)

The result can be summarized as follows: The left-handed and right-handed charges decouple
and operate separately. Each generate an SU(N f ) group. The chiral group is decomposed into the
direct product of two SU(N f ) groups, labeled with the subscripts L and R, i.e. the chiral group =
SU(N f )L⊗ SU(N f )R. In Nature, chiral symmetry is not exact, quark masses break it explicitly. In the
light quark sector, the breaking can be treated as a perturbation, the symmetry is approximate. What is
the signature of this approximate symmetry?

Suppose that the symmetry is realized in the Wigner-Weyl mode. Thus, in the massless quark limit
a chiral transformation acting on a massive state gives

QA
5 |M,s,p,+, i〉= (T A) j

i|M,s,p,−, j〉. (20)
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This means that we should find parity partners for the massive states. When we consider the light quark
masses, the degeneracy within parity doublets is lifted, but the masses should remain close to each other.
No degenerate parity doublets are observed, thus the Wigner-Weyl mode realization of chiral symmetry
does not happen under ordinary conditions. The alternative is spontaneous symmetry breaking, also
known as Nambu-Goldstone mode. What happens if the generators of some transformations do not
annihilate the vacuum?

QA
5 |0〉 6= 0. (21)

In this case we say that the symmetry has been spontaneously broken. The axial charges when applied
to the vacuum state produce new states

QA
5 |0〉= |A,−〉, A = 1, ...,N2

f −1 (22)

The states have the same properties as the axial charges that generate it, in particular they are pseudo-
scalar states.

In the massless limit, the charges commute with the Hamiltonian therefore, these states are mass-
less (Goldstone theorem). Spontaneous chiral symmetry breaking is manifested by means of the exist-
ence of N2

f − 1 pseudoscalar massless particles called Nambu-Goldstone bosons. The breaking of the
symmetry involves only the axial sector. The ordinary flavor symmetry is still realized in the Wigner-
Weyl mode.

SU(N f )L⊗SU(N f )R −→ SU(N f )V . (23)

In Nature N f = 3, this corresponds to eight pseudoscalar bosons (π,K,η) with small masses.

We have thus seen that chiral symmetry is broken due to a finite mass of the quarks. Under
ordinary circumstances, quarks are confined within hadrons. The quark mass is thus an effective mass
which corresponds to about one third of the nucleon mass ∼ 300 MeV. The origin of this effective, or
dynamically generated mass, is the strength of the interaction and can be explained in terms of non-
perturbative methods [2]. It seems intuitively clear that if we could somehow overcome the confining of
quarks, their mass would decrease and chiral symmetry would be restored. Let us now study how the
strong interaction produces this confinement to later ask how a collision of relativistic nuclei could help
to study the situation where quiral symmetry and deconfinement are achieved.

Figure 3: Schematic representation of spontaneous symmetry breaking. Goldstone bosons correspond to the
directions where the potential is flat.
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3 Confinement and asymptotic freedom

To grasp why under ordinary circumstances quarks are confined within hadrons let us recall the
characteristics of the strong interaction: The potential between two quarks at “long" distances, O(1 fm),
is linear, this means that the separation of quarks requires “infinite" amount of energy. Confinement is a
direct consequence of the gluon self-interaction. Quarks and gluons confined inside the QCD potential
must combine into zero net color charge particles called hadrons.

The strength of strong interaction is characterized by a coupling “constant" αs = g2
s/4π whose

strength decreases with distance since the bare color charge is antiscreened due to gluon self-interaction.
To study confinement and the running of the strong coupling with distance (or equivalently, with the
energy involved in the physical process), one resorts to a renormalization group analysis of the gluon
polarization tensor

Πµν(q) = Π(q2,α2)

(
gµν − qµqν

q2

)
, (24)

where we refer to Π as the gluon self-energy. Gauge invariance dictates that the gluon polarization tensor
be transverse and thus the tensor structure in Eq. (24). Let Π(q2) represent the un-renormalized gluon
self-energy. Let us scale each factor of the momentum q appearing in Π by the renormalization ultraviolet
energy scale µ̃ , writing

q2 = µ̃2(q2/µ̃2). (25)

Therefore, we have

Π(q2;αs) = µ̃DΠ(q2/µ̃2;αs), (26)

where D = 2 is the energy dimension of Π. Since µ̃ is arbitrary, the statement that Π should be inde-
pendent of this scale is provided by the Renormalization Group Equation (RGE) [3]

(
µ̃

∂
∂ µ̃

+αsβ (αs)
∂

∂αs
− γ
)

Π(q2;αs) = 0, (27)

where β (αs) is the QCD beta function defined by

αsβ (αs) = µ̃
∂αs

∂ µ̃
, (28)

and

γ = µ̃
∂

∂ µ̃
lnZ−1, (29)

where Z is the gluon self-energy renormalization. The beta function represents the rate of change of the
renormalized coupling as the renormalization scale µ̃ is increased. The dependence of a given Green’s
function on µ̃ happens through the counter-terms that subtract ultraviolet divergences. Therefore, the
beta function can be computed from the counter-terms that enter a properly chosen Green’s function. In
QCD, to lowest order, the beta function can be computed as

β = gsµ̃
∂

∂ µ̃

(
−δ1 +δ2 +

1
2

δ3

)
(30)

where δ1, δ2 and δ3 are the counter-terms for the quark-gluon vertex, the quark self-energy and the gluon
self-energy [4]. The QCD beta function is negative and to one-loop level it is given by

β (αs) = −b1αs, b1 =
1

12π
(11Nc−2N f )> 0. (31)
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Figure 4: Running of αs as a function of the momentum transferred Q in the corresponding process.

To find the evolution of the strong coupling with the momentum scale, we start from Eq. (27) and intro-
duce the variable

t = ln(Q2/µ̃2), (32)

where Q2 is the momentum transfered in a given process. Notice that the reference scale µ̃ is usually
large enough, so as to make sure that the calculation is well within the perturbative domain, therefore
Q2 < µ̃2. After this change of variable, the RGE becomes

(
− ∂

∂ t
+αsβ (αs)

∂
∂αs
− γ
)

Π(q2;αs) = 0. (33)

Using the method of the characteristics [5], one obtains the relation between the coupling values evalu-
ated at Q2 and the reference scale µ2 as

∫ t(Q2)

t(Q2=µ̃2)
dt =− 1

b1

∫ αs(Q2)

αs(Q2=µ̃2)

dαs

α2
s
. (34)

Solving for αs(Q2), we obtain

αs(Q2) =
αs(µ̃2)

1+b1αs(µ̃2) ln(Q2/µ̃2)
, (35)

from where it is seen that as Q increases, the coupling decreases. This behavior is known as asymptotic
freedom and it is responsible for the fact that strong interaction processes can be computed in perturbation
theory when the transfered momentum is large. Conversely, when this momentum is small, the coupling
is so large that pertuerbative calculations become meaningless. This is the so called non-perturbative
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Figure 5: Particle ratios obtained in the statistical model compared to experimentally measured ratios in central
Pb + Pb collisions at

√
sNN = 2.76 TeV, obtained by the ALICE Collaboration.

regime. Processes where perturbation theory can be applied are usually those where the transferred
momentum satisfies Q2 & 1 GeV2. To quantify this statement, notice that from Eq. (35) we can define
a transferred momentum value ΛQCD small enough such that the denominator vanishes and thus the
coupling blows up, namely

1+b1αs(µ2) ln(Λ2
QCD/µ̃2) = 0, Λ2

QCD = µ̃2e−
1

b1αs(µ̃) (36)

ΛQCD is a renormalization scheme dependent quantity. It also depends on the number of active flavors.
For instance, in the MS scheme and for three active flavors, its value is of order ΛQCD ∼ 300 MeV. All
dimensionful QCD results where the transferred momentum is small, scale with ΛQCD. The existence
of this scale is the reason for the existence of the mass of baryons and thus of the mass of the visible
universe.

The question we now set up to address concerns whether and how heavy-ion reactions allow us to
explore the situation where the two above discussed properties of QCD, namely, the breaking of chiral
symmetry by the effective quark mass and confinement, can be overcome.

4 Chiral symmetry/deconfinement transitions at high temperature and baryon density
When nuclear matter is subject to extreme conditions, interesting phenomena take place. There are two
important parameters when this matter can be described as being in equilibrim: The temperature T and
the baryon number density nB (or equivalently its conjugate variable µB = 3µ). Since the intrinsic QCD
scale is of order ΛQCD∼ 200−300 MeV, one expects a transition around T ∼ΛQCD and/or nB∼Λ3

QCD∼ 1
fm−3. The temperature and baryon density in a heavy-ion reaction are functions of the center-of-mass
energy in the collision.

To estimate the possible values that these quantities achieve, one usually resorts to the statistical
model. This model assumes that hadron matter is in thermal equilibirium during chemical freeze-out,
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Figure 6: Schematic representation of the meson density of states as a function of their mass. Notice that the
density of states increases exponentially. Figure taken from Ref. [8].

that is to say, when hadron abundances are stablished during the reaction. In this manner, it is possible
to extract the values for the temperature and baryon chemical potential from fits to particle abundances,
given in the model by

n j =
g j

2π2

∫ ∞

0
p2d p

[
exp
{√

p2 +M2
j /Tch−µch

}
±1
]−1

, (37)

where± refer to fermions and bosons, respectively. Figure 5 illustrates a comparison between the statist-
ical model calculations and experimentally measured particle ratios. The main claim of the model is that
since multi-particle scattering rates fall-off rapidly, the experimentally determined chemical freeze-out
temperature Tch and chemical potential µch are good measures of the phase transition temperature and
baryon chemical potential [6].

Using this model, it is found that for central collisions, the baryon chemical potential decreases
roughly as the inverse of the center-of-mass energy per nucleon pair in the collision [7]. Therefore, for
current collider based experiments where the highest energies are reached, such as the LHC and RHIC,
the bayon chemical potential associated to the reaction is the smallest. This can be understood in terms of
an increase of the degree of transparency of colliding nuclear matter with collision energy, whereby in the
interaction zone, the energy deposited produces roughly an equal number of particles and antiparticles.
On the contrary, when the collision energy decreases, the transparency decreases and the reaction zone
becomes baryon richer.

A systematic exploration over a wider range of nB values, up to several times the normal nuclear
matter density n0 ∼ 0.16 fm−3, can be carried out currently by the BES-RHIC and in the future by other
facilities such as FAIR, NICA, J-PARC and KEK. In Nature, the interior of compact stellar objects is the
relevant system where dense and low temperature QCD matter is realized.
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4.1 Phase transitions
A phase transition is a transformation of a given substance from one state of matter to another. During
the phase transition some quantities change, often in a discontinuous manner. Changes result from
variations of external conditions such as pressure, temperature, etc. In technical terms, a phase transition
occurs when the free energy is non-analytic (one of its derivatives diverges) for some values of the
thermodynamical variables. Phase transitions result from the interaction of a large number of particles
and in general do not occur when the system is very small or has a small number of particles. On the
phase transition lines the free energies in both phases coincide. Sometimes it is possible to change the
state of a substance without crossing a phase transition line. Under these conditions one talks about a
crossover transition.

Phase transitions are classified according to behavior of the free energy as a function of a given
thermodynamical variable (Ehrenfest). They are named according to the derivative of lowest order that
becomes discontinuous during the transition: First order; the first derivative of free energy is discon-
tinuous. A prototypical example is boiling water. During this process there appears a discontinuity in
the density, i.e. the derivative of free energy with respect to chemical potential. Second order; the first
derivative is continuous but the second derivative is discontinuous. A prototypical example is ferromag-
netism. The magnetization, i.e. the derivative of the free energy with respect to the external field is
continuous. The susceptibility, i.e. the derivative of the magnetization with respect to the external field,
is discontinuous.

In a modern classification, a first order phase transition involves latent heat. The system absorbs or
releases heat at a constant temperature. Phases coexist, although some parts have competed the transition
whereas some others have not. A second order phase transition is a continuous transitions. Susceptibil-
ities diverge, correlation lengths become large.

4.2 Deconfinement transition form hadron thermodynamics
Consider an ideal gas of identical neutral scalar particles of mass m0 contained in a box volume V.
Assume Boltzmann statistics. The partition function and related thermodynamical quantities are given
by

Z (T,V ) = ∑
N

1
N!

[
V

(2π)3

∫
d3 pexp

{
−
√

p2 +m2

T

}]N

lnZ (T,V ) =
V T m2

0
2π2 K2(m0/T )

ε(T ) = − 1
V

∂ lnZ (T,V )

∂ (1/T )
T�m0−→ 3

π2 T 4 energy density

n(T ) = − 1
V

∂ lnZ (T,V )

∂ (V )

T�m0−→ 1
π2 T 3 particle density

ω(T ) = ε(T )/n(T )' 3T average energy per particle (38)

Notice that the above relations imply that an increase of system’s energy has three consequences: A
higher temperature, more constituents, more energetic constituents.

Let us now include in the analysis hadron resonances whose mass is mi. It is easy to show that the
partition function is given by

lnZ (T,V ) = ∑
i

V T m2
i

2π2 ρ(mi)K2(mi/T ), (39)

where i starts with the ground state (m0) and then includes the possible resonances with masses mi and
ρ(mi) is the weight (density of states) corresponding to the state mi. It is thus crucial to determine ρ(mi),
i.e., how many states there are having mass mi.
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Figure 7: Schematic representation of the change of effective degrees of freedom for the description of a set of
hadrons when the density and/or temperature increases, as a consequence of a heavy-ion reaction. At low temper-
atures/densities, the description is given in terms of a collection of hadron resonances. As the temperature/density
increases, limiting values of the baryon density and/or temperature are reached above which the descriptions is
made in terms of the fundamental QCD degrees of freedom. This signals the onset of a phase transition.

Figure 4 shows a schematic representation of the density of states, albeit for non-strange mesons.
In any case, it serves to illustrate that the density of states grows exponentially with the mass of the
species, ρ(m) ∝ exp

{
m/T H

}
, where T H ' 0.19 GeV. This exponential growth should be balanced by

the Boltzmann factor

exp
{ m

T H −
m
T

}
, (40)

such that when T > T H , the integration over m becomes singular. T H plays the role of a limiting temper-
ature known as the Hagedorn temperature above which the hadronic description breaks down.

Applying a similar argument, we can also estimate the critical line at finite µB. The density of
baryon states ρ(mB) ∝ exp

{
mB/T H

}
, where mB is the typical baryon mass (of order 1 GeV) is balanced

by the Boltzmann factor exp{−(mB−µB)/T}. The limiting temperature becomes

T =

(
1− µB

mB

)
T H . (41)

Notice that the treatment of the system as a gas made out of resonances leads to three con-
sequences: More and more species of ever heavier particles appear; a fixed temperature limit T −→ T H

above which the resonance picture does not hold; the momentum of the constituents do not continue to
increase. All in all, these observations imply that above and to the right of the limiting curve, Eq. (41),
a different description of hadron matter, in terms of degrees of freedom other than hadron resonances,
is called for. The situation is illustrated in Fig. 6. As the system becomes hotter/denser, the bound-
aries between individual hadrons disappear and the description should be made instead in terms of the
fundamental QCD degrees of freedom. A deconfinement phase transition takes place.

4.3 Chiral symmetry transition
The QCD vacuum within hadrons should be regarded as a medium responsible for the non-perturbative
quark mass. In hot and/or dense matter, quarks turn bare due to asymptotic freedom. We expect a phase
transition from a state with heavy constituent quarks to another with light current quarks. This transition
is called chiral phase transition.
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At finite T and µ the QCD phase diagram can also be studied from the point of view of chiral
symmetry restoration. In the chiral limit (m = 0), a true order parameter for the transition is the quark-
antiquark condensate 〈ψψ〉, since it is finite in the chirally broken (Nambu-Goldstone) phase and van-
ishes in the chirally symmetric (Wigner-Weyl) phase. In this limit the (true) critical temperature can be
obtained from the chiral susceptibility

χm =
∂

∂m
〈ψ̄ψ〉. (42)

In vacuum 〈ψψ〉0 =−(0.24 GeV)3. This value sets the scale for the critical temperature of chiral restor-
ation.

From χPT at low T and low nB one knows that

〈ψψ〉T/〈ψψ〉0 = 1−T 2/(8 f 2
π )−T 4/(384 f 4

π )

〈ψψ〉nB/〈ψψ〉0 = 1−σπNnB/( f 2
π m2

π)− . . . (43)

where fπ ' 93 MeV, is the pion decay constant and σπN = 40 MeV, is the π −N sigma term. Equa-
tions (43) indicate that the quark-antiquark condensate melts at finite T and nB.

For physical quark masses neither 〈ψ̄ψ〉 vanishes nor χm diverges at the pseudocritical temperat-
ure. Nevertheless these quantities retain a behavior reminiscent of the corresponding one in the chiral
limit. In particular χm has a peaked structure as a function of T . It is customary to define Tc as the
temperature for which χm reaches its peak. Other susceptibilities, such as χT = ∂

∂T 〈ψ̄ψ〉, can also be
used to define Tc. It has been shown [9] that the critical temperatures thus obtained coincide within a
narrow band and therefore using any of these susceptibilities gives basically the same Tc.

Lattice calculations have provided values for Tc extracted from the peak of χm for 2+1 flavors
using different types of improved staggered fermions [10]. These values show some discrepancies. The
MILC collaboration [11] obtained Tc = 169(12)(4) MeV. The BNL-RBC-Bielefeld collaboration [12]
reported Tc = 193(7)(4) MeV. The Wuppertal-Budapest collaboration [13] has consistently obtained
smaller values, the latest being Tc = 147(2)(3) MeV. The HotQCD collaboration [14] has reported Tc =
154(9) MeV. The differences could perhaps be attributed to different lattice spacings.

The unambiguous picture presented by lattice QCD for T ≥ 0, µ = 0 cannot be easily extended
to the case µ 6= 0, given that standard Monte Carlo simulations can only be applied to the case where µ
is either 0 or purely imaginary. Simulations with µ 6= 0 are hindered by the sign problem [15]. Recall
that in the computation of the QCD partition function with finite µ , integration over each fermion field
produces a fermion determinant, i.e. a factor DetM ≡Det(6D+m+µγ0), where M is the fermion matrix.
Let us consider in general a complex µ . Taking the determinant on both sides of the identity

γ5(6D+m+µγ0)γ5 = (6D+m−µ∗γ0)
†, (44)

we get

Det(6D+m+µγ0) = [Det(6D+m−µ∗γ0)]
∗ , (45)

which shows that the fermion determinant is not real unless µ = 0 or purely imaginary. For real µ the
direct sampling of a finite density ensemble by Monte Carlo methods is not possible, since the sampling
requires a real non-negative measure. This problem is referred to as the sign problem, although a more
appropriate name would seem to be the phase problem.

That the integrand of the partition function becomes complex would seem to be only a minor
inconvenience. A naive approach to deal with the sign problem would be to write [16]

DetM = |DetM|eiθ . (46)
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Figure 8: Comparison between phenomenological freeze-out curves with the experimentally measured values
for the temperature and baryon chemical potential obtained from particle abundances using the statistical model.
Shown is also the analytical expression for the chiral phase transition curve obtained by means of LQCD tech-
niques.

To compute the thermal average of an observable O in QCD one writes

〈O〉 =

∫
DUeSY M DetM O∫
DUeSY M DetM

=

∫
DUeSY M |DetM|eiθ O∫
DUeSY M |DetM|eiθ , (47)

where SY M is the Yang-Mills action. Notice that written in this manner, the simulations could be imple-
mented in terms of the phase-quenched (pq) theory where the measure involves |DetM| and the thermal
average could be written as

〈O〉= 〈Oeiθ 〉pq
〈eiθ 〉pq

. (48)

The average phase factor (also referred to as the average sign) in the phase-quenched theory can be
written as

〈eiθ 〉pq = e−V ( f− fpq)/T , (49)

where f and fpq are the free-energy densities in the full and phase-quenched theories, respectively and V
is the three-dimensional volume. If f − fpq 6= 0, the average phase factor decreases exponentially when
V goes to infinity (the thermodynamic limit) and/or T goes to zero. Under these circumstances the signal
to noise ratio worsens. This is referred to as the severe sign problem.

To circumvent the sign problem, a possibility is to determine the first Taylor coefficients in the
expansion of a given observable in powers of µB/T . The coefficients of the expansion can be expressed
as expectation values of traces of matrix polynomials taken in the µB = 0 ensemble. Although care has
to be taken regarding the growth of the statistical errors with the order of the expansion, this strategy has
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provided a very important result: the curvature of the transition line at µB = 0. The curvature κ is defined
as the dimensionless coefficient of the quadratic term in the Taylor expansion of the pseudocritical line

Tc(µB) = Tc

(
1−κ

µ2
B

T 2
c

)
, κ ≡ −

(
Tc

dTc(µB)

dµ2
B

)∣∣∣∣
µB=0

. (50)

Values for κ between 0.006 – 0.02 have been reported [17]. It should be noted that since the phases
are separated by a crossover, the curvature should depend in principle on the observable considered.
Nevertheless, these curvatures give considerable smaller values than that of the chemical freeze-out curve
obtained from statistical models [18]. This observation could be of potential importance for if the pseudo
critical line is flatter than the chemical freeze-out line, the distance between the possible QCD critical end
point (CEP) and the freeze-out curve increases. If this happens then possible experimental evidences for
criticality may be washed out by the moment when particle abundances are established after a heavy-ion
collision.

Figure 8 shows a comparison between phenomenological freeze-out curves with the experiment-
ally measured values for the temperature and baryon chemical potential obtained from particle abund-
ances using the statistical model. Shown is also the analytical expression for the chiral phase transition
curve obtained by means of LQCD techniques. Although the physics portrayed in the statistical model
is quite different from the physics of chiral symmetry restoration, the agreement of the descriptions is
remarkable, a similarity that is worth exploring and understanding.

4.4 The critical end point
In the study of the QCD phase diagram, the location of a possible Critical End Point (CEP) is of particular
relevance. This point marks the end of a first order phase transition line. There are strong arguments
based on effective models suggesting that close to the µB-axis, the transition is first order [19]. Since,
on the other hand, close to the T -axis, the transition is a smooth crossover, a CEP should be located
somewhere in the middle of the phase diagram. To locat its position, the STAR BES-I program has
recently analyzed collisions of heavy-nuclei in the energy range 200 GeV >

√
sNN > 7.7 GeV [20].

Future experiments [21–23] will keep on conducting an exploration to locate the CEP changing the
collision energy down to about

√
sNN ' 5 GeV and the system size in heavy-ion reactions.

From the theoretical side, efforts to locate the CEP make use of a variety of techniques. These
involve Schwinger-Dyson equations, finite energy sum rules, functional renormalization methods, holo-
graphy, and effective models [24–32, 36–38]. These studies have produced a wealth of results for the
CEP location that range from low to large values µB and T . Recent LQCD analyses [39] have resorted
to the imaginary baryon chemical potential technique, extrapolating afterwards to real values, to study
the chiral transition near the T -axis. The method has still large uncertainties, however this technique has
shown that the transition keeps being a smooth crossover [40]. The Taylor expansion LQCD technique
has also been employed to restrict the CEP’s location to values µB/T > 2 for the temperature range 135
MeV < T < 155 MeV. Its location for temperatures larger than 0.9 T c(µB = 0) seems to also be highly
disfavored [41] (see also [42]).

Table I summarizes the CEP location found in some recent works.

A powerful tool to experimentally locate the CEP is the study of event-by-event fluctuations in
relativistic heavy-ion collisions [44]. These are sensitive to the early thermal properties of the created
medium. In particular, the possibility to detect non Gaussian fluctuations in conserved charges is one of
the central topics in this field.

Let n(x) be the density of a given charge Q in the phase space described by the set of variables x.
These quantities are related by

Q =
∫

V
dxn(x), (51)
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Reference TCEP µCEP

C. Shi, et al. [29] 0.85 Tc 1.11 Tc

G. A. Contrera, et al. [30] 69.9 MeV 319.1 MeV
T. Yokota, et al. [33] 5.1 MeV 286.7 MeV

S. Sharma [34] 145-155 MeV >2 TCEP

J. Knaute, et al. [36] 112 MeV 204 MeV
N. G. Antoniou, et al. [37] 119-162 MeV 84-86 MeV

Z. F. Cui, et al. [31] 38 MeV 245 MeV
P. Kovács and G. Wolf [35] >133.3 MeV
R. Rougemont, et al. [38] <130 MeV >133.3 MeV

A. Ayala, et al. [43] 18-45 MeV 315-349 MeV

Table 1: Summary of some recent results for the CEP location taken from Ref. [43].

where V is the total phase space volume available. When the measurement of Q is performed over the
volume V in a thermal system, we speak of a thermal fluctuation. For instance, the variance of Q is given
by

〈δQ2〉V = 〈(Q−〈Q〉V )2〉V =
∫

V
dx1dx2〈δn(x1)δn(x2)〉 (52)

The integrand on the right hand side of Eq. (52) is called a correlation function, whereas the right hand
side is called a (second order) fluctuation. With this example, we see that fluctuations are closely related
to correlation functions. In relativistic heavy-ion collisions, fluctuations are measured on an event-by-
event basis in which the number of some charge or particle species is counted in each event. Although
these fluctuations are not necessarily equal to the thermal fluctuations, there are good reasons to expect
that, with an appropriate treatment these two can be taken as equivalent.

For a probability distribution function P(x) of an stochastic variable x, the moments are defined
as

〈xn〉=
∫

dxxnP(x). (53)

We can define the moment generating function G(θ) as

G(θ) =
∫

dxexθ P(x), (54)

from where

〈xn〉= dn

dθ n G(θ)
∣∣∣∣
θ=0

(55)

To define the cumulants, it is convenient to define the cumulant generating function

K(θ) = lnG(θ). (56)

The cumulants of P(x) are defined by

〈xn〉c =
dn

dθ n K(θ)
∣∣∣∣
θ=0

. (57)

It is then possible to write the cumulants in terms of the moments. For instance

〈x〉c = 〈x〉,
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Figure 9: Net proton number cumulants measured by STAR. The figure is from Ref. [45].

〈x2〉c = 〈x2〉−〈x〉2 = 〈δx2〉,
〈x3〉c = 〈δx3〉,
〈x4〉c = 〈δx4〉−3〈δx2〉2. (58)

The relation with thermodynamics comes through the partiton function Z , which is the funda-
mental object. The partition function is also the moment generating function and therefore the cumulant
generating function is given by lnZ .

Cumulants are extensive quantities. Consider the number N of a conserved quantity in a volume
V in a grand canonical ensemble. It can be shown that its cumulant of order n can be written as

〈Nn〉c,V = χnV, (59)

where the quantities χn are called the generalized susceptibilities. From the thermodynamical side, the
derivatives of lnZ with respect to the chemical potentials give the susceptibilities. For instance

χ i jk
BQS =

∂ i+k+ j(P/T 4)

∂ i(µB/T )∂ j(µQ/T )∂ k(µS/T )
; P =

T
V

lnZ . (60)

Also, since cumulants higher than second order vanish for a Gaussian probability distribution,
non-Gaussian fluctuations are signaled by non-vanishing higher order cumulants.

Two important higher order moments are the skewness S and the curtosis κ . The former measures
the asymmetry of the distribution function whereas the latter measures its sharpness. When the stochastic
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variable x is normalized to the square root of the variance, σ , such that x→ x̃ = x/σ , the skewness and
the kurtosis are given as the third and fourth-order cumulants, namely

S = 〈x̃3〉c, κ = 〈x̃4〉c. (61)

When fluctuations of conserved charges in relativistic heavy-ion collisions are well described by
hadron degrees of freedom in equilibrium, their cumulants should be consistent with models that describe
these degrees of freedom, such as the Hadron Resonance Gas (HRG) model. On the other hand, when
fluctuations deviate from those in the HRG model, they can be used as experimental signals of non-
hadron and/or non-thermal physics. Figure 9 shows that experimental ratios of some cumulants present
statistically significant deviations from the HRG model, though within large errors. Near the CEP, higher
order cumulants of conserved charges also behave anomalously. In particular, they change sign in the
vicinity of the critical point. They are also sensitive to the increase of correlation lengths [46].

5 Experimental signatures of deconfinement
The results from relativistic heavy-ion experiments carried out at the largest available energies have
produced a picture of the properties of the created matter at high temperatures, though for small baryon
chemical potentials. These properties are extracted from observables optimized to probe the evolution of
the system during the different stages of the collision. There are many reviews devoted to the detailed
description of such observables and their meaning [47]. Here I contempt myself with a brief review of
some of the main characteristics that have been reported and on how these help us providing a coherent
picture of the kind of matter produced in these reactions.

During the initial stages of the collision, dense gluon fields create a strongly interacting medium,
the initial state is described by the Color Glass Condensate. This Medium rapidly expands and thermal-
izes; a Quark Gluon Plasma (QGP) is produced which continues to expand and eventually cools down
below Tc' 155 MeV where it hadronizes and becomes a hadron-resonance gas. At a very similar temper-
ature (known as chemical freeze-out temperature T chem), the particle composition is fixed. After chemical
freeze-out, particles continue to interact. Only their momentum distributions are affected since their
energy is below the inelastic reaction threshold. Hadrons then cease to interact at a kinetic freeze out
temperature T kin ' 95 MeV,instant when they have developed a radial flow velocity 〈βT 〉 ' 0.65. A
summary of the parameters that characterize the produced medium is as follows:

• Temperature: 100 – 500 MeV.
• Volume: 1 – 5 ×103 fm3.
• Lifetime: 10 – 20 fm/c.
• Pressure: 100 – 300 MeV/fm3.
• ensity: 1 – 10 ρ0 (ρ0 = 0.17 fm−3 normal nuclear density).

At low pT < 2 GeV/c, hydrodynamics provides a good description of this bulk properties. Notice
that a large fraction of all particles is produced in this pT regime. The produced bulk medium behaves like
an almost perfect fluid with a value of shear viscosity to entropy ratio η/s close to its lower theoretical
value. The medium is opaque to hard probes, quenching their energy. Radial flow tends to deplete the
particle spectrum at low values (blue shift), which increases with increasing particle mass and transverse
velocity.

In peripheral collisions, an elliptic flow, characterized by the coefficient v2 of the the azimuthal
angle particle distribution’s harmonic expansion, develops. The azimuthal distribution can be expressed
as

dN
d(φ −ΨR)

= N0 [1+2v1(pT )cos(φ −ΨR)+2v2(pT )cos(2(φ −ΨR)) . . .] (62)
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Figure 10: Deviations from v2 scaling with hadron’s quark content measured by the ALICE Collaboration. The
figure is taken from Ref. [48]

It is believed that v2 originates from the asymmetric pressure gradients of the initial ellipsoidal
overlap region. The strength of this coefficient increases, as expected, with the initial geometric asym-
metry from central to peripheral collisions, with maximal value for the centrality range 40âĂŞ50%. It is
interesting to notice that particle depletion becomes larger in-plane than out-of-plane, thereby reducing
v2. The net result is that at a fixed value of pT heavier particles have smaller v2 than lighter ones.

At RHIC energies, it was reported that at intermediate pT if both v2 and pT were scaled by the
number of constituent quarks nq, the various identified hadrons follow an approximate common behavior.
Scaling was interpreted as a signature that quark coalescence was a dominant hadronization mechanism
in this momentum domain and also as the onset of the quark degrees of freedom importance during the
early stages of heavy-ion collisions, when collective flow develops. However, recent ALICE data shows
that scaling, if any, is only approximate, for all centrality intervals. This is illustrated in Fig. 10.

Angular correlations also provide with an important experimental tool to explore collective phe-
nomena. It has been observed that ∆η∆φ distributions contain two important features: (1) A peak around
(∆η ,∆φ) = (0,0) (near side peak from jets) and (2) Long-range correlations called ridges (collective
phenomena). This is illustrated in Fig. 11. Similar structures are observed in small reference systems.
Possible explanations for these observations are either hydrodynamical behavior and/or gluon saturation
of the initial state (CGC).
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Figure 11: ∆η∆φ distributions in Pb+Pb collisions measured by the CMS and ATLAS Collaboration. The main
features of these correlations are visible: A peak around (∆η ,∆φ) = (0,0) coming from the near side jet and
long-range correlations called ridges, associate to collective phenomena. The figure is from Ref. [49].

Figure 12: Nuclear Modification Factor, for all identified particles measured by PHENIX in central Au+Au colli-
sions at

√
sNN=200 GeV.

Hard probes such as highly energetic jets of hadrons with heavy flavor content are also a power-
ful tool to explore the response properties of the medium. An important finding in this context is the
observation of the jet quenching phenomenon. This is quantified in terms of the nuclear modification
factor

RAA(pT ) =
dNAA(pT )/d pT

〈Ncol〉dN pp(pT )/d pT
. (63)

The prototypical behavior of RAA for several species is illustrated in Fig. 12. Notice that had-
rons species show quenching. This quenching is usually attributed to the energy loss suffered by the
propagating parton that later on hadronizes. It is important to emphasize that energy loss and elliptic
flow are interconnected, that is to say that a clear relationship between jet suppression RAA and initial
nuclear geometry v2 is observed. This relationship confirms not only the existence of the medium but
also the expectation that jet suppression is strongest in the out-of-plane direction where partons traverse
the largest amount of hot matter.
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Figure 13: Asymmetry distribution as a function of jet asymmetry for p+p and Pb‘+Pb collisions from CMS data.
Notice that for the case of Pb+Pb collisions the peak of the distribution moves to larger jet asymmetries as the
centrality of the collision increases. The figure is from Ref. [50].

A pertinent question is, where does the quenched jet energy go? The answer can be quantified in
therms of the asymmetry distribution as a function of the jet asymmetry variable

AJ =
PT,1−PT,2

PT,1 +PT,2
. (64)

When no medium modification is present, near and away-side jets carry similar momentum and the asym-
metry distribution peaks for AJ ∼ 0. However, when near and away-side jets carry different amounts of
energy, the asymmetry distribution does not peak for AJ ∼ 0 anymore. This is illustrated in Fig. 13 where
data from CMS on p+p and Pb+Pb data are compared to PYTHIA (no medium present) simulations. The
data on Pb+Pb collisions clearly show that the peak of the distribution moves to larger jet asymmetries
as the centrality of the collision increases.

To quantify the amount of missing momentum inside away jet, one defines the average missing pT

〈p/‖T 〉 ≡
1
N ∑

i ∈ all N tracks
−pi

T cos(φi−φL). (65)

The momentum in the away-side is obtained for tracks around the sub-leading jet within a cone aperture
larger than the jet cone. Data show that the contribution to the momentum around the leading cone comes
mostly from tracks with pT > 8 GeV. This momentum is balanced by the combined contributions from
tracks with 0.5< pT < 8 GeV outside the away-side jet cone with ∆φ < π/6. This is shown in Fig. 14

Finally, we mention that another important tool to probe medium properties is the study of heavy
flavors. Heavy flavors are produced by initial hard-scattering processes at time scales of order τ ∼ 1/2mH

(0.07 fm for charm and 0.02 fm for bottom), which are short compared to QGP formation (τ0 ∼ 0.1−1
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Figure 14: Missing pT , that is, the sum of the momentum in tracks in the away side with aperture larger than the
jet cone. The contribution to the momentum around the leading cone comes mostly from tracks with pT > 8 GeV
and this is balanced by the combined contributions from tracks with 0.5 < pT < 8 GeV outside the away-side jet
cone. The figure is from Ref. [50].

fm). Therefore heavy flavors witness the entire medium evolution. Their annihilation rate in the QGP
is small, although interaction with the medium may redistribute their momentum. These characteristics
make heavy flavors a good probe for medium properties, that is, for the study of transport coefficients.
At the LHC, the production cross section is much larger than at RHIC, thus heavy flavors can be studied
more systematically.

Figure 15 shows the quenching pattern for open-flavor heavy-mesons. Notice that in nuclear
collisions, the suppression is as strong as for the case of light flavors. This is contrary to the case
of p+Pb collisions. A large suppression indicates a strong heavy-flavor coupling with medium. Pure
energy loss predicts effects predict a hierarchy in the suppression pattern, Rlight

AA < RD
AA < RB

AA. However,
one should be cautious since there are a number of effects that may alter such suppression pattern, for
instance the differences between primordial spectral shapes of produced partons and their fragmentation
functions; the differences between the kinds of processes of flavor production (recall that light flavors are
mainly produced by soft processes, whereas heavies are produced by hard processes), etc. The observed
agreement RAA(D)' RAA(π) is reproduced by models that include different fragmentation functions and
shapes of the primordial pT distributions, in addition to the expected energy loss hierarchy. On the other
hand, a comparison of RAA(D) and RAA(J/ψ) shows the expected suppression pattern.

Heavy-flavor hadrons can share the medium azimuthal anisotropy quantified by v2. Data show
large v2 of charm (same magnitude as v2 of light-hadrons) which implies that charm thermalizes in
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Figure 15: RAA for prompt D mesons as a function of pT for Pb+Pb collisions compared to p+p collisions obtained
by ALICE (left) and CMS (right) Collaborations. Notice that in nuclear collisions, the heavy-flavor RAA is com-
parable to the light flavor one and that in p+Pb collisions it is comparable to 1. The figures are from Refs. [51,52].

Figure 16: Prompt D mesons v2 for Pb+Pb collisions at
√

sNN = 2.76 TeV measured by the ALICE Collaboration.
Figures are taken from Ref. [53]

medium. This is illustrated in Fig.16.

As a final remark, we notice that the simultaneous measurements of RAA and v2 help to disentangle
the interplay of different energy loss scenarios and imposes constraints on theoretical models.

6 Conclusions
The heavy-Ion Standard Model is being developed as we speak. For this purpose there is a strong syn-
ergy between experiment and theory. Experimental measurements pose many theoretical challenges
and rise questions stimulating progress. The field represents a rich and diversity field of approaches.
Semi-classical gauge theory for initial conditions, LQCD for static thermodynamic properties, perturb-
ative QCD in vacuum and in-medium, transport theory and particularly viscous hydrodynamics for the
evolution of bulk matter and even holographic methods can be employed to describe the dynamics of
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thermalization. There is also a large variety of open problems in different fronts: Thermal photon puzzle,
extraction of transport coefficients, interplay between hard and soft modes, limit of applicability of hydro
approach and inclusion of bulk viscosity in 3D calculations, role of magnetic fields in peripheral colli-
sions, critical point of phase diagram, etc., are only some of the questions that need attention. Overall this
is an exciting field with many opportunities to continue exploring the properties of QCD matter under
extreme conditions.
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1 Introduction
Why should a particle physicist learn cosmology? I can think of several reasons:
• the main evidence from new physics beyond the Standard Model comes from cosmology: eg dark
matter, dark energy and inflation;
• particle physics affect cosmology: eg origin of matter- anti-matter asymmetry (needs baryon number
violation, CP violation, non-equlibrium processes), the Higgs field can have a role in inflation, neutrinos
have a role in the formation of structures (such as galaxies and galaxy clusters) in the Universe, cos-
mological phase transitions due to particle physics (electroweak breaking, QCD confinement, etc) can
occur in the early Universe with observable consequences (such as the generation of gravitational waves,
topological defects, etc) ;
• cosmology affects particle physics: eg evolution of the Universe may be responsible for electroweak
symmetry breaking (eg relaxion idea);
• early Universe is a testbed for SM and BSM: eg stability or metastability of SM vacuum;
• gravity (geometry) may play an important role in particle physics: eg models with warped extra di-
mensions
• new particles from geometry: KK excitations, radion, etc;
• models with extra dimensions can change the evolution of the Universe (and hence be tested).

Now that I hope to have convinced you of the importance to study cosmology with all these very
interesting topics I’ll unavoidably disappoint you since I will not be able to cover in much detail any of
them - but my intention is to give a short start so that you can continue on your own.

I must say right away that in my opinion a full-fledged write-up of these lectures, which still need
much improvement, is not essential at this point. In fact there are several excellent books and lectures on
Cosmology among which I list:

– My favourite cosmology book, even if outdated, still is “The Early Universe" by Kolb and Turner
[1]. I guess this is for sentimental reasons, since I learned the subject from it. Dodelson’s “Modern
Cosmology" is more recent and highly recommended [2];

– Lectures by Daniel Baumann at Cambridge [3] - I borrowed extensively from these lectures;
– Lectures by Pierre Binétruy at the 2012 European CERN School [4];
– Lectures by Toni Riotto at the 2010 European CERN School [5];
– Lectures on Dark Matter by Graciela Gelmini [6] and Mariangela Lisanti [7].

Hence these notes are intended as just a brief guide to what was discussed in the lectures. In the following
I will present a simple sketch of my lectures pointing to some references where more details can be
found.The slides of my lectures, as well as for the other lectures of the School can be found in [8].

Cosmology has become a precision, data-driven science in the last 20 years or so. I remember
that when I started to read about it (admittedly a long time ago) the age of the universe was written as
t0 = 109±1 years. The uncertainty was in the exponent! It is fantastic how measurements coming from
different observables now determine t0 = (13.799± 0.021)× 109 years.

Proceedings of the 2017 CERN–Latin-American School of High-Energy Physics, San Juan del Rio, Mexico 8-21 March 2017, edited
by M. Mulders and G. Zanderighi, CYR: School Proceedings, Vol. 4/2018, CERN-2018-007-SP (CERN, Geneva, 2018)
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There are several observational probes that are used to find out what is the best cosmological
model that describes our universe. These include:
• the cosmic microwave background (CMB);
• the abundance of light elements, as described by Big Bang Nucleosynthesis (BBN);
• the use of supernovae of type Ia as standard candles to measure distances in the universe;
• the study of the Large Scale Structure (LSS) of the Unverse, particularly in the use of a feature in the
distribution of galaxies called Baryon Acoustic Oscillation (BAO) as a standard ruler;
• the use of weak gravitational lensing, small distortions in the shape of galaxies, for the determination
of the distribution of matter in the universe;
• the use of counts of galaxy clusters as a measure of the growth of perturbations in the universe.

The picture that has emerged from all these observations is consistent and somewhat disturbing:
we know that we don’t know what 95% of the universe is made of. Of the cosmic energy-density budget,
roughly only 5% is matter that we know and love - atoms. The rest we believe is dark matter (roughly
25%) and dark energy (roughly 70%). The best model that describes our universe is a model where
dark matter is made of nonrelativistic particles (called cold dark matter) and dark energy is described
by a simple cosmological constant (denoted by Λ). The so-called ΛCDM model became the Standard
Cosmological Model.

As you all know, particle physics also has a Standard Model (SM) - the SU(3)C×SU(2)L×U(1)Y
Glashow-Weinberg-Salam model, where the SU(2)L × U(1)Y symmetry is spontaneously broken to
electromagnetism U(1)EM through the Higgs mechanism. The last missing piece of the model, the
Higgs boson was finally detected at the LHC in 2012. The SM of particle physics has been tremendously
successful - it can actually explain all the data measured at accelerators given some input parameters.
However, it is not satisfactory since it does not describe neutrino masses, it has no candidate for cold
dark matter, it suffers from the so-called hierarchy problem (simply stated, why is the Higgs mass much
smaller than a high energy scale where new physics reside when quantum corrections are taken into
account), among other issues. This has led to the development of new physics models, extensions of the
SM called Beyond SM (BSM), where these problems can be addressed.

The Standard Cosmological Model is also unsatisfactory. We do not know what dark matter and
dark energy are. There are several alternatives to the cold dark matter paradigm: warm dark matter, fuzzy
dark matter, self-interacting dark matter, modified newtonian dynamics, TeVeS, etc. The cosmological
constant suffers from the same hierarchy problem as the Higgs mass, only worse since the sensitivity to a
new physics scale is quartic instead of quadratic. For dark energy there are even more exotic alternatives
that go by names such as quintessence, Horndesky, massive gravity, clustered dark energy, interacting
dark energy, etc.

One important development that happened after the School was the observation by LIGO and
LISA on August 17, 2017 of the gravitational waves produced by the fusion of a pair of neutron stars,
with an electromagnetic counterpart identified by several observatories in different wavelengths. The
time difference between the gravitational and electromagnetic waves from the event was less than 1.7
seconds. Given the distance of 130 million of light-years this measurement puts a very stringent bound
on the difference of the velocities of the two types of waves of one part in 1015 - we can say that
gravitational waves propagate with the speed of light. This simple new observational fact has eliminated
several models of dark energy (see, eg [9]). I also should mention that the 2017 Nobel prize was awarded
to Weiss, Barish and Thorne “for decisive contributions to the LIGO detector and the observation of
gravitational waves".

For these lectures I mostly concentrate on the Standard Comological Model.
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2 First lecture: The averaged Universe
2.1 The basics
The Universe is ruled primordially by gravitation. Gravity is described by Einsten’s General Relativ-
ity, which relates a geometry determined by a metric to the content of the Universe as described by an
energy-momentum tensor. In 1917 Einstein applied his new theory to describe the whole Universe. It’s
complexity can be domesticated under the assumption that the Universe is on average homogeneous and
isotropic. This assumption, sometimes called the “cosmological principle", leads to a considerable sim-
plification since the metric in this case is the so-called Friedmann-Lemaitre-Robertson-Walker (FLWR)
metric:

ds2 = dt2 − a(t)2d~x2. (1)

The FLRW metric is determined by the scale factor a(t) which controls the evolution of the averaged
Universe. By definition the scale factor is set to one today (a(t0) = 1). In fact the FLRW allows for the
introduction of a spatial curvature that also impacts the evolution of the Universe. It is remarkable that
observations in the last 20 years or so have measured that the curvature is consistent with zero with small
errors: our Universe is on average spatially flat to a very good degree and hence I’m not considering
curvature in these lectures.

The expansion rate of the Universe is defined as the Hubble factor:

H(t) =
ȧ

a
, (2)

where the dot denotes time derivatives. The Hubble constant is the Hubble factor today (H0 = H(t0)).
The acceleration of the Universe is set by ä. The redshift z, given by the relative change in the position
of spectral lines due to the expansion of the Universe, is related to the scale factor by:

a =
1

1 + z
. (3)

One describes the matter-energy content of the average Universe by a perfect homogeneous fluid
energy-momentum tensor which in a rest-frame is characterized only by its energy density (ρ) and the
pressure (p) can be written as

Tµν =




ρ 0 0 0
0 -p 0 0
0 0 -p 0
0 0 0 -p


 (4)

then Einstein’s equation reduces to the two well-known Friedmann’s equations:

(
ȧ

a

)2

=
8πG

3
ρ (5)

and (
ä

a

)
= −4πG

3
(ρ+ 3p) (6)

One can obtain a continuity equation by taking the time derivative of the first equation and substi-
tuting in the second one:

ρ̇+ 3H(ρ+ p) = 0 (7)

In order to study the evolution of a fluid in the Universe we must assume an equation of state: a
relation between its pressure and energy density. The simplest form is

p = ωρ, (8)
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Fig. 1: Evolution of densities in the Universe as a function of the scale factor for different components.

where ω goes by the name of equation of state parameter. For a constant ω it is easy to show that the
energy density changes as

ρ(t) = ρ(ti)

(
a(t)

a(ti)

)−3(1+ω)
(9)

and therefore for nonrelativistic fluid (ω = 0), relativistic fluid (ω = 1/3) and for a cosmological constant
(ω = −1) one has ρ ∝ a−3, ρ ∝ a−4 and ρ ∝ a0 respectively.

These simple considerations lead to the conclusion that the early universe is very dense and hot
(dominated by radiation) and the late universe is dominated by the cosmological constant. A sketch of
this behaviour is shown in Figure 1.

It’s also easy to show that since ȧ/a ∝ √ρ the scale factor grows with time as:

a(t) ∝





t2/3 for matter
t1/2 for radiaton

eHt for a cosmological constant
(10)

The Universe is now dominated by a cosmological constant and hence it is expanding exponentially. We
don’t feel it for the same reason that we don’t feel our money growing exponentially in a savings account.

The average Universe being spatially flat is a consequence of its density being equal to the so-
called critical density:

ρc =
3H2

0

8πG
. (11)

The Hubble constant has been measured with a few percent accuracy recently and there is a 3σ tension
between the value measured in the local Universe and the value extracted from CMB measurements [10]:

H0 = 73.24± 1.74 km/s/Mpc (local) (12)

H0 = 69.3± 0.7 km/s/Mpc (Planck).
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The jury is still out whether this tension merits some explanation from new physics. In any case, the
critical density amounts to something equivalent to only five hydrogen atoms per cubic meter. The
average Universe is a pretty empty place.

One quantifies the composition of the Universe by the ratios Ωi between the energy density in a
given component i to the total critical density: Ωi = ρi/ρc. For a spatially flat Universe:

∑

i

Ωi = 1 (13)

These quantities are time-dependent and one can re-write the first Friedmann equation as:

(
H

H0

)2

=
∑

i

Ω
(0)
i a−3(1+wi). (14)

It’s worth remarking again that the equations derived so far are valid for constant ω’s - it is not difficult to
generalize them for time-varying equation of state. This is the case for the so-called models of Dynamical
Dark Energy (DDE), where for instance Dark Energy can be modelled by a dynamical scalar field. The
energy density and pressure for a spatially homogeneous, time-dependent, canonically normalized scalar
field φ with a potential V (φ) is easily computed from its energy-momentum tensor and the equation of
state is given by:

ω =
p

ρ
=
φ̇2/2− V (φ)

φ̇2/2 + V (φ)
(15)

and hence −1 ≤ ω ≤ 1. Given initial conditions and a potential one can devise DDE models that can
easily mimick the background expansion.

2.2 Distances in the Universe
In order to get observational information about the evolution of the Universe it is of fundamental im-
portance to be able to measure distances. There are basically two ways to measure distances in the
Universe: using standard candles or using standard rulers. Standard candles are objects of known intrisic
brightness, or luminosity. Cepheid stars and supernovas of type Ia are objects that can be calibrated into
standard candles. Standard rulers are features in the Universe that have a well-defined physical length,
such as the scale of the so-called Baryon Acoustic Oscillation (BAO), which I will discuss later on.

Let’s introduce some different distances that will be useful in the following.
(a) Comoving distance between us and an object at redshift z (χ(z)):
This is defined as a distance χ(z) that a light ray would travel

ds2 = 0 =⇒ dt2 = a(t)2dχ2 (16)

and with some change of variables it is easy to show that (we are setting c = 1)

χ(z) =

∫ z

0

dz

H(z)
(17)

(b) Comoving particle horizon (χ(z)hor):
Largest region in causal contact since the Big Bang - it’s given by

χ(z)hor =

∫ t

0

dt′

a(t′)
(18)

(c) Luminosity distance (dL):
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This is the distance measured using standard candles and is given in terms of the flux of photons received
in a detector and the intrinsic luminosity of the source

F =
L

4πd2L
(19)

and it can be shown that it is related to the comoving distance by

dL = (1 + z)χ(z) (20)

The luminosity distance is larger for a given redshift for larger values of the dark energy density. This
can be traced back to the accelerated expansion of the Universe due to dark energy. Therefore SNIa’s
look dimmer in a Universe with dark energy. This is how the accelerated expansion of the Universe was
discovered in 1998, which was a big surprise (actually a shock) for the community. The 2011 Nobel
prize in Physis was awarded for “the discovery of the accelerated expansion of the Universe through
observations of distant supernovae".
(d) Angular diameter distance (dA):
This distance is related to the angle δθ subentended by a physical length l (dA = l/δθ) and it can be
shown that

dA =
1

1 + z
χ(z). (21)

(e) Comoving Hubble radius (rH ):
Comoving distance that particles can travel in a Hubble time, sometimes known as the Hubble comoving
horizon

rH =
1

aH
(22)

and therefore

rH(t) ∝





a1/2 for matter
a for radiaton

1/a for a cosmological constant
(23)

It’s interesting to study how a comoving scale compares with the comoving Hubble radius - we sketch in
Figure 2 how a given scale can enter and exit the Hubble horizon during the evolution of the Universe.

2.3 The thermal history of the Universe
I showed above that for radiation the energy density goes as ρrad ∝ a−4. However, from the Stefan-
Boltzmann law ρrad ∝ T 4, where T is the temperature of the radiation. Therefore one finds a relation
between the scale factor and the temperature of the radiation: a ∝ T−1 - the Universe cools down as it
expands. Since we also know that a ∝ t1/2 in a radiation dominated Universe, one finds that

T (MeV ) ≈ 1.5g−1/4∗ t(s)−1/2 (24)

where g∗ measures the number of relativistic degrees of freedom in thermal equilibrium, the temperature
is given in MeV and the time is given in seconds.

For a gas of nonrelativistic matter with mass m and temperature T (T � m) the energy density is
exponentially suppressed (we are using unity for the Boltzmann constant):

ρ ∝ m(mT )3/2e−m/T . (25)

When the Universe cools down and particles become nonrelativistic the abundance of these par-
ticles is exponentially suppressed and they drop out of thermal equilibrium. The reason is the rate of
interactions (Γ) which is given by

Γ(T ) = n(T )〈σv〉, (26)

6

R. ROSENFELD

156



Fig. 2: Comoving Hubble radius during the evolution of the Universe compared to a given comoving scale.

where n(T ) = ρ(t)/m is the number density of the particles at temperature T and 〈σv〉 is the thermally
averaged cross section times velocity. This interaction rate should be compared with the expansion rate
of the Universe given by the Hubble parameter H(T ). When the interaction rate is much larger than the
expansion rate the interactions have time to bring the particles to thermal equilibrium. But as the Universe
cools down, the interaction rate drops and eventually the particles will get out of thermal equilibrium and
their number will then freeze since the interactions are no longer efficient. This happens at the so-called
freeze-out or decoupling temperature. A rough estimate of the freeze-out temperature Tf.o. is obtained
from equating Γ(Tf.o.) = H(Tf.o.). A more precise estimate follows from an explicit solution of the
Boltzmann equation.

A simple example is the decoupling of neutrinos in the early Universe. Neutrinos are kept in
equilibrium by the weak interactions, eg νeν̄e ↔ e+e− and the cross section is roughly given by σ ≈
GFT

2 from dimensional analysis (GF ≈ 10−5 GeV−2 is the Fermi constant). Their number density
decreases as nν ∝ a−3 ∝ T 3 and therefore Γ ≈ GFT

5. On the other hand, the Hubble parameter is
given by

H(T ) ≈ T 2/MPl, (27)

where we used Friedmann’s equation with ρ ∝ T 4 and that G = 1/M2
Pl. Therefore the freeze-out

temperature for neutrinos can be estimated as

Tf.o. ≈
(

1

G2
FMPl

)1/3

≈ 1 MeV (28)

After decoupling neutrinos cool down as T ∝ 1/a. They would have the same temperature as
photons except for the fact that photons get heated up by the annihilation of e+e− at around T ≈ 0.5
MeV. Hence neutrinos are a bit cooler than photons today (Tν = 1.95 K).

This relic low energy neutrino background has not been directly detected yet. There is a planned
experiment called PTOLOMY designed to detect it [11].

In the SM there are only left-handed neutrinos and they are massless. However, we now know
that neutrinos oscillate among different flavors and must be massive. Therefore the SM should be aug-
mented, most plausibly with the inclusion of a new degree of freedom, the right-handed neutrino, which
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Fig. 3: Thermal history of the Universe. Figure from Kolb & Turner “The Early Universe".

is a gauge singlet. Right-handed neutrinos may have cosmological consequences, acting as warm dark
matter. Neutrinos could be dark matter but because they are light they would be relativistic at the time of
decoupling - this is the definition of hot dark matter. Hot dark matter is already ruled out by cosmology,
more specifically due to the fact that it would erase small scale structure in the Universe because of its
free streaming.

We now understand that neutrinos contribute today a very small amount to the energy density
budget of the Universe, just like photons, but bounds on their masses can still be derived from cosmolog-
ical observations related to the formation of structures in the Universe and from the CMB (for a recent
review, see [12]). Using a recent combination of CMB and LSS observables results in the 95% upper
bound

∑
imνi

≤ 0.16 eV [13].

The thermal history of the Universe is a very rich and dramatic one, with several events taking
place during its evolution, such as inflation, phase transitions (electroweak symmetry breaking, QCD
confinement, etc), the changes in the dominant component of the Universe, decoupling and annihilation
of whole species and finally the take over of Dark Energy. There are many illustrative figures of this
history but my favourite one is of course from the book by Kolb and Turner, which I reproduce in Figure
3.

2.4 The cosmological constant: the elephant in the room
The cosmological constant, first introduced by Einstein in 1917 in order to allow for a static Universe
that was then consistent with observations, has been rejected by him as his biggest blunder after the
discovery of the expansion of the Universe in 1929. However, as George Gamow puts it in his 1970
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autobiography [14], “But this “blunder", rejected by Einstein, is still sometimes used by cosmologists
even today and the cosmological constant rears its ugly head again, again and again."

The cosmological constant was always something that we, theoretical physicists, wanted to put
aside. But the discovery of the accelerated expansion of the Universe blew the cosmological constant
into our faces. It is too much of an embarrassment. The main reason for this embarrassment is the fact
that its value is uncontrollable: it suffers from quadratic divergences when quantum corrections are taken
into account, much worse than the quadratic divergences that afflicts the mass of the Higgs boson in the
SM. The easiest way to see the origin of this divergence is to consider the contribution of the zero-point
(vacuum) energy to a scalar quantum field of mass m (the ~ω/2 factor, where ω2 = k2 + m2), which
can be thought of as an infinite number of harmonic oscillators:

ρvac =

∫
d3k

(2π)3
1

2

√
k2 +m2. (29)

This integral diverges as an energy cut-off scale E4
cut. If one uses the Planck scale as the cut-off the

well known discrepancy of 10120 with respect to observations is obtained. This may very well be largest
discrepancy in the history of Physics and it is referred to as the cosmological constant problem [15].
However, it only reflects the fact that we do not understand what is going on. To this date there is not a
good solution to this problem. Therefore, most of us chose to continue ignoring it.

3 Second lecture: Origins
In this second lecture I briefly discuss how some things came to existence in the Universe:
• Origin of light elements;
• Origin of baryons;
• Origin of dark matter;
• Origin of inhomogeneities.

3.1 Origin of light elements: BBN
Big Bang Nucleosynthesis (BBN) is one of the pillars of the Standard Cosmological Model (for a recent
review see [16]) 1. It is the earliest cosmological probe that we have so far (couple of minutes after the
Bang). The idea goes back to George Gamow and his students in the 1940’s.

The details involve a complicated set of nuclear reactions which can be studied with sophisticated
codes but here I will present a very simplified picture of BBN developed in five easy steps:
(1) When T � 1 MeV (t � 1 s), the Universe is made out of neutrons, protons, electrons and photons.
Neutrons and protons are in thermal equilibrium due to the weak force. When T = O(1 MeV), protons
and neutrons are non-relativistic with the ratio of their number density (denoted by nn/np) given by

nn
np

= e−Q/T , (30)

where Q = (mn − mp) is the mass difference between them. Notice that the neutron-proton mass
difference (Q = 1.3 MeV) is very small compared to their masses (mn ≈ mp ≈ 1000 MeV).
(2) Neutrons and protons freeze out at T = 0.8 MeV. Their number remains constant afterwards (number
densities are ∝ a−3), except for neutron decay which we will take into account in step (3). The neutron
fraction (Xn) then becomes

Xn =
nn

nn + np
=

e−Q/T

1 + e−Q/T

∣∣∣∣∣
T=0.8MeV

≈ 1

6
. (31)

1I learned BBN many years ago from an excellent review by Gary Steigman, a pioneer in the development of the connection
between cosmology and particle physics and an expert on BBN [17]. Gary used to come to Brazil frequently and we became
good friends. I was very saddened to learn about his untimely passing last year a bit after the School took place.
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(3) The neutron fraction is almost frozen except for the fact that free neutrons decay with a lifetime
τn ≈ 900s. Hence, after freeze-out

Xn(t) = e−t/τnXn. (32)

(4) Helium can only be formed by nuclear reactions when deuterium is present. Hence the temperature
of the Universe has to be smaller than the deuterium binding energy - ED ≈ 0.06 MeV (tD ≈ 330s). At
this time

Xn(330 s) ≈ 1/8. (33)

(5) At this point we can approximate that all neutrons present are used to form helium-4 (nHe = 2nn).
Then we can compute the fraction in mass of the Universe in 4He as:

YHe =
4nHe
np

≈ 2Xn ≈ 1/4. (34)

Therefore after the first few minutes of the Universe approximately 25% of the mass of atoms
are in the form of 4He. There are also small quantities of D, 3He, and 6Li that can be computed by
dedicated computer codes that take into account the dynamics of the many nuclear reactions involved
in the background of an expanding Universe. The results from these computations depend crucially on
the amount of photons in the Universe or, more precisely, on the ratio between the number of protons
(or baryons, more generally) and photons. This ratio, denoted by η, determined from BBN is in good
agreement with an independent measurement from the CMB:

η =
nb
nγ

= (6.10± 0.04)× 10−10. (35)

The determination of η coupled to the measurement of CMB provides an estimate of the baryonic content
of the Universe, Ωb.

The agreement between the measurements of the abundances of the light elements (with some
extrapolation to their primordial abundance) and the predictions from BBN is one of the great successes
of the Standard Cosmological Model.

3.2 Origin of baryons: baryogenesis
One can try to estimate what would be the relic amount of baryons using arguments similar to the ones
discussed above: baryons can be kept in thermal equilibrium by the strong interactions until their density
drop sufficiently when they become nonrelativistic so that they leave thermal equilibrium and the cor-
responding baryon number gets frozen. A simple calculation that I sketched in the lectures lead to the
disturbing result of η ≈ 10−19. It is not a typo: there is a disagreement of 9 orders of magnitude with the
observed value!

What is the catch? We started with the same number of baryons and anti-baryons, a very reason-
able assumption given that they are in thermal equilibrium. But that can’t work. It turns out that we need
to generate a tiny asymmetry between baryons and anti-baryons. In fact, a difference of one extra baryon
in 1 billion baryons would be sufficient.

How can such an asymmetry be generated in particle physics? Andrei Sakharov laid the conditions
for this to happen in 1967 [18]. These are:
• presence of baryon number violating processes;
• presence of C and CP violation in these processes;
• these processes to be out-of-equilibrium.

It is fair to say that there is no standard model of baryogenesis. All these conditions are met in
the SM (even baryon number violation which occurs non-perturbatively) but the amount of CP violation
turns out to be too small. This is one of the motivations for searching new sources of CP violation
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(eg, neutrino sector). Models with Grand Unified Theories, baryogenesis through leptogenesis and other
BSM possibilities are also being currently considered. This is certainly one of the hottest topics of
research today and the jury is still out.

3.3 Origin of dark matter
3.3.1 Evidences
Evidence for dark matter (DM) arises from different observations at different scales. So far they are
unfortunately all based on observations in the heavens and not in laboratories. Among them I can list:
• Dynamics of clusters of galaxies
• Rotational curves of galaxies
• Gravitational lensing
• Cosmic microwave background
• Big bang nucleosynthesis
• Structure formation in the universe
• Baryon acoustic oscillations
• Bullet cluster
I’ll not have time to describe them in any detail here. For a review see the lectures [6, 7].

DM is most possible a neutral, long-lived particle. I don’t know any viable alternative. In the SM
the neutrino could have the role of DM but they are ruled out since their contribution to the energy budget
of the Universe is very small. Hence, DM implies new physics beyond the SM.2 Structure formation tells
us that dark matter must be cold (ie, nonrelativistic at decoupling) or a most warm (there are bounds from
the so-called Lyman-α absorption lines from distant quasars setting m ≥ 5.3 keV at 2σ for the mass of
the warm dark matter particle [21]).

There are several candidates for dark matter: weakly interacting massive particles (WIMPs),
new scalars (phion, inert Higgs models), νR, axions, primordial black holes, lightest KK particle, self-
interacting dark matter, etc. Usually one needs a symmetry (most times discrete, such as Z2) to ensure
the stability of the lightest particle that is odd under it. WIMPs in particular are well-motivated candi-
dates since they are predicted in SUSY extensions of the SM (with R parity conservation): the lightests
supersymetric particle (LSP), usually a neutralino (a given combination of gauginos and higgsinos). Can-
didates must pass several observational constraints. In [22] a ten-point test is proposed and 16 candidates
are scrutinized.

3.3.2 Thermal production of dark matter: the “miracle"
Dark matter can have other interactions in addition to the gravitational one. Hence it could have been
in thermal equilibrium in the early Universe - in this case it is called thermal DM.3 In the lectures I
presented a very simple way to estimate the relic abundance of thermal DM particles. For accurate
estimates one must solve the appropriate Boltzmann equation with the correct thermally averaged cross
section. There are specialized and sophisticated codes such as MicroOMEGAs4 and others that compute
DM relic densities.

We already saw in the first lecture that particles get out of thermal equilibrium and their abundance
freeze-out roughly when the interaction rate becomes of the order of the expansion rate. Using Eqs. (26)

2The lack of signals for new physics and the detection of gravitational waves have led people to think harder in DM within
the SM, either in the form of primordial black holes or new quark states, see eg [19, 20].

3There is also the possibility that DM is non-thermally produced, eg from the non-equilibrium decay of other particles or
by coherent field oscillations (as in the case of axions).

4https://lapth.cnrs.fr/micromegas/
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and (27) one obtains for its number density at freeze-out:

nχf.o. ≈
Tf.o.
〈σv〉MPl

. (36)

On the other hand, if the DM is cold it is nonrelativistic at freeze-out and its number density is given by
a Boltzmann distribution:

nχf.o. = (mχTf.o.)
3/2e−mχ/Tf.o. , (37)

where I’m using mχ for the DM mass. Introducing x = mχ/T it can be shown that equating Eqs (36)
and (37) results in xf.o. ≈ 30 for typical values of mχ = 100 GeV, v = 0.3 and σ = G2

Fm
2
χ. One can

now compute the relic DM abundance

Ωχ =
mχn

χ(T = 0)

ρ(0)c
= O(1) (38)

This is the so-called WIMP miracle: a thermal relic with weak cross section results in a relic abundance
with order of magnitude of the observed one. This mechanism of thermal relic production leads to the
survival of the weakest: the weaker the cross section the earlier the particle freezes out and consequently
the larger its abundance.

There are several experiments looking for DM. There are basically three types of searches: direct
production at the LHC (with signatures such as monojets), direct detection of DM particles that surround
us in our galaxy in underground laboratories (one can estimate that of the order of a billion particles of
DM passes through a typical person per second) and indirect detection through the annihilation of DM
into SM particles occurring in dense DM rich regions of the Universe (center of our galaxy, satellite
dwarf galaxies, etc). It is beyond the scope of these lectures to discuss these searches but many details
can be found in the suggested reading. I just can’t resist to mention the recent lower bound of 70 GeV
on the mass of thermal DM coming from indirect searches from annihilation (assumed to be exclusively
into b̄b) in the Milky Way halo [23].

3.4 Origin of inhomogeneities
This is another sketchy subsection. Again I refer to the excellent lectures mentioned in the introduction.

3.4.1 The causality problem
CMB is originated at the “last scattering surface" when atoms are formed and the Universe becomes
transparent to radiation. That’s when radiation decouples from matter. This happened at z ≈ 1100
(t ≈ 380, 000 years after the bang).

There are regions in the last scattering surface that were never in causal contact - and hence no
reason to have the same temperature. Nevertheless the CMB is very uniform over the whole sky, with
small variations of 1 part in 105. This problem is sketched in Figure 4.

3.4.2 Inflation
Inflation is a period of very fast (exponential) expansion of the Universe. It is similar to the period of dark
energy domination we are in now. A single small patch can fill the whole horizon at decoupling. Hence
inflation also predicts that the Universe is spatially flat - as observed. Inflation also provides quantum
fluctuations that are the seeds for inhomogeneities in the Universe.

The basic idea is simple: the very early Universe is dominated by the energy density of a (surprise!)
scalar field - called inflaton - that is slowly rolling down in a potential. There are a plethora of models
used to implement inflation and most of them are listed in the “Encyclopedia Inflationaris" [24].
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Fig. 4: The causality problem.

Inflation must end otherwise we wouldn’t be here. And at the end of the inflationary period the
Universe is empty and cold. Something has to jump-start the Universe again to the usual hot and dense
phase that we know it should have existed in the past. Usually the end of inflation is identified with the
end of the so-called slow-roll period when the scalar field is rolling down in a part of the potential that
is relatively flat. After the slow-roll phase, the potential becomes steeper and usually has a minimum.
The field then starts to oscillate around the minimum of the potential. It is not difficult to show that an
oscillating field is equivalent to a nonrelativistic gas of inflaton particles (the mass of the inflaton is set at
m ≈ 1012 GeV from the amplitude of perturbations in the CMB). The inflaton then decays into radiation
(this is model dependent) and results in the so-called reheating of the Universe. A sketch of the potential
is shown in Figure 5.

The actual reheating process is more complicated and can be simulated numerically. There is a
possibility of preheating, when instabilities in the scalar field perturbations can occur before the coher-
ent oscillation period. The only bound on the reheating temperature TR is that it must be larger than
temperatures required by BBN (1 GeV).

In order to solve the causality problem, one should require that the observable Universe today was
to fit in the comoving Hubble radius at the beginning of inflation. A simple calculation that I did in the
lectures shows that the amount of inflation needed, characterized by the number of e-foldings denoted
by N is:

N = ln

(
ae
ai

)
= 26− 64, (39)

where ai and ae are the scale factor and the beginning and end of the inflation and the range in N arises
from the uncertainty in the reheating temperature (from 1 to 1015 GeV). One usually assumes N ≈ 50.

3.4.3 Perturbations generated during inflation
The origin of the inhomogeneities we observe today are quantum fluctuations in the inflaton field δφ
generated during inflation. The size of quantum fluctuations of the inflaton field during inflation is set by
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Fig. 5: A cartoon of the inflaton potential.

H:

〈(δφ)2〉 =
H2

2π
(40)

In general, perturbations δ(~x, t) can be decomposed in Fourier modes:

δ(~x, t) =

∫
d3k δk(t) e

i~k·~x (41)

and the power spectrum P (k) is defined by

〈δk′δk〉 = (2π)3δ3(~k′ − ~k)P (k). (42)

Inflation predicts a power-law primordial power spectrum for scalar and tensor (gravitational
waves) perturbations

Ps(k) = Ask
ns−1 (43)

Pt(k) = Atk
nt

where As,t and ns,t are respectively the amplitudes and spectral indices of the perturbations. They can
be computed in a given model of inflation.

In particular, CMB bounds on the ratio of the tensor-to-scalar amplitudes, denoted by r, have been
used to eliminate several models of inflation. There were some claims that a non-zero value of r had
been detected, which would imply in the detection (albeit indirect) of primordial gravitational waves
generated during inflation. However, the claim turned out to be just background and the latest value is
r < 0.12 at 95% confidence level [25]. But this upper bound is enough to rule out well-know models for
the inflaton field, such as models with a φ4 potential.

Even if there is no fully satisfactory model, inflation is great because it

– explain why the Universe is spatially flat;
– solve the causality problem;
– generate almost gaussian, almost scale invariant fluctuations;
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– generate both scalar and tensor fluctuations;
– given a inflation potential one can predict the spectrum of scalar and tensor perturbations;
– the scalar (density) perturbations gives rise to the large scale structure of the Universe.

4 Third lecture: The perturbed Universe
In this lecture I briefly describe how the tiny perturbations generated during inflation grow to give rise
to the structures in the Universe that we measure today with large surveys of galaxies such as the Dark
Energy Survey.

4.1 Growth of perturbations
Tiny fluctuations of the order δ ≈ 10−5 were detected in the CMB around 1991. These fluctuations
grew due to gravity in the evolution of the Universe. Their growth is determined by solving the perturbed
Einstein’s equations. While this can be done analytically in a linearized way, ie keeping only linear terms
in the perturbations, when the perturbations become large enough (δ ≈ 1) this approximation ceases to
be valid. In this case one has to resort to full numerical simulations, such as N-body simulations. These
simulations are becoming more and more realistic, with the inclusion of baryons.5

In principle one has to use full GR to study the evolution of perturbations. However, at scales
smaller than the Hubble radius and for non-relativistic matter one can simplify the problem and use
Newtonian physics. Hence one has to study fluid dynamics in an expanding Universe. In this case we
have to consider three coupled equations: the continuity equation, the Euler equation and the Poisson
equation. As I described in the lecture (you can see the slides), in the linearized approximation we can
derive a single equation for the time evolution of the matter density perturbation δm:

δ̈m + 2H(t)δ̇m −
3

3
H(t)2Ωm(t)δm = 0 (44)

where
δm =

ρm − ρ̄m
ρ̄m

(45)

Using this simple equation it is easy to show that in a matter-dominated Universe (Ωm ≈ 1, a ∝ t2/3,
H ∝ 2/(3t)) the matter density perturbation grow as the scale factor δ ∝ a. On the other hand, in a
dark energy dominated Universe (Ωm ≈ 0, a ∝ eHt, H =const.) a solution to the equation is δ =const.,
ie dark energy prevents matter perturbations from growing. This led to the famous anthropic argument
for an upper limit in the cosmological constant put forward by Weinberg: the energy density of the
cosmological constant can’t be too large otherwise galaxies would not form and we would not exist.

4.1.1 The matter power spectrum in recent times
We already introduced the power spectrum in Eq.(42). Here we discuss some observables related to
it after the evolution of perturbations. It can be easily shown that the power spectrum is the Fourier
transform of the 2-point correlation function of the density perturbations:

P (k) =

∫
d3kξ(r)ei

~k·~r (46)

where the two-point correlation function

ξ(r) = 〈δ(~x1)δ(~x2)〉 (47)

5See eg the Eagle Simulation, http://icc.dur.ac.uk/Eagle/
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Fig. 6: Ratio of angular distance measurements in BAO to values from Planck fiducial cosmology [27].

depends only on r = |~x1− ~x2| due to homogeneity and isotropy. Therefore features such as peaks in the
2-point correlation function are transformed into oscillatory features in the power spectrum (think that
the Fourier transform of a Dirac δ-function δ3(r − r∗) results in P (k) = eikr∗).

Are there peaks in the correlation function of galaxies? Is there a preferred scale in the sky?
The answer is affirmative and comes from physics related to the decoupling of matter and radiation at
recombination (zrec ≈ 1100). It is the sound horizon at decoupling.

Before recombination, baryons and photons were strongly coupled, forming a single fluid with
pressure and speed. Dark matter, neutrinos and other forms were decoupled. After decoupling, baryons
are left behind at a characteristic distance given by the sound horizon at decoupling, which is called the
baryon acoustic oscillation (BAO) scale rBAO:

rBAO =

∫ ∞

zrec

dz
cs(z)

H(z)
≈ 150 Mpc, (48)

where c2s ≈ 1/3 is the speed of propagation of the photon-baryon fluid. This characteristic scale in the
distribution of baryons in real space gives rise to oscillations in the matter power spectrum.

The BAO feature in the matter power spectrum and in the real space 2-point correlation function
was first detected in 2005. The position of the BAO peak provides a standard ruler in the sky that can be
used to determine cosmological parameters. The ratio of an angular distance measure in BAO data to its
theoretical value in a ΛCDM cosmology with Planck cosmology (ie, cosmological parameters as derived
by the Planck collaboration) is shown in Figure 6 from [27], where one can see the good agreement.

4.2 If the Universe is the answer what is the question?
The question we want to answer is: given our Universe what is the best model that describes it? And
at this moment the flat ΛCDM Standard Cosmological model describes all the observations so far. This
model is characterized by six parameters: the Hubble constant (H0), the baryon abundance (Ωb), the
abundance of cold dark matter (ΩCDM ), the amplitude of the initial scalar perturbations (As), the spectral
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index of the scalar perturbations(ns) and the so-called optical depth (τ , related to the ionization history of
the Universe). In addition to these baseline parameters, one could add neutrino masses, nonzero spatial
curvature and a constant equation of state ω 6= −1.

Cosmology is sensitive to the sum of the neutrino masses (Σ =
∑

imi), as we already mentioned
in Section 2.3 - it is interesting to notice that the value of Σ depends on the hierarchy of neutrino masses.
Using data from neutrino oscillations:

Σ ≥
{

(58.5± 0.48) meV for normal hierarchy
(98.6± 0.85) meV for inverted hierarchy

(49)

The equality is attained when the lightest mass is zero. Therefore if from cosmology one finds Σ < 0.098
eV then one can say that the inverted hierarchy is excluded. There are claims in the literature of strong
evidence (in the bayesian sense) for normal hierarchy [26].

Large scale surveys are important for the determination of cosmological parameters. I’m a member
of the Dark Energy Survey (DES), which uses photometric techniques to estimate the redshift of galaxies.
DES uses a 570 Mpixel digital camera installed in the Blanco 4-meter telescope at the Cerro Tololo
International Observatory in Chile. It will finish its 5 years observational period in 2018. The data for
the first year has already been mostly analysed and we are now in the process of analysing the data of
the three first years. Around 300 million galaxies have already been detected and catalogued. The DES
BAO result for the first year of data is shown in Fig. 6.

The distribution of galaxies in the universe provide information about growth of perturbations
(and hence is sensitive to Dark Energy or Modified Gravity), information about dark matter (eg hot DM
is already ruled out) and a standard ruler (BAO scale). In addition, DES can measure weak gravitational
lensing through the small distortions in the shapes of galaxies, can measure the distribution of galaxy
clusters and can also measure SNIa. All these probes will be combined to derive the best constraints on
cosmological parameters.

I would like to finish this subsection by drawing the following analogy between high energy ac-
celerators and large scale galaxy survey:

– Energy↔ Redshift
– Luminosity↔ Area & observation time
– Energy resolution↔ Redshift errors
– Energy calibration↔ Redshift calibration using objects with known redshifts
– pT cuts, etc↔Magnitude cuts, mask, etc
– Final data set↔ Value added catalogs
– Higgs bump hunting↔ BAO bump hunting
– Perturbation theory in QCD is ok at high energies↔ Perturbation theory in GR is ok at high z

4.3 Finding out the best model from data
The way we estimate the best model from data is through the likelihood function, which can generically
be written as

L(~p) ∝ e
[
(~x
obs−~xth(~p))t Cov (~x

obs−~xth(~p))
]

(50)

where ~p is a set of parameters (it turns out that several so-called nuisance parameters must be introduced
to model the theoretical prediction), ~xobs is the data vector, ~xth is the theoretical modelling of the observ-
able and Cov denotes de covariance matrix. The covariance matrix can be either theoretically modelled,
measure from subsets of data (jackknife, bootstrap or subsampling methods) or measured from a set of
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Fig. 7: ΛCDM constraints from the three combined probes in DES Y1 (blue), Planck with no lensing (green), and
their combination (red) [28].

mock data. One can then use Bayes theorem to turn the likelihood function into a probability distribution
for the parameters given the data using a prior probability for the parameters. The parameters can then
be estimated using the Markov Chain Monte Carlo method to sample the space of parameters with the
known probability distribution.

In Figure 7 I show the money plot for the DES analyses of the first year of data using a combination
of galaxy distribution and weak lensing data [28]. It shows constraints on only 2 parameters, S8 (related
to the amplitude of the scalar power spectrum As) and Ωm. All other parameters (including 20 nuisance
parameters related to redshift uncertainties, galaxy bias, etc) have been marginalized over. In the same
plot it is shown the constraints from CMB obtained by the Planck collaboration. It is amazing that for the
first time the two constraints are comparable (usually CMB results are much more constraining that LSS
ones) and compatible, given that they come from signals produced with billions of years of difference.
We have also analysed a model with constant equation of state denoted by ωCDM. Combining DES data
with several external datasets resulted in ω = −1.00+0.04

−0.05. Therefore this analysis confirms that dark
energy is compatible with the cosmological constant.

5 Coda
I have given a brief tour on some selected topics in cosmology. The current situation in cosmology is
somewhat akin to the one in particle physics. As in particle physics, we have a Standard Cosmological
Model, ΛCDM, that explains all the cosmological observations so far. It has only 6 parameters in its
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minimal version (much less than the 20 or so parameters in the SM). However, in contrast to the SM
where all the building blocks have been found and studied, in cosmology we don’t know much about the
95% of the Universe that is comprised of dark energy and dark matter. Surveys like DES and the future
Large Synoptic Survey Telescope (LSST), of which I’m also a member, will hopefully shed some light
on the dark side of the Universe.
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Probability and Statistics for Particle Physics

C. Mañá
CIEMAT, Madrid, Spain

Abstract
The aim of these lectures is to give an overview of the basic concepts and tools
on Probability and Statistics that are relevant for analysis in Particle Physics.

Keywords
Probability; Statitics and Inference; Monte Carlo Methods.

"They say that understanding ought to work by the rules of right reason. These rules are, or
ought to be, contained in Logic; but the actual science of logic is conversant at present only
with things either certain, impossible, or entirely doubtful, none of which (fortunately) we
have to reason on. Therefore the true logic of this world is the calculus of Probabilities, which
takes account of the magnitude of the probability which is, or ought to be, in a reasonable
man’s mind"

J.C. Maxwell
1 Introduction
These notes are based on a course on Probability and Statistics given to graduate and PhD students at
different places and, in particular, at the very nice 2017 CERN Latin-American School of High Energy
Physics in San Juan del Rio, Mexico. They contain a humble overview of the basic concepts and ideas
one should have in mind before getting involved in data analysis and, altough they may have to be tailored
for undergraduate students, I hope they will be a useful reading for all of them.

I feel, maybe wrongly, that there is a tendency in a subset of the Particle Physics community to
consider statistics as a collection of prescriptions written in some holy references that are used blindly
with the only arguments that either "everybody does it that way" or that "it has always been done this
way". In the talks I tried to demystify the “how to” recipes not because they are not useful but because,
on the one hand, they are applicable under some conditions that tend to be forgotten and, on the other,
because if the concepts are clear so will be the way to proceed ("at least formally") for the problems that
come across in Particle Physics. At the end, the quote from Laplace given at the beginning of the first
section is what it is all about.

There is a countable set of books on probability and statistics and a sizable subset of them are
very good out of which I would recommend the following ones (a personal choice function). Section 2
(Lecture 1) deals with probability and this is just a measure, a finite non-negative measure, so it will be
very useful to read some sections of Measure Theory (2006; Springer) by V.I. Bogachev; in particular
the chapters 1 and 2. A large fraction of the material presented in this lecture can be found in more
depth, together with other interesting subjects, in the book Probability: A Graduate Course (2013;
Springer Texts in Statistics) by A. Gut. Section 3 (Lecture 2) is about statistical inference, Bayesian
Inference in fact, and a must for this topic is the Bayesian Theory (1994; John Wiley & Sons) by
J.M. Bernardo and A.F.M. Smith that contains also an enlightening discussion about the Bayesian and
frequentist approaches in the appendix B. It is beyond question that in any worthwile course on statistics
the ubiquitous frequentist methodology has to be taught as well and there are excellent references on the
subject. Students are encouraged to look for instance at Statistical Methods in Experimental Physics
(2006; World Scientific) by F. James, Statistics for Nuclear and Particle Physicists (1989; Cambridge
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by M. Mulders and G. Zanderighi, CYR: School Proceedings, Vol. 4/2018, CERN-2018-007-SP (CERN, Geneva, 2018)
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University Press) by L.Lyons or Statistical Data Analysis (1997; Oxford Science Pub.) by G. Cowan.
Last, Section 4 (Lecture 3) is devoted to Monte Carlo simulation, an essential tool in Statistics and
Particle Physics.

“Time is short, my strength is limited,...”, Kafka dixit, so many interesting subjects that deserve
a whole lecture by themselves are left aside. To mention some: an historical development of probability
and statistics, Bayesian Networks, Generalized Distributions (a different approach to probability distri-
butions), Decision Theory (Games Theory), ... and Markov Chains for which we shall state only the
relevant properties without further explanation. Additional chapters and appendices are given in [4].

“The Theory of Probabilities is basically nothing else but common sense reduced to calculus”

P.S. Laplace
2 Probability
2.1 The Elements of Probability: (Ω,B, µ)

The axiomatic definition of probability was introduced by A.N. Kolmogorov in 1933 and starts with the
concepts of sample space (Ω) and space of events (BΩ) with structure of σ-algebra. When the pair
(Ω,BΩ) is equipped with a measure µ we have a measure space (E,B, µ) and, if the measure is a
probability measure P we talk about a probability space (Ω,BΩ, P ). Let’s start with a discussion of
these elements.

2.1.1 Events and Sample Space: (Ω)

To learn about the state of nature, we do experiments and observations of the natural world and ask
ourselves questions about the outcomes. In a general way, the object of questions we may ask about
the result of an experiment such that the possible answers are it occurs or it does not occur are called
events. There are different kinds of events and among them we have the elementary events; that is,
those results of the random experiment that can not be decomposed in others of lesser entity. The
sample space (Ω) is the set of all the possible elementary outcomes (events) of a random experiment
and they have to be:

i) exhaustive: any possible outcome of the experiment has to be included in Ω;
ii) exclusive: there is no overlap of elementary results.

To study random phenomena we start by specifying the sample space and, therefore, we have to have
a clear idea of what are the possible results of the experiment. To center the ideas, consider the simple
experiment of rolling a die with 6 faces numbered from 1 to 6. We consider as elementary events

ei = {get the number i on the upper face} ; i = 1, . . ., 6

so Ω = {e1, . . ., e6}. Note that any possible outcome of the roll is included in Ω and we can not have two
or more elementary results simultaneously. But there are other types of events besides the elementary
ones. We may be interested for instance in the parity of the number so we would like to consider also the
possible results 1

A = { get an even number} and Ac = { get an odd number}
1Given two sets A,B⊂Ω, we shall denote by Ac the complement of A (that is, the set of all elements of Ω that are not in

A) and by A\B ≡ A∩Bc the set difference or relative complement of B in A (that is, the set of elements that are in A but
not in B). It is clear that Ac = Ω\A.
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They are not elementary since the resultA = {e2, e4, e6} is equivalent to get e2, e4 or e6 andAc = Ω\A
to get e1, e3 or e5. In general, an event is any subset 2 of the sample space and we shall distinguish
between:

elementary events: any element of the sample space Ω;

events: any subset of the sample space;

and two extreme events:

sure events: SS = { get any result contained in Ω} ≡ Ω

impossible events: SI = { get any result not contained in Ω} ≡ ∅

Any event that is neither sure nor impossible is called random event. Going back to the rolling of the
die, sure events are

SS = { get a number n | 1≤n≤6} = Ω or

SS = { get a number that is even or odd} = Ω

impossible events are

SI = { get an odd number that is not prime} = ∅ or

SI = { get the number 7} = ∅

and random events are any of the ei or, for instance,

Sr = { get an even number } = {e2, e4, e6}

Depending on the number of possible outcomes of the experiment, the the sample space can be:

finite: if the number of elementary events is finite;

Example: In the rolling of a die, Ω = {ei; i = 1, . . . , 6} so dim(Ω) = 6.

countable: when there is a one-to-one correspondence between the elements of Ω
and N ;

Example: Consider the experiment of flipping a coin and stopping when we
get H . Then Ω = {H, TH, TTH, TTTH, . . .}.

non-denumerable: if it is neither of the previous;

Example: For the decay time of an unstable particle Ω = {t ∈ R|t≥0} =

[0,∞) and for the production polar angle of a particle Ω = {θ ∈ R|0≤θ≤π} =

[0, π].

2This is not completely true if the sample space is non-denumerable since there are subsets that can not be considered as
events. It is however true for the subsets ofRn we shall be interested in. We shall talk about that in section 1.2.2.
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It is important to note that the events are not necessarily numerical entities. We could have for
instance the die with colored faces instead of numbers. We shall deal with that when discussing random
quantities. Last, given a sample space Ω we shall talk quite frequently about a partition (or a complete
system of events); that is, a sequence {Si} of events, finite or countable, such that

Ω =
⋃

i

Si (complete system) and Si
⋂

∀i,j
Sj = ∅ ; i6=j (disjoint events) (1)

2.1.2 σ-algebras (BΩ) and Measurable Spaces (Ω,BΩ)

As we have mentioned, in most cases we are interested in events other than the elementary ones. It is
therefore interesting to consider a class of events that contains all the possible results of the experiment
we are interested in such that when we ask about the union, intersection and complements of events we
obtain elements that belong the same class. A non-empty family BΩ = {Si}ni=1 of subsets of the sample
space Ω that is closed (or stable) under the operations of union and complement ; that is

Si ∪ Sj ∈ B ; ∀Si, Sj ∈ B and Si
c ∈ B ; ∀Si ∈ B (2)

is an algebra ( Boole algebra) if Ω is finite. It is easy to see that if it is closed under unions and
complements it is also closed under intersections and the following properties hold for all Si, Sj∈BΩ:

Ω ∈ BΩ ∅ ∈ BΩ Si ∩ Sj ∈ BΩ

Si
c ∪ Sjc ∈ BΩ (Si

c ∪ Sjc)c ∈ BΩ Si \ Sj ∈ BΩ

∪mi=1Si ∈ BΩ ∩mi=1Si ∈ BΩ

Given a sample space Ω we can construct different Boole algebras depending on the events of
interest. The smaller one is Bm = {∅, Ω}, the minimum algebra that contains the event A ⊂ Ω has
4 elements: B = {∅,Ω, A,Ac} and the largest one, BM = {∅, Ω, all possible subsets of Ω} will
have 2 dim(Ω) elements. From BM we can engender any other algebra by a finite number of unions and
intersections of its elements.

2.1.2.1 σ-algebras

If the sample space is countable, we have to generalize the Boole algebra such that the unions and
intersections can be done a countable number of times getting always events that belong to the same
class; that is:

∞⋃

i=1

Si ∈ B and
∞⋂

i=1

Si ∈ B (3)

with {Si}∞i=1 ∈ B. These algebras are called σ-algebras. Not all the Boole algebras satisfy these prop-
erties but the σ-algebras are always Boole algebras (closed under finite union). Consider for instance a
finite set E and the class A of subsets of E that are either finite or have finite complements. The finite
union of subsets ofA belongs toA because the finite union of finite sets is a finite set and the finite union
of sets that have finite complements has finite complement. However, the countable union of finite sets
is countable and its complement will be an infinite set so it does not belong to A. Thus, A is a Boole
algebra but not a σ-algebra. Let now E be any infinite set and B the class of subsets of E that are either
countable or have countable complements. The finite or countable union of countable sets is countable
and therefore belongs to B. The finite or countable union of sets whose complement is countable has a
countable complement and also belongs to B. Thus, B is a Boole algebra and σ-algebra.
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2.1.2.2 Borel σ-algebras

Eventually, we are going to assign a probability to the events of interest that belong to the algebra and,
anticipating concepts, probability is just a bounded measure so we need a class of measurable sets
with structure of a σ-algebra. Now, it turns out that when the sample space Ω is a non-denumerable
topological space there exist non-measurable subsets that obviously can not be considered as events
3. We are particularly interested in R (or, in general, in Rn) so we have to construct a family BR of
measurable subsets ofR that is

i) closed under countable number of intersections: {Bi}∞i=1 ∈ BR −→ ∩∞i=1Bi ∈ BR
ii) closed under complements: B ∈ BR → Bc = R\B ∈ BR

Observe that, for instance, the family of all subsets of R satisfies the conditions i) and ii) and the
intersection of any collection of families that satisfy them is a family that also fulfills this conditions but
not all are measurable. Measurably is the key condition. Let’s start identifying what we shall considered
the basic set in R to engerder an algebra. The sample space R is a linear set of points and, among it
subsets, we have the intervals. In particular, if a≤b are any two points ofR we have:

• open intervals: (a, b) = {x ∈ R | a < x < b}
• closed intervals: [a, b] = {x ∈ R | a ≤ x ≤ b}
• half-open intervals on the right: [a, b) = {x ∈ R | a ≤ x < b}
• half-open intervals on the left: (a, b] = {x ∈ R | a < x ≤ b}

When a = b the closed interval reduces to a point {x = a} ( degenerated interval ) and the other three to
the null set and, when a→−∞ or b→∞ we have the infinite intervals (−∞, b), (−∞, b], (a,∞) and
[a,∞). The whole spaceR can be considered as the interval (−∞,∞) and any interval will be a subset
of R. Now, consider the class of all intervals of R of any of the aforementioned types. It is clear that
the intersection of a finite or countable number of intervals is an interval but the union is not necessarily
an interval; for instance [a1, b1] ∪ [a2, b2] with a2 > b1 is not an interval. Thus, this class is not additive
and therefore not a closed family. However, it is possible to construct an additive class including, along
with the intervals, other measurable sets so that any set formed by countably many operations of unions,
intersections and complements of intervals is included in the family. Suppose, for instance, that we take
the half-open intervals on the right [a, b), b > a as the initial class of sets 4 to generate the algebra BR so
they are in the bag to start with. The open, close and degenerate intervals are

(a, b) =

∞⋃

n=1

[a− 1/n, b) ; [a, b] =

∞⋂

n=1

[a, b+ 1/n) and a = {x ∈ R|x = a} = [a, a] (4)

so they go also to the bag as well as the half-open intervals (a, b] = (a, b)∪ [b, b] and the countable union
of unitary sets and their complements. Thus, countable sets likeN ,Z orQ are in the bag too. Those are
the sets we shall deal with.

The smallest family BR (or simply B) of measurable subsets of R that contains all intervals and
is closed under complements and countable number of intersections has the structure of a σ-algebra, is

3In particular, there are subsets of Rn≥1 for which the Lebesgue measure does not satisfy σ-additivity... and even finite-
additivity for Rn≥3 (Hausdorff; 1914). Is not difficult to show the existence of Lebesgue non-measurable sets in R. One
simple example is the Vitali set constructed by G. Vitali in 1905 although there are other interesting examples (Hausdorff,
Banach-Tarsky) and they all assume the Axiom of Choice. In fact, the work of R.M. Solovay around the 70’s shows that one
can not prove the existence of Lebesgue non-measurable sets without it. However, one can not specify the choice function so
one can prove their existence but can not make an explicit construction in the sense Set Theorists would like. In Probability
Theory, we are interested only in Lebesgue measurable sets so those which are not have nothing to do in this business and
Borel’s algebra contains only measurable sets.

4The same algebra is obtained if one starts with (a, b), (a, b] or [a, b].
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called Borel’s algebra and its elements are generically called Borel’s sets or borelians Last, recall that
half-open sets are Lebesgue measurable (λ((a, b]) = b − a) and so is any set built up from a countable
number of unions, intersections and complements so all Borel sets are Lebesgue measurable and every
Lebesgue measurable set differs from a Borel set by at most a set of measure zero. Whatever has been
said aboutR is applicable to the n-dimensional euclidean spaceRn.

The pair (Ω,BΩ) is called measurable space and in the next section it will be equipped with a
measure and "upgraded" to a measure space and eventually to a probability space.

2.1.3 Set Functions and Measure Space: (Ω,BΩ, µ)

A function f : A ∈ BΩ −→ R that assigns to each set A ∈ BΩ one, and only one real number,
finite or not, is called a set function. Given a sequence {Ai}ni=1 of subset of BΩ pair-wise disjoint,
(Ai ∩Aj = ∅; i, j = 1, . . ., n ; i 6=j) we say that the set function is additive ( finitely additive) if:

f

(
n⋃

i=1

Ai

)
=

n∑

i=1

f(Ai) (5)

or σ-additive if, for a countable the sequence {Ai}∞i=1 of pair-wise disjoint sets of B,

f

( ∞⋃

i=1

Ai

)
=

∞∑

i=1

f(Ai) (6)

It is clear that any σ-additive set function is additive but the converse is not true. A countably additive
set function is a measure on the algebra BΩ, a signed measure in fact. If the σ-additive set function
is µ : A ∈ BΩ −→ [0,∞) (i.e., µ(A)≥0 ) for all A ∈ BΩ it is a non-negative measure. In what
follows, whenever we talk about measures µ, ν, .. on a σ-algebra we shall assume that they are always
non-negative measures without further specification. If µ(A) = 0 we say thatA is a set of zero measure.

The “trio” (Ω,BΩ, µ), with Ω a non-empty set, BΩ a σ-algebra of the sets of Ω and µ a measure
over BΩ is called measure space and the elements of BΩ measurable sets.

In the particular case of the n-dimensional euclidean space Ω = Rn, the σ-algebra is the Borel
algebra and all the Borel sets are measurable. Thus, the intervals I of any kind are measurable sets and
satisfy that

i) If I ∈ R is measurable −→ Ic = R− I is measurable;
ii) If {I}∞i=1 ∈ R are measurable −→ ∪∞i=1 Ii is measurable;

Countable sets are Borel sets of zero measure for, if µ is the Lebesgue measure, we have that µ ([a, b)) =
b− a and therefore:

µ ({a}) = lim
n→∞

µ ([a, a+ 1/n)) = lim
n→∞

1

n
= 0 (7)

Thus, any point is a Borel set with zero Lebesgue measure and, being µ a σ-additive function, any
countable set has zero measure. The converse is not true since there are borelians with zero measure that
are not countable (i.e. Cantor’s ternary set).

In general, a measure µ over B satisfies that, for any A,B ∈ B not necessarily disjoint:

m.1) µ(A ∪B) = µ(A) + µ(B\A)

m.2) µ(A∪B) = µ(A) +µ(B)−µ(A∩B) (µ(A∪B) ≤ µ(A) +µ(B))

m.3) If A ⊆ B, then µ(B\A) = µ(B)− µ(A) (≥ 0 since µ(B) ≥ µ(A))

m.4) µ(∅) = 0
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Observe that, for (m.1), A ∪ B is the union of two disjoint sets, A and B\A, and the measure is an
additive set function. For (m.2), we have that A ∩ Bc and B are disjoint and its union is A ∪ B so
µ(A ∪ B) = µ(A ∩ Bc) + µ(B). On the other hand A ∩ Bc and A ∩ B are disjoint at its union is A so
µ(A ∩ Bc) + µ(A ∩ B) = µ(A). Property (m.3) follows from (m.1) considering that, if A ⊆ B, then
A ∪B = B. Last, (m.4) is a consequence of (m.3) with B = A.

A measure µ over a measurable space (Ω,BΩ) is finite if µ(Ω) <∞ and σ -finite if Ω = ∪∞i=1Ai,
with Ai∈BΩ and µ(Ai) < ∞. Clearly, any finite measure is σ-finite but the converse is not necessarily
true. For instance, the Lebesgue measure λ in (Rn,BRn) is not finite because λ(Rn) =∞ but is σ-finite
because

Rn =
⋃

k∈N
[−k, k]n

and λ([−k, k]n) = (2k)n is finite. As we shall see in lecture 2, in some circumstances we shall be
interested in the limiting behaviour of σ-finite measures over a sequence of compact sets. As a second
example, consider the measurable space (R,B) and µ such that for A⊂B is µ(A) = card(A) if A is
finite and∞ otherwise. Since R is an uncountable union of finite sets, µ is not σ-finite in R. However,
it is σ-finite in (N ,BN ).

2.1.3.1 Probability Measure

Let (Ω,BΩ) be a measurable space. A measure P over BΩ (that is, with domain in BΩ), image in the
closed interval [0, 1] ∈ R and such that P (Ω) = 1 (finite) is called a probability measure and its
properties a just those of finite (non-negative) measures. Expliciting the axioms, a probability measure is
a set function with domain in BΩ and image in the closed interval [0, 1] ∈ R that satisfies three axioms:

i) additive: is an additive set function;
ii) no negativity: is a measure;

iii) certainty: P (Ω) = 1.

These properties coincide obviously with those of the frequency and combinatorial probability
(see Note 1). All probability measures are finite (P (Ω) = 1) and any bounded measure can be converted
in a probability measure by proper normalization. The measurable space (Ω,BΩ) provided with and
probability measure P is called the probability space (Ω,BΩ, P ). It is straight forward to see that if
A,B ∈ B, then:

p.1) P (Ac) = 1− P (A)

p.2) P (∅) = 0

p.3) P (A∪B) = P (A) +P (B\A) = P (A) +P (B)−P (A∩B) ≤ P (A) +P (B))

The property p.3 can be extended by recurrence to an arbitrary number of events {Ai}ni=1 ∈ B for if
Sk = ∪kj=1Aj , then Sk = Ak∪Sk−1 and P (Sn) = P (An) + P (Sn−1)− P (An ∩ Sn−1).

Last, note that in the probability space (R,B, P ) (or in (Rn,Bn, P )), the set of points W =
{∀x ∈ R |P (x) > 0} is countable. Consider the partition

W =

∞⋃

k=1

Wk where Wk = {∀x ∈ R | 1/(k + 1) < P (x) ≤ 1/k} (8)

If x ∈ W then it belongs to one Wk and, conversely, if x belongs to one Wk the it belongs to W . Each
set Wk has at most k points for otherwise the sum of probabilities of its elements is P (Wk) > 1. Thus,
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the sets Wk are finite and since W is a countable union of finite sets is a countable set. In consequence,
we can assign finite probabilities on at most a countable subset of R.

NOTE 1: What is probability?
It is very interesting to see how along the 500 years of history of probability many people (Galileo,

Fermat, Pascal, Huygens, Bernoulli, Gauss, De Moivre, Poisson, ...) have approached different problems
and developed concepts and theorems (Laws of Large Numbers, Central Limit, Expectation, Conditional
Probability,...) and a proper definition of probability has been so elusive. Certainly there is a before
and after Kolmogorov’s "General Theory of Measure and Probability Theory" and "Grundbegriffe der
Wahrscheinlichkeitsrechnung" so from the mathematical point of view the question is clear after 1930’s.
But, as Poincare said in 1912: "It is very difficult to give a satisfactory definition of Probability’".
Intuitively, What is probability?

The first “definition” of probability was the Combinatorial Probability (∼1650). This is an
objective concept (i.e., independent of the individual) and is based on Bernoulli’s Principle of Symmetry
or Insufficient Reason: all the possible outcomes of the experiment equally likely. For its evaluation we
have to know the cardinal (ν(·)) of all possible results of the experiment (ν(Ω)) and the probability for
an event A⊂Ω is “defined” by the Laplace’s rule: P (A) = ν(A)/ν(Ω) This concept of probability,
implicitly admitted by Pascal and Fermat and explicitly stated by Laplace, is an a priory probability in
the sense that can be evaluated before or even without doing the experiment. It is however meaningless if
Ω is a countable set (ν(Ω) =∞) and one has to justify the validity of the Principle of Symmetry that not
always holds originating some interesting debates. For instance, in a problem attributed to D’Alembert,
a player A tosses a coin twice and wins if H appears in at least one toss. According to Fermat, one can
get {(TT ), (TH), (HT ), (HH)} and A will loose only in the first case so being the four cases equally
likely, the probability for A to win is P = 3/4. Pascal gave the same result. However, for Roberval one
should consider only {(TT ), (TH), (H·)} because if A has won already if H appears at the first toss so
P = 2/3. Obviously, Fermat and Pascal were right because, in this last case, the three possibilities are
not all equally likely and the Principle of Symmetry does not apply.

The second interpretation of probability is the Frequentist Probability, and is based on the idea
of frequency of occurrence of an event. If we repeat the experiment n times and a particular event Ai
appears ni times, the relative frequency of occurrence is f(Ai) = ni/n. As n grows, it is observed
(experimental fact) that this number stabilizes around a certain value and in consequence the probability
of occurrence of Ai is defined as P (Ai)≡limexp

n→∞f(Ai). This is an objective concept inasmuch it is
independent of the observer and is a posteriori since it is based on what has been observed after the
experiment has been done through an experimental limit that obviously is not attainable. In this sense, it
is more a practical rule than a definition. It was also implicitly assumed by Pascal and Fermat (letters of
de Mere to Pascal: I have observed in my die games...), by Bernoulli in his Ars Conjectandi of 1705 (
Law of Large Numbers) and finally was clearly explicited at the beginning of the XX’th century (Fisher
and Von Mises).

Both interpretations of probability are restricted to observable quantities. What happen for in-
stance if they are not directly observable?, What if we can not repeat the experiment a large number of
times and/or under the same conditions? Suppose that you jump from the third floor down to ground
(imaginary experiment). Certainly, we can talk about the probability that you break your leg but, how
many times can we repeat the experiment under the same conditions?

During the XX’th century several people tried to pin down the concept of probability. Pierce and,
mainly, Popper argumented that probability represents the propensity of Nature to give a particular re-
sult in a single trial without any need to appeal at “large numbers”. This assumes that the propensity,
and therefore the probability, exists in an objective way even though the causes may be difficult to
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understand. Others, like Knight, proposed that randomness is not a measurable property but just a prob-
lem of knowledge. If we toss a coin and know precisely its shape, mass, acting forces, environmental
conditions,... we should be able to determine with certainty if the result will be head or tail but since we
lack the necessary information we can not predict the outcome with certainty so we are lead to consider
that as a random process and use the Theory of Probability. Physics suggests that it is not only a question
of knowledge but randomness is deeply in the way Nature behaves.

The idea that probability is a quantification of the degree of belief that we have in the occurrence
of an event was used, in a more inductive manner, by Bayes and, as we shall see, Bayes’s theorem and
the idea of information play an essential role in its axiomatization. To quote again Poincare, ” ... the
probability of the causes, the most important from the point of view of scientific applications.”. It was
still an open the question whether this quantification is subjective or not. In the 20’s, Keynes argumented
that it is not because, if we know all the elements and factors of the experiment, what is likely to occur
or not is determined in an objective sense regardless what is our opinion. On the contrary, Ramsey
and de Finetti argued that the probability that is to be assigned to a particular event depends on the
degree of knowledge we have ( personal beliefs) and those do not have to be shared by everybody so it
is subjective. Furthermore they started the way towards a mathematical formulation of this concept of
probability consistent with Kolmogorov’s axiomatic theory. Thus, within the Bayesian spirit, it is logical
and natural to consider that probability is a measure of the degree of belief we have in the occurrence
of an event that characterizes the random phenomena and we shall assign probabilities to events based
on the prior knowledge we have. In fact, to some extent, all statistical procedures used for the analysis of
natural phenomena are subjective inasmuch they all are based on a mathematical idealizations of Nature
and all require a priory judgments and hypothesis that have to be assumed.

2.1.4 Random Quantities
In many circumstances, the possible outcomes of the experiments are not numeric (a die with colored
faces, a person may be sick or healthy, a particle may decay in different modes,...) and, even in the
case they are, the possible outcomes of the experiment may form a non-denumerable set. Ultimately,
we would like to deal with numeric values and benefit from the algebraic structures of the real numbers
and the theory behind measurable functions and for this, given a measurable space (Ω,BΩ), we define a
function X(w) : w∈Ω−→R that assigns to each event w of the sample space Ω one and only one real
number.

In a more formal way, consider two measurable spaces (Ω,BΩ) and (Ω′,B′Ω) and a function

X(w) : w∈Ω−→X(w)∈Ω
′

(9)

Obviously, since we are interested in the events that conform the σ-algebra BΩ, the same structure has
to be maintained in (Ω′,B′Ω) by the application X(w) for otherwise we wont be able to answer the
questions of interest. Therefore, we require the function X(w) to be Lebesgue measurable with respect
to the σ-algebra BΩ; i.e.:

X−1(B
′
) = B⊆BΩ ∀ B′ ∈ B′Ω (10)

so we can ultimately identify P (B
′
) with P (B). Usually, we are interested in the case that Ω′ = R

(or Rn) so B′Ω is the Borel σ-algebra and, since we have generated the Borel algebra B from half-open
intervals on the left Ix = (−∞, x] with x∈R, we have thatX(w) will be a Lebesgue measurable function
over the Borel algebra ( Borel measurable) if, and only if:

X−1(Ix) = {w∈Ω |X(w)≤x} ∈ BΩ ∀ x ∈ R (11)

We could have generated as well the Borel algebra from open, closed or half-open intervals on the right
so any of the following relations, all equivalent, serve to define a Borel measurable function X(w):
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1) {w|X(w) > c}∈BΩ ∀c∈R;
3) {w|X(w)≥c}∈BΩ ∀c∈R;
4) {w|X(w) < c}∈BΩ ∀c∈R;
5) {w|X(w)≤c}∈BΩ ∀c∈R

To summarize:

• Given a probability space (Ω,BΩ, Q), a random variable is a function X(w) : Ω→R, Borel
measurable over the σ-algebra BΩ, that allows us to work with the induced probability space
(R,B,P) 5.

Form this definition, it is clear that the name “random variable” is quite unfortunate inasmuch
it is a univoque function, neither random nor variable. Thus, at least to get rid of variable, the term
“random quantity” it is frequently used to design a numerical entity associated to the outcome of an
experiment; outcome that is uncertain before we actually do the experiment and observe the result, and
distinguish between the random quantity X(w), that we shall write in upper cases and usually as X
assuming understood the w dependence, and the value x (lower case) taken in a particular realization
of the experiment. If the function X takes values in ΩX⊆R it will be a one dimensional random
quantity and, if the image is ΩX⊆Rn, it will be an ordered n-tuple of real numbers (X1, X2, . . ., Xn).
Furthermore, attending to the cardinality of ΩX , we shall talk about discrete random quantities if it is
finite or countable and about continuous random quantities if it is uncountable. This will be explained
in more depth in section 3.1. Last, if for each w ∈ Ω is |X(w)| < k with k finite, we shall talk about a
bounded random quantity.

The properties of random quantities are those of the measurable functions. In particular, if X(w) :
Ω→Ω′ is measurable with respect to BΩ and Y (x) : Ω′→Ω′′ is measurable with respect to BΩ′ , the
function Y (X(w)) : Ω→Ω′′ is measurable with respect to BΩ and therefore is a random quantity. We
have then that

P (Y ≤ y) = P (Y (X)≤ y) = P (X ∈Y −1(IX)) (12)

where Y −1(IX) is the set {x|x∈Ω′} such that Y (x)≤y.

Example 2.1: Consider the measurable space (Ω,BΩ) and X(w) : Ω→R. Then:

• X(w) = k, constant in R. Denoting by A = {w∈Ω|X(w) > c} we have that if c≥k then A = ∅ and if
c < k then A = Ω. Since {∅, E}∈BΩ we conclude that X(w) is a measurable function. In fact, it is left as
an exercise to show that for the minimal algebra BminΩ = {∅,Ω}, the only functions that are measurable are
X(w) = constant.

• LetG∈BΩ andX(w) = 1G(w) (see Note 2). We have that if Ia = (−∞, a] with a∈R, then a∈(−∞, 0)→
X−1(Ia) = ∅, a∈[0, 1) → X−1(Ia) = Gc, and a∈[1,∞) → X−1(Ia) = Ω so X(w) is a measurable
function with respect to BΩ. A simple function

X(w) =

n∑

k=1

ak 1Ak(w) (13)

where ak∈R and {Ak}nk=1 is a partition of Ω is Borel measurable and any random quantity that takes a
finite number of values can be expressed in this way.

• Let Ω = [0, 1]. It is obvious that if G is a non-measurable Lebesgue subset of [0, 1], the function X(w) =
1Gc(w) is not measurable over B[0,1] because a∈[0, 1)→ X−1(Ia) = G/∈B[0,1].

• Consider a coin tossing, the elementary events

e1 = {H}, and e2 = {T} −→ Ω = {e1, e2} (14)

5 It is important to note that a random variable X(w) : Ω−→R is measurable with respect to the σ-algebra BΩ.
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the algebra BΩ = {∅,Ω, {e1}, {e2}} and the function X : Ω−→R that denotes the number of heads

X(e1) = 1 and X(e2) = 0 (15)

Then, for Ia = (−∞, a] with a∈R we have that:

a∈(−∞, 0) −→ X−1(Ia) = ∅∈BΩ (16)
a∈[0, 1) −→ X−1(Ia) = e2∈BΩ (17)
a∈[1,∞) −→ X−1(Ia) = {e1, e2} = Ω∈BE (18)

soX(w) is measurable in (Ω,BΩ, P ) and therefore an admissible random quantity with P (X = 1) = P (e1)
and P (X = 0) = P (e2). It will not be an admissible random quantity for the trivial minimum algebra
BminΩ = {∅,Ω} since e2 /∈BminΩ .

Example 2.2: Let Ω = [0, 1] and consider the sequence of functions Xn(w) = 2n 1Ωn(w) where w∈Ω, Ωn =
[1/2n, 1/2n−1] and n∈N . Is each Xn(w) is measurable iff ∀r∈R, A = {w∈Ω |Xn(w) > r} is a Borel set of BΩ.
Then:

1) r∈(2n,∞)−→A = ∅∈BΩ with λ(A) = 0;
2) r∈[0, 2n]−→A = [1/2n, 1/2n−1]∈BΩ with λ(A) = 2/2n − 1/2n = 1/2n.
3) r∈(−∞, 0)−→A = [0, 1] = Ω with with λ(Ω) = 1.

Thus, each Xn(w) is a measurable function.

Problem 2.1: Consider the experiment of tossing two coins, the elementary events

e1 = {H,H} , e2 = {H,T} , e3 = {T,H} , e4 = {T, T}

the sample space Ω = {e1, e2, e3, e4} and the two algebras

B1 = {∅,Ω, {e1}, {e4}, {e1, e2, e3}, {e2, e3, e4}, {e1, e4}, {e2, e3}}
B2 = {∅,Ω, {e1, e2}, {e3, e4}}

The functions X(w) : Ω−→R such that X(e1) = 2; X(e2) = X(e3) = 1; X(e4) = 0 (number of heads)
and Y (w) : Ω−→R such that Y (e1) = Y (e2) = 1; Y (e3) = Y (e4) = 0, with respect to which algebras are
admissible random quantities? (sol.:X wrt B1; Y wrt B2)

Problem 2.2: Let Xi(w) : R−→R with i = 1, . . . , n be random quantities. Show that

Y = max{X1, X2} , Y = min{X1, X2} , Y = sup{Xk}nk=1 and Y = inf{Xk}nk=1

are admissible random quantities.
Hint: It is enough to observe that

{w| max{X1, X2} ≤ x} = {w|X1(w) ≤ x}∩{w|X2(w) ≤ x}∈B
{w| min{X1, X2} ≤ x} = {w|X1(w) ≤ x}∪{w|X2(w) ≤ x}∈B
{w| supnXn(w) ≤ x} = ∩n{w|Xn(w) ≤ x}∈B
{w| infnXn(w) < x} = ∪n{w|Xn(w) < x}∈B

NOTE 2: Indicator Function. This is one of the most useful functions in maths. Given subset A⊂Ω
we define the Indicator Function 1A(x) for all elements x∈Ω as:

1A(x) =

{
1 if x∈A
0 if x/∈A (19)
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Given two sets A,B⊂Ω, the following relations are obvious:

1A∩B(x) = min{1A(x),1B(x)} = 1A(x) 1B(x)

1A∪B(x) = max{1A(x),1B(x)} = 1A(x) + 1B(x)− 1A(x) 1B(x)

1Ac(x) = 1 − 1A(x) (20)

It is also called "Characteristic Function" but in Probability Theory we reserve this name for the Fourier
Transform.

2.2 Conditional Probability and Bayes Theorem
Suppose and experiment that consists on rolling a die with faces numbered from one to six and the event
e2 ={ get the number two on the upper face}. If the die is fair, based on the Principle of Insufficient
Reason you and your friend would consider reasonable to assign equal chances to any of the possible
outcomes and therefore a probability of P1(e2) = 1/6. Now, if I look at the die and tell you, and only
you, that the outcome of the roll is an even number, you will change your beliefs on the occurrence of
event e2 and assign the new value P2(e2) = 1/3. Both of you assign different probabilities because you
do not share the same knowledge so it may be a truism but it is clear that the probability we assign to
an event is subjective and is conditioned by the information we have about the random process. In one
way or another, probabilities are always conditional degrees of belief since there is always some state of
information (even before we do the experiment we know that whatever number we shall get is not less
than one and not greater than six) and we always assume some hypothesis (the die is fair so we can rely
on the Principle of Symmetry).

Consider a probability space (Ω, BΩ, P ) and two events A,B ⊂ BΩ that are not disjoint so
A ∩ B 6= /0. The probability for both A and B to happen is P (A ∩ B)≡P (A,B). Since Ω = B ∪ Bc

and B∩Bc = /0 we have that:

P (A) ≡ P (A
⋂

Ω) = P (A
⋂
B)︸ ︷︷ ︸

probability for A
and B to occur

+ P (A
⋂
Bc) = P (A\B)︸ ︷︷ ︸

P (A\B) : probability for
A to happen and not B

(21)

What is the probability for A to happen if we know that B has occurred? The probability of A con-
ditioned to the occurrence of B is called conditional probability of A given B and is expressed
as P (A|B). This is equivalent to calculate the probability for A to happen in the probability space
(Ω′, B′Ω, P

′) with Ω′ the reduced sample space where B has already occurred and B′Ω the corresponding
sub-algebra that does not contain Bc. We can set P (A|B) ∝ P (A ∩ B) and define (Kolmogorov) the
conditional probability for A to happen once B has occurred as:

P (A|B)
def.
=

P (A
⋂
B)

P (B)
=

P (A,B)

P (B)
(22)

provided that P (B)6=0 for otherwise the conditional probability is not defined. This normalization factor
ensures that P (B|B) = P (B ∩ B)/P (B) = 1. Conditional probabilities satisfy the basic axioms of
probability:

i) non-negative since (A
⋂
B) ⊂ B → 0 ≤ P (A|B) ≤ 1

ii) unit measure ( certainty) since P (Ω|B) =
P (Ω

⋂
B)

P (B)
=

P (B)
P (B)

= 1
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iii) σ-additive: For a countable sequence of disjoint set {Ai}∞i=1

P

( ∞⋃

i=1

Ai|B
)

=
P ((

⋃∞
i=1 Ai)

⋂
B)

P (B)
=

∞∑

i=1

P (Ai
⋂

B)

P (B)
=
∞∑

i=1

P (Ai|B) (23)

Generalizing, for n events {Ai}ni=1 we have, with j = 0, . . . , n− 1 that

P (A1, . . . , An) = P (An, . . . , An−j |Aj , . . . , A1)P (Aj , . . . , A1) = (24)

= P (An|A1, . . . , An−1)P (A3|A2, A1)P (A2|A1)P (A1) (25)

2.2.1 Statistically Independent Events

Two events A,B∈BΩ are statistically independent when the occurrence of one does not give any
information about the occurrence of the other 6; that is, when

P (A,B) = P (A)P (B) (26)

A necessary and sufficient condition for A and B to be independent is that P (A|B) = P (A) (which
implies P (B|A) = P (B)). Necessary because

P (A,B) = P (A)P (B) −→ P (A|B) =
P (A,B)

P (B)
=

P (A)P (B)

P (B)
= P (A) (27)

Sufficient because

P (A|B) = P (A) −→ P (A,B) = P (A|B)P (B) = P (A)P (B) (28)

If this is not the case, we say that they are statistically dependent or correlated. In general, we have
that:

P (A|B) > P (A) → the eventsA andB are positively correlated; that is, thatB has already
occurred increases the chances for A to happen;

P (A|B) < P (A) → the events A and B are negatively correlated; that is, that B has al-
ready occurred reduces the chances for A to happen;

P (A|B) = P (A) → the events A and B are not correlated so the occurrence of B does not
modify the chances for A to happen.

Given a finite collection of events A = {Ai}ni=1 with A∀i ⊂ BΩ, they are statistically independent if

P (A1, . . ., Am) = P (A1) · · ·P (Am) (29)

6 In fact for the events A,B∈BΩ we should talk about conditional independence for it is true that if C∈BΩ, it may happen
that P (A,B) = P (A)P (B) but conditioned onC, P (A,B|C) 6=P (A|C)P (B|C) soA andB are related through the eventC.
On the other hand, that P (A|B) 6=P (A) does not imply thatB has a "direct" effect onA. Whether this is the case or not has to
be determined by reasoning on the process and/or additional evidences. Bernard Shaw said that we all should buy an umbrella
because there is statistical evidence that doing so you have a higher life expectancy. And this is certainly true. However, it
is more reasonable to suppose that instead of the umbrellas having any mysterious influence on our health, in London, at the
beginning of the XX th century, if you can afford to buy an umbrella you have most likely a well-off status, healthy living
conditions, access to medical care,...
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for any finite subsequence {Ak}mk=j ; 1 ≤ j < m ≤ n of events. Thus, for instance, for a sequence of 3
events {A1, A2, A3} the condition of independence requires that:

P (A1, A2) = P (A1)P (A2) ; P (A1, A3) = P (A1)P (A3) ; P (A2, A3) = P (A2)P (A3)

and P (A1, A2, A3) = P (A1)P (A2)P (A3) (30)

so the events {A1, A2, A3} may be statistically dependent and be pairwise independent.

Example 2.3: In four cards (C1, C2, C3 and C4) we write the numbers 1 (C1), 2 (C2), 3 (C3) and 123 (C4) and
make a fair random extraction. Let be the events

Ai = { the chosen card has the number i}

with i = 1, 2, 3. Since the extraction is fair we have that:

P (Ai) = P (Ci) + P (C4) = 1/2 (31)

Now, I look at the card and tell you that it has number j. Since you know that Aj has happened, you know that the
extracted card was either Cj or C4 and the only possibility to have Ai 6=Aj is that the extracted card was C4 so the
conditional probabilities are

P (Ai|Aj) = 1/2 ; i, j = 1, 2, 3 ; i6=j (32)

The, since

P (Ai|Aj) = P (Ai) ; i, j = 1, 2, 3 ; i6=j (33)

any two events (Ai, Aj) are (pairwise) independent. However:

P (A1, A2, A3) = P (A1|A2, A3)P (A2|A3)P (A3) (34)

and if I tell you that events A2 and A3 have occurred then you are certain that chosen card is C4 and therefore A1

has happened too so P (A1|A2, A3) = 1. But

P (A1, A2, A3) = 1
1

2

1

2
6= P (A1)P (A2)P (A3) =

1

8
(35)

so the events {A1, A2, A3} are not independent even though they are pairwise independent.

Example 2.4: Bonferroni’s Inequality. Given a finite collectionA = {A1, . . ., An} ⊂ B of events, Bonferroni’s
inequality states that:

P (A1

⋂
· · ·
⋂
An) ≡ P (A1, . . ., An)≥P (A1) + . . . + P (An) − (n− 1) (36)

and gives a lover bound for the joint probability P (A1, . . ., An). For n = 1 it is trivially true since P (A1)≥P (A1).
For n = 2 we have that

P (A1

⋃
A2) = P (A1) + P (A2)− P (A1

⋂
A2) ≤ 1 −→ P (A1

⋂
A2)≥P (A1) + P (A2)− 1 (37)

Proceed then by induction. Assume the statement is true for n−1 and see if it is so for n. IfBn−1 = A1∩. . .∩An−1

and apply the result we got for n = 2 we have that

P (A1

⋂
· · ·
⋂
An) = P (Bn−1

⋂
An)≥P (Bn−1) + P (An) − 1 (38)

but

P (Bn−1) = P (Bn−2

⋂
An−1)≥P (Bn−2) + P (An−1) − 1 (39)

so

P (A1

⋂
. . .
⋂
An)≥P (Bn−2) + P (An−1) + P (An) − 2 (40)

and therefore the inequality is demonstrated.
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2.2.2 Theorem of Total Probability
Consider a probability space (Ω, BΩ, P ) and a partition S = {Si}ni=1 of the sample space. Then, for any
event A∈BΩ we have that A = A

⋂
Ω = A

⋂
(
⋃n
i=1 Si) and therefore:

P (A) = P
(
A
⋂[⋃n

i=1
Si

])
= P

(⋃n

i=1

[
A
⋂
Si

])
=

n∑

i=1

P (A
⋂
Si) =

n∑

i=1

P (A|Si)·P (Si) (41)

Consider now a second different partition of the sample space {Bk}mk=1. Then, for each set Bk we have

P (Bk) =
n∑

i=1

P (Bk|Si)P (Si) ; k = 1, . . . ,m (42)

and

m∑

k=1

P (Bk) =
n∑

i=1

P (Si)

[
n∑

k=1

P (Bk|Si)
]

=
n∑

i=1

P (Si) = 1 (43)

Last, a similar expression can be written for conditional probabilities. Since

P (A,B,S) = P (A|B,S)P (B,S) = P (A|B,S)P (S|B)P (B) (44)

and

P (A,B) =

n∑

i=1

P (A,B, Si) (45)

we have that

P (A|B) =
P (A,B)

P (B)
=

1

P (B)

n∑

i=1

P (A,B, Si) =
n∑

i=1

P (A|B,Si)P (Si|B) (46)

Example 2.5: We have two indistinguishable urns: U1 with three white and two black balls and U2 with two white
balls and three black ones. What is the probability that in a random extraction we get a white ball?

Consider the events:

A1 = { choose urn U1} ; A2 = { choose urn U2} and B = { get a white ball} (47)

It is clear that A1 ∩A2 = /0 and that A1 ∪A2 = Ω. Now:

P (B|A1) =
3

5
; P (B|A2) =

2

5
and P (A1) = P (A2) =

1

2
(48)

so we have that

P (B) =

2∑

i=1

P (B|Ai)·P (Ai) =
3

5

1

2
+

2

5

1

2
=

1

2
(49)

as expected since out of 10 balls, 5 are white.
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2.2.3 Bayes Theorem
Given a probability space (Ω, BΩ, P ) we have seen that the joint probability for for two eventsA,B∈BΩ

can be expressed in terms of conditional probabilities as:

P (A,B) = P (A|B)P (B) = P (B|A)P (A) (50)

The Bayes Theorem (Bayes ∼1770’s and independently Laplace ∼1770’s) states that if P (B) 6=0, then

P (A|B) =
P (B|A)P (A)

P (B)
(51)

apparently a trivial statement but with profound consequences. Let’s see other expressions of the theo-
rem. IfH = {Hi}ni=1 is a partition of the sample space then

P (A,Hi) = P (A|Hi)P (Hi) = P (Hi|A)P (A) (52)

and from the Total Probability Theorem

P (A) =

n∑

k=1

P (A|Hk)P (Hk) (53)

so we have a different expression for Bayes’ Theorem:

P (Hi|A) =
P (A|Hi)P (Hi)

P (A)
=

P (A|Hi)P (Hi)∑n
k=1 P (A|Hk)P (Hk)

(54)

Let’s summarize the meaning of these terms 7:

P (Hi) : is the probability of occurrence of the event Hi before we know if event
A has happened or not; that is, the degree of confidence we have in the
occurrence of the event Hi before we do the experiment so it is called
prior probability;

P (A|Hi) : is the probability for event A to happen given that event Hi has oc-
curred. This may be different depending on i = 1, 2, . . . , n and when
considered as function of Hi is usually called likelihood;

P (Hi|A) : is the degree of confidence we have in the occurrence of event Hi given
that the event A has happened. The knowledge that the event A has
occurred provides information about the random process and modifies
the beliefs we had in Hi before the experiment was done (expressed by
P (Hi)) so it is called posterior probability;

P (A) : is simply the normalizing factor.

Clearly, if the events A and Hi are independent, the occurrence of A does not provide any information
on the chances for Hi to happen. Whether it has occurred or not does not modify our beliefs about Hi

and therefore P (Hi|A) = P (Hi).

In first place, it is interesting to note that the occurrence of A restricts the sample space forH and
modifies the prior chances P (Hi) for Hi in the same proportion as the occurrence of Hi modifies the
probability for A because

P (A|Hi)P (Hi) = P (Hi|A)P (A) −→ P (Hi|A)

P (Hi)
=

P (A|Hi)

P (A)
(55)

7Although is usually the case, the terms prior and posterior do not necessarily imply a temporal ordering.
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Second, from Bayes Theorem we can obtain relative posterior probabilities (in the case, for instance,
that P (A) is unknown) because

P (Hi|A)

P (Hj |A)
=

P (A|Hi)

P (A|Hj)

P (Hi)

P (Hj)
(56)

Last, conditioning all the probabilities to H0 (maybe some conditions that are assumed) we get a third
expression of Bayes Theorem

P (Hi|A,H0) =
P (A|Hi, H0)P (Hi|H0)

P (A|H0)
=

P (A|Hi, H0)P (Hi|H0)∑n
k=1 P (A|Hk, H0)P (Hk|H0)

(57)

where H0 represents to some initial state of information or some conditions that are assumed. The pos-
terior degree of credibility we have on Hi is certainly meaningful when we have an initial degree of
information and therefore is relative to our prior beliefs. And those are subjective inasmuch different
people may assign a different prior degree of credibility based on their previous knowledge and experi-
ences. Think for instance in soccer pools. Different people will assign different prior probabilities to one
or other team depending on what they know before the match and this information may not be shared by
all of them. However, to the extent that they share common prior knowledge they will arrive to the same
conclusions.

Bayes’ rule provides a natural way to include new information and update our beliefs in a sequen-
tial way. After the event (data) D1 has been observed, we have

P (Hi) −→ P (Hi|D1) =
P (D1|Hi)

P (D1)
P (Hi) ∝ P (D1|Hi)P (Hi) (58)

Now, if we get additional information provided by the observation of D2 (new data) we ”update” or
beliefs on Hi as:

P (Hi|D1)−→P (Hi|D2, D1) =
P (D2|Hi, D1)

P (D2|D1)
P (Hi|D1) =

P (D2|Hi, D1)P (D1|Hi)P (Hi)

P (D2, D1)
(59)

and so on with further evidences.

Example 2.6: An important interpretation of Bayes Theorem is that based on the relation cause-effect. Suppose
that the event A ( effect) has been produced by a certain cause Hi. We consider all possible causes (so H is a
complete set) and among them we have interest in those that seem more plausible to explain the observation of the
event A. Under this scope, we interpret the terms appearing in Bayes’s formula as:

P (A|Hi, H0) : is the probability that the effect A is produced by the cause (or hypothesis) Hi;

P (Hi, H0) : is the prior degree of credibility we assign to the cause Hi before we know that A
has occurred;

P (Hi|A,H0) : is the posterior probability we have for Hi being the cause of the event (effect) A
that has already been observed.

Let’s see an example of a clinical diagnosis just because the problem is general enough and conclusions may
be more disturbing. If you want, replace individuals by events and for instance ( sick,healthy) by ( sig-
nal,background ). Now, the incidence of certain rare disease is of 1 every 10,000 people and there is an efficient
diagnostic test such that:

1) If a person is sick, the tests gives positive in 99% of the cases;
2) If a person is healthy, the tests may fail and give positive (false positive) in 0.5% of the cases;
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In this case, the effect is to give positive (T ) in the test and the exclusive and exhaustive hypothesis for the cause
are:

H1 : be sick and H2 : be healthy (60)

with H2 = H1
c. A person, say you, is chosen randomly (H0) among the population to go under the test and give

positive. Then you are scared when they tell you: "The probability of giving positive being healthy is 0.5%, very
small" (p-value). There is nothing wrong with the statement but it has to be correctly interpreted and usually it is
not. It means no more and no less than what the expression P (T |H2) says: “under the assumption that you are
healthy (H2) the chances of giving positive are 0.5%” and this is nothing else but a feature of the test. It doesn’t
say anything about P (H1|T ), the chances you have to be sick giving positive in the test that, in the end, is what
you are really interested in. The two probabilities are related by an additional piece of information that appears
in Bayes’s formula: P (H1|H0); that is, under the hypothesis that you have been chosen at random (H0), What
are the prior chances to be sick?. From the prior knowledge we have, the degree of credibility we assign to both
hypothesis is

P (H1|H0) =
1

10000
and P (H2|H0) = 1 − P (H1) =

9999

10000
(61)

On the other hand, if T denotes the event give positive in the test we know that:

P (T |H1) =
99

100
and P (T |H2) =

5

1000
(62)

Therefore, Bayes’s Theorem tells that the probability to be sick positive in the test is

P (H1|T ) =
P (T |H1)·P (H1|H0)∑2
i=1 P (T |Hi)·P (Hi|H0)

=
99
100

1
10000

99
100

1
10000 + 5

1000
9999
10000

' 0.02 (63)

Thus, even if the test looks very efficient and you gave positive, the fact that you were chosen at random and that
the incidence of the disease in the population is very small, reduces dramatically the degree of belief you assign
to be sick. Clearly, if you were not chosen randomly but because there is a suspicion from to other symptoms that
you are sic, prior probabilities change.

2.3 Distribution Function
A one-dimensional Distribution Function is a real function F : R→R that:

p.1) is monotonous non-decreasing: F (x1) ≤ F (x2) ∀x1 < x2∈R
p.2) is everywhere continuous on the right: limε→0+ F (x+ ε) = F (x) ∀x∈R
p.3) F (−∞) ≡ limx→−∞ F (x) = 0 and F (∞) ≡ limx→+∞ F (x) = 1.

and there is [?] a unique Borel measure µ on R that satisfies µ((−∞, x]) = F (x) for all x∈R. In
the Theory of Probability, we define the Probability Distribution Function 8 of the random quantity
X(w) : Ω→R as:

F (x)
def.
= P (X ≤x) = P (X ∈ (−∞, x]) ; ∀x ∈ R (64)

Note that the Distribution Function F (x) is defined for all x∈R so if supp{P (X)} = [a, b], then
F (x) = 0 ∀x < a and F (x) = 1 ∀x≥b. From the definition, it is easy to show the following important
properties:

8The condition P (X ≤ x) is due to the requirement that F (x) be continuous on the right. This is not essential in the
sense that any non-decreasing function G(x), defined on R, bounded between 0 and 1 and continuous on the left (G(x) =
limε→0+ G(x − ε)) determines a distribution function defined as F (x) for all x where G(x) is continuous and as F (x + ε)
where G(x) is discontinuous. In fact, in the general theory of measure it is more common to consider continuity on the left.
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a) ∀x ∈ R we have that:

a.1) P (X≤x)
def.
= F (x)

a.2) P (X<x) = F (x− ε) ;
a.3) P (X>x) = 1− P (X≤x) = 1− F (x) ;
a.4) P (X≥x) = 1− P (X<x) = 1− F (x− ε) ;

b) ∀x1 < x2 ∈ R we have that:

b.1) P (x1<X≤x2) = P (X ∈ (x1, x2]) = F (x2)− F (x1) ;
b.2) P (x1≤X≤x2) = P (X ∈ [x1, x2]) = F (x2)− F (x1 − ε)

(thus, if x1 = x2 then P (X = x1) = F (x1)− F (x1 − ε));
b.3) P (x1<X<x2) = P (X ∈ (x1, x2)) = F (x2 − ε)− F (x1) =

= F (x2)− F (x1)− P (X = x2) ;
b.4) P (x1≤X<x2) = P (X ∈ [x1, x2)) = F (x2 − ε)− F (x1 − ε) =

= F (x2)− F (x1)− P (X = x2) + P (X = x1) .

The Distribution Function is discontinuous at all x ∈ R where F (x − ε)6=F (x + ε). Let D be
the set of all points of discontinuity. If x ∈ D, then F (x − ε)<F (x + ε) since it is monotonous non-
decreasing. Thus, we can associate to each x ∈ D a rational number r(x) ∈ Q such that F (x − ε) <
r(x) < F (x + ε) and all will be different because if x1 < x2 ∈ D then F (x1 + ε)≤F (x2 − ε). Then,
since Q is a countable set, we have that the set of points of discontinuity of F (x) is either finite or
countable. At each of them the distribution function has a “jump” of amplitude (property b.2):

F (x) − F (x− ε) = P (X = x) (65)

and will be continuous on the right (condition p.2).

Last, for each Distribution Function there is a unique probability measure P defined over the
Borel sets ofR that assigns the probability F (x2)− F (x1) to each half-open interval (x1, x2] and, con-
versely, to any probability measure defined on a measurable space (R,B) corresponds one Distribution
Function. Thus, the Distribution Function of a random quantity contains all the information needed to
describe the properties of the random process.

2.3.1 Discrete and Continuous Distribution Functions
Consider the probability space (Ω,F , Q), the random quantity X(w) : w∈Ω→X(w)∈R and the
induced probability space (R,B, P ). The function X(w) is a discrete random quantity if its range
(image) D = {x1, . . ., xi, . . .}, with xi ∈ R , i = 1, 2, . . . is a finite or countable set; that is, if {Ak; k =
1, 2, . . .} is a finite or countable partition of Ω, the function X(w) is either:

simple: X(w) =

n∑

k=1

xk 1Ak(w) or elementary: X(w) =

∞∑

k=1

xk 1Ak(w) (66)

Then, P (X = xk) = Q(Ak) and the corresponding Distribution Function, defined for all x∈R, will be

F (x) = P (X≤x) =
∑

∀xk∈D
P (X = xk) 1A(xk) =

∑

∀xk≤x
P (X = xk) (67)

with A = (−∞, x]∩D and satisfies:

i) F (−∞) = 0 and F (+∞) = 1;
ii) is a monotonous non decreasing step-function;
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iii) continuous on the right (F (x + ε) = F (x)) and therefore constant but on the finite or countable
set of points of discontinuity D = {x1, . . .} where

F (xk) − F (xk − ε) = P (X = xk) (68)

Familiar examples of discrete Distribution Functions are Poisson, Binomial, Multinomial,...

The random quantity X(w) : Ω−→R is continuous if its range is a non-denumerable set; that is,
if for all x ∈ R we have that P (X = x) = 0. In this case, the Distribution Function F (x) = P (X ≤x)
is continuous for all x ∈ R because

i) from condition (p.2): F (x+ ε) = F (x);
ii) from property (b.2): F (x− ε) = F (x)− P (X = x) = F (x)

Now, consider the measure space (Ω,BΩ, µ) with µ countably additive. If f : Ω→[0,∞) is
integrable with respect to µ, it is clear that ν(A) =

∫
A fdµ for A∈BΩ is also a non-negative countably

additive set function. More generally, we have:

• Radon-Nikodym Theorem (Radon(1913), Nikodym(1930)) : If ν and µ are two σ-additive measures
on the measurable space (Ω,BΩ) such that ν is absolutely continuous with respect to µ (ν << µ; that
is, for every set A∈BΩ for which µ(A) = 0 it is ν(A) = 0), then there exists a µ-integrable function
p(x) such that

ν(A) =

∫

A
dν(w) =

∫

A

dν(w)

dµ(w)
dµ(w) =

∫

A
p(w)dµ(w) (69)

and, conversely, if such a function exists then ν << µ (see appendix 1.3 for the main properties).

The function p(w) = dν(w)/dµ(w) is called Radon density and is unique up to at most a set of measure
zero; that is, if

ν(A) =

∫

A
p(w)dµ(w) =

∫

A
f(w)dµ(w) (70)

then then µ{x|p(x) 6= f(x)} = 0. Furthermore, if ν and µ are equivalent (ν∼µ; µ << ν and ν << µ)
then dν/dµ > 0 almost everywhere. In consequence, if we have a probability space (R,B, P ) with
P equivalent to the Lebesgue measure, there exists a non-negative Lebesgue integrable function (see
Appendix 2) p : R −→ [0,∞), unique a.e., such that

P (A) ≡ P (X∈A) =

∫

A
p(x) dx ; ∀A∈B (71)

The function p(x) is called probability density function and satisfies:

i) p(x) ≥ 0 ∀x ∈ R;
ii) at any bounded interval ofR, p(x) is bounded and is Riemann-integrable;

iii)
∫ +∞
−∞ p(x) dx = 1.

Thus, for an absolutely continuous random quantity X , the Distribution Function F (x) can be ex-
pressed as

F (x) = P (X≤x) =

∫ x

−∞
p(w) dw (72)
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Usually we shall be interested in random quantities that take values in a subset D ⊂ R. It will then be
understood that p(x) is p(x)1D(x) so it is defined for all x ∈ R. Thus, for instance, if supp{p(x)} =
[a, b] then

∫ +∞

−∞
p(x) dx ≡

∫ +∞

−∞
p(x) 1[a,b](x) dx =

∫ b

a
p(x) dx = 1 (73)

and therefore

F (x) = P (X≤x) = 1(a,∞)(x)1[b,∞)(x) + 1[a,b)(x)

∫ x

a
p(u) du (74)

Note that from the previous considerations, the value of the integral will not be affected if we
modify the integrand on a countable set of points. In fact, what we actually integrate is an equivalence
class of functions that differ only in a set of measure zero. Therefore, a probability density function p(x)
has to be continuous for all x∈R but, at most, on a countable set of points. If F (x) is not differentiable
at a particular point, p(x) is not defined on it but the set of those points is of zero measure. However, if
p(x) is continuous inR then F ′(x) = p(x) and the value of p(x) is univocally determined by F (x). We
also have that

P (X≤x) = F (x) =

∫ x

−∞
p(w)dw −→ P (X > x) = 1− F (x) =

∫ +∞

x
p(w)dw (75)

and therefore:

P (x1 < X≤x2) = F (x2) − F (x1) =

∫ x2

x1

p(w) dw (76)

Thus, since F (x) is continuous at all x∈R:

P (x1 < X≤x2) = P (x1 < X < x2) = P (x1≤X < x2) = P (x1≤X≤x2) (77)

and therefore P (X = x) = 0 ∀x ∈ R (λ([x]) = 0) even though X = x is a possible outcome of
the experiment so, in this sense, unlike discrete random quantities “probability” 0 does not correspond
necessarily to impossible events. Well known examples absolutely continuous Distribution Functions are
the Normal, Gamma, Beta, Student, Dirichlet, Pareto, ...

Last, if the continuous probability measure P is not absolutely continuous with respect to the
Lebesgue measure λ inR, then the probability density function does not exist. Those are called singular
random quantities for which F (x) is continuous but F ′(x) = 0 almost everywhere. A well known
example is the Dirac’s singular measure δx0(A) = 1A(x0) that assigns a measure 1 to a setA∈B if x0∈A
and 0 otherwise. As we shall see in the examples 1.9 and 1.20, dealing with these cases is no problem
because the Distribution Function always exists. The Lebesgue’s General Decomposition Theorem
establishes that any Distribution Function can be expressed as a convex combination:

F (x) =

Nd∑

i=1

ai Fd(x) +

Nac∑

j=1

bj Fac(x) +

Ns∑

k=1

ck Fs(x) (78)

of a discrete Distribution Functions (Fd(x)), absolutely continuous ones (Fac(x) with derivative at every
point so F ′(x) = p(x)) and singular ones (Fs(x)). For the cases we shall deal with, ck = 0.

Example 2.7: Consider a real parameter µ > 0 and a discrete random quantityX that can take values {0, 1, 2, . . .}
with a Poisson probability law:

P (X = k|µ) = e−µ
µk

Γ(k + 1)
; k = 0, 1, 2, . . . (79)
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The Distribution Function will be

F (x|µ) = P (X≤x|µ) = e−µ
m=[x]∑

k=0

µk

Γ(k + 1)
(80)

where m = [x] is the largest integer less or equal to x. Clearly, for ε→ 0+:

F (x+ ε|µ) = F ([x+ ε]|µ) = F ([x]|µ) = F (x|µ) (81)

so it is continuous on the right and for k = 0, 1, 2, . . .

F (k|µ) − F (k − 1|µ) = P (X = k|µ) = e−µ
µk

Γ(k + 1)
(82)

Therefore, for reals x2 > x1 > 0 such that x2 − x1 < 1, P (x1 < X≤x2) = F (x2)− F (x1) = 0.

Example 2.8: Consider the function g(x) = e−ax with a > 0 real and support in (0,∞). It is non-negative and
Riemann integrable inR+ so we can define a probability density

p(x|a) =
e−ax∫∞

0
e−αx dx

1(0,∞)(x) = a e−ax 1(0,∞)(x) (83)

and the Distribution Function

F (x) = P (X≤x) =

∫ x

−∞
p(u|a)du =

{
0 x < 0
1 − e−ax x ≥ 0

(84)

Clearly, F (−∞) = 0 and F (+∞) = 1. Thus, for an absolutely continuous random quantity X∼p(x|a) we have
that for reals x2 > x1 > 0:

P (X≤x1) = F (x1) = 1 − e−ax1 (85)
P (X>x1) = 1 − F (x1) = e−ax1 (86)

P (x1 < X≤x2) = F (x2) − F (x1) = e−ax1 − e−ax2 (87)

Example 2.9: The ternary Cantor Set Cs(0, 1) is constructed iteratively. Starting with the interval Cs0 = [0, 1],
at each step one removes the open middle third of each of the remaining segments. That is; at step one the interval
(1/3, 2/3) is removed so Cs1 = [0, 1/3]∪[2/3, 1] and so on. If we denote by Dn the union of the 2n−1 disjoint
open intervals removed at step n, each of length 1/3n, the Cantor set is defined as Cs(0, 1) = [0, 1]\ ∪∞n=1 Dn. It
is easy to check that any element X of the Cantor Set can be expressed as

X =

∞∑

n=1

Xn

3n
(88)

with supp{Xn} = {0, 2} 9 and that Cs(0, 1) is a closed set, uncountable, nowhere dense in [0, 1] and with zero
measure. The Cantor Distribution, whose support is the Cantor Set, is defined assigning a probability P (Xn =

0) = P (Xn = 2) = 1/2. Thus, X is a continuous random quantity with support on a non-denumerable set
of measure zero and can not be described by a probability density function. The Distribution Function F (x) =

P (X≤x) (Cantor Function; Figure ??) is an example of singular Distribution.

2.3.2 Distributions in more dimensions
The previous considerations can be extended to random quantities in more dimensions but with some
care. Let’s consider the the two-dimensional case: X = (X1, X2). The Distribution Function will be
defined as:

F (x1, x2) = P (X1≤x1, X2≤x2) ; ∀(x1, x2) ∈ R2 (89)

and satisfies:
9Note that the representation of a real number r∈[0, 1] as (a1, a2, ...) :

∑∞
n=1 an3−n with ai = {0, 1, 2} is not unique. In

fact x = 1/3∈Cs(0, 1) and can be represented by (1, 0, 0, 0, ..) or (0, 2, 2, 2, ...).

22

C. MAÑÁ

192



0 2 4 6 8 10 12 14 16
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fig. 1: Empiric Distribution Functions (ordinate) form a Monte Carlo sampling (106 events) of the Poisson
Po(x|5) (discrete; upper left), Exponential Ex(x|1) (absolute continuous; upper right) and Cantor (singular; bot-
tom) Distributions.

i) monotonous no-decreasing in both variables; that is, if (x1, x2), (x′1, x
′
2) ∈ R2:

x1≤x′1 −→ F (x1, x2)≤F (x′1, x2) and x2≤x′2 −→ F (x1, x2)≤F (x1, x
′
2) (90)

ii) continuous on the right at (x1, x2) ∈ R2:

F (x1 + ε, x2) = F (x1, x2 + ε) = F (x1, x2) (91)

iii) F (−∞, x2) = F (x1,−∞) = 0 and F (+∞,+∞) = 1.

Now, if (x1, x2), (x′1, x
′
2) ∈ R2 with x1 < x′1 and x2 < x′2 we have that:

P (x1 < X1≤x′1, x2 < X2≤x′2) = F (x′1, x
′
2)− F (x1, x

′
2)− F (x′1, x2) + F (x1, x2)≥ 0 (92)

and

P (x1≤X1≤x′1, x2≤X2≤x′2) = F (x′1, x
′
2)− F (x1 − ε, x′2)− F (x′1, x2 − ε) + F (x1 − ε, x2 − ε)≥ 0 (93)
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so, for discrete random quantities, if x1 = x′1 and x2 = x′2:

P (X1 = x1, X2 = x2) = F (x1, x2)− F (x1 − ε1, x2)− F (x1, x2 − ε) + F (x1 − ε, x2 − ε)≥ 0 (94)

will give the amplitude of the jump of the Distribution Function at the points of discontinuity.

As for the one-dimensional case, for absolutely continuous random quantities we can introduce a
two-dimensional probability density function p(x) : R2 −→ R:

i) p(x) ≥ 0 ; ∀x ∈ R2;
ii) At every bounded interval ofR2, p(x) is bounded and Riemann integrable;

iii)
∫
R2 p(x)dx = 1

such that:

F (x1, x2) =

∫ x1

−∞
du1

∫ x2

−∞
du2 p(u1, u2) ←→ p(x1, x2) =

∂2

∂x1 ∂x2
F (x1, x2) (95)

2.3.2.1 Marginal and Conditional Distributions

It may happen that we are interested only in one of the two random quantities say, for instance, X1. Then
we ignore all aspects concerning X2 and obtain the one-dimensional Distribution Function

F1(x1) = P (X1≤x1) = P (X1≤x1, X2≤+∞) = F (x1,+∞) (96)

that is called the Marginal Distribution Function of the random quantity X1. In the same manner, we
have F2(x2) = F (+∞, x2) for the random quantity X2. For absolutely continuous random quantities,

F1(x1) = F (x1,+∞) =

∫ x1

−∞
du1

∫ +∞

−∞
p(u1, u2) du2 =

∫ x1

−∞
p(u1) du1 (97)

with p(x1) the marginal probability density function 10 of the random quantity X1:

p1(x1) =
∂

∂x1
F1(x1) =

∫ +∞

−∞
p(x1, u2) du2 (98)

In the same manner, we have for X2

p2(x2) =
∂

∂x2
F2(x2) =

∫ +∞

−∞
p(u1, x2) du1 (99)

As we have seen, given a probability space (Ω, BΩ, P ), for any two sets A,B∈BΩ the conditional
probability for A given B was defined as

P (A|B)
def.
=

P (A ∩ B)

P (B)
≡ P (A,B)

P (B)
(100)

provided P (B) 6= 0. Intimately related to this definition is the Bayes’ rule:

P (A,B) = P (A|B)P (B) = P (B|A)P (A) (101)

Consider now the discrete random quantity X = (X1, X2) with values on Ω⊂R2. It is then natural
to define

P (X1 = x1|X2 = x2)
def.
=

P (X1 = x1, X2 = x2)

P (X2 = x2)
(102)

10It is habitual to avoid the indices and write p(x) meaning “the probability density function of the variable x” since the
distinctive features are clear within the context.
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and therefore

F (x1|x2) =
P (X1≤x1, X2 = x2)

P (X2 = x2)

whenever P (X2 = x2)6=0. For absolutely continuous random quantities we can express the probability
density as

p(x1, x2) = p(x1|x2) p(x2) = p(x2|x1) p(x1) (103)

and define the conditional probability density function as

p(x1|x2)
def.
=

p(x1, x2)

p(x2)
=

∂

∂x1
F (x1|x2) (104)

provided again that p2(x2) 6= 0. This is certainly is an admissible density 11 since p(x1|x2)≥0
∀(x1, x2)∈R2 and

∫
R p(x1|x2)dx1 = 1.

As stated already, two events A,B ∈ BΩ are statistically independent iff:

P (A,B) ≡ P (A ∩B) = P (A) P (B) (105)

Then, we shall say that two discrete random quantities X1 and X2 are statistically independent if
F (x1, x2) = F1(x1)F2(x2); that is, if

P (X1 = x1, X2 = x2) = P (X1 = x1)P (X2 = x2) (106)

for discrete random quantities and

p(x1, x2) =
∂2

∂x1 ∂x2
F (x1)F (x2) = p(x1) p(x2) ←→ p(x1|x2) = p(x1) (107)

and for absolutely continuous random quantities.

Example 2.10: Consider the probability space (Ω,BΩ, λ) with Ω = [0, 1] and λ the Lebesgue measure. If F is
an arbitrary Distribution Function, X : w∈[0, 1]−→F−1(w)∈R is a random quantity and is distributed as F (w).
Take the Borel set I = (−∞, r] with r∈R. Since F is a Distribution Function is monotonous and non-decreasing
we have that:

X−1(I) = {w∈Ω |X(w)≤r} = {w∈[0, 1] |F−1(w)≤r} = {w∈Ω |w≤F (r)} = = [0, F (r)]∈BΩ (108)

and therefore X(w) = F−1(w) is measurable over BR and is distributed as

P (X(w)≤x} = P (F−1(w)≤x} = P (w≤F (x)} =

∫ F (x)

0

dλ = F (x) (109)

Example 2.11: Consider the probability space (R,B, µ) with µ the probability measure

µ(A) =

∫

A∈B
dF (110)

11Recall that for continuous random quantities P (X2 = x2) = P (X1 = x1) = 0). One can justify this expression with
kind of heuristic arguments; essentially considering X1∈Λ1 = (−∞, x1], X2∈∆ε(x2) = [x2, x2 + ε] and taking the limit
ε→ 0+ of

P (X1≤x1|X2∈∆ε(x2)) =
P (X1≤x1, X2∈∆ε(x2))

P (X2∈∆ε(x2))
=
F (x1, x2 + ε)− F (x1, x2)

F2(x2 + ε)− F2(x2)

See however [?]; Vol 2; Chap. 10. for the Radon-Nikodym density with conditional measures.
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The function X : w∈R−→F (w)∈[0, 1] is measurable on B. Take I = [a, b)∈B[0,1]. Then

X−1(I) = {w∈R | a≤F (w) < b} = {w∈R |F−1(a)≤w < F−1(b)} = [wa, wb)∈BR (111)

It is distributed as X∼Un(x|0, 1):

P (X(w)≤x} = P (F (w)≤x} = P (w≤F−1(x)} =

∫ F−1(x)

−∞
dF = x (112)

This is the basis of the Inverse Transform sampling method that we shall see in Lecture 3 on Monte Carlo tech-
niques.

Example 2.12: Suppose that the number of eggs a particular insect may lay (X1) follows a Poisson distribution
X1 ∼ Po(x1|µ):

P (X1 = x1|µ) = e−µ
µx1

Γ(x1 + 1)
; x1 = 0, 1, 2, ... (113)

Now, if the probability for an egg to hatch is θ and X2 represent the number of off springs, given x1 eggs the
probability to have x2 descendants follows a Binomial law X2∼Bi(x2|x1, θ):

P (X2 = x2|x1, θ) =

(
x1

x2

)
θx2 (1− θ)x1−x2 ; 0≤x2≤x1 (114)

In consequence

P (X1 = x1, X2 = x2|µ, θ) = P (X2 = x2|X1 = x1, θ)P (X1 = x1|µ) =

=

(
x1

x2

)
θx2 (1− θ)x1−x2 e−µ

µx1

Γ(x1 + 1)
; 0≤x2≤x1 (115)

Suppose that we have not observed the number of eggs that were laid. What is the distribution of the number
of off springs? This is given by the marginal probability

P (X2 = x2|θ, µ) =

∞∑

x1=x2

P (X1 = x1, X2 = x2) = e−µθ
(µθ)x2

Γ(x2 + 1)
= Po(x2|µθ) (116)

Now, suppose that we have found x2 new insects. What is the distribution of the number of eggs laid? This will be
the conditional probability P (X1 = x1|X2 = x2, θ, µ) and, since P (X1 = x1, X2 = x2) = P (X1 = x1|X2 =
x2)P (X2 = x2) we have that:

P (X1 = x1|X2 = x2, µ, θ) =
P (X1 = x1, X2 = x2)

P (X2 = x2)
=

1

(x1 − x2)!
(µ(1− θ))x1−x2 e−µ(1−θ) (117)

with 0≤x2≤x1; that is, again a Poisson with parameter µ(1− θ).

Example 2.13: Let X1 and X2 two independent Poisson distributed random quantities with parameters µ1 and
µ2. How is Y = X1 +X2 distributed? Since they are independent:

P (X1 = x1, X2 = x2|µ1, µ2) = e−(µ1+µ2) µx1
1

Γ(x1 + 1)

µx2
2

Γ(x2 + 1)
(118)

Then, since X2 = Y −X1:

P (X1 = x, Y = y) = P (X1 = x,X2 = y − x) = e−(µ1+µ2) µx1
Γ(x+ 1)

µ
(y−x)
2

Γ(y − x+ 1)
(119)

Being X2 = y − x≥0 we have the condition y≥x so the marginal probability for Y will be

P (Y = y) = e−(µ1+µ2)

y∑

x=0

µx1
Γ(x+ 1)

µ
(y−x)
2

Γ(y − x+ 1)
= e−(µ1+µ2) (µ1 + µ2)y

Γ(y + 1)
(120)
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that is, Po(y|µ1 + µ2).

Example 2.14: Consider a two-dimensional random quantity X = (X1, X2) that takes values in R2 with the
probability density function N(x1, x2|µ = 0, σ = 1, ρ):

p(x1, x2|ρ) =
1

2π

1√
1− ρ2

e
− 1

2(1− ρ2)
(x2

1 − 2ρx1x2 + x2
2)

(121)

with ρ ∈ (−1, 1). The marginal densities are:

X1∼p(x1) =

∫ +∞

−∞
p(x1, u2) du2 =

1√
2π

e−
1
2 x

2
1 (122)

X2∼p(x2) =

∫ +∞

−∞
p(u1, x2) du1 =

1√
2π

e−
1
2 x

2
2 (123)

and since

p(x1, x2|ρ) = p(x1) p(x2)
1√

1− ρ2
e
− ρ

2(1− ρ2)
(x2

1ρ− 2x1x2 + x2
2ρ)

both quantities will be independent iff ρ = 0. The conditional densities are

p(x1|x2, ρ) =
p(x1, x2)

p(x2)
=

1√
2π

1√
1− ρ2

e
− 1

2(1− ρ2)
(x1 − x2ρ)2

(124)

p(x2|x1, ρ) =
f(x1, x2)

f1(x1)
=

1√
2π

1√
1− ρ2

e
− 1

2(1− ρ2)
(x2 − x1ρ)2

(125)

and when ρ = 0 (thus independent) p(x1|x2) = p(x1) and p(x2|x1) = p(x2). Last, it is clear that

p(x1, x2|ρ) = p(x2|x1, ρ) p(x1) = p(x1|x2, ρ) p(x2) (126)

2.4 Stochastic Characteristics
2.4.1 Mathematical Expectation
Consider a random quantity X(w) : Ω→ R that can be either discrete

X(w) =





X(w) =

n∑

k=1

xk1Ak(w)

X(w) =

∞∑

k=1

xk1Ak(w)

−→ P (X = xk) = P (Ak) =

∫

R
1Ak(w) dP (w) (127)

or absolutely continuous for which

P (X(w)∈A) =

∫

R
1A(w) dP (w) =

∫

A
dP (w) =

∫

A
p(w)dw (128)

The mathematical expectation of a n-dimensional random quantity Y = g(X) is defined as 12:

E[Y] = E[g(X)]
def.
=

∫

Rn
g(x) dP (x) =

∫

Rn
g(x) p(x) dx (129)

12 In what follows we consider the Stieltjes-Lebesgue integral so
∫
→∑

for discrete random quantities and in consequence:
∫ ∞

−∞
g(x) dP (x) =

∫ ∞

−∞
g(x) p(x) dx −→

∑

∀xk

g(xk)P (X = xk)
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In general, the function g(x) will be unbounded on supp{X} so both the sum and the integral have to
be absolutely convergent for the mathematical expectation to exist.

In a similar way, we define the conditional expectation. If X = (X1, . . . , Xm . . . , Xn), W =
(X1 . . . , Xm) and Z = (Xm+1 . . . , Xn) we have for Y = g(W) that

E[Y|Z0] =

∫

Rm
g(w) p(w|z0) dw =

∫

Rm
g(w)

p(w, z0)

p(z0)
dw (130)

2.4.2 Moments of a Distribution
Given a random quantity X∼p(x), we define the moment or order n (αn) as:

αn =E[Xn]
def.
=

∫ ∞

−∞
xn p(x) dx (131)

Obviously, they exist if xnp(x)∈L1(R) so it may happen that a particular probability distribution has
only a finite number of moments. It is also clear that if the moment of order n exists, so do the moments
of lower order and, if it does not, neither those of higher order. In particular, the moment of order 0
always exists (that, due to the normalization condition, is α0 = 1) and those of even order, if exist, are
non-negative. A specially important moment is that order 1: the mean ( mean value) µ = E[X] that has
two important properties:

• It is a linear operator since X = c0 +
∑n

i=1 ciXi −→ E[X] = c0 +
∑n

i=1 ciE[Xi]

• If X =
∏n
i=1 ciXi with {Xi}ni=1 independent random quantities, then E[X] =

∏n
i=1 ciE[Xi].

We can define as well the moments (βn) with respect to any point c∈R as:

βn = E[(X − c)n]
def.
=

∫ ∞

−∞
(x− c)n p(x) dx (132)

so αn are also called central moments or moments with respect to the origin. It is easy to see that the
non-central moment of second order, β2 = E[(X−c)2], is minimal for c = µ = E[X]. Thus, of special
relevance are the moments or order n with respect to the mean

µn≡E[(X − µ)n] =

∫ ∞

−∞
(x− µ)n p(x) dx (133)

and, among them, the moment of order 2: the variance µ2 = V [X] = σ2. It is clear that µ0 = 1 and, if
exists, µ1 = 0. Note that:

• V [X] = σ2 = E[(X − µ)2] > 0

• It is not a linear operator since X = c0 + c1X1 −→ V [X] = σ2
X = c2

1 V [X1] = c2
1σ

2
X1

• If X =
∑n

i=1 ciXi and {Xi}ni=1 are independent random quantities, V [X] =
∑n

i=1 c
2
i V [Xi].

Usually, is less tedious to calculate the moments with respect to the origin and evidently they are
related so, from the binomial expansion

(X − µ)n =
n∑

k=0

(
n
k

)
Xk (−µ)n−k −→ µn =

n∑

k=0

(
n
k

)
αk (−µ)n−k (134)

The previous definitions are trivially extended to n-dimensional random quantities. In particular,
for 2 dimensions, X = (X1, X2), we have the moments of order (n,m) with respect to the origin:

αnm = E[Xn
1 X

m
2 ] =

∫

R2

xn1 x
m
2 p(x1, x2) dx1 dx2 (135)
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so that α01 = µ1 and α02 = µ2, and the moments order (n,m) with respect to the mean:

µnm = E[(X1 − µ1)n (X2 − µ2)m] =

∫

R2

(x1 − µ1)n (x2 − µ2)m p(x1, x2) dx1 dx2 (136)

for which

µ20 = E[(X1 − µ1)2] = V [X1] = σ2
1 and µ02 = E[(X2 − µ2)2] = V [X2] = σ2

2 (137)

The moment

µ11 = E[(X1 − µ1) (X2 − µ)] = α11 − α10 α01 = V [X1, X2] = V [X2, X1] (138)

is called covariance between the random quantities X1 and X2 and, if they are independent, µ11 = 0.
The second order moments with respect to the mean can be condensed in matrix form, the covariance
matrix defined as:

V[X] =

(
µ20 µ11

µ11 µ02

)
=

(
V [X1, X1] V [X1, X2]
V [X1, X2] V [X2, X2]

)
(139)

Similarly, for X = (X1, X2, . . ., Xn) we have the moments with respect to the origin

αk1,k2,...,kn = E[Xk1
1 Xk2

2 · · ·Xkn
n ] ; (140)

the moments with respect to the mean

µk1,k2,...,kn = E[(X1 − µ1)k1 (X2 − µ2)k2 · · ·(Xn − µn)kn ] (141)

and the covariance matrix:

V[X] =




µ20...0 µ11...0 · · · µ10...1

µ11...0 µ02...0 · · · µ01...1
...

... · · · ...
µ10...1 µ01...1 · · · µ00...2


 =




V [X1, X1] V [X1, X2] · · · V [X1, Xn]
V [X1, X2] V [X2, X2] · · · V [X2, Xn]

...
... · · · ...

V [X1, Xn] V [X2, Xn] · · · V [Xn, Xn]


(142)

The covariance matrix V[X] = E[(X − µ)(X − µ)T ] has the following properties that are easy
to prove from basic matrix algebra relations:

1) It is a symmetric matrix (V = VT ) with positive diagonal elements (Vii≥0);
2) It is positive defined (xTVx≥0; ∀x∈Rn with the equality when ∀i xi = 0);
3) Being V symmetric, all the eigenvalues are real and the corresponding eigenvectors orthogonal.

Furthermore, since it is positive defined all eigenvalues are positive;
4) If J is a diagonal matrix whose elements are the eigenvalues of V and H a matrix whose columns

are the corresponding eigenvectors, then V = HJH−1 (Jordan dixit);
5) Since V is symmetric, there is an orthogonal matrix C (CT = C−1) such that CVCT = D with

D a diagonal matrix whose elements are the eigenvalues of V;
6) Since V is symmetric and positive defined, there is a non-singular matrix C such that V = CCT ;
7) Since V is symmetric and positive defined, the inverse V−1 is also symmetric and positive defined;
8) (Cholesky Factorization) Since V is symmetric and positive defined, there exists a unique lower

triangular matrix C (Cij = 0; ∀i < j) with positive diagonal elements such that V = CCT

(more about this in section 3).

Among other things to be discussed later, the moments of the distribution are interesting because
they give an idea of the shape and location of the probability distribution and, in many cases, the distri-
bution parameters are expressed in terms of the moments.
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2.4.2.1 Position parameters

Let X∼p(x) with support in Ω⊂R. The position parameters choose a characteristic value of X and
indicate more or less where the distribution is located. Among them we have the mean value

µ = α1 = E[X] =

∫ ∞

−∞
x p(x) dx (143)

The mean is bounded by the minimum and maximum values the random quantity can take but, clearly,
if Ω⊂R it may happen that µ/∈Ω. If, for instance, Ω = Ω1∪Ω2 is the union of two disconnected regions,
µ may lay in between and therefore µ/∈Ω. On the other hand, as has been mentioned the integral has
to be absolute convergent and there are some probability distributions for which there is no mean value.
There are however other interesting location quantities. The mode is the value x0 of X for which the
distribution is maximum; that is,

x0 = supx∈Ωp(x) (144)

Nevertheless, it may happen that there are several relative maximums so we talk about uni-modal, bi-
modal,... distributions. The median is the value xm such that

F (xm) = P (X≤xm) = 1/2 −→
∫ xm

−∞
p(x)dx =

∫ ∞

xm

p(x)dx = P (X > xm) = 1/2 (145)

For discrete random quantities, the distribution function is either a finite or countable combination of
indicator functions 1Ak(x) with {Ak}n,∞k=1 a partition of Ω so it may happen that F (x) = 1/2 ∀x∈Ak.
Then, any value of the interval Ak can be considered the median. Last, we may consider the quantiles
α defined as the value qα of the random quantity such that F (qα) = P (X ≤ qα) = α so the median is
the quantile q1/2.

2.4.2.2 Dispersion parameters

There are many ways to give an idea of how dispersed are the values the random quantity may take.
Usually they are based on the mathematical expectation of a function that depends on the difference
between X and some characteristic value it may take; for instance E[|X − µ|]. By far, the most usual
and important one is the already defined variance

V [X] = σ2 = E[(X − E[X])2] =

∫

R
(x− µ)2p(x)dx (146)

provided it exists. Note that if the random quantity X has dimension D[X] = dX , the variance has
dimension D[σ2] = d2

X so to have a quantity that gives an idea of the dispersion and has the same
dimension one defines the standard deviation σ = +

√
V [X] = +

√
σ2 and, if both the mean value (µ)

and the variance exist, the standardized random quantity

Y =
X − µ

σ
(147)

for which E[Y ] = 0 and V [Y ] = σ2
Y = 1.

2.4.2.3 Asymmetry and Peakiness parameters

Related to higher order non-central moments, there are two dimensionless quantities of interest: the
skewness and the kurtosis. The first non-trivial odd moment with respect to the mean is that of order 3:
µ3. Since it has dimension D[µ3] = d3

X we define the skewness (γ1) as the dimensionless quantity

γ1
def
=

µ3

µ
3/2
2

=
µ3

σ3 =
E[(X − µ)3]

σ3 (148)
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The skewness is γ1 = 0 for distributions that are symmetric with respect to the mean, γ1 > 0 if the
probability content is more concentrated on the right of the mean and γ1 < 0 if it is to the left of the
mean. Note however that there are many asymmetric distributions for which µ3 = 0 and therefore
γ1 = 0. For unimodal distributions, it is easy to see that

γ1 = 0 mode = median = mean

γ1 > 0 mode < median < mean

γ1 < 0 mode > median > mean

The kurtosis is defined, again for dimensional considerations, as

γ2 =
µ4

µ2
2

=
µ4

σ4 =
E[(X − µ)4]

σ4 (149)

and gives an idea of how peaked is the distribution. For the Normal distribution γ2 = 3 so in order to
have a reference one defines the extended kurtosis as γext2 = γ2 − 3. Thus, γext2 > 0 (< 0) indicates
that the distribution is more (less) peaked than the Normal. Again, γext2 = 0 for the Normal density and
for any other distribution for which µ4 = 3σ4. Last you can check that ∀a, b∈R E[(X − µ− a)2(X −
µ− b)2] > 0 so, for instance, defining u = a+ b, w = ab and taking derivatives, γ2≥1 + γ2

1 .

Example 2.15: Consider the discrete random quantity X∼Pn(k|λ) with

P (X = k)≡Pn(k|λ) = e−λ
λk

Γ(k + 1)
; λ∈R+ ; k = 0, 1, 2, ... (150)

The moments with respect to the origin are

αn(λ)≡E[Xn] = e−λ
∞∑

k=0

kn
λk

k!
(151)

If ak denotes the kth term of the sum, then

ak+1 =
λ

k + 1

(
1 +

1

k

)n
ak −→ limk→∞

∣∣∣∣
ak+1

ak

∣∣∣∣ → 0

so being the series absolute convergent all order moments exist. Taking the derivative of αn(λ) with respect to λ
one gets the recurrence relation

αn+1(λ) = λ

(
αn(λ) +

dαn(λ)

dλ

)
; α0(λ) = 1 (152)

so we can easily get

α0 = 1 ; α1 = λ ; α2 = λ(λ+ 1) ; α3 = λ(λ2 + 3λ+ 1) ; α4 = λ(λ3 + 6λ2 + 7λ+ 1) (153)

and from them

µ0 = 1 ; µ1 = 0 ; µ2 = λ ; µ3 = λ ; µ4 = λ(3λ+ 1) (154)

Thus, for the Poisson distribution Po(n|λ) we have that:

E[X] = λ ; V [X] = λ ; γ1 = λ−1/2 ; γ2 = 3 + λ−1 (155)

Example 2.16: Consider X∼Ga(x|a, b) with:

p(x) =
ab

Γ(b)
e−ax xb−11(0,∞)(x)λ ; a, b∈R+ (156)
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The moments with respect to the origin are

αn = E[Xn] =
ab

Γ(b)

∫ ∞

0

e−ax xb+n−1 dx =
Γ(b+ n)

Γ(b)
a−n (157)

being the integral absolute convergent. Thus we have:

µn =
1

anΓ(b)

n∑

k=0

(
n
k

)
(−b)n−k Γ(b+ k) (158)

and in consequence

E[X] =
b

a
; V [X] =

b

a2
; γ1 =

2√
b

; γext.2 =
6

b
(159)

Example 2.17: For the Cauchy distribution X∼Ca(x|1, 1),

p(x) = =
1

π

1

1 + x2 1(−∞,∞)(x) (160)

we have that

αn = E[Xn] =
1

π

∫ ∞

−∞

xn

1 + x2 dx (161)

and clearly the integral diverges for n > 1 so there are no moments but the trivial one α0. Even for n = 1, the
integral

∫ ∞

−∞

|x|
(1 + x2)

dx = 2

∫ ∞

0

x

(1 + x2)
dx = lima→∞ ln (1 + a2) (162)

is not absolute convergent so, in strict sense, there is no mean value. However, the mode and the median are
x0 = xm = 0, the distribution is symmetric about x = 0 and for n = 1 there exists the Cauchy’s Principal Value
and is equal to 0. Had we introduced the Probability Distributions as a subset of Generalized Distributions, the
Principal Value is an admissible distribution. It is left as an exercise to show that for:

• Pareto: X∼Pa(x|ν, xm) with p(x|xm, ν) ∝ x−(ν+1)1[xm,∞)(x) ; xm, ν∈R+

• Student: X∼St(x|ν) with p(x|ν) ∝
(
1 + x2/ν

)−(ν+1)/2
1(−∞,∞)(x) ; ν∈R+

the moments αn = E[Xn] exist iff n < ν.
Another distribution of interest in physics is the Landau Distribution that describes the energy lost by a particle
when traversing a material under certain conditions. The probability density, given as the inverse Laplace Trans-
form, is:

p(x) =
1

2πi

∫ c+i∞

c−i∞
es log s+xsds (163)

with c ∈ R+ and closing the contour on the left along a counterclockwise semicircle with a branch-cut along the
negative real axis it has a real representation

p(x) =
1

π

∫ ∞

0

e−(r log r+xr) sin(πr) dr (164)

The actual expression of the distribution of the energy loss is quite involved and some simplifying assumptions have
been made; among other things, that the energy transfer in the collisions is unbounded (no kinematic constraint).
But nothing is for free and the price to pay is that the Landau Distribution has no moments other than the trivial
of order zero. This is why instead of mean and variance one talks about the most probable energy loss and the
full-width-half-maximum.
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2.4.2.4 Correlation Coefficient

The covariance between the random quantities Xi and Xj was defined as:

V [Xi, Xj ] = V [Xj , Xi] = E[(Xi − µi) (Xi − µj)] = E[XiXj ]− E[Xi]E[Xj ] (165)

If Xi and Xj are independent, then E[XiXj ] = E[Xi]E[Xj ] and V [Xi, Xj ] = 0. Conversely, if
V [Xi, Xj ] 6= 0 then E[XiXj ]6=E[Xi]E[Xj ] and in consequence Xi and Xj are not statistically inde-
pendent. Thus, the covariance V [Xi, Xj ] serves to quantify, to some extent, the degree of statistical
dependence between the random quantities Xi and Xj . Again, for dimensional considerations one de-
fines the correlation coefficient

ρij =
V [Xi, Xj ]√
V [Xi]V [Xj ]

=
E[XiXj ] − E[Xi]E[Xj ]

σi σj
(166)

Since p(xi, xj) is a non-negative function we can write

V [Xi, Xj ] =

∫

R2

{
(xi − µi)

√
p(xi, xj)

}{
(xj − µj)

√
p(xi, xj)

}
dxidxj (167)

and from the Cauchy-Schwarz inequality:

−1≤ ρij ≤ 1 (168)

The extreme values (+1,−1) will be taken when E[XiXj ] = E[Xi]E[Xj ]±σiσj and ρij = 0 when
E[XiXj ] = E[Xi]E[Xj ]. In particular, it is immediate to see that if here is a linear relation between
both random quantities; that is, Xi = aXj + b, then ρij = ±1. Therefore, it is a linear correlation
coefficient. Note however that:

• If Xi and Xj are linearly related, ρij = ±1, but ρij = ±1 does not imply necessarily a linear
relation;
• If Xi and Xj are statistically independent, then ρij = 0 but ρij = 0 does not imply necessarily

statistical independence as the following example shows.

Example 2.18: Let X1 ∼ p(x1) and define a random quantity X2 as

X2 = g(X1) = a + bX1 + cX1
2 (169)

Obviously, X1 and X2 are not statistically independent for there is a clear parabolic relation. However

V [X1, X2] = E[X1X2] − E[X1]E[X2] = bσ2 + c(α3 − µ3 − µσ2) (170)

with µ, σ2 and α3 respectively the mean, variance and moment of order 3 with respect to the origin of X1 and, if
we take b = cσ−2(µ3 + µσ2 − α3) then V [Y,X] = 0 and so is the (linear) correlation coefficient.

NOTE 3: Information as a measure of independence. The Mutual Information (see [?]) serves also to quantify
the degree of statistical dependence between random quantities. Consider for instance the two-dimensional random
quantity X = (X1, X2)∼p(x1, x2). Then:

I(X1 : X2) =

∫

X

dx1 dx2p(x1, x2) ln
(

p(x1, x2)

p(x1) p(x2)

)
(171)

and I(X1 : X2)≥0 with equality iff p(x1, x2) = p(x1)p(x2). Let’s look as an example to the bi-variate normal
distribution: N(x|µ,Σ):

p(x|φ) = (2π)−1 | det[Σ]|−1/2 exp
{
− 1

2

(
(x− µ)T Σ−1 (x− µ)

)}
(172)

33

PROBABILITY AND STATISTICS FOR PARTICLE PHYSICS

203



with covariance matrix

Σ =

(
σ2

1 ρσ1σ2

ρσ1σ2 σ2
2

)
and det[Σ] = σ2

1σ
2
2(1− ρ)2 (173)

Since Xi∼N(xi|µi, σi); i = 1, 2 we have that:

I(X1 : X2) =

∫

X

dx1 dx2 p(x|µ,Σ) ln
(

p(x|µ,Σ)

p(x1|µ1, σ1) p(x2|µ2, σ2)

)
= − 1

2
ln (1 − ρ2) (174)

Thus, if X1 and X2 are independent (ρ = 0), I(X1 : X2) = 0 and when ρ→±1, I(X1 : X2)→∞.

2.4.3 The "Error Propagation Expression"
Consider a n-dimensional random quantity X = (X1, . . . , Xn) withE[Xi] = µi and the random quantity
Y = g(X) with g(x) an infinitely differentiable function. If we make a Taylor expansion of g(X) around
E[X] = µ we have

Y = g(X) = g(µ) +

n∑

i=1

(
∂g(x)

∂xi

)

µ

Zi +
1

2!

n∑

i=1

n∑

j=1

(
∂2g(x)

∂xi∂xj

)

µ

ZiZj +R (175)

where Zi = Xi − µi. Now, E[Zi] = 0 and E[ZiZj ] = V [Xi, Xj ] = Vij so

E[Y ] = E[g(X)] = g(µ) + +
1

2!

n∑

i=1

n∑

j=1

(
∂2g(x)

∂xi∂xj

)

µ

Vij + ... (176)

and therefore

Y − E[Y ] =
n∑

i=1

(
∂g(x)

∂xi

)

µ

Zi +
1

2!

n∑

i=1

n∑

j=1

(
∂2g(x)

∂xi∂xj

)

µ

(ZiZj − Vij) + ... (177)

Neglecting all but the first term

V [Y ] = E[(Y − E[Y ])2] =
n∑

i=1

n∑

j=1

(
∂g(x)

∂xi

)

µ

(
∂g(x)

∂xj

)

µ

V [Xi, Xj ] + ... (178)

This is the first order approximation to V [Y ] and usually is reasonable but has to be used with care. On
the one hand, we have assumed that higher order terms are negligible and this is not always the case so
further terms in the expansion may have to be considered. Take for instance the simple case Y = X1X2

with X1 and X2 independent random quantities. The first order expansion gives V [Y ]'µ2
1σ

2
2 + µ2

2σ
2
1

and including second order terms (there are no more) V [Y ] = µ2
1σ

2
2 + µ2

2σ
2
1 + σ2

1σ
2
2; the correct result.

On the other hand, all this is obviously meaningless if the random quantity Y has no variance. This is
for instance the case for Y = X1X

−1
2 when X1,2 are Normal distributed.

2.5 Integral Transforms
The Integral Transforms of Fourier, Laplace and Mellin are a very useful tool to study the properties
of the random quantities and their distribution functions. In particular, they will allow us to obtain the
distribution of the sum, product and ratio of random quantities, the moments of the distributions and to
study the convergence of a sequence {Fk(x)}∞k=1 of distribution functions to F (x).
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2.5.1 The Fourier Transform
Let f : R→C be a complex and integrable function (f∈L1(R)). The Fourier Transform F(t) with t∈R
of f(x) is defined as:

F(t) =

∫ ∞

−∞
f(x) eixt dx (179)

The class of functions for which the Fourier Transform exists is certainly much wider than the probabil-
ity density functions p(x)∈L1(R) (normalized real functions of real argument) we are interested in for
which the transform always exists. If X∼p(x), the Fourier Transform is nothing else but the mathemat-
ical expectation

F(t) = E[eitX ] ; t ∈ R (180)

and it is called Characteristic Function Φ(t). Thus, depending on the character of the random quantity
X , we shall have:

• if X is discrete: Φ(t) =
∑

xk

eitxk P (X = xk)

• if X is continuous: Φ(t) =

∫ +∞

−∞
eitx dP (x) =

∫ +∞

−∞
eitx p(x) dx

Attending to its definition, the Characteristic Function Φ(t), with t ∈ R, is a complex function
and has the following properties:

1) Φ(0) = 1;
2) Φ(t) is bounded: |Φ(t)| ≤1;
3) Φ(t) has schwarzian symmetry: Φ(−t) = Φ(t);
4) Φ(t) is uniformly continuous inR.

The first three properties are obvious. For the fourth one, observe that for any ε > 0 there exists a
δ > 0 such that |Φ(t1)− Φ(t2)| < ε when |t1 − t2| < δ with t1 and t2 arbitrary inR because

|Φ(t+ δ)− Φ(t)|≤
∫ +∞

−∞
|1− e−iδx|dP (x) = 2

∫ +∞

−∞
| sin δx/2| dP (x) (181)

and this integral can be made arbitrarily small taking a sufficiently small δ. These properties, that clearly
hold also for a discrete random quantity, are necessary but not sufficient for a function Φ(t) to be
the Characteristic Function of a distribution P (x) (see example 2.19). Generalizing for a n-dimensional
random quantity X = (X1, . . . , Xn):

Φ(t1, . . . , tn) = E[ei t X] = E[ei(t1X1 + . . .+ tnXn)] (182)

so, for the discrete case:

Φ(t1, . . . , tn) =
∑

x1

. . .
∑

xn

ei(t1x1 + . . .+ tnxn) P (X1 = x1, . . . , Xn = xn) (183)

and for the continuous case:

Φ(t1, . . . , tn) =

∫ +∞

−∞
dx1 . . .

∫ +∞

−∞
dxn e

i(t1x1 + . . .+ tnxn) p(x1, . . . , xn) (184)

The n-dimensional Characteristic Function is such that:
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1) Φ(0, . . . , 0) = 1

2) |Φ(t1, . . . , tn)| ≤ 1

3) Φ(−t1, . . . ,−tn) = Φ(t1, . . . , tn)

NOTE 4: Laplace Transform. For a function f(x) : R+→C defined as f(x) = 0 for x < 0, we may consider
also the Laplace Transform defined as

L(s) =

∫ ∞

0

e−sx f(x) dx (185)

with s∈C provided it exists. For a non-negative random quantity X∼p(x) this is just the mathematical expectation
E[e−sx] and is named Moment Generating Function since the derivatives give the moments of the distribution (see
5.1.4). While the Fourier Transform exists for f(x)∈L1(R), the Laplace Transform exists if e−sxf(x)∈L1(R+)
and thus, for a wider class of functions and although it is formally defined for functions with non-negative support,
it may be possible to extend the limits of integration to the whole real line ( Bilateral Laplace Transform). However,
for the functions we shall be interested in (probability density functions), both Fourier and Laplace Transforms
exist and usually there is no major advantage in using one or the other.

Example 2.19: There are several criteria (Bochner, Kintchine, Cramèr,...) specifying sufficient and necessary
conditions for a function Φ(t), that satisfies the four aforementioned conditions, to be the Characteristic Function
of a random quantity X∼F (x). However, it is easy to find simple functions like

g1(t) = e−t
4

and g2(t) =
1

1 + t4
(186)

that satisfy the four stated conditions and that can not be Characteristic Functions associated to any distribution.
Let’s calculate the moments of order one with respect to the origin and the central one of order two. In both cases
(see section 5.1.4) we have that:

α1 = µ = E[X] = 0 and µ2 = σ2 = E[(X − µ)2] = 0 (187)

that is, the mean value and the variance are zero so the distribution function is zero almost everywhere but for
X = 0 where P (X = 0) = 1... but this is the Singular Distribution Sn(x|0) that takes the value 1 if X = 0 and
0 otherwise whose Characteristic Function is Φ(t) = 1. In general, any function Φ(t) that in a boundary of t = 0
behaves as Φ(t) = 1 +O(t2+ε) with ε > 0 can not be the Characteristic Function associated to a distribution F (x)
unless Φ(t) = 1 for all t∈R.

Example 2.20: The elements of the Cantor Set CS(0, 1) can be represented in base 3 as:

X =

∞∑

n=1

Xn

3n
(188)

with Xn∈{0, 2}. This set is non-denumerable and has zero Lebesgue measure so any distribution with support
on it is singular and, in consequence, has no pdf. The Uniform Distribution on CS(0, 1) is defined assigning a
probability P (Xn = 0) = P (Xn = 2) = 1/2 (Geometric Distribution). Then, for the random quantity Xn we
have that

ΦXn(t) = E[eitX ] =
1

2

(
1 + e2it

)
(189)

and for Yn = Xn/3
n:

ΦYn(t) = ΦXn(t/3n) =
1

2

(
1 + e2it/3

n)
(190)
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Being all Xn statistically independent, we have that

ΦX(t) =

∞∏

n=1

1

2

(
1 + e2it/3

n)
=

∞∏

n=1

1

2
eit/3

n
cos(t/3n) = eit/2

∞∏

n=1

cos(t/3n) (191)

and, from the derivatives (section 2.5.1.4) it is straight forward to calculate the moments of the distribution. In
particular:

Φ
1)
X(0) =

i

2
−→ E[X] =

1

2
and Φ

2)
X(0) = −3

8
−→ E[X2] =

3

8
(192)

so V [X] = 1/8.

2.5.1.1 Inversion Theorem (Lévy, 1925)

The Inverse Fourier Transform allows us to obtain the distribution function of a random quantity from
the Characteristic Function. If X is a continuous random quantity and Φ(t) its Characteristic Function,
then the pdf p(x) will be given by

p(x) =
1

2π

∫ +∞

−∞
e−itxΦ(t) dt (193)

provided that p(x) is continuous at x and, if X is discrete:

P (X = xk) =
1

2π

∫ +∞

−∞
e−itxk Φ(t) dt (194)

In particular, if the discrete distribution is reticular (that is, all the possible values that the random
quantity X may take can be expressed as a+ b n with a, b ∈ R; b6=0 and n integer) we have that:

P (X = xk) =
b

2π

∫ π/b

−π/b
e−itxk Φ(t) dt (195)

From this expressions, we can obtain also the relation between the Characteristic Function and the Dis-
tribution Function. For discrete random quantities we shall have:

F (xk) =
∑

x≤xk
P (X = xk) =

1

2π

∫ +∞

−∞

∑

x≤xk
e−itxΦ(t) dt (196)

and, in the continuous case, for x1 < x2 ∈ R we have that:

F (x2) − F (x1) =

∫ x2

x1

p(x) dx =
1

2πi

∫ +∞

−∞
Φ(t)

1

t
(e−itx1 − e−itx2) dt (197)

so taking x1 = 0 we have that (Lévy, 1925):

F (x) = F (0) +
1

2πi

∫ +∞

−∞
Φ(t)

1

t
(1 − e−itx) dt (198)

The Inversion Theorem states that there is a one-to-one correspondence between a distribution
function and its Characteristic Function so to each Characteristic Function corresponds one and only
one distribution function that can be either discrete or continuous but not a combination of both. There-
fore, two distribution functions with the same Characteristic Function may differ, at most, on their points
of discontinuity that, as we have seen, are a set of zero measure. In consequence, if we have two random
quantitiesX1 andX2 with distribution functions P1(x) and P2(x), a necessary and sufficient condition
for P1(x) = P2(x) a.e. is that Φ1(t) = Φ2(t) for all t ∈ R.
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2.5.1.2 Changes of variable

LetX∼P (x) be a random quantity with Characteristic Function ΦX(t) and g(X) a one-to-one finite real
function defined for all real values of X . The Characteristic Function of the random quantity Y = g(X)
will be given by:

ΦY (t) = EY [eitY ] = EX [eitg(X)] (199)

that is:

ΦY (t) =

∫ +∞

−∞
eitg(x) dP (x) or ΦY (t) =

∑

xk

eitg(xk) P (X = xk) (200)

depending on whether X is continuous or discrete. In the particular case of a linear transformation
Y = aX + b with a and b real constants, we have that:

ΦY (t) = EX [eit(aX + b)] = eitbΦX(at) (201)

2.5.1.3 Sum of random quantities

The Characteristic Function is particularly useful to obtain the Distribution Function of a random quantity
defined as the sum of independent random quantities. IfX1, . . . , Xn are n independent random quantities
with Characteristic Functions Φ1(t1), . . . ,Φn(tn), then the Characteristic Function ofX = X1+. . .+Xn

will be:

ΦX(t) = E[eitX ] = E[eit(X1 + . . .+Xn)] = Φ1(t) · · · Φn(t) (202)

that is, the product of the Characteristic Functions of each one, a necessary but not sufficient condition
for the random quantities X1, . . . , Xn to be independent. In a similar way, we have that if X = X1−X2

with X1 and X2 independent random quantities, then

ΦX(t) = E[eit(X1 −X2)] = Φ1(t) Φ2(−t) = Φ1(t) Φ2(t) (203)

Form these considerations, it is left as an exercise to show that:

• Poisson: The sum of n independent random quantities, each distributed as Po(xk|µk) with k =
1, . . . , n is Poisson distributed with parameter µs = µ1 + · · ·+ µn.
• Normal: The sum of n independent random quantities, each distributed as N(xk|µk, σk) with
k = 1, . . . , n is Normal distributed with mean µs = µ1+· · ·+µn and variance σ2

s = σ2
1 +· · ·+σ2

n.
• Cauchy: The sum of n independent random quantities, each Cauchy distributed Ca(xk|αk, βk)

with k = 1, . . . , n is is Cauchy distributed with parameters αs = α1 + · · · + αn and βs =
β1 + · · ·+ βn.
• Gamma: The sum of n independent random quantities, each distributed as Ga(xk|α, βk) with
k = 1, . . . , n is Gamma distributed with parameters (α, β1 + · · ·+ βn).

Example 2.21: Difference of Poisson distributed random quantities.
Consider two independent random quantities X1∼Po(X1|µ1) and X2∼Po(X2|µ2) and let us find the distribution
of X = X1 −X2. Since for the Poisson distribution:

Xi∼Po(µi) −→ Φi(t) = e−µi(1− e
it) (204)

we have that

ΦX(t) = Φ1(t) Φ2(t) = e−(µ1 + µ2)e(µ1e
it + µ2e

−it) (205)
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Obviously, X is a discrete random quantity with integer support ΩX = {. . .,−2,−1, 0, 1, 2, . . .}; that is, a retic-
ular random quantity with a = 0 and b = 1. Then

P (X = n) =
1

2π
e−µS

∫ π

−π
e−itn e(µ1e

it + µ2e
−it) dt (206)

being µS = µ1 + µ2. If we take:

z =

√
µ1

µ2
eit (207)

we have

P (X = n) =

(
µ1

µ2

)n/2
e−µS 1

2πi
©
∫

C

z−n−1 e
w
2 (z + 1/z) dz (208)

with w = 2
√
µ1µ2 and C the circle |z| =

√
µ1/µ2 around the origin. From the definition of the Modified Bessel

Function of first kind

In(z) =
1

2πi
©
∫

C

t−n−1 e
z
2 (t+ 1/t) dt (209)

with C a circle enclosing the origin anticlockwise and considering that I−n(z) = In(z) we have finally:

P (X = n) =

(
µ1

µ2

)n/2
e−(µ1 + µ2) I|n|(2

√
µ1µ2) (210)

2.5.1.4 Moments of a distribution

Consider a continuous random quantity X∼P (x) and Characteristic Function

Φ(t) = E[eitX ] =

∫ +∞

−∞
eitx dP (x) (211)

and let us assume that there exists the moment of order k. Then, upon derivation of the Characteristic
Function k times with respect to t we have:

∂k

∂kt
Φ(t) = E[ikXk eitX ] =

∫ +∞

−∞
(ix)k eitx dP (x) (212)

and taking t = 0 we get the moments with respect to the origin:

E[Xk] =
1

ik

(
∂k

∂kt
Φ(t)

)

t=0

(213)

Consider now the Characteristic Function referred to an arbitrary point a ∈ R; that is:

Φ(t, a) = E[eit(X − a)] =

∫ +∞

−∞
eit(x− a) dP (x) = e−itaΦ(t) (214)

In a similar way, upon k times derivation with respect to twe get the moments with respect to an arbitrary
point a:

E[(X − a)k] =
1

ik

(
∂k

∂kt
Φ(t, a)

)

t=0

(215)
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and the central moments if a = E(X) = µ. The extension to n dimensions immediate: for a n
dimensional random quantity X we shall have the for the moment αk1...kn with respect to the origin that

αk1...kn = E[Xk1
1 · · ·Xkn

n ] =
1

ik1+...+kn

(
∂k1+...+kn

∂k1t1 · · · ∂kntn
Φ(t1, . . . , tn)

)

t1=...=tn=0

(216)

Example 2.22: For the difference of Poisson distributed random quantities analyzed in the previous example, one
can easily derive the moments from the derivatives of the Characteristic Function. Since

logΦX(t) = −(µ1 + µ2) + (µ1e
it + µ2e

−it) (217)

we have that

Φ′X(0) = i (µ1 − µ2) −→ E[X] = µ1 − µ2 (218)
Φ′′X(0) = (Φ′X(0))2 − (µ1 + µ2) −→ V [X] = µ1 + µ2 (219)

Problem 2.3: The Moyal Distribution, with density

p(x) =
1√
2π

exp

{
−1

2

(
x+ e−x

)}
1(−∞,∞)(x) (220)

is sometimes used as an approximation to the Landau Distribution. Obtain the Characteristic Function Φ(t) =
π−1/22−itΓ(1/2− it) and show that E[x] = γE + ln 2 and V [X] = π2/2.

2.5.2 The Mellin Transform
Let f : R+→C be a complex and integrable function with support on the real positive axis. The Mellin
Transform is defined as:

M(f ; s) = Mf (s) =

∫ ∞

0
f(x)xs−1 dx (221)

with s∈C, provided that the integral exists. In general, we shall be interested in continuous probability
density functions f(x) such that

limx→0+f(x) = O(xα) and limx→∞f(x) = O(xβ) (222)

and therefore

|M(f ; s)| ≤
∫ ∞

0
|f(x)|xRe(s)−1dx =

∫ 1

0
|f(x)|xRe(s)−1dx+

∫ ∞

1
|f(x)|xRe(s)−1dx≤

≤ C1

∫ 1

0
xRe(s)−1+α dx + C2

∫ ∞

1
xRe(s)−1+β dx (223)

The first integral converges for −α < Re(s) and the second for Re(s) < −β so the Mellin Transform
exists and is holomorphic on the band −α < Re(s) < −β, parallel to the imaginary axis =(s) and
determined by the conditions of convergence of the integral. We shall denote the holomorphy band
(that can be a half of the complex plane or the whole complex plane) by Sf =< −α,−β >. Last, to
simplify the notation when dealing with several random quantities, we shall write for Xn∼pn(x) Mn(s)
of MX(s) instead of M(pn; s).
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2.5.2.1 Inversion

For a given function f(t) we have that

M(f ; s) =

∫ ∞

0
f(t) ts−1 dt =

∫ ∞

0
f(t) e(s−1)lnt dt =

∫ ∞

−∞
f(eu) esu du (224)

assuming that the integral exists. Since s∈C, we can write s = x+ iy so: the Mellin Transform of f(t)
is the Fourier Transform of g(u) = f(eu)exu. Setting now t = eu we have that

f(t) =
1

2π

∫ ∞

−∞
M(f ; s = x+ iy) t−(x+iy) dy =

1

2πi

∫ σ+i∞

σ−i∞
M(f ; s) t−s ds (225)

where, due to Chauchy’s Theorem, σ lies anywhere within the holomorphy band. The uniqueness of the
result holds with respect to this strip so, in fact, the Mellin Transform consists on the pair M(s) together
with the band < a, b >.

Example 2.23: It is clear that to determine the function f(x) from the transform F (s) we have to specify the
strip of analyticity for, otherwise, we do not know which poles should be included. Let’s see as an example
f1(x) = e−x. We have that

M1(z) =

∫ ∞

0

e−x xz−1 dx = Γ(z) (226)

holomorphic in the band < 0,∞ > so, for the inverse transform, we shall include the poles z = 0,−1,−2, . . ..
For f2(x) = e−x − 1 we get M2(s) = Γ(s), the same function, but

limx→0+f(x)'O(x1)−→α = 1 and limx→∞f(x)'O(x0)−→β = 0 (227)

Thus, the holomorphy strip is < −1, 0 > and for the inverse transform we shall include the poles z = −1,−2, . . ..
For f3(x) = e−x − 1 + x we get M3(s) = Γ(s), again the same function, but

limx→0+f(x)'O(x2)−→α = 2 and limx→∞f(x)'O(x1)−→β = 1 (228)

Thus, the holomorphy strip is< −2,−1 > and for the inverse transform we include the poles z = −2,−3, . . ..

2.5.2.2 Useful properties

Consider a positive random quantity X with continuous density p(x) and x∈[0,∞), the Mellin Trans-
form MX(s) (defined only for x≥0)

M(p; s) =

∫ ∞

0
xs−1 p(x) dx = E[Xs−1] (229)

and the Inverse Transform

p(x) =
1

2πi

∫ c+i∞

c−i∞
x−sM(p; s) ds (230)

defined for all x where p(x) is continuous with the line of integration contained in the strip of analyticity
of M(p; s). Then:

• Moments: E[Xn] = MX(n+ 1);

• For the positive random quantity Z = aXb (a, b∈R and a > 0) we have that

MZ(s) =

∫ ∞

0
zs−1 f(z) dz =

∫ ∞

0
as−1 xb(s−1) p(x) dx = as−1MX(bs− b+ 1) (231)
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2πi p(z) =

∫ c+i∞

c−i∞
z−sMX(bs− b+ 1) ds (232)

In particular, for Z = 1/X (a = 1 and b = −1) we have that

MZ=1/X(s) = MX(2− s) (233)

• If Z = X1X2· · ·Xn with {Xi}ni=1 n independent positive defined random quantities, each distributed
as pi(xi), we have that

MZ(s) =

∫ ∞

0
zs−1 p(z) dz =

n∏

i=1

∫ ∞

0
xs−1
i pi(xi) dxi =

n∏

i=1

E[Xs−1
i ] =

n∏

i=1

Mi(s) (234)

2πi p(z) =

∫ c+i∞

c−i∞
z−sM1(s)· · ·Mn(s) ds (235)

In particular, for n = 2, X = X1X2 it is easy to check that

p(x) =

∫ ∞

0
p1(w) p2(x/w) dw/w =

1

2πi

∫ c+i∞

c−i∞
x−sM1(s)M2(s) ds (236)

Obviously, the strip of holomorphy is S1∩S2.

• For X = X1/X2, with both X1 and X2 positive defined and independent, we have that

MX(s) = M1(s)M2(2− s) (237)

and therefore

p(x) =

∫ ∞

0
p1(wx) p2(w)w dw =

1

2πi

∫ c+i∞

c−i∞
x−sM1(s)M2(2− s) ds (238)

• Consider the distribution function F (x) =
∫ x

0 p(u)du of the random quantity X . Since dF (x) =
p(x)dx we have that

M(p(x); s) =

∫ ∞

0
xs−1 dF (x) =

[
xs−1F (x)

]∞
0
− (s− 1)

∫ ∞

0
xs−2 F (x) dx (239)

and therefore, if limx→0+[xs−1F (x)] = 0 and limx→∞[xs−1F (x)] = 0 we have, shifting s→s− 1, that

M(F (x); s) = M(

∫ x

0
p(u) du; s) = −1

s
M(p(x); s+ 1) (240)

2.5.2.3 Some useful examples

• Ratio and product of two independent Exponential distributed random quantities
Consider X1∼Ex(x1|a1) and X2∼Ex(x2|a2). The Mellin transform of X∼Ex(x|a) is

MX(s) =

∫ ∞

0
xs−1p(x|a) dx = a

∫ ∞

0
xs−1e−ax dx =

Γ(s)

as−1 (241)
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and therefore, for Z = 1/X:

MZ(s) = MX(2− s) =
Γ(2− s)
a1−s (242)

In consequence, we have that

• X = X1X2 −→ MX(z) = M1(z)M2(z) =
Γ(z)2

(a1 a2)z−1

p(x) =
a1 a2

2πi

∫ c+i∞

c−i∞
(a1a2x)−z Γ(z)2 dz (243)

The poles of the integrand are at zn = −n and the residuals 13 are

Res(f(z), zn) =
(a1a2x)n

(n!)2 (2ψ(n+ 1) − ln(a1a2x)) (244)

and therefore

p(x) = a1 a2

∞∑

n=0

(a1a2x)n

(n!)2 (2ψ(n+ 1) − ln(a1a2x)) (245)

If we define w = 2
√
a1a2x

p(x) = 2 a1 a2K0(2
√
a1a2x)1(0,∞)(x) (246)

from the Neumann Series expansion the Modified Bessel Function K0(w).

• Y = X1X
−1
2 −→ MY (z) = M1(z)M2(2− z) =

(
a2
a1

)z−1 π(1− z)
sin(zπ)

p(x) =
a1 a

−1
2

2i

∫ c+i∞

c−i∞
(a1a

−1
2 x)−z

1− z
sin(zπ)

dz (247)

Considering again the poles of MY (z) at zn = −n we get the residuals

Res(f(z), zn) = (1 + n) (−1)n
(
a1

a2

)n+1

xn (248)

and therefore:

p(x) =
a1

a2

∞∑

n=0

(1 + n) (−1)n
(
a1 x

a2

)n
=

a1 a2

(a2 + a1x)2 1(1,∞)(x) (249)

To summarize, if X1∼Ex(x1|a1) and X2∼Ex(x2|a2) are independent random quantities:

X = X1X2 ∼ 2 a1 a2K0(2
√
a1a2x)1(1,∞)(x)

Y = X1/X2 ∼ a1 a2

(a2 + a1x)2 1(0,∞)(x) (250)

• Ratio and product of two independent Gamma distributed random quantities
13In the following examples, −π≤arg(z) < π.
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Consider Y∼Ga(x|a, b). Then X = aY∼Ga(x|1, b) with Mellin Transform

MX(s) =
Γ(b+ s− 1)

Γ(b)
(251)

The, if X1∼Ga(x1|1, b1) and X2∼Ga(x2|1, b2); b1 6=b2:

• X = X1X
−1
2 −→ MX(z) = M1(z)M2(z) =

Γ(b1 − 1 + z)
Γ(b1)

Γ(b2 + 1− z)
Γ(b2)

2πiΓ(b1) Γ(b2)p(x) =

∫ c+i∞

c−i∞
x−z Γ(b1 − 1 + z) Γ(b2 + 1− z) dz (252)

Closing the contour on the left of the line Re(z) = c contained in the strip of holomorphy < 0,∞ > we
have poles of order one at bi − 1 + zn = −n with n = 0, 1, 2, . . ., that is, at zn = 1− bi − n. Expansion
around z = zn + ε gives the residuals

Res(f(z), zn) =
(−1)n

n!
Γ(b1 + b2 + n)xn+b1−1 (253)

and therefore the quantity X = X1/X2 is distributed as

p(x) =
xb1−1

Γ(b1) Γ(b2)

∞∑

n=0

(−1)n

n!
Γ(b1 + b2 + n)xn =

Γ(b1 + b2)

Γ(b1)Γ(b2)

xb1−1

(1 + x)b1+b2
1(0,∞)(x) (254)

• X = X1X2 −→ MX(z) = M1(z)M2(z) =
Γ(b1 − 1 + z)

Γ(b1)
Γ(b2 − 1 + z)

Γ(b2)

Without loss of generality, we may assume that b2 > b1 so the strip of holomorphy is < 1 − b1,∞ >.
Then, with c > 1− b1 real

Γ(b1) Γ(b2)p(x) =
1

2πi

∫ c+i∞

c−i∞
x−z Γ(b1 − 1 + z) Γ(b2 − 1 + z) dz (255)

Considering the definition of the Modified Bessel Functions

Iν(x) =
∞∑

n=0

1

n! Γ(1 + n+ ν)

(x
2

)2n+ν
and Kν(x) =

π

2

I−ν(x)− Iν(x)

sin(νπ)
(256)

we get that

p(x) =
2

Γ(b1) Γ(b2)
x(b1+b2)/2−1Kν(2

√
x)1(0,∞)(x) (257)

with ν = b2 − b1 > 0.

To summarize, if X1∼Ga(x1|a1, b1) and X2∼Ga(x2|a2, b2) are two independent random quanti-
ties and ν = b2 − b1 > 0 we have that

X = X1X2 ∼ 2ab11 a
b2
2

Γ(b1) Γ(b2)

(
a2

a1

)ν/2
x(b1+b2)/2−1Kν(2

√
a1a2x)1(0,∞)(x)

X = X1/X2 ∼ Γ(b1 + b2)

Γ(b1)Γ(b2)

ab11 a
b2
2 x

b1−1

(a2 + a1x)b1+b2
1(0,∞)(x) (258)
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• Ratio and product of two independent Uniform distributed random quantities
Consider X∼Un(x|0, 1). Then MX(z) = 1/z with with S =< 0,∞ >. For X = X1· · ·Xn we

have

p(x) =
1

2πi

∫ c+i∞

c−i∞
e−zlnx z−n dz =

(−lnx)n−1

Γ(n)
1(0,1](x) (259)

being z = 0 the only pole or order n.

For X = X1/X2 one has to be careful when defining the contours. In principle,

MX(s) = M1(s)M2(2− s) =
1

s

1

2− s (260)

so the strip of holomorphy is S =< 0, 2 > and there are two poles, at s = 0 and s = 2. If lnx < 0→x <
1 we shall close the Bromwich the contour on the left enclosing the pole at s = 0 and if lnx > 0→x > 1
we shall close the contour on the right enclosing the pole at s = 2 so the integrals converge. Then it is
easy to get that

p(x) =
1

2

[
1(0,1](x) + x−2 1(1,∞)(x)

]
= Un(x|0, 1) + Pa(x|1, 1) (261)

Note that

E[Xn] = MX(n+ 1) =
1

n+ 1

1

1− n (262)

and therefore there are no moments for n≥1.

Example 2.24: Show that if Xi∼Be(xi|ai, bi) with ai, bi > 0, then

Mi(s) =
Γ(ai + bi)

Γ(ai)

Γ(s+ ai − 1)

Γ(s+ ai + bi − 1)
(263)

with S =< 1− ai,∞ > and therefore:

• X = X1X2

p(x) = Np x
a1−1 (1− x)b1+b2−1 F (a1 − a2 + b1, b2, b1 + b2, 1− x)1(0,1)(x) (264)

with

Np =
Γ(a1 + b1)Γ(a2 + b2)

Γ(a1)Γ(a2)Γ(b1 + b2)
(265)

• X = X1/X2

p(x) = N1 x−(a2+1) F (1− b2, a1 + a2, b1 + a1 + a2, x
−1)1(1,∞)(x) + (266)

+ N2 xa1−1 F (1− b1, a1 + a2, b2 + a1 + a2, x)1(0,1)(x) (267)

with

Nk =
B(a1 + a2, bk)

B(a1 + b1)B(a2 + b2)
(268)

Example 2.25: Consider a random quantity

X ∼ p(x|a, b) =
2 a(b+1)/2

Γ(b/2 + 1/2)
e−ax

2
xb (269)
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with a, b > 0 and x∈[0,∞). Show that

M(s)∼ p(x|a, b) =
Γ(b/2 + s/2)

Γ(b/2 + 1/2)
a−(s− 1)/2 (270)

with S =< −b,∞ > and, from this, derive that the probability density function of X = X1X2, with
X1∼p(x1|a1, b1) and X2∼p(x2|a2, b2) independent, is given by:

p(x) =
4
√
a1a2

Γ(b1/2 + 1/2) Γ(b2/2 + 1/2)
(
√
a1a2x)(b1+b2)/2K|ν| (2

√
a1a2x) (271)

with ν = (b2 − b1)/2 and for X = X1/X2 by

p(x) =
2 Γ(b+ 1)

Γ(b1/2 + 1/2) Γ(b2/2 + 1/2)
a1/2 (a x2)b1/2

(1 + a x2)b+1
(272)

with a = a1/a2 and b = (b1 + b2)/2.

Problem 2.4: Show that ifX1,2∼Un(x|0, 1), then forX = XX2
1 we have that p(x) = −x−1 Ei(lnx), with Ei(z)

the exponential integral, and E[Xm] = m−1ln(1 +m).
Hint: Consider Z = logX = X1 logX2 = −X1W2 and the Mellin Transform for the Uniform and Exponential
densities.

2.5.2.4 Distributions with support inR
The Mellin Transform is defined for integrable functions with non-negative support. To deal with the
more general case X∼p(x) with supp{X} = Ωx≥0 + Ωx<0⊆R we have to

1) Express the density as p(x) = p(x) 1x≥0(x)︸ ︷︷ ︸
p+(x)

+ p(x) 1x<0(x)︸ ︷︷ ︸
p−(x)

;

2) Define Y1 = X when x≥0 and Y2 = −X when x < 0 so supp{Y2} is positive and find MY1(s)
and MY2(s);

3) Get from the inverse transform the corresponding densities p1(z) for the quantity of interest Z1 =
Z(Y1, X2, ...) with MY1(s) and p2(z) for Z2 = Z(Y2, X2, ...) with MY2(s) and at the end for
p2(z) make the corresponding change for X→−X .

This is usually quite messy and for most cases of interest it is far easier to find the distribution for
the product and ratio of random quantities with a simple change of variables.

• Ratio of Normal and χ2 distributed random quantities Let’s study the random quantity X =
X1(X2/n)−1/2 where X1∼N(x1|0, 1) with sup{X1} = R and X2∼χ2(x2|n) with sup{X2} = R+.
Then, for X1 we have

p(x1) = p(x1) 1[0,∞)(x1)
︸ ︷︷ ︸

p+(x1)

+ p(x1) 1(−∞,0)(x1)
︸ ︷︷ ︸

p−(x1)

(273)

and therefore for X

X∼p(x) = p(x) 1[0,∞)(x) + p(x) 1(−∞,0)(x) = p+(x) + p−(x) (274)

Since

M2(s) =
2s−1 Γ(n/2 + s− 1)

Γ(n/2)
(275)
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we have for Z = (X2/n)−1/2 that

MZ(s) = n(s−1)/2M2((3− s)/2) =
(n

2

)(s−1)/2 Γ((n+ 1− s)/2)

Γ(n/2)
(276)

for 0 < <(s) < n+ 1. For X1∈[0,∞) we have that

M+
1 (s) =

2s/2Γ(s/2)

2
√

2π
; 0 < <(s) (277)

and therefore

M+
X (s) = M+

1 (s)MZ(s) =
ns/2 Γ(s/2) Γ((n+ 1− s)/2)

2
√
nπ

(278)

with holomorphy stripe 0 < <(s) < n + 1. There are poles at sm = −2m with m = 0, 1, 2, . . . on the
negative real axis and sk = n+ 1 + 2k with k = 0, 1, 2, . . . on the positive real axis. Closing the contour
on the left we include only sm so

p+(x) =
1√

nπΓ(n/2)

∞∑

m=0

(−1)m

Γ(m+ 1)

(
x2

n

)m
Γ

(
m+

n+ 1

2

)
= (279)

=
Γ((n+ 1)/2)√
nπΓ(n/2)

(
1 +

x2

n

)−(n+1)/2

1[0,∞)(x) (280)

For X1∈(−∞, 0) we should in principle define Y = −X1 with support in (0,∞), find MY (s),
obtain the density for X ′ = Y/Z and then obtain the corresponding one for X = −X ′. However, in this
case it is clear by symmetry that p+(x) = p−(x) and therefore

X∼p(x) =
Γ((n+ 1)/2)√
nπΓ(n/2)

(
1 +

x2

n

)−(n+1)/2

1(−∞,∞)(x) = St(x|n) (281)

• Ratio and product of Normal distributed random quantities Consider X1∼N(x1|µ1, σ1) and
X2∼N(x2|µ2, σ2). The Mellin Transform is

MY (s) =
e−µ

2/4σ2

√
2π

σs−1 Γ(s)D−s(∓µ/σ) (282)

with Da(x) the Whittaker Parabolic Cylinder Functions. The upper sign (−) of the argument corre-
sponds to X∈[0,∞) and the lower one (+) to the quantity Y = −X∈(0,∞). Again, the problem is
considerably simplified if µ1 = µ2 = 0 because

MY (z) =
2z/2

2
√

2π
σz−1 Γ(z/2) (283)

with S =< 0,∞ > and, due to symmetry, all contributions are the same. Thus, summing over the poles
at zn = −2n for n = 0, 1, 2, . . . we have that for X = X1X2 and a−1 = 4σ2

1σ
2
2:

p(x) =
2
√
a

π

∞∑

n=0

(
√
a|x|)2n

Γ(n+ 1)2

(
2Ψ(1 + n) − ln(

√
a|x|)

)
=

2
√
a

π
K0(2

√
a|x|) (284)

Dealing with the general case of µi 6=0 it is much more messy to get compact expressions and life
is easier with a simple change of variables. Thus, for instance for X = X1/X2 we have that

p(x) =

√
a1a2

π

∫ ∞

−∞
e−{a1(xw − µ1)2 + a2(w − µ2)2} |w| dw (285)
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where ai = 1/(2σ2
i ) and if we define:

w0 = a2 + a1x
2 ; w1 = a1a2 (xµ2 − µ1)2 and w2 = (a1µ1x+ a2µ2)/

√
w0 (286)

one has:

p(x) =

√
a1a2

π

1

w0
e−w1/w0

(
e−w

2
2 +

√
π w2 erf(w2)

)
1(−∞,∞)(x) (287)

2.6 Ordered Samples
Let X∼p(x|θ) be a one-dimensional random quantity and the experiment e(n) that consists on n in-
dependent observations and results in the exchangeable sequence {x1, x2, . . ., xn} are equivalent to an
observation of the n-dimensional random quantity X∼p(x|θ) where

p(x|θ) = p(x1, x2, . . ., xn|θ) =

n∏

i=1

p(xi|θ) (288)

Consider now a monotonic non-decreasing ordering of the observations

x1≤x2≤ . . . xk−1

︸ ︷︷ ︸
k−1

≤xk≤ xk+1≤ . . .≤xn−1≤xn
︸ ︷︷ ︸

n−k

and the Statistic of Order k; that is, the random quantity X(k) associated with the kth observation
(1≤k≤n) of the ordered sample such that there are k− 1 observations smaller than xk and n− k above
xk. Since

P (X≤xk|θ) =

∫ xk

−∞
p(x|θ)dx = F (xk|θ) and P (X > xk|θ) = 1− F (xk|θ) (289)

we have that

X(k)∼p(xk|θ, n, k) = Cn,k p(xk|θ) [F (xk|θ)]k−1 [1 − F (xk|θ)]n−k (290)

= Cn,k p(xk|θ)
[∫ xk

−∞
p(x|θ) dx

]k−1

︸ ︷︷ ︸
[P (X≤xk)]k−1

[∫ ∞

xk

p(x|θ) dx
]n−k

︸ ︷︷ ︸
[P (X>xk)]n−k

The normalization factor

Cn,k = k

(
n
k

)
(291)

is is given by combinatorial analysis although in general it is easier to get by normalization of the final
density. With a similar reasoning we have that the density function of the two dimensional random
quantity X(ij) = (Xi, Xj); j > i, associated to the observations xi and xj ( Statistic of Order i, j; i < j)
14 will be:

X(ij)∼p(xi, xj |θ, i, j, n) = Cn,i,j

[∫ xi

−∞
p(x|θ)dx

]i−1

︸ ︷︷ ︸
[P (X<xi)]i−1

p(xi|θ)
[∫ xj

xi

p(x|θ)dx
]j−i−1

︸ ︷︷ ︸
[P (xi<X≤<xj)]j−i−1

14If the random quantities Xi are not identically distributed the idea is the same but one hast to deal with permutations and
the expressions are more involved
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p(xj |θ)
[∫ ∞

xj

p(x|θ)dx
]n−j

︸ ︷︷ ︸
[P (xj<X)]n−j

(292)

where (xi, xj)∈(−∞, xj ]×(−∞,∞) or (xi, xj)∈(−∞,∞)×[xi,∞). Again by combinatorial analysis
or integration we have that

Cn,i,j =
n!

(i− 1)! (j − i− 1)! (n− j)! (293)

The main Order Statistics we are usually interested in are

• Maximum X(n) = max{X1, X2, . . ., Xn}:

p(xn|·) = n p(xn|θ)
[∫ xn

−∞
p(x|θ) dx

]n−1

(294)

• Minimum X(1) = min{X1, X2, . . ., Xn}:

p(x1|·) = n p(x1|θ)
[∫ ∞

x1

p(x|θ) dx
]n−1

(295)

• Range R = X(n) −X(1)

p(x1, xn|·) = n(n− 1) p(x1|θ) p(xn|θ)
[∫ xn

x1

p(x|θ) dx
]n−2

(296)

If supp(X) = [a, b], then R∈(0, b− a) and

p(r) = n(n− 1)

{∫ b−r

a
p(w + r) p(w) [F (w + r)− F (w)]n−2 dw

}
(297)

There is no explicit form unless we specify the Distribution Function F (x|θ).
• Difference S = X(i+1) −X(i). If supp(X) = [a, b], then S∈(0, b− a) and

p(s) =
Γ(n+ 1)

Γ(i)Γ(n− i)

{∫ b−s

a
p(w + s) p(w) [F (w)]i−1 [1− F (w + s)]n−i−1 dw

}
(298)

In the case of discrete random quantities, the idea is the same but a bit more messy because one
has to watch for the discontinuities of the Distribution Function. Thus, for instance:

• Maximum X(n) = max{X1, X2, . . ., Xn}:
X(n)≤x iff all xi are less or equal x and this happens with probability

P (xn≤x) = [F (x)]n (299)

X(n) < x iff all xi are less than x and this happens with probability

P (xn < x) = [F (x− 1)]n (300)

Therefore

P (xn = x) = P (xn≤x)− P (xn < x) = [F (x)]n − [F (x− 1)]n (301)
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• Minimum X(1) = min{X1, X2, . . ., Xn}:
X(1)≥x iff all xi are grater or equal x and this happens with probability

P (x1≥x) = 1− P (x1 < x) = [1− F (x− 1)]n (302)

X(1) > x iff all xi are greater than x and this happens with probability

P (x1 > x) = 1− P (x1≤x) = [1− F (x)]n (303)

Therefore

P (x1 = x) = P (x1≤x)− P (x1 < x) = [1− P (x1 > x)]− [1− P (x1≥x)] =

= [1− F (x− 1)]n − [1− F (x)]n (304)

Example 2.26: Let X∼Un(x|a, b) and an iid sample of size n. Then, if L = b− a:

• Maximum: p(xn) = n
(xn − a)n−1

(b − a)n
1(a,b)(xn)

• Minimum: p(x1) = n
(b − x1)n−1

(b − a)n
1(a,b)(x1)

• Range: R = X(n) −X(1) : p(r) = n(n−1)
L

(
r
L

)n−2 (
1− r

L

)
1(0,L)(r)

• Difference: S = X(k+1) −X(k) : p(s) = n
L

(
1− s

L

)n−1
1(0,L)(s)

Example 2.27: Let’s look at the Uniform distribution in more detail. Consider a random quantity X∼Un(x|a, b),
the experiment e(n) that provides a sample of n independent events and the ordered sample

Xn = {x1≤x2≤ . . .≤xk ≤ . . .≤xk+p≤ . . .≤xn−1≤xn} (305)

Then, for the ordered statistics Xk, Xk+p and Xk+p+1 with k, p∈N , 1≤k≤n− 1 and p≤n− k − 1 we have that

k − 1 p− 1 n− (k + p+ 1)

a . . . xk . . . xk+p xk+p+1 . . . b

p(xk, xk+p|a, b, n, p) ∝
[∫ xk

a

ds1

]k−1 [∫ xk+p

xk

ds2

]p−1
[∫ b

xk+p+1

ds3

]n−(k+p+1)

(306)

Let’s think for instance that those are the arrival times of n events collected with a detector in a time window
[a = 0, b = T ]. If we define w1 = xk+p − xk and w2 = xk+p+1 − xk we have that

p(xk, w1, w2|T, n, p) = xk−1
k wp−1

1 (T − xk − w2)n−k−p−11[0,T−w2](xk)1[0,w2](w1)1[0,T ](w2) (307)

and, after integration of xk:

p(w1, w2|T, n, p) =

(
n
p

)
p(n− p)
Tn

wp−1
1 (T − w2)n−p−11[0,w2](w1)1[0,T ](w2) (308)

Observe that the support can be expressed also as 1[0,T ](w1)1[w1,T ](w2) and that the distribution of (W1,W2)
does not depend on k. The marginal densities are given by:

p(w1|T, n, p) =

(
n
p

)
p

Tn
wp−1

1 (T − w1)n−p 1[0,T ](w1) (309)
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p(w2|T, n, p) =

(
n
p

)
n− p
Tn

wp2 (T − w2)n−p−1 1[0,T ](w2) (310)

and if we take the limit T→∞ and n→∞ keeping the the rate λ = n/T constant we have

lim
T,n→∞

p(w1, w2|T, n, p) = p(w1, w2|λ, p) =
λp+1

Γ(p)
e−λw2 wp−1

1 1[0,w2)(w1) 1[0,∞)(w2) (311)

and

p(w1|λ, p) =
λp

Γ(p)
e−λw1 wp−1

1 1[0,∞)(w1) (312)

In consequence, under the stated conditions the time difference between two consecutive events (p = 1) tends to
an exponential distribution. Let’s consider for simplicity this limiting behaviour in what follows and leave as an
exercise the more involved case of finite time window T .

Suppose now that after having observed one event, say xk, we have a dead-time of size a in the detector
during which we can not process any data. All the events that fall in (xk, xk + a) are lost (unless we play with
buffers). If the next observed event is at time xk+p+1, we have lost p events and the probability for this to happen
is

P(w1≤a,w2≥a|λ, p) = e−λa
(λa)p

Γ(p+ 1)
(313)

that is, N lost∼Po(p|λa) regardless the position of the last recorded time (xk) in the ordered sequence. As one
could easily have intuited, the expected number of events lost for each observed one is E[N lost] = λa. Last, it is
clear that the density for the time difference between two consecutive observed events when p are lost due to the
dead-time is

p(w2|w1≤a, λ, p) = λ e−λ(w2−a) 1[a,∞)(w2) (314)

Note that it depends on the dead-time window a and not on the number of events lost.

Example 2.28: Let X∼Ex(x|λ) and an iid sample of size n. Then:

• Maximum: p(xn) = nλ e−λxn (1 − e−λxn)n−11(0,∞)(xn)

• Minimum: p(x1) = nλ e−λnx11(0,∞)(x1)

• Range: R = X(n) −X(1) : p(r) = (n− 1)λn−1e−λr
[
1− e−λr

]n−2
1(0,∞)(r)

• Difference: S = X(k+1) −X(k) : p(s) = (n− k)λe−λx(n−k)1(0,∞)(s)

2.7 Limit Theorems and Convergence
In Probability, the Limit Theorems are statements that, under the conditions of applicability, describe the
behavior of a sequence of random quantities or of Distribution Functions. In principle, whenever we can
define a distance (or at least a positive defined set function) we can establish a convergence criteria and,
obviously, some will be stronger than others so, for instance, a sequence of random quantities {Xi}∞i=1

may converge according to one criteria and not to other. The most usual types of convergence, their
relation and the Theorems derived from them are:
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Distribution =⇒ Central Limit Theorem
⇑ =⇒ Glivenko-Cantelly Theorem (weak form)
⇑

Probability =⇒ Weak Law of Large Numbers
⇑ ⇑
⇑ Almost Sure =⇒ Strong Law of Large Numbers
⇑

Lp(R) Norm =⇒ Convergence in Quadratic Mean

Uniform =⇒ Glivenko-Cantelly Theorem

so Convergence in Distribution is the weakest of all since does not imply any of the others. In principle,
there will be no explicit mention to statistical independence of the random quantities of the sequence nor
to an specific Distribution Function. In most cases we shall just state the different criteria for convergence
and refer to the literature, for instance [?], for further details and demonstrations. Let’s start with the very
useful Chebyshev’s Theorem.

2.7.1 Chebyshev’s Theorem

Let X be a random quantity that takes values in Ω⊂R with Distribution Function F (x) and consider the
random quantity Y = g(X) with g(X) a non-negative single valued function for all X∈Ω. Then, for
α∈R+

P (g(X) ≥ α) ≤ E[g(X)]

α
(315)

In fact, given a measure space (Ω,BΩ, µ), for any µ-integrable function f(x) and c > 0 we have for
A = {x : |f(x)|≥c} that c1A(x)≤|f(x)| for all x and therefore

cµ(A) =

∫
c1A(x)dµ≤

∫
|f(x)|dµ (316)

Let’s see two particular cases. First, consider g(X) = (X − µ)2n where µ = E[X] and n a
positive integer such that g(X) ≥ 0 ∀X ∈ Ω. Applying Chebishev’s Theorem:

P ((X − µ)2n ≥ α) = P (|X − µ| ≥ α1/2n) ≤ E[(X − µ)2n]

α
=

µ2n

α
(317)

For n = 1, if we take α = k2σ2 we get the Bienaymé-Chebishev’s inequality

P (|X − µ| ≥ kσ) ≤ 1/k2 (318)

that is, whatever the Distribution Function of the random quantity X is, the probability that X differs
from its expected value µmore than k times its standard deviation is less or equal than 1/k2. As a second
case, assume X takes only positive real values and has a first order moment E[X] = µ. Then (Markov’s
inequality):

P (X ≥ α) ≤ µ

α

α=kµ−→ P (X ≥ kµ) ≤ 1/k (319)

The Markov and Bienaymé-Chebishev’s inequalities provide upper bounds for the probability
knowing just mean value and the variance although they are usually very conservative. They can be
considerably improved if we have more information about the Distribution Function but, as we shall see,
the main interest of Chebishev’s inequality lies on its importance to prove Limit Theorems.
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2.7.2 Convergence in Probability
The sequence of random quantities {Xn(w)}∞n=1 converges in probability to X(w) iff:

lim
n→∞

P (|Xn(w)−X(w)| ≥ ε) = 0 ; ∀ε > 0 ; (320)

or, equivalently, iff:

lim
n→∞

P (|Xn(w)−X(w)| < ε) = 1 ∀ε > 0 ; (321)

Note that P (|Xn(w) − X(w)| ≥ ε) is a a real number so this is is the usual limit for a sequence of
real numbers and, in consequence, for all ε > 0 and δ > 0 ∃n0(ε, δ) such that for all n > n0(ε, δ) it
holds that P (|Xn(w) − X(w)|≥ε) < δ. For a sequence of n-dimensional random quantities, this can
be generalized to limn→∞ P (‖Xn(w), X(w)‖) and, as said earlier, Convergence in Probability implies
Convergence in Distribution but the converse is not true. An important consequence of the Convergence
in Probability is the

• Weak Law of Large Numbers: Consider a sequence of independent random quantities {Xi(w)}∞i=1,
all with the same Distribution Function and first order moment E[Xi(w)] = µ, and define a new random
quantity

Zn(w) =
1

n

n∑

i=i

Xi(w) (322)

The, the sequence {Zn(w)}∞n=1 converges in probability to µ; that is:

lim
n→∞

P (|Zn(w)− µ| ≥ ε) = 0 ; ∀ε > 0 ; (323)

The Law of Large Numbers was stated first by J. Bernoulli in 1713 for the Binomial Distribution, gen-
eralized (and named Law of Large Numbers) by S.D. Poisson and shown in the general case by A.
Khinchin in 1929. In the case Xi(w) have variance V (Xi) = σ2 it is straight forward from Chebishev’s
inequality:

P (|Zn − µ|≥ε) = P
(
(Zn − µ)2≥ε2

)
≤E[(Zn − µ)2]

ε2
=

σ2

nε2
(324)

Intuitively, Convergence in Probability means that when n is very large, the probability that Zn(w)
differs from µ by a small amount is very small; that is, Zn(w) gets more concentrated around µ. But
“very small” is not zero and it may happen that for some k > n Zk differs from µ by more than ε. An
stronger criteria of convergence is the Almost Sure Convergence.

2.7.3 Almost Sure Convergence
A sequence {Xn(w)}∞n=1 of random quantities converges almost sure to X(w) if, and only if:

lim
n→∞

Xn(w) = X(w) (325)

for all w∈Ω except at most on a set W⊂Ω of zero measure (P (W ) = 0 so it is also referred to as
convergence almost everywhere). This means that for all ε > 0 and all w∈W c = Ω−W , ∃n0(ε, w) > 0
such that |Xn(w)−X(w)| < ε for all n > n0(ε, w). Thus, we have the equivalent forms:

P
[

lim
n→∞

|Xn(w)−X(w)| ≥ ε
]

= 0 or P
[

lim
n→∞

|Xn(w)−X(w)| < ε
]

= 1 (326)
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for all ε > 0. Needed less to say that the random quantities X1, X2 ... and X are defined on the same
probability space. Again, Almost Sure Convergence implies Convergence in Probability but the converse
is not true. An important consequence of the Almost Sure Convergence is the:

• Strong Law of Large Numbers (E. Borel 1909, A.N. Kolmogorov,...) : Let {Xi(w)}∞i=1 be a se-
quence of independent random quantities all with the same Distribution Function and first order moment
E[Xi(w)] = µ. Then the sequence {Zn(w)}∞n=1 with

Zn(w) =
1

n

n∑

i=i

Xi(w) (327)

converges almost sure to µ; that is:

P
[

lim
n→∞

|Zn(w)− µ| ≥ ε
]

= 0 ∀ε > 0 (328)

Intuitively, Almost Sure Convergence means that the probability that for some k > n, Zk differs
from µ by more than ε becomes smaller as n grows.

2.7.4 Convergence in Distribution
Consider the sequence of random quantities {Xn(ω)}∞n=1 and of their corresponding Distribution
Functions {Fn(x)}∞n=1. In the limit n→∞, the random quantity Xn(w) tends to be distributed as
X(w)∼F (x) iff

lim
n→∞

Fn(x) = F (x) ⇔ lim
n→∞

P (Xn≤x) = P (X≤x) ; ∀x∈C(F ) (329)

with C(F ) the set of points of continuity of F (x). Expressed in a different manner, the sequence
{Xn(w)}∞n=1 Converges in Distribution to X(w) if, and only if, for all ε > 0 and x∈C(F ), ∃n0(ε, x)
such that |Fn(x) − F (x)| < ε, ∀n > n0(ε, x). Note that, in general, n0 depends on x so it is possible
that, given an ε > 0, the value of n0 for which the condition |Fn(x) − F (x)| < ε is satisfied for certain
values of x may not be valid for others. It is important to note also that we have not made any statement
about the statistical independence of the random quantities and that the Convergence in Distribution is
determined only by the Distribution Functions so the corresponding random quantities do not have to be
defined on the same probability space. To study the Convergence in Distribution, the following theorem
it is very useful:

• Theorem (Lévy 1937; Cramèr 1937) : Consider a sequence of Distribution Functions {Fn(x)}∞n=1

and of the corresponding Characteristic Functions {Φn(t)}∞n=1. Then

. if limn→∞ Fn(x) = F (x), then limn→∞Φn(t) = Φ(t) for all t∈R with Φ(t) the Characteristic
Function of F (x).

. Conversely, if Φn(t)
n→∞−→ Φ(t) ∀t∈R and Φ(t) is continuous at t = 0, then Fn(x)

n→∞−→ F (x)

This criteria of convergence is weak in the sense that if there is convergence if probability or almost
sure or in quadratic mean then there is convergence in distribution but the converse is not necessarily true.
However, there is a very important consequence of the Convergence in Distribution:

• Central Limit Theorem (Lindberg-Levy) : Let {Xi(w)}∞i=1 be a sequence of independent random
quantities all with the same Distribution Function and with second order moments so E[Xi(w)] = µ and
V [Xi(w)] = σ2. Then the sequence {Zn(w)}∞n=1 of random quantities

Zn(w) =
1

n

n∑

i=i

Xi(w) (330)
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with

E[Zn] =
1

n

n∑

i=i

E[Xi] = µ and V [Zn] =
1

n2

n∑

i=i

V [Xi] =
σ2

n
(331)

tends, in the limit n→∞, to be distributed as N(z|µ, σ/√n) or, what is the same, the standardized
random quantity

∼
Zn =

Zn − µ√
V [Zn]

=

1
n

n∑

i=1

Xi − µ

σ/
√
n

(332)

tends to be distributed as N(x|0, 1).

Consider, without loss of generality, the random quantity Wi = Xi − µ so that E[Wi] = E[Xi]−
µ = 0 and V [Wi] = V [Xi] = σ2. Then,

ΦW (t) = 1 − 1

2
t2σ2 + O(tk) (333)

Since we require that the random quantities Xi have at least moments of order two, the remaining terms
O(tk) are either zero or powers of t larger than 2. Then,

Zn =
1

n

n∑

i=i

Xi =
1

n

n∑

i=i

Wi + µ ; E[Zn] = µ ; V [Zn] = σ2
Zn =

σ2

n
(334)

so

ΦZn(t) = eitµ [ΦW (t/n)]n −→ lim
n→∞

ΦZn(t) = eitµ lim
n→∞

[ΦW (t/n)]n (335)

Now, since:

ΦW (t/n) = 1− 1

2
(
t

n
)2σ2 +O(tk/nk) = 1 − 1

2

t2

n
σ2
Zn +O(tk/nk) (336)

we have that:

lim
n→∞

[ΦW (t/n)]n = limn→∞

[
1 − 1

2

t2

n
σ2
Zn + O(tk/nk)

]n
= exp {− 1

2
t2σ2

Zn} (337)

and therefore:

lim
n→∞

ΦZn(t) = eitµ e−
1
2
t2σ2/n (338)

so, limn→∞ Zn∼N(x|µ, σ/√n).

The first indications about the Central Limit Theorem are due to A. De Moivre (1733). Later, C.F.
Gauss and P.S. Laplace enunciated the behavior in a general way and, in 1901, A. Lyapunov gave the first
rigorous demonstration under more restrictive conditions. The theorem in the form we have presented
here is due to Lindeberg and Lévy and requires that the random quantities Xi are:

i) Statistically Independent;
ii) have the same Distribution Function;

iii) First and Second order moments exist (i.e. they have mean value and variance).
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In general, there is a set of Central Limit Theorems depending on which of the previous conditions are
satisfied and justify the empirical fact that many natural phenomena are adequately described by the
Normal Distribution. To quote E. T. Whittaker and G. Robinson (Calculus of Observations):

"Everybody believes in the exponential law of errors;
The experimenters because they think that it can be proved by mathematics;
and the mathematicians because they believe it has been established by observation"

Example 2.29: From the limiting behavior of the Characteristic Function, show that:

• If X∼Bi(r|n, p), in the limit p→ 0 with np constant tends to a Poisson Distribution Po(r|µ = np);
• If X∼Bi(r|n, p), in the limit n→∞ the standardized random quantity

Z =
X − µX
σX

=
X − np√
npq

n→∞∼ N(x|0, 1) (339)

• If X∼Po(r|µ), then

Z =
X − µX
σX

=
X − µ√

µ

µ→∞∼ N(x|0, 1) (340)

• X∼χ2(x|n), then n→∞ the standardized random quantity

Z =
X − µX
σX

=
X − ν√

2ν

n→∞∼ N(x|0, 1) (341)

• The Student’s Distribution St(x|0, 1, ν) converges to N(x|0, 1) in the limit ν→∞;
• The Snedecor’s Distribution Sn(x|ν1, ν2) converges to χ2(x|ν1) in the limit ν2→∞, to St(x|0, 1, ν2) in

the limit ν1→∞ and to N(x|0, 1) in the limit ν1, ν2→∞.

Example 2.30: It is interesting to see the Central Limit Theorem at work. For this, we have done a Monte Carlo
sampling of the random quantity X∼Un(x|0, 1). The sampling distribution is shown in the figure ?? (1) and the
following ones (2-6) show the sample mean of n = 2 (2), 5 (3), 10 (4), 20 (5) y 50 (6) consecutive values. Each
histogram has 500000 events and, as you can see, as n grows the distribution “looks” more Normal. For n = 20
and n = 50 the Normal distribution is superimposed.

The same behavior is observed in figure ?? where we have generated a sequence of values from a parabolic
distribution with minimum at x = 1 and support on Ω = [0, 2].

Last, figure ?? shows the results for a sampling from the Cauchy Distribution X∼Ca(x|0, 1). As you can
see, the sampling averages follow a Cauchy Distribution regardless the value of n. For n = 20 and n = 50 a
Cauchy and a Normal distributions have been superimposed. In this case, since the Cauchy Distribution has no
moments the Central Limit Theorem does not apply.

Example 2.31: Let {Xi(w)}∞i=1 be a sequence of independent random quantities all with the same Distribution
Function, mean value µ and variance σ2 and consider the random quantity

Z(w) =
1

n

n∑

i=i

Xi(w) (342)

What is the value of n such that the probability that Z differs from µ more than ε is less than δ = 0.01?
From the Central Limit Theorem we know that in the limit n→∞, Z∼N(x|µ, σ/√n) so we may consider

that, for large n:

P (|Z − µ| ≥ ε) = P (µ− ε ≥ Z ≥ µ+ ε)' (343)

'
∫ µ−ε

−∞
N(x|µ, σ) dx +

∫ +∞

µ+ε

N(x|µ, σ) dx = 1− erf
[√

nε

σ
√

2

]
< δ (344)
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For δ = 0.01 we have that
√
nε

σ
≥ 2.575 −→ n ≥ 6.63σ2

ε2
(345)

2.7.5 Convergence in Lp Norm
A sequence of random quantities {Xn(w)}∞n=1 converges to X(w) in Lp(R) (p≥1) norm iff,

X(w)∈Lp(R), Xn(w)∈Lp(R) ∀n and lim
n→∞

E[|Xn(w)−X(w)|p] = 0 (346)

that is, iff for any real ε > 0 there exists a natural n0(ε) > 0 such that for all n≥n0(ε) it holds that
E[|Xn(w)−X(w)|p] < ε. In the particular case that p = 2 it is called Convergence in Quadratic Mean.

From Chebyshev’s Theorem

P (|Xn(w)−X(w)| ≥ α1/p) ≤ E[(Xn(w)−X(w))p]

α
(347)

so, taking α = εp, if there is convergence in Lp(R) norm:

lim
n→∞

P (|Xn(w)−X(w)| ≥ ε) ≤ lim
n→∞

E[(Xn(w)−X(w))p]

εp
= 0 ∀ε > 0 (348)

and, in consequence, we have convergence in probability.

2.7.6 Uniform Convergence
In some cases, point-wise convergence of Distribution Functions is not strong enough to guarantee the
desired behavior and we require a stronger type of convergence. To some extent one may think that, more
than a criteria of convergence, Uniform Convergence refers to the way in which it is achieved. Point-
wise convergence requires the existence of an n0 that may depend on ε and on x so that the condition
|fn(x) − f(x)| < ε for n≥n0 may be satisfied for some values of x and not for others, for which a
different value of n0 is needed. The idea behind uniform convergence is that we can find a value of n0

for which the condition is satisfied regardless the value of x. Thus, we say that a sequence {fn(x)}∞n=1

converges uniformly to f(x) iff:

∀ε > 0 , ∃n0∈N such that |fn(x)− f(x)| < ε ∀n > n0 and ∀x (349)

or, in other words, iff:

supx |fn(x)− f(x)| n→∞−→ 0 (350)

Thus, it is a stronger type of convergence that implies point-wise convergence. Intuitively, one may
visualize the uniform convergence of fn(x) to f(x) if one can draw a band f(x)±ε that contains all fn(x)
for any n sufficiently large. Look for instance at the sequence of functions fn(x) = x(1 + 1/n) with
n = 1, 2, . . . and x∈R. It is clear that converges point-wise to f(x) = x because limn→∞ fn(x) = f(x)
for all x∈R; that is, if we take n0(x, ε) = x/ε, for all n > n0(x, ε) it is true that |fn(x)− f(x)| < ε but
for larger values of x we need larger values of n. Thus, the the convergence is not uniform because

supx |fn(x)− f(x)| = supx |x/n| = ∞ ∀n∈N (351)

Intuitively, for whatever small a given ε is, the band f(x)±ε = x±ε does not contain fn(x) for all n
sufficiently large. As a second example, take fn(x) = xn with x∈(0, 1). We have that limn→∞fn(x) = 0
but supx|gn(x)| = 1 so the convergence is not uniform. For the cases we shall be interested in, if a
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Fig. 2: Generated sample from Un(x|0, 1) (1) and sampling distribution of the mean of 2 (2), 5 (3), 10 (4), 20 (5)
y 50 (6) generated values.
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Fig. 3: Generated sample from a parabolic distribution with minimum at x = 1 and support on Ω = [0, 2] (1) and
sampling distribution of the mean of 2 (2), 5 (3), 10 (4), 20 (5) y 50 (6) generated values.
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Fig. 4: Generated sample from a Cauchy distribution Ca(x|0, 1) (1) and sampling distribution of the mean of 2
(2), 5 (3), 10 (4), 20 (5) y 50 (6) generated values.
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Distribution Function F (x) is continuous and the sequence of {Fn(x)}∞n=1 converges in distribution to
F (x) (i.e. point-wise) then it does uniformly too. An important case of uniform convergence is the
(sometimes called Fundamental Theorem of Statistics):

• Glivenko-Cantelli Theorem (V. Glivenko-F.P. Cantelli; 1933) : Consider the random quantity
X∼F (x) and a statistically independent (essential point) sampling of size n {x1, x2, . . ., xn}. The em-
pirical Distribution Function

Fn(x) =
1

n

n∑

i=1

1(−∞,x](xi) (352)

converges uniformly to F (x); that is (Kolmogorov-Smirnov Statistic):

limn→∞ supx |Fn(x) − F (x)| = 0 (353)

Let’s see the convergence in probability, in quadratic mean and, in consequence, in distribution.
For a fixed value x = x0, Y = 1(−∞,x0](X) is a random quantity that follows a Bernoulli distribution
with probability

p = P (Y = 1) = P (1(−∞,x0](x) = 1) = P (X≤x0) = F (x0) (354)

P (Y = 0) = P (1(−∞,x0](x) = 0) = P (X > x0) = 1 − F (x0) (355)

and Characteristic Function

ΦY (t) = E[eitY ] = eit p + (1 − p) = eit F (x0) + (1 − F (x0)) (356)

Then, for a fixed value of x we have for the random quantity

Zn(x) =
n∑

i=1

1(−∞,x](xi) = nFn(x) −→ ΦZn(t) =
(
eit F (x) + (1 − F (x))

)n
(357)

and therefore Zn(x)∼Bi(k|n, F (x)) so, if W = nFn(x), then

P (W = k|n, F (x)) =

(
n
k

)
F (x)k (1 − F (x))n−k (358)

with

E[W ] = nF (x) −→ E[Fn(x)] = F (x)

V [W ] = nF (x) (1− F (x)) −→ V [Fn(x)] =
1

n
F (x) (1− F (x)) (359)

From Chebishev’s Theorem

P (|Fn(x) − F (x)| ≥ ε) ≤ 1

n ε2
F (x) (1− F (x)) (360)

and therefore

limn→∞ P [|Fn(x) − F (x)| ≥ ε] = 0 ; ∀ε > 0 (361)

so the empirical Distribution Function Fn(x) converges in probability to F (x). In fact, since

limn→∞E[|Fn(x) − F (x)|2] = limn→∞
F (x) (1− F (x))

n
= 0 (362)
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Fig. 5: Empirical Distribution Function of example 2.32 for sample sizes 10 (blue), 50 (green) and 100 (red)
together with the Distribution Function (black).

converges also in quadratic mean and therefore in distribution.

Example 2.32: Let X = X1/X2 with Xi∼Un(x|0, 1); i = 1, 2 and Distribution Function

F (x) =
x

2
1(0,1](x) +

(
1− x

2

)
1(1,∞)(x) (363)

that you can get (exercise) from the Mellin Transform. This is depicted in black in figure ??. There are no
moments for this distribution; that is E[Xn] does not exist for n≥1. We have done Monte Carlo samplings of size
n = 10, 50 and 100 and the corresponding empirical Distribution Functions

Fn(x) =
1

n

n∑

i=1

1(−∞,x](xi) (364)

are shown in blue, read and green respectively.

"... some rule could be found, according to which we ought to estimate the chance that the
probability for the happening of an event perfectly unknown, should lie between any two
named degrees of probability, antecedently to any experiments made about it;..."

An Essay towards solving a Problem in the Doctrine of Chances.
By the late Rev. Mr. Bayes ...

3 Bayesian Inference
The goal of statistical inference is to get information from experimental observations about quantities
(parameters, models,...) on which we want to learn something, be them directly observable or not.
Bayesian inference 15 is based on the Bayes rule and considers probability as a measure of the the degree
of knowledge we have on the quantities of interest. Bayesian methods provide a framework with enough
freedom to analyze different models, as complex as needed, using in a natural and conceptually simple
way all the information available from the experimental data within a scheme that allows to understand
the different steps of the learning process:

15For a gentle reading on the subject see [?]
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1) state the knowledge we have before we do the experiment;
2) how the knowledge is modified after the data is taken;
3) how to incorporate new experimental results.
4) predict what shall we expect in a future experiment from the knowledge acquired.

It was Sir R.A Fisher, one of the greatest statisticians ever, who said that "The Theory of Inverse
Probability (that is how Bayesianism was called at the beginning of the XXth century) is founded upon
an error and must be wholly rejected" although, as time went by, he became a little more acquiescent
with Bayesianism. You will see that that Bayesianism is great, rational, coherent, conceptually simple,...
"even useful",... and worth to, at least, take a look at it and at the more detailed references on the subject
given along the section. At the end, to quote Lindley, "Inside every non-Bayesian there is a Bayesian
struggling to get out". For a more classical approach to Statistical Inference see [?] where most of what
you will need in Experimental Physics is covered in detail.

3.1 Elements of Parametric Inference
Consider an experiment designed to provide information about the set of parameters θ = {θ1, . . ., θk}
∈Θ ⊆ Rk and whose realization results in the random sample x = {x1, x2, . . ., xn}. The inferential
process entails:

1) Specification of the probabilistic model for the random quantities of interest; that is, state the joint
density:

p(θ,x) = p(θ1, θ2, . . ., θk, x1, x2, . . ., xn); θ = ∈Θ ⊆ Rk; x∈X (365)

2) Conditioning the observed data (x) to the parameters (θ) of the model:

p(θ,x) = p(x|θ) p(θ) (366)

3) Last, since p(θ,x) = p(x|θ) p(θ) = p(θ|x) p(x) and

p(x) =

∫

Θ
p(x, θ) dθ =

∫

Θ
p(x|θ) p(θ) dθ (367)

we have ( Bayes Rule) that:

p(θ|x) =
p(x|θ) p(θ)∫

Θ
p(x|θ) p(θ)dθ

(368)

This is the basic equation for parametric inference. The integral of the denominator does not
depend on the parameters (θ) of interest; is just a normalization factor so we can write in a general way;

p(θ|x) ∝ p(x|θ) p(θ) (369)

Let’s see these elements in detail:

p(θ|x) : This is the Posterior Distribution that quantifies the knowledge we have on
the parameters of interest θ conditioned to the observed data x (that is, after
the experiment has been done) and will allow to perform inferences about
the parameters;
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p(x|θ) : The Likelihood ; the sampling distribution considered as a function of the
parameters θ for the fixed values (already observed) x. Usually, it is writ-
ten as `(θ; x) to stress the fact that it is a function of the parameters.

The experimental results modify the prior knowledge we have on the pa-
rameters θ only through the likelihood so, for the inferential process, we
can consider the likelihood function defined up to multiplicative factors
provided they do not depend on the parameters.

p(θ) : This is a reference function, independent of the results of the experiment,
that quantifies or expresses, in a sense to be discussed later, the knowledge
we have on the parameters θ before the experiment is done. It is termed
Prior Density although, in many cases, it is an improper function and there-
fore not a probability density.

3.2 Exchangeable sequences
The inferential process to obtain information about a set of parameters θ∈Θ of a model X∼p(x|θ)
with X∈ΩX is based on the realization of an experiment e(1) that provides an observation {x1}. The
n−fold repetition of the experiment under the same conditions, e(n), will provide the random sample
x = {x1, x2, . . ., xn} and this can be considered as a draw of the n-dimensional random quantity X =
(X1, X2, . . . , Xn) where each Xi∼p(x|θ).

In Classical Statistics, the inferential process makes extensive use of the idea that the observed
sample is originated from a sequence of independent and identically distributed (iid) random quantities
while Bayesian Inference rests on the less restrictive idea of exchangeability [?]. An infinite sequence
of random quantities {Xi}∞i=1 is said to be exchangeable if any finite sub-sequence {X1, X2, . . ., Xn}
is exchangeable; that is, if the joint density p(x1, x2, . . ., xn) is invariant under any permutation of the
indices.

The hypothesis of exchangeability assumes a symmetry of the experimental observations {x1, x2,
. . ., xn} such that the subscripts which identify a particular observation (for instance the order in which
they appear) are irrelevant for the inferences. Clearly, if {X1, X2, . . .Xn} are iid then the conditional
joint density can be expressed as:

p(x1, x2, . . ., xn) =

n∏

i=1

p(xi) (370)

and therefore, since the product is invariant to reordering, is an exchangeable sequence. The converse
is not necessarily true 16 so the hypothesis of exchangeability is weaker than the hypothesis of indepen-
dence. Now, if {Xi}∞i=1 is an exchangeable sequence of real-valued random quantities it can be shown
that, for any finite subset, there exists a parameter θ∈Θ, a parametric model p(x|θ) and measure dµ(θ)
such that 17:

p(x1, x2, . . ., xn) =

∫

Θ

n∏

i=1

p(xi|θ) dµ(θ) (371)

Thus, any finite sequence of exchangeable observations is described by a model p(x|θ) and, if dµ(θ) =
p(θ)dθ, there is a prior density p(θ) that we may consider as describing the available information on the

16It is easy to check for instance that if X0 is a non-trivial random quantity independent of the Xi, the sequence {X0 +
X1, X0 +X2, . . .X0 +Xn} is exchangeable but not iid.

17This is referred as De Finetti’s Theorem after B. de Finetti (1930s) and was generalized by E. Hewitt and L.J. Savage in
the 1950s. See [?].
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parameter θ before the experiment is done. This justifies and, in fact, leads to the Bayesian approach in
which, by formally applying Bayes Theorem

p(x, θ) = p(x|θ) p(θ) = p(θ|x) p(x) (372)

we obtain the posterior density p(θ|x) that accounts for the degree of knowledge we have on the pa-
rameter after the experiment has been performed. Note that the random quantities of the exchangeable
sequence {X1, X2, . . ., Xn} are conditionally independent given θ but not iid because

p(xj) =

∫

Θ
p(xj |θ) dµ(θ)




n∏

i( 6=j)=1

∫

ΩX

p(xi|θ) dxi


 (373)

and

p(x1, x2, . . ., xn) 6=
n∏

i=1

p(xi) (374)

There are situations for which the hypothesis of exchangeability can not be assumed to hold. That
is the case, for instance, when the data collected by an experiment depends on the running conditions
that may be different for different periods of time, for data provided by two different experiments with
different acceptances, selection criteria, efficiencies,... or the same medical treatment when applied to
individuals from different environments, sex, ethnic groups,... In these cases, we shall have different
units of observation and it may be more sound to assume partial exchangeability within each unit (data
taking periods, detectors, hospitals,...) and design a hierarchical structure with parameters that account
for the relevant information from each unit analyzing all the data in a more global framework.

NOTE 5: Suppose that we have a parametric model p1(x|θ) and the exchangeable sample x1 = {x1, x2,
. . ., xn} provided by the experiment e1(n). The inferences on the parameters θ will be drawn from the
posterior density p(θ|x1)∝p1(x1|θ)p(θ). Now, we do a second experiment e2(m), statistically indepen-
dent of the first, that provides the exchangeable sample x2 = {xn+1, xn+2, . . ., xn+m} from the model
p2(x|θ). It is sound to take as prior density for this second experiment the posterior of the first including
therefore the information that we already have about θ so

p(θ|x2)∝p2(x2|θ)p(θ|x1)∝p2(x2|θ)p1(x1|θ)p(θ). (375)

Being the two experiments statistically independent and their sequences exchangeable, if they have the
same sampling distribution p(x|θ) we have that p1(x1|θ)p2(x2|θ) = p(x|θ) where x = {x1,x2} =
{x1, . . . , xn, xn+1, . . . , xn+m} and therefore p(θ|x2)∝ p(x|θ) p(θ). Thus, the knowledge we have on θ
including the information provided by the experiments e1(n) and e2(m) is determined by the likelihood
function p(x|θ) and, in consequence, under the aforementioned conditions the realization of e1(n) first
and e2(m) after is equivalent, from the inferential point of view, to the realization of the experiment
e(n+m).

3.3 Predictive Inference
Consider the realization of the experiment e1(n) that provides the sample x = {x1, x2, . . ., xn} drawn
from the model p(x|θ). Inferences about θ∈Θ are determined by the posterior density

p(θ|x) ∝ p(x|θ)π(θ) (376)
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Now suppose that, under the same model and the same experimental conditions, we think about
doing a new independent experiment e2(m). What will be the distribution of the random sample
y = {y1, y2, . . ., ym} not yet observed? Consider the experiment e(n+m) and the sampling density

p(θ,x,y) = p(x,y|θ)π(θ) (377)

Since both experiments are independent and iid, we have the joint density

p(x,y|θ) = p(x|θ) p(y|θ) −→ p(θ,x,y) = p(x|θ) p(y|θ)π(θ) (378)

and integrating the parameter θ∈Θ:

p(y,x) = p(y|x) p(x) =

∫

Θ
p(y|θ) p(x|θ)π(θ)dθ = p(x)

∫

Θ
p(y|θ) p(θ|x) dθ (379)

Thus, we have that

p(y|x) =

∫

Θ
p(y|θ) p(θ|x) dθ (380)

This is the basic expression for the predictive inference and allows us to predict the results y of
a future experiment from the results x observed in a previous experiment within the same parametric
model. Note that p(y|x) is the density of the quantities not yet observed conditioned to the observed
sample. Thus, even though the experiments e(y) and e(x) are statistically independent, the realization
of the first one (e(x)) modifies the knowledge we have on the parameters θ of the model and therefore
affect the prediction on future experiments for, if we do not consider the results of the first experiment or
just don’t do it, the predictive distribution for e(y) would be

p(y) =

∫

Θ
p(y|θ)π(θ) dθ (381)

It is then clear from the expression of predictive inference that in practice it is equivalent to consider
as prior density for the second experiment the proper density π(θ) = p(θ|x). If the first experiment
provides very little information on the parameters, then p(θ|x)'π(θ) and

p(y|x) '
∫

Θ
p(y|θ)π(θ) dθ ' p(y) (382)

On the other hand, if after the first experiment we know the parameters with high accuracy then, in
distributional sense, < p(θ|x), · >'< δ(θ0), · > and

p(y|x) '< δ(θ0), p(y|θ) >= p(y|θ0) (383)

3.4 Sufficient Statistics
Consider m random quantities {X1, X2, . . ., Xm} that take values in Ω1×. . .×Ωm and a random vector

T : Ω1×. . .×Ωm−→Rk(m) (384)

whose k(m)≤m components are functions of the random quantities {Xi}mi=1. Given the sample
{x1, x2, . . ., xm}, the vector t = t(x1, . . ., xm) is a k(m)− dimensional statistic. The practical in-
terest lies in the existence of statistics that contain all the relevant information about the parameters
so we don’t have to work with the whole sample and simplify considerably the expressions. Thus, of
special relevance are the sufficient statistics. Given the model p(x1, x2, . . ., xn|θ), the set of statistics
t = t(x1, . . ., xm) is sufficient for θ if, and only if, ∀m≥1 and any prior distribution π(θ) it holds that

p(θ|x1, x2, . . ., xm) = p(θ|t) (385)
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Since the data act in the Bayes formula only through the likelihood, it is clear that to specify the posterior
density of θ we can consider

p(θ|x1, x2, . . ., xm) = p(θ|t)∝ p(t|θ)π(θ) (386)

and all other aspects of the data but t are irrelevant. It is obvious however that t = {x1, . . ., xm} is
sufficient and, in principle, gives no simplification in the modeling. For this we should have k(m) =
dim(t) < m ( minimal sufficient statistics) and, in the ideal case, we would like that k(m) = k does not
depend on m. Except some irregular cases, the only distributions that admit a fixed number of sufficient
statistics independently of the sample size (that is, k(m) = k < m ∀m) are those that belong to the
exponential family.

Example 3.1:
1) Consider the exponential model X∼Ex(x|θ): and the iid experiment e(m) that provides the sample x =
{x1, . . ., xm}. The likelihood function is:

p(x|θ) = θm e−θ (x1+...+xm) = θt1 e−θ t2 (387)

and therefore we have the sufficient statistic t = (m,
∑m
i=1 xi) : Ω1×. . .×Ωm−→Rk(m)=2

2) Consider the Normal model X∼N(x|µ, σ) and the iid experiment e(m) again with x = {x1, . . ., xm}. The
likelihood function is:

p(x|µ, σ) ∝ σ−m exp

{
− 1

2σ2

m∑

i=1

(xi − µ)2

}
= σ−t1 exp

{
− 1

2σ2
(t3 − 2µ t2 + µ2 t1)

}
(388)

and t = (m,
∑m
i=1 xi,

∑m
i=1 x

2
i ) : Ω1×. . .×Ωm−→Rk(m)=3 a sufficient statistic. Usually we shall consider

t = {m, x, s2} with

x =
1

m

m∑

i=1

xi and s2 =
1

m

m∑

i=1

(xi − x)2 (389)

the sample mean and the sample variance. Inferences on the parameters µ and σ will depend on t and all other
aspects of the data are irrelevant.

3) Consider the Uniform model X∼Un(x|0, θ) and the iid sampling {x1, x2, . . ., xm}. Then
t = (m, max{xi, i = 1, . . .m}) : Ω1×. . .×Ωm−→Rk(m)=2 is a sufficient statistic for θ.

3.5 Exponential Family
A probability density p(x|θ), with x∈ΩX and θ∈Θ⊆Rk belongs to the k-parameter exponential family
if it has the form:

p(x|θ) = f(x) g(θ) exp

{
k∑

i=1

ci φi(θ)hi(x)

}
(390)

with

g(θ)−1 =

∫

Ωx

f(x)

k∏

i=1

exp {ci φi(θ)hi(x)} dx≤∞ (391)

The family is called regular if supp{X} is independent of θ; irregular otherwise.

If x = {x1, x2, . . ., xn} is an exchangeable random sampling from the k-parameter regular expo-
nential family, then

p(x|θ) =
[∏n

i=1
f(xi)

]
[g(θ)]n exp





k∑

i=1

ci φi(θ) (
n∑

j=1

hi(xj))



 (392)
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and therefore t(x) = {n,∑n
i=1 h1(xi), . . .

∑n
i=1 hk(xi)} will be a set of sufficient statistics.

Example 3.2: Several distributions of interest, like Poisson and Binomial, belong to the exponential family:

1) Poisson Po(n|µ): P (n|µ) =
e−µ µn

Γ(n+ 1)
= e−(µ−n lnµ)

Γ(n+ 1)

2) Binomial Bi(n|N, θ): P (n|N, θ) =

(
N
n

)
θn (1− θ)N−n =

(
N
n

)
en lnθ+ (N−n) ln (1−θ)

However, the Cauchy Ca(x|α, β) distribution, for instance, does not because

p(x1, . . ., xm|α, β) ∝
n∏

i=1

(
1 + β(xi − α)2

)−1
= exp

{
m∑

i=1

log(1 + β(xi − α)2)

}
(393)

can not be expressed as the exponential family form. In consequence, there are no sufficient minimal statistics (in
other words t = {n, x1, . . ., xn} is the sufficient statistic) and we will have to work with the whole sample.

3.6 Prior functions
In the Bayes rule, p(θ|x) ∝ p(x|θ) p(θ), the prior function p(θ) represents the knowledge ( degree of
credibility) that we have about the parameters before the experiment is done and it is a necessary element
to obtain the posterior density p(θ|x) from which we shall make inferences. If we have faithful infor-
mation on them before we do the experiment, it is reasonable to incorporate that in the specification of
the prior density ( informative prior) so the new data will provide additional information that will update
and improve our knowledge. The specific form of the prior can be motivated, for instance, by the results
obtained in previous experiments. However, it is usual that before we do the experiment, either we have
a vague knowledge of the parameters compared to what we expect to get from the experiment or simply
we do not want to include previous results to perform an independent analysis. In this case, all the new
information will be contained in the likelihood function p(x|θ) of the experiment and the prior density (
non-informative prior) will be merely a mathematical element needed for the inferential process. Being
this the case, we expect that the whole weight of the inferences rests on the likelihood and the prior
function has the smallest possible influence on them. To learn something from the experiment it is then
desirable to have a situation like the one shown in figure ?? where the posterior distribution p(θ|x) is
dominated by the likelihood function. Otherwise, the experiment will provide little information com-
pared to the one we had before and, unless our previous knowledge is based on suspicious observations,
it will be wise to design a better experiment.

A considerable amount of effort has been put to obtain reasonable non-informative priors that can
be used as a standard reference function for the Bayes rule. Clearly, non-informative is somewhat mis-
leading because we are never in a state of absolute ignorance about the parameters and the specification
of a mathematical model for the process assumes some knowledge about them (masses and life-times
take non-negative real values, probabilities have support on [0, 1],...). On the other hand, it doesn’t make
sense to think about a function that represents ignorance in a formal and objective way so knowing little
a priory is relative to what we may expect to learn from the experiment. Whatever prior we use will
certainly have some effect on the posterior inferences and, in some cases, it would be wise to consider a
reasonable set of them to see what is the effect.

The ultimate task of this section is to present the most usual approaches to derive a non-informative
prior function to be used as a standard reference that contains little information about the parameters
compared to what we expect to get from the experiment 18. In many cases, these priors will not be
Lebesgue integrable ( improper functions) and, obviously, can not be considered as probability density
functions that quantify any knowledge on the parameters (although, with little rigor, sometimes we still

18For a comprehensive discussion see [?]
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Fig. 6: Prior, likelihood and posterior as function of the the parameter θ. In this case, the prior is a smooth function
and the posterior is dominated by the likelihood.

talk about prior densities). If one is reluctant to use them right the way one can, for instance, define
them on a sufficiently large compact support that contains the region where the likelihood is dominant.
However, since

p(θ|x) dθ ∝ p(x|θ) p(θ) dθ = p(x|θ) dµ(θ) (394)

in most cases it will be sufficient to consider them simply as what they really are: a measure. In any case,
what is mandatory is that the posterior is a well defined proper density.

3.6.1 Principle of Insufficient Reason
The Principle of Insufficient Reason 19 dates back to J. Bernoulli and P.S. Laplace and, originally, it
states that if we have n exclusive and exhaustive hypothesis and there is no special reason to prefer one
over the other, it is reasonable to consider them equally likely and assign a prior probability 1/n to each
of them. This certainly sounds reasonable and the idea was right the way extended to parameters taking
countable possible values and to those with continuous support that, in case of compact sets, becomes a
uniform density. It was extensively used by P.S. Laplace and T. Bayes, being he the first to use a uniform
prior density for making inferences on the parameter of a Binomial distribution, and is is usually referred
to as the “Bayes-Laplace Postulate”. However, a uniform prior density is obviously not invariant under
reparameterizations. If prior to the experiment we have a very vague knowledge about the parameter
θ∈[a, b], we certainly have a vague knowledge about φ = 1/θ or ζ = logθ and a uniform distribution
for θ:

π(θ) dθ =
1

b− a dθ (395)

19Apparently, “Insufficient Reason” was coined by Laplace in reference to the Leibniz’s Principle of Sufficient Reason
stating essentially that every fact has a sufficient reason for why it is the way it is and not other way.
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implies that:

π(φ) dφ =
1

φ2 dφ and π(ζ) dζ = eζ dζ (396)

Shouldn’t we take as well a uniform density for φ or ζ?

Nevertheless, we shall see that a uniform density, that is far from representing ignorance on a
parameter, may be a reasonable choice in many cases even though, if the support of the parameter is
infinite, it is an improper function.

3.6.2 Parameters of position and scale
An important class of parameters we are interested in are those of position and scale. Let’s treat them
separately and leave for a forthcoming section the argument behind that. Start with a random quantity
X∼p(x|µ) with µ a location parameter. The density has the form p(x|µ) = f(x−µ) so, taking a prior
function π(µ) we can write

p(x, µ) dx dµ = [p(x|µ) dx] [π(µ) dµ] = [f(x− µ) dx] [π(µ) dµ] (397)

Now, consider random quantity X ′ = X + a with a∈R a known value. Defining the new parameter
µ′ = µ+ a we have

p(x′, µ′) dx′ dµ′ =
[
p(x′|µ′) dx′

] [
π′(µ′) dµ′

]
=
[
f(x′ − µ′) dx′

] [
π(µ′ − a) dµ′

]
(398)

In both cases the models have the same structure so making inferences on µ from the sam-
ple {x1, x1, . . ., xn} is formally equivalent to making inferences on µ′ from the shifted sample
{x′1, x′2, . . ., x′n}. Since we have the same prior degree of knowledge on µ and µ′, it is reasonable to
take the same functional form for π(·) and π′(·) so:

π(µ′ − a) dµ′ = = π(µ′) dµ′ ∀a∈R (399)

and, in consequence:

π(µ) = constant (400)

If θ is a scale parameter, the model has the form p(x|θ) = θf(xθ) so taking a prior function π(θ)
we have that

p(x, θ) dx dθ = [p(x|θ) dx] [π(θ) dθ] = [θf(xθ) dx] [π(θ) dθ] (401)

For the scaled random quantity X ′ = aX with a∈R+ known, we have that:

p(x′, θ′) dx′ dθ′ =
[
p(x′|θ′) dx′

] [
π′(θ′) dθ′

]
=
[
θ′f(x′θ′) dx′

] [
π(aθ′) adθ

]
(402)

where we have defined the new parameter θ′ = θ/a. Following the same argument as before, it is sound
to assume the same functional form for π(·) and π′(·) so:

π(aθ′) a dθ′ = π(θ′) dθ′ ∀a∈R

and, in consequence:

π(θ) =
1

θ
(403)

Both prior functions are improper so they may be explicited as

π(µ, θ) ∝ 1

θ
1Θ(θ) 1M (µ) (404)
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with Θ,M an appropriate sequence of compact sets or considered as prior measures provided that the
posterior densities are well defined. Let’s see some examples.

Example 3.3: The Exponential Distribution. Consider the sequence of independent observations
{x1, x2, . . ., xn} of the random quantity X ∼ Ex(x|θ) drawn under the same conditions. The joint density
is

p(x1, x2, . . ., xn|θ) = θn e−θ(x1 + x2 + · · ·xn) (405)

The statistic t = n−1
∑n
i=1 xi is sufficient for θ and is distributed as

p(t|θ) =
(nθ)n

Γ(n)
tn−1 exp{−nθt} (406)

It is clear that θ is a scale parameter so we shall take the prior function π(θ) = 1/θ. Note that if we make the
change z = log t and φ = log θ we have that

p(z|φ) =
nn

Γ(n)
exp{n

(
(φ+ z)− eφ+z

)
} (407)

In this parameterization, φ is a position parameter and therefore π(φ) = const in consistency with π(θ). Then, we
have the proper posterior for inferences:

p(θ|t, n) =
(nt)n

Γ(n)
exp{−ntθ} θn−1 ; θ > 0 (408)

Consider now the sequence of compact sets Ck = [1/k, k] covering R+ as k→∞. Then, with support on Ck we
have the proper prior density

πk(θ) =
1

2 log k

1

θ
1Ck(θ) (409)

and the sequence of posteriors:

pk(θ|t, n) =
(nt)n

γ(n, ntk)− γ(n, nt/k)
exp{−ntθ} θn−1 1Ck(θ) (410)

with γ(a, x) the Incomplete Gamma Function. It is clear that

lim
k→∞

pk(θ|t, n) = p(θ|t, n) (411)

Example 3.4: The Uniform Distribution. Consider the random quantity X ∼ Un(x|0, θ) and the independent
sampling {x1, x2, . . ., xn}. To draw inferences on θ, the statistics xM = max{x1, x2, . . ., xn} is sufficient and is
distributed as (show that):

p(xM |θ) = n
xn−1
M

θn
1[0,θ](xM ) (412)

As in the previous case, θ is a scale parameter and with the change tM = log xM , φ = log θ is a position parameter.
Then, we shall take π(θ) ∝ θ−1 and get the posterior density (Pareto):

p(θ|xM , n) = n
xnM
θn+1 1[xM ,∞)(θ) (413)

Example 3.5: The one-dimensional Normal Distribution. Consider the random quantityX∼N(x|µ, σ) and the
experiment e(n) that provides the independent and exchangeable sequence x = {x1, x2, . . ., xn} of observations.
The likelihood function will then be:

p(x|µ, σ) =

n∏

i=1

p(xi|µ, σ)∝ 1

σn
exp{− 1

2σ2

n∑

i=1

(xi − µ)2} (414)
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There is a three-dimensional sufficient statistic t = {n, x, s2} where

x =
1

n

n∑

i=1

xi and s2 =
1

n

n∑

i=1

(xi − x)2 (415)

so we can write

p(x|µ, σ)∝ 1

σn
exp{− n

2σ2

(
s2 + (x− µ)2

)
} (416)

In this case we have both position and scale parameters so we take π(µ, σ) = π(µ)π(σ) = σ−1 and get the proper
posterior

p(µ, σ|x)∝ p(x|µ, σ)π(µ, σ)∝ 1

σn+1 exp{− n

2σ2

[
s2 + (x− µ)2

]
} (417)

• Marginal posterior density of σ: Integrating the parameter µ∈R we have that:

p(σ|x) =

∫ +∞

−∞
p(µ, σ|x) dµ∝σ−n exp

{
− n s2

2σ2

}
1(0,∞)(σ) (418)

and therefore, the random quantity

Z =
n s2

σ2 ∼χ2(z|n− 1) (419)

• Marginal posterior density of µ: Integrating the parameter σ∈[0,∞) we have that:

p(µ|x) =

∫ +∞

0

p(µ, σ|x) dσ∝
(

1 +
(µ− x)2

s2

)−n/2
1(−∞,∞)(µ) (420)

so the random quantity

T =

√
n− 1(µ− x)

s
∼St(t|n− 1) (421)

It is clear that p(µ, σ|x) 6=p(µ|x) p(σ|x) and, in consequence, are not independent.

• Distribution of µ conditioned to σ: Since p(µ, σ|x) = p(µ|σ,x) p(σ|x) we have that

p(µ|σ,x)∝ 1

σ
exp{− n

2σ2
(µ− x)2} (422)

so µ|σ∼N(µ|x, σ/√n).

Example 3.6: Contrast of parameters of Normal Densities. Consider two independent random quantities
X1∼N(x1, |µ1, σ1) and X2∼N(x2, |µ2, σ2) and the random samplings x1 = {x11, x12, . . ., x1n1

} and x2 =
{x21, x22, . . ., x2n2

} of sizes n1 and n2 under the usual conditions. From the considerations of the previous
example, we can write

p(xi|µi, σi)∝
1

σnii
exp

{
− ni

2σ2
i

(
s2
i + (xi − µi)2

)}
; i = 1, 2 (423)

Clearly, (µ1, µ2) are position parameters and (σ1, σ2) scale parameters so, in principle, we shall take the improper
prior function

π(µ1, σ1, µ2, σ2) = π(µ1)π(µ2)π(σ1)π(σ2)∝ 1

σ1 σ2
(424)
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However, if we have know that both distributions have the same variance, then we may set σ = σ1 = σ2 and, in
this case, the prior function will be

π(µ1, µ2, σ) = π(µ1)π(µ2)π(σ)∝ 1

σ
(425)

Let’s analyze both cases.

• Marginal Distribution of σ1 and σ2: In this case we assume that σ1 6= σ2 and we shall take the prior
π(µ1, σ1, µ2, σ2)∝ (σ1σ2)−1. Integrating µ1 and µ2 we get:

p(σ1, σ2|x1,x2) = p(σ1, |x1)p(σ2, |x2)∝σ−n1
1 σ−n2

2 exp
{
− 1

2

(
n1s

2
1

σ2
1

+
n2s

2
2

σ2
2

)}
(426)

Now, if we define the new random quantities

Z =
s2

2

w2 s2
1

=
(σ1/s1)

2

(σ2/s2)
2 and W =

n1s
2
1

σ1
2 (427)

both with support in (0, +∞), and integrate the last we get we get that Z follows a Snedecor Distribution
Sn(z|n2 − 1, n1 − 1) whose density is

p(z|x1,x2) =
(ν1/ν2)

ν1/2

Be (ν1/2, ν2/2)
z(ν1/2)−1

(
1 +

ν1

ν2
z

)−(ν1+ν2)/2

1(0,∞)(z) (428)

• Marginal Distribution of µ1 and µ2: In this case, it is different whether we assume that, although unknown,
the variances are the same or not. In the first case, we set σ1 = σ2 = σ and take the reference prior π(µ1, µ2, σ) =
σ−1. Defining

A = n1

[
s2

1 + (x1 − µ1)2
]

+ n2

[
s2

2 + (x2 − µ2)2
]

(429)

we can write

p(µ1, µ2, σ|x,y) ∝ 1

σn1+n2+1 exp{− 1

2
A/σ2} (430)

It is left as an exercise to show that if we make the transformation

w = µ1 − µ2 ∈ (−∞,+∞) ; u = µ2 ∈ (−∞,+∞) and z = σ−2 ∈ (0,+∞) (431)

and integrate the last two, we get

p(w|x1,x2)∝
(

1 +
n1 n2

n1 + n2

[(x1 − x2)− w]2

n1 s
2
1 + n2 s

2
2

)−(n1+n2−1)/2

(432)

Introducing the more usual terminology

s2 =
n1 s

2
1 + n2 s

2
2

n1 + n2 − 2
(433)

we have that

p(w|x1,x2)∝
(

1 +
n1 n2

n1 + n2

[w − (x1 − x2)]2

s2 (n1 + n2 − 2)

)−[(n1+n2−2)+1]/2

(434)

and therefore the random quantity

T =
(µ1 − µ2)− (x1 − x2)

s (1/n1 + 1/n2)1/2
(435)
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follows a Student’s Distribution St(t|ν) with ν = n1 + n2 − 2 degrees of freedom.
Let’s see now the case where we can not assume that the variances are equal. Taking the prior reference

function π(µ1, µ2, σ1, σ2) = (σ1 σ2)−1 we get

p(µ1, µ2, σ1, σ2|x1,x2)∝σ−(n1+1)
1 σ

−(n2+1)
2 exp

{
− 1

2

2∑

i=1

s2
i + (xi − µi)2

σ2
i /ni

}
(436)

After the appropriate integrations (left as exercise), defining w = µ1 − µ2 and u = µ2 we end up with the density

p(w, u|x1,x2)∝
(

1 +
(x1 − w − u)2

s2
1

)−n1/2 (
1 +

(x2 − u)2

s2
2

)−n2/2

(437)

where integral over u∈R can not be expressed in a simple way. The density

p(w|x1,x2)∝
∫ +∞

−∞
p(w, u|x1,x2) du (438)

is called the Behrens-Fisher Distribution. Thus, to make statements on the difference of Normal means, we should
analyze first the sample variances and decide how shall we treat them.

3.6.3 Covariance under reparameterizations
The question of how to establish a reasonable criteria to obtain a prior for a given model p(x|θ) that can
be used as a standard reference function was studied by Harold Jeffreys [?] in the mid XXth century.
The rationale behind the argument is that if we have the model p(x|θ) with θ∈Ωθ⊆Rn and make a
reparameterizations φ = φ(θ) with φ(·) a one-to-one differentiable function, the statements we make
about θ should be consistent with those we make about φ and, in consequence, priors should be related
by

πθ(θ)dθ = πφ(φ(θ))

∣∣∣∣ det
[
∂φi(θ)

∂θj

]∣∣∣∣ dθ (439)

Now, assume that the Fisher’s matrix

Iij(θ) = EX

[
∂ log p(x|θ)

∂θi

∂ log p(x|θ)
∂θj

]
(440)

exists for this model. Under a differentiable one-to-one transformation φ = φ(θ) we have that

Iij(φ) =
∂θk
∂φi

∂θl
∂φj

Ikl(θ) (441)

so it behaves as a covariant symmetric tensor of second order (left as exercise). Then, since

det [I(φ)] =

∣∣∣∣ det
[
∂θi
∂φj

]∣∣∣∣
2

det [I(θ)] (442)

Jeffreys proposed to consider the prior

π(θ)∝ [ det[I(θ]]1/2 (443)

In fact, if we consider the parameter space as a Riemannian manifold ( [?]) the Fisher’s matrix is the
metric tensor (Fisher-Rao metric) and this is just the invariant volume element. Intuitively, if we make
a transformation such that at a particular value φ0 = φ(θ0) the Fisher’s tensor is constant and diagonal,
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the metric in a neighborhood of φ0 is Euclidean and we have location parameters for which a constant
prior is appropriate and therefore

π(φ)dφ ∝ dφ =
[

det [I(θ)]1/2
]
dθ = π(θ)dθ (444)

It should be pointed out that there may be other priors that are also invariant under reparameterizations
and that, as usual, we talk loosely about prior densities although they usually are improper functions.

For one-dimensional parameter, the density function expressed in terms of

φ∼
∫

[I(θ)]1/2 dθ (445)

may be reasonably well approximated by a Normal density (at least in the parametric region where the
likelihood is dominant) because I(φ) is constant and then, due to translation invariance, a constant prior
for φ is justified. Let’ see some examples.

Example 3.7: The Binomial Distribution. Consider the random quantity X∼Bi(x|θ, n):

p(x|n, θ) =

(
n
x

)
θk (1− θ)n−k ; n, k∈N0; k≤n (446)

with 0 < θ < 1. Since E[X] = nθ we have that:

I(θ) = EX

[(
− ∂2 log p(x|n, θ)

∂θ2

)]
=

n

θ (1− θ) (447)

so the Jeffreys prior (proper in this case) for the parameter θ is

π(θ)∝ [θ (1− θ)]−1/2 (448)

and the posterior density will therefore be

p(θ|k, n) ∝ θk−1/2 (1− θ)n−k−1/2 (449)

that is; a Be(x|k + 1/2, n− k + 1/2) distribution. Since

φ =

∫
dθ√

θ (1− θ)
= 2 asin (θ1/2) (450)

we have that θ = sin2φ/2 and, parameterized in terms of φ, I(φ) is constant so the distribution “looks” more
Normal (see figure ??).

Example 3.8: The Poisson Distribution. Consider the random quantity X∼Po(x|µ):

p(x|µ) = e−µ
µx

Γ(x+ 1)
; x∈N ; µ∈R+ (451)

Then, since E[X] = µ we have

I(µ) = EX

[(
− ∂2 log p(x|µ)

∂µ2

)]
=

1

µ
(452)

so we shall take as prior (improper):

π(µ) = [I(µ)]
1/2

= µ−1/2 (453)

and make inferences on µ from the proper posterior density

p(µ|x)∝ e−µ µx−1/2 (454)
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Fig. 7: Dependence of the likelihood function with the parameter θ (upper) and with φ = 2 asin(θ1/2) (lower) for
a Binomial process with n = 10 and k = 1, 5 and 9.

that is, a Ga(x|1, x+ 1/2) distribution.

Example 3.9: The Pareto Distribution. Consider the random quantity X∼Pa(x|θ, x0) with x0∈R+ known and
density

p(x|θ, x0) =
θ

x0

(x0

x

)θ+1

1(x0,∞)(x) ; θ∈R+ (455)

Then,

I(θ) = EX

[(
− ∂2 log p(x|θ, x0)

∂θ2

)]
=

1

θ2 (456)

so we shall take as prior (improper):

π(θ)∝ [I(µ)]
1/2

= θ−1 (457)

and make inferences from the posterior density (proper)

p(θ|x, x0) = x−θ log x (458)

Note that if we make the transformation t = log x, the density becomes

p(t|θ, x0) = θ xθ0 e
−θt1(log x0,∞)(t) (459)

for which θ is a scale parameter and, from previous considerations, we should take π(θ)∝ θ−1 in consistency with
Jeffreys’s prior.
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Example 3.10: The Gamma Distribution. Consider the random quantity X∼Ga(x|α, β) with α, β∈R+ and
density

p(x|α, β) =
αβ

Γ(β)
e−αx xβ−1 1(0,∞)(x) (460)

Show that the Fisher’s matrix is

I(α, β) =

(
βα−2 −α−1

−α−1 Ψ′(β)

)
(461)

with Ψ′(x) the first derivative of the Digamma Function and, following Jeffreys’ rule, we should take the prior

π(α, β)∝α−1 [βΨ′(β)− 1]
1/2 (462)

Note that α is a scale parameter so, from previous considerations, we should take π(α)∝α−1. Furthermore, if we
consider α and β independently, we shall get

π(α, β) = π(α)π(β)∝α−1 [Ψ′(β)]
1/2 (463)

Example 3.11: The Beta Distribution.
Show that for the Be(x|α, β) distribution with density

p(x|α, β) =
Γ(α+ β)

Γ(α)Γ(β)
(xα−1 (1− x)β−1 1[0,1](x) ; α, β∈R+ (464)

the Fisher’s matrix is given by

I(α, β) =

(
Ψ′(α)−Ψ′(α+ β) −Ψ′(α+ β)
−Ψ′(α+ β) Ψ′(β)−Ψ′(α+ β)

)
(465)

with Ψ′(x) the first derivative of the Digamma Function.

Example 3.12: The Normal Distribution.

Univariate: The Fisher’s matrix is given by

I(µ, σ) =

(
σ−2 0

0 2σ−2

)
(466)

so

π1(µ, σ)∝ [ det[I(µ, σ]]
1/2 ∝ 1

σ2 (467)

However, had we treated the two parameters independently, we should have obtained

π2(µ, σ) = π(µ)π(σ)∝ 1

σ
(468)

The prior π2∝σ−1 is the one we had used in example 3.5 where the problem was treated as two one-dimensional
independent problems and, as we saw:

T =

√
n− 1(µ− x)

s
∼St(t|n− 1) and Z =

n s2

σ2 ∼χ2(z|n− 1) (469)

withE[Z] = n−1. Had we used prior π1∝σ−2, we would have obtained that Z∼χ2(z|n) and thereforeE[Z] = n.
This is not reasonable. On the one hand, we know from the sampling distribution N(x|µ, σ) that E[ns2σ−2] =
n − 1. On the other hand, we have two parameters (µ, σ) and integrate on one (σ) so the number of degrees of
freedom should be n− 1.
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Bivariate: The Fisher’s matrix is given by

I(µ1, µ2) = (1− ρ2)−1

(
σ−2

1 −ρ(σ1σ2)−1

−ρ(σ1σ2)−1 σ−2
2

)
(470)

I(σ1, σ2, ρ) = (1− ρ2)−1




(2− ρ2)σ−2
1 −ρ2(σ1σ2)−1 −ρσ−1

1

−ρ2(σ1σ2)−1 (2− ρ2)σ−2
2 −ρσ−1

2

−ρσ−1
1 −ρσ−1

2 (1 + ρ2)(1− ρ2)−1


 (471)

I(µ1, µ2, σ1, σ2, ρ) =

(
I(µ1, µ2) 0

0 I(σ1, σ2, ρ)

)
(472)

Form this,

π(µ1, µ2, σ1, σ2, ρ)∝ | detI(µ1, µ2, σ1, σ2, ρ)|1/2 =
1

σ2
1σ

2
2(1− ρ2)2 (473)

while if we consider π(µ1, µ2, σ1, σ2, ρ) = π(µ1, µ2)π(σ1, σ2, ρ) we get

π(µ1, µ2, σ1, σ2, ρ)∝ 1

σ1σ2(1− ρ2)3/2
(474)

Problem 3.1: Show that for the density p(x|θ); x∈Ω⊆Rn, the Fisher’s matrix (if exists)

Iij(θ) = EX

[
∂ log p(x|θ)

∂θi

∂ log p(x|θ)
∂θj

]
(475)

transforms under a differentiable one-to-one transformation φ = φ(θ) as a covariant symmetric tensor of second
order; that is

Iij(φ) =
∂θk
∂φi

∂θl
∂φj

Ikl(θ) (476)

Problem 3.2: Show that for X∼Po(x|µ + b) with b∈R+ known (Poisson model with known background), we
have that I(µ) = (µ+ b)−1 and therefore the posterior (proper) is given by:

p(µ|x, b)∝ e−(µ+b) (µ+ b)x−1/2 (477)

Problem 3.3: Show that for the one parameter mixture model p(x|λ) = λp1(x)+(1−λ)p2(x) with p1(x)6=p2(x)
properly normalized and λ ∈ (0, 1),

I(λ) =
1

λ(1− λ)

{
1−

∫ ∞

−∞

p1(x)p2(x)

p(x|λ)
dx

}
(478)

When p1(x) and p2(x) are "well separated", the integral is << 1 and therefore I(λ) ∼ [λ(1 − λ)]−1. On the
other hand, when they "get closer" we can write p2(x) = p1(x) + η(x) with

∫∞
−∞ η(x)dx = 0 and, after a Taylor

expansion for |η(x)| << 1 get to first order that

I(λ) '
∫ ∞

−∞

(p1(x)− p2(x))2

p1(x)
dx + ... (479)

independent of λ. Thus, for this problem it will be sound to consider the prior π(λ|a, b) = Be(λ|a, b) with
parameters between (1/2, 1/2) and (1, 1).
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3.6.4 Invariance under a Group of Transformations
Some times, we may be interested to provide the prior with invariance under some transformations of the
parameters (or a subset of them) considered of interest for the problem at hand. As we have stated, from a
formal point of view the prior can be treated as an absolute continuous measure with respect to Lebesgue
so p(θ|x) dθ∝ p(x|θ)π(θ) dθ = p(x|θ) dµ(θ). Now, consider the probability space (Ω, B, µ) and a
measurable homeomorphism T : Ω→Ω. A measure µ on the Borel algebra B would be invariant by the
mapping T if for any A⊂B, we have that µ(T−1(A)) = µ(A). We know, for instance, that there is a
unique measure λ onRn that is invariant under translations and such that for the unit cube λ([0, 1]n) = 1:
the Lebesgue measure (in fact, it could have been defined that way). This is consistent with the constant
prior specified already for position parameters. The Lebesgue measure is also the unique measure in Rn

that is invariant under the rotation group SO(n) (see problem 3.5). Thus, when expressed in spherical
polar coordinates, it would be reasonable for the spherical surface Sn−1 the rotation invariant prior

dµ(φ) =
n−1∏

k=1

(sinφk)
(n−1)−k dφk (480)

with φn−1∈[0, 2π) and φj∈[0, π] for the rest. We shall use this prior function in a later problem.

In other cases, the group of invariance is suggested by the model

M : {p(x|θ), x∈ΩX , θ∈ΩΘ} (481)

in the sense that we can make a transformation of the random quantity X→X′ and absorb the change
in a redefinition of the parameters θ→θ′ such that the expression of the probability density remains
unchanged. Consider a group of transformations 20 G that acts

on the Sample Space: x→x′ = g◦x ; g∈G;x, x′∈ΩX

on the Parametric Space: θ→θ′ = g◦θ ; g∈G; θ, θ′∈ΩΘ

The model M is said to be invariant under G if ∀g∈G and ∀θ∈ΩΘ the random quantity X ′ = g◦X is
distributed as p(x′|θ′)≡p(g◦x|g◦θ). Therefore, transformations of data under G will make no difference
on the inferences if we assign consistent “prior beliefs” to the original and transformed parameters. Note
that the action of the group on the sample and parameter spaces will, in general, be different. The
essential point is that, as Alfred Haar showed in 1933, for the action of the group G of transformations
there is an invariant measure µ ( Haar measure; [?]) such that

∫

ΩX

f(g◦x)dµ(x) =

∫

ΩX

f(x′)dµ(x′) (482)

for any Lebesgue integrable function f(x) on ΩX . Shortly after, it was shown (Von Neumann (1934);
Weil and Cartan (1940)) that this measure is unique up to a multiplicative constant. In our case, the
function will be p(·|θ)1Θ(θ) and the invariant measure we are looking for is dµ(θ)∝π(θ)dθ. Further-
more, since the group may be non-abelian, we shall consider the action on the right and on the left of the
parameter space. Thus, we shall have:

∫

Θ
p(·|g◦θ)πL(θ) dθ =

∫

Θ
p(·|θ′)πL(θ′) dθ′ (483)

if the group acts on the left and
∫

Θ
p(·|θ◦g)πR(θ) dθ =

∫

Θ
p(·|θ′)πR(θ′) dθ′ (484)

20In this context, the use of Transformation Groups arguments was pioneered by E.T. Jaynes [?].
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if the action is on the right. Then, we should start by identifying the group of transformations under
which the model is invariant (if any; in many cases, either there is no invariance or at least not obvious)
work in the parameter space. The most interesting cases for us are:

Affine Transformations: x→x′ = g◦x = a + b x

Matrix Transformations: x→x′ = g◦x = Rx

Translations and scale transformations are a particular case of the first and rotations of the second. Let’s
start with the location and scale parameters; that is, a density

p(x|µ, σ) dx =
1

σ
f

(
x − µ

σ

)
dx (485)

the Affine group G = {g ≡ (a, b); a∈R; b∈R+} so x′ = g◦x = a+ bx and the model will be invariant
if

(µ′, σ′) = g◦(µ, σ) = (a, b)◦(µ, σ) = (a+ bµ, bσ) (486)

Now,
∫
p(·|µ′, σ′)πL(µ′, σ′) dµ′ dσ′ =

∫
p(·|g◦(µ, σ)πL(µ, σ) dµ dσ =

=

∫
p(·|µ′, σ′)

{
πL[g−1(µ′, σ′)] J(µ′, σ′;µ, σ)

}
dµ′ dσ′ =

=

∫
p(·|µ′, σ′)

{
πL

(
µ′ − a
b

,
σ′

b

)
1

b2

}
dµ′ dσ′ (487)

and this should hold for all (a, b)∈R×R+ so, in consequence:

dµL(µ, σ) = πL(µ, σ) dµ dσ∝ 1

σ2 dµ dσ (488)

However, the group of Affine Transformations is non-abelian so if we study the the action on the left,
there is no reason why we should not consider also the action on the right. Since

(µ′, σ′) = (µ, σ)◦g = (µ, σ)◦(a, b) = (µ+ aσ, bσ) (489)

the same reasoning leads to (left as exercise):

dµR(µ, σ) = πR(µ, σ) dµ dσ∝ 1

σ
dµ dσ (490)

The first one (πL) is the one we obtain using Jeffrey’s rule in two dimensions while πR is the one we get
for position and scale parameters or Jeffrey’s rule treating both parameters independently; that is, as two
one-dimensional problems instead a one two-dimensional problem. Thus, although from the invariance
point of view there is no reason why one should prefer one over the other, the right invariant Haar prior
gives more consistent results. In fact ( [?], [?]), a necessary and sufficient condition for a sequence of
posteriors based on proper priors to converge in probability to an invariant posterior is that the prior is
the right Haar measure.

Problem 3.4: As a remainder, given a measure space (Ω,B, µ) a mapping T : Ω −→ Ω is measurable if
T−1(A) ∈ B for all A ∈ B and the measure µ is invariant under T if µ(T−1(A)) = µ(A) for all A ∈ B.
Show that the measure dµ(θ) = [θ(1− θ)]−1/2

dθ is invariant under the mapping T : [0, 1]→[0, 1] such that
T : θ→θ′ = T (θ) = 4θ(1− θ). This is the Jeffrey’s prior for the Binomial model Bi(x|N, θ).
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Problem 3.5: Consider the n-dimensional spherical surface Sn of unit radius, x∈Sn and the transformation
x′ = Rx∈Sn where R∈SO(n). Show that the Haar invariant measure is the Lebesgue measure on the sphere.
Hint: Recall that R is an orthogonal matrix so Rt = R−1; that | detR| = 1 so J(x′; x) = |∂x/∂x′)| =
|∂R−1x′/∂x′)| = | detR| = 1 and that x′tx′ = xtx = 1.

Example 3.12: Bivariate Normal Distribution. Let X = (X1, X2)∼N(x|0, φ) with φ = {σ1, σ2, ρ}; that is:

p(x|φ) = (2π)−1 | det[Σ]|−1/2 exp
{
− 1

2

(
xt Σ−1 x

)}
(491)

with the covariance matrix

Σ =

(
σ2

1 ρσ1σ2

ρσ1σ2 σ2
2

)
and det[Σ] = σ2

1σ
2
2(1− ρ)2 (492)

Using the Cholesky decomposition we can express Σ−1 as the product of two lower (or upper) triangular matrices:

Σ−1 =
1

det[Σ]

(
σ2

2 −ρσ1σ2

−ρσ1σ2 σ2
1

)
= AtA with A =




1
σ1

0
−ρ

σ1

√
1− ρ2

1
σ2

√
1− ρ2


 (493)

For the action on the left:

M = T =

(
a 0
b c

)
; a, b > 0 −→ J(A′; A) = a2c (494)

and, in consequence

π(aa′11, aa
′
21 + ba′22, ca

′
22) ac2 = π(a′11, a

′
21, a

′
22) −→ π(a′11, a

′
21, a

′
22) ∝ 1

a′11
2
a′22

(495)

and det[Σ] = (det[Σ−1])−1 = (det[A])−2. Thus, in the new parameterization θ = {a11, a21, a22}

p(x|θ) = (2π)−1 | det[A]| exp
{
− 1

2

(
xt AtA x

)}
(496)

Consider now the group of lower triangular 2x2 matrices

Gl = {T∈LT2x2 ; Tii > 0} (497)

Since T−1∈Gl, inserting the identity matrix I = TT−1 = T−1T we have: action

On the Left On the Right

T◦x→Tx = x′ x◦T→T−1x = x′

[
xt (Tt(Tt)−1) AtA (T−1T) x

] [
xt ((Tt)−1Tt) AtA (TT−1) x

]

M = T M = T−1

Then

Mx = x′ ; x = M−1x′ ; x′
t

= xtMt and dx =
1

| det[M]|dx
′ (498)

so

p(x′|θ) = (2π)−1 | det[A]|
| det[M]| exp

{
− 1

2

(
x′
t
(AM−1)t(AM−1) x′

)}
(499)
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and the model is invariant under Gl if the action on the parameter space is

Gl : A−→A′ = AM−1 ; A = A′M ; det[A] = det[A′] det[M] (500)

so

p(x′|θ′) = (2π)−1 | det[A′]| exp
{
− 1

2

(
x′
t
A′

t
A′ x′

)}
(501)

Then, the Haar equation reads
∫

Θ

p(•|A′)π(A′) dA′ =

∫

Θ

p(•|g◦A)π(A) dA =

∫

Θ

p(•|A′)π(A′M) J(A′; A) dA

and, in consequence, ∀M∈G

π(A′M) J(A′; A) da′11da
′
21da

′
22 = π(A′) da′11da

′
21da

′
22 (502)

For the action on the left:

M = T =

(
a 0
b c

)
; a, b > 0 −→ J(A′; A) = a2c (503)

and, in consequence

π(aa′11, aa
′
21 + ba′22, ca

′
22) a2c = π(a′11, a

′
21, a

′
22) −→ π(a′11, a

′
21, a

′
22) ∝ 1

a′11
2
a′22

(504)

For the action on the right:

M = T−1 =

(
a−1 0

−b(ac)−1 c−1

)
−→ J(A′; A) = (ac2)−1 (505)

and, in consequence

π(
a′11

a
,
ca′21 − ba′22

ac
,
a′22

c
)

1

ac2
= π(a′11, a

′
21, a

′
22) −→ π(a′11, a

′
21, a

′
22) ∝ 1

a′11a
′
22

2 (506)

In terms of the parameters of interest {σ1, σ2, ρ}, since

da11da21da22 =
1

σ2
1σ

2
2(1− ρ2)2 dσ1dσdρ (507)

we have finally that for invariance under Gl:

πlL(σ1, σ2, ρ) =
1

σ1σ2(1− ρ2)3/2
and πlR(σ1, σ2, ρ) =

1

σ2
2(1− ρ2)

(508)

The same analysis with decomposition in upper triangular matrices leads to

πuL(σ1, σ2, ρ) =
1

σ1σ2(1− ρ2)3/2
and πuR(σ1, σ2, ρ) =

1

σ2
1(1− ρ2)

(509)

As we see, in both cases the left Haar invariant prior coincides with Jeffrey’s prior when {µ1, µ2} and {σ1, σ2, ρ}
are decoupled.

At this point, one may be tempted to use a right Haar invariant prior where the two parameters σ1 and σ2

are treated on equal footing

π(σ1, σ2, ρ) =
1

σ1σ2(1− ρ2)
(510)

Under this prior, since the sample correlation

r =

∑
i(x1i − x1)(x2i − x2)

(∑
i(x1i − x1)2

∑
i(x2i − x2)2

)1/2 (511)
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is a sufficient statistics for ρ, we have that the posterior for inferences on the correlation coefficient will be

p(ρ|x) ∝ (1− ρ2)(n−3)/2 F (n− 1, n− 1, n− 1/2; (1 + rρ)/2) (512)

with F (a, b, c; z) the Hypergeometric Function.

Example 3.13: If θ∈Θ−→ g◦θ = φ(θ) = θ′∈Θ with φ(θ) is a one-to-one differentiable mapping, then
∫

Θ

p(•|θ′)dµ(θ) =

∫

Θ

p(•|θ′)π(θ)dθ =

∫

Θ

p(•|θ′)π(φ−1(θ′))

∣∣∣∣
∂φ−1(θ′)
∂θ′

∣∣∣∣ dθ′ =

=

∫

Θ

p(•|θ′)π(θ′)dθ′ =

∫

Θ

p(•|θ′)dµ(θ′) (513)

and therefore, Jeffreys’ prior defines a Haar invariant measure.

3.6.5 Conjugated Distributions
In as much as possible, we would like to consider reference priors π(θ|a, b, ...) versatile enough such that
by varying some of the parameters a, b, . . . we get diverse forms to analyze the effect on the final results
and, on the other hand, to simplify the evaluation of integrals like:

p(x) =

∫
p(x|θ)·p(θ) dθ and p(y|x) =

∫
p(y|θ)·p(θ|x) dθ (514)

This leads us to consider as reference priors the Conjugated Distributions [?].

Let S be a class of sampling distributions p(x|θ) andP the class of prior densities for the parameter
θ. If

p(θ|x)∈P for all p(x|θ)∈S and p(θ)∈P (515)

we say that the class P is conjugated to S . We are mainly interested in the class of priors P that have the
same functional form as the likelihood. In this case, since both the prior density and the posterior belong
to the same family of distributions, we say that they are closed under sampling. It should be stressed
that the criteria for taking conjugated reference priors is eminently practical and, in many cases, they
do not exist. In fact, only the exponential family of distributions has conjugated prior densities. Thus,
if x = {x1, x2, . . ., xn} is an exchangeable random sampling from the k-parameter regular exponential
family, then

p(x|θ) = f(x) g(θ) exp





k∑

j=1

cj φj(θ)

(
n∑

i=1

hj(xi)

)
 (516)

and the conjugated prior will have the form:

π(θ|τ) =
1

K(τ)
[g(θ)]τ0 exp





k∑

j=1

cj φj(θ) τj



 (517)

where θ∈Θ, τ = {τ0, τ1, . . ., τk} the hyperparameters and K(τ) < ∞ the normalization factor so∫
Θ π(θ|τ)dθ = 1. Then, the general scheme will be 21:

1) Choose the class of priors π(θ|τ) that reflect the structure of the model;
2) Choose a prior function π(τ) for the hyperparameters;

21We can go an step upwards and assign a prior to the hyperparameters with hyper-hyperparameters,...
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3) Express the posterior density as p(θ, τ |x)∝p(x|θ)π(θ|τ)π(τ);
4) Marginalize for the parameters of interest:

p(θ|x)∝
∫

Φ
p(x|θ)π(θ|τ)π(τ)dτ (518)

or, if desired, get the conditional density

p(θ|x, τ) =
p(x, θ, τ)

p(x, τ)
=

p(x|θ)π(θ|τ)

p(x|τ)
(519)

The obvious question that arises is how do we choose the prior π(φ) for the hyperparameters.
Besides reasonableness, we may consider two approaches. Integrating the parameters θ of interest, we
get

p(τ,x) = π(τ)

∫

Θ
p(x|θ)π(θ|τ) dθ = π(τ) p(x|τ) (520)

so we may use any of the procedures under discussion to take π(τ) as the prior for the model p(x|τ) and
then obtain

π(θ) =

∫

Ωτ

π(θ|τ)π(τ) dτ (521)

The beauty of Bayes rule but not very practical in complicated situations. A second approach, more ugly
and practical, is the so called Empirical Method where we assign numeric values to the hyperparameters
suggested by p(x|τ) (for instance, moments, maximum-likelihood estimation,...); that is, setting, in a
distributional sense, π(τ) = δτ? so < π(τ), p(θ,x, τ) >= p(θ,x, τ?). Thus,

p(θ|x, τ?) ∝ p(x|θ)π(θ|τ?) (522)

Obviously, fixing the hyperparameters assumes a perfect knowledge of them and does not allow for
variations but the procedure may be useful to guess at least were to go.

Last, it may happen that a single conjugated prior does not represent sufficiently well our beliefs.
In this case, we may consider a k-mixture of conjugated priors

π(θ|τ1, . . ., τk) =
k∑

i=1

wi π(θ|τi) (523)

In fact [?], any prior density for a model that belongs to the exponential family can be approximated
arbitrarily close by a mixture of conjugated priors.

Example 3.14: Let’s see the conjugated prior distributions for some models:
• Poisson model Po(n|µ): Writing

p(n|µ) =
e−µ µn

Γ(n+ 1)
=

e−(µ−nlog µ)

Γ(n+ 1)
(524)

it is clear that the Poisson distribution belongs to the exponential family and the conjugated prior density for the
parameter µ is

π(µ|τ1, τ2)∝ e−τ1µ+τ2log µ∝Ga(µ|τ1, τ2) (525)

If we set a prior π(τ1, τ2) for the hyperparameters we can write

p(n, µ, τ1, τ2) p(n|µ)π(µ|τ1, τ2) = π(τ1, τ2) (526)
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and integrating µ:

p(n, τ1, τ2) =

[
Γ(n+ τ2)

Γ(τ1)

τ τ21

(1 + τ1)n+τ2

]
π(τ1, τ2) = p(n|τ1, τ2)π(τ1, τ2) (527)

• Binomial model Bi(n|N, θ): Writing

P (n|N, θ) =

(
N
n

)
θn (1− θ)N−n =

(
N
n

)
en log θ+ (N−n) log (1−θ) (528)

it is clear that it belong to the exponential family and and the conjugated prior density for the parameter θ will be:

π(θ|τ1, τ2) = Be(τ |τ1, τ2) (529)

• Multinomial model Let X = (X1, X2, . . ., Xk)∼Mn(x|θ); that is:

X∼p(x|θ) = Γ(n+ 1)

k∏

i=1

θxii
Γ(xi + 1)





Xi∈N ,
∑k
i=1Xi = n

θi∈[0, 1] ,
∑k
i=1 θi = 1

(530)

The Dirichlet distribution Di(θ|α):

π(θ|α) = D(α)
k∏

i=1

θαi−1
i





α = (α1, α2, . . . , αk), αi > 0 ,
∑k
i=1 αi = α0

D(α) = Γ(α0)
[∏k

i=1 Γ(αi)
]−1

(531)

is the natural conjugated prior for this model. It is a degenerated distribution in the sense that

π(θ|α) = D(α)

[
k−1∏

i=1

θαi−1
i

] [
1−

k−1∑

i=1

θi

]αk−1

(532)

The posterior density will then be θ∼Di(θ|x + α) with

E[θi] =
xi + αi
n+ α0

and V [θi, θj ] =
E[θi](δij − E[θj ])

n+ α0 + 1
(533)

The parameters α of the Dirichlet distribution Di(θ|α) determine the expected values E[θi] = αi/α0.
In practice, it is more convenient to control also the variances and use the Generalized Dirichlet Distribution
GDi(θ|α, β):

π(θ|α, β) =

k−1∏

i=1

Γ(αi + βi)

Γ(αi)Γ(βi)
θαi−1
i


1−

i∑

j=1

θj



γi

(534)

where:

0 < θi < 1 ,

k−1∑

i=1

θi < 1 , θn = 1−
k−1∑

i=1

θi (535)

αi > 0 , βi > 0 , and γi

{
βi − αi+1 − βi+1 ; i = 1, 2, . . ., k − 2
βk−1 − 1 ; i = k − 1

(536)

When βi = αi+1 + βi+1 it becomes the Dirichlet distribution. For this prior we have that

E[θi] =
αi

αi + βi
Si and V [θi, θj ] = E[θj ]

(
αi + δij

αi + βi + 1
Ti − E[θi]

)
(537)

where

Si =

i−1∏

j=1

βj
αj + βj

and Ti =

i−1∏

j=1

βj + 1

αj + βj + 1
(538)

with S1 = T1 = 1 and we can have control over the prior means and variances.
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3.6.6 Probability Matching Priors
A probability matching prior is a prior function such that the one sided credible intervals derived from
the posterior distribution coincide, to a certain level of accuracy, with those derived by the classical
approach. This condition leads to a differential equation for the prior distribution [?], [?]. We shall
illustrate in the following lines the rationale behind for the simple one parameter case assuming that
the needed regularity conditions are satisfied. Consider then a random quantity X∼p(x|θ) and an iid
sampling x = {x1, x2, . . ., xn} with θ the parameter of interest. The classical approach for inferences
is based on the the likelihood

p(x|θ) = p(x1, x2, . . .xn|θ) =
n∏

i=1

p(xi|θ) (539)

and goes through the following reasoning:

1) Assumes that the parameter θ has the true but unknown value θ0 so the sample is actually drawn
from p(x|θ0);

2) Find the estimator θm(x) of θ0 as the value of θ that maximizes the likelihood; that is:

θm = max
θ
{p(x|θ)} −→

(
∂ ln p(x|θ)

∂θ

)

θm

= 0 (540)

3) Given the model X∼p(x|θ0), after the appropriate change change of variables get the distribution
p(θm|θ0) of the random quantity θm(X1, X2, . . .Xn) and draw inferences from it.

The Bayesian inferential process considers a prior distribution π(θ) and draws inferences on θ from the
posterior distribution of the quantity of interest

p(θ|x) ∝ p(x|θ)π(θ) (541)

Let’s start with the Bayesian and expand the term on the right around θm. On the one hand:

ln
p(x|θ)
p(x|θm)

=
1

2!

(
∂2 ln p(x|θ)

∂θ2

)

θm

(θ − θm)2 +
1

3!

(
∂3 ln p(x|θ)

∂θ3

)

θm

(θ − θm)3 + . . . (542)

Now,

− 1

n

∂2 ln p(x|θ)
∂θ2 =

1

n

n∑

i=1

∂2(− ln p(xi|θ))
∂θ2

n→∞−→ EX

[
∂2(− ln p(x|θ))

∂θ2

]
= I(θ) (543)

so we can substitute:
(
∂2 ln p(x|θ)

∂θ2

)

θm

= −n I(θm) and
(
∂3 ln p(x|θ)

∂θ3

)

θm

= −n
(
∂I(θ)

∂θ

)

θm

(544)

to get

p(x|θ) = eln p(x|θ) ∝ e
− nI(θm)

2
(θ − θm)2

(
1 − n

3!

(
∂I(θ)

∂θ

)

θm

(θ − θm)3 + . . .

)
(545)

On the other hand:

π(θ) = π(θm)

(
1 +

(
1

π(θ)

∂π(θ)

∂θ

)

θm

(θ − θm) + . . .

)
(546)
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so If we define the random quantity T =
√
nI(θm)(θ − θm) and consider that

I−3/2(θ)
∂I(θ)

∂θ
= −2

∂I−1/2

∂θ
(547)

we get finally:

p(t|x) =
exp(−t2/2)√

2π

(
1 +

1√
n

[(
I−1/2(θ)

π(θ)

∂π(θ)

∂θ

)

θm

t+
1

3

(
∂I−1/2

∂θ

)

θm

t3

]
+O(

1

n
)

)
(548)

Let’s now find

P (T≤z|x) =

∫ z

−∞
p(t|x)dt (549)

Defining

Z(x) =
1√
2π

e−x
2/2 and P (x) =

∫ x

−∞
Z(t)dt (550)

and considering that
∫ z

−∞
Z(t) t dt = −Z(z) and

∫ z

−∞
Z(t) t3 dt = −Z(z) (z2 + 2) (551)

it is straight forward to get:

P (T≤z|x) = P (z) − Z(z)√
n

[(
I−1/2(θ)

π(θ)

∂π(θ)

∂θ

)

θm

+
z2 + 2

3

(
∂I−1/2

∂θ

)

θm

]
+ O(

1

n
) (552)

From this probability distribution, we can infer what the classical approach will get. Since he will
draw inferences from p(x|θ0), we can take a sequence of proper priors πk(θ|θ0) for k = 1, 2, . . . that
induce a sequence of distributions such that

limk→∞ < πk(θ|θ0), p(x|θ) >= p(x|θ0) (553)

In Distributional sense, the sequence of distributions generated by

πk(θ|θ0) =
k

2
1[θ0−1/k,θ0+1/k] ; k = 1, 2, . . . (554)

converge to the Delta distribution δθ0 and, from distributional derivatives, as k→∞,

<
d

dθ
πk(θ|θ0), I−1/2(θ) >= − < πk(θ|θ0),

d

dθ
I−1/2(θ) > ' −

(
∂I−1/2(θ))

∂θ

)

θ0

(555)

But θ0 = θm +O(1/
√
n) so, for a sequence of priors that shrink to θ0'θm,

P (T≤z|x) = P (z) − Z(z)√
n

[
z2 + 1

3

(
∂I−1/2

∂θ

)

θm

]
+ O(

1

n
) (556)

For terms of order O(1/
√
n) in the equations (1) and (2) to be the same, we need that:
(

1√
I(θ)

1

π(θ)

∂π(θ)

∂θ

)

θm

= −
(
∂I−1/2

∂θ

)

θm

(557)
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and therefore

π(θ) = I1/2(θ) (558)

that is, Jeffrey’s prior. In the case of n-dimensional parameters, the reasoning goes along the same lines
but the expressions and the development become much more lengthy and messy and we refer to the
literature.

The procedure for a first order probability matching prior [?], [?] starts from the likelihood

p(x1, x2, . . .xn|θ1, θ2, . . .θp) (559)

and then:

1) Get the Fisher’s matrix I(θ1, θ2, . . .θp) and the inverse I−1(θ1, θ2, . . .θp);
2) Suppose we are interested in the parameter t = t(θ1, θ2, . . .θp) a twice continuous and differen-

tiable function of the parameters. Define the column vector

∇t =

(
∂t

∂θ1
,
∂t

∂θ2
, . . .,

∂t

∂θp

)T
(560)

3) Define the column vector

η =
I−1∇t

(∇Tt I−1∇t)1/2
so that ηT Iη = 1 (561)

4) The probability matching prior for the parameter t = t(θ) in terms of θ1, θ2, . . .θp is given by the
equation:

p∑

k=1

∂

∂θk
[ηk(θ)π(θ)] = 0 (562)

Any solution π(θ1, θ2, . . .θp) will do the job.
5) Introduce t = t(θ) in this expression, say, for instance θ1 = θ1(t, θ2, . . .θp), and the corresponding

Jacobian J(t, θ2, . . .θp). Then we get the prior for the parameter t of interest and the nuisance
parameters θ2, . . .θp that, eventually, will be integrated out.

Example 3.15: Consider two independent random quantities X1 and X2 such that

P (Xi = nk) = Po(nk|µi). (563)

We are interested in the parameter t = µ1/µ2 so setting µ = µ2 we have the ordered parameterization {t, µ}. The
joint probability is

P (n1, n2|µ1, µ2) = P (n1|µ1)P (n2|µ2) = e−(µ1 + µ2) µn1
1 µn2

2

Γ(n1 + 1)Γ(n2 + 1)
(564)

from which we get the Fisher’s matrix

I(µ1, µ2) =

(
1/µ1 0

0 1/µ2

)
and I−1(µ1, µ2) =

(
µ1 0
0 µ2

)
(565)

We are interested in the parameter t = µ1/µ2, a twice continuous and differentiable function of the param-
eters, so

∇t(µ1, µ2) =

(
∂t

∂µ1
,
∂t

∂µ2

)T
=
(
µ−1

2 , −µ1µ
−2
2

)T
=

(
µ−1

2

−µ1µ
−2
2

)
(566)

88

C. MAÑÁ

258



Therefore:

I−1∇t =

(
µ1µ

−1
2

−µ1µ
−1
2

)
S = ∇Tt I−1∇t =

µ1(µ1 + µ2)

µ3
2

(567)

η =
I−1∇t

(∇Tt I−1∇t)1/2
=

(
(µ1µ2)1/2(µ1 + µ2)−1/2

−(µ1µ2)1/2(µ1 + µ2)−1/2

)
(568)

so that ηT Iη = 1. The probability matching prior for the parameter t = µ1/µ2 in terms of µ1 and µ2 is given by
the equation:

2∑

k=1

∂

∂µk
[ηk(µ)π(µ)] = 0 (569)

so, if f(µ1, µ2) = (µ1µ2)1/2(µ1 + µ2)−1/2, we have to solve

∂

∂µ1
f(µ1, µ2)π(µ1, µ2) =

∂

∂µ2
f(µ1, µ2)π(µ1, µ2) (570)

Any solution will do so:

π(µ1, µ2)∝ f−1(µ1, µ2) =

√
µ1 + µ2√
µ1µ2

(571)

Substituting µ1 = tµ2 and including the Jacobian J = µ2 we have finally:

π(t, µ2)∝√µ2

√
1 + t

t
(572)

The posterior density will be:

p(t, µ2|n1, n2)∝ p(n1, n2|t, µ2)π(t, µ2)∝ e−µ2(1 + t)tn1−1/2 (1 + t)1/2 µ
n+3/2−1
2 (573)

and, integrating the nuisance parameter µ2∈[0,∞), we get the posterior density:

p(t|n1, n2) = N
tn1−1/2

(1 + t)n+1 (574)

with N−1 = B(n1 + 1/2, n2 + 1/2).

Example 3.16: Gamma distribution. Show that for Ga(x|α, β):

p(x|α, β) =
αβ

Γ(β)
e−αx xβ−1 1(0,∞)(x) (575)

the probability matching prior for the ordering

• {β, α} is π(α, β) = β−1/2
[
α−1

√
βΨ′(β)− 1

]

• {α, β} is π(α, β) =
[
α−1

√
Ψ′(β)

]√
βΨ′(β)− 1

to be compared with Jeffrey’s prior πJ2 (α, β) = α−1
√
βΨ′(β)− 1 and Jeffrey’s prior when both parameters are

treated individually πJ1+1(α, β) = α−1
√

Ψ′(β)

Example 3.17: Bivariate Normal Distribution.
For the ordered parameterization ρ, σ1, σ2: the Fisher’s matrix (see example 3.12) is:

I(ρ, σ1, σ2) = (1− ρ2)−1




(1 + ρ2)(1− ρ2)−1 −ρσ−1
1 −ρσ−1

2

−ρσ−1
1 (2− ρ2)σ−2

1 −ρ2(σ1σ2)−1

−ρσ−1
2 −ρ2(σ1σ2)−1 (2− ρ2)σ−2

2


 (576)
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and the inverse:

I−1(ρ, σ1, σ2) =
1

2




2(1− ρ2)2 σ1ρ(1− ρ2) σ2ρ(1− ρ2)
σ1ρ(1− ρ2) σ2

1 ρ2σ1σ2

σ2ρ(1− ρ2) ρ2σ1σ2 σ2
2


 (577)

Then

2

ρ

∂

∂ρ
[π(1− ρ2)] +

∂

∂σ1
[πσ1] +

∂

∂σ2
[πσ2] = 0 (578)

for which

π(σ1, σ2, ρ) =
1

σ1σ2(1− ρ2)
(579)

is a solution.

Problem 3.6: Consider

X ∼ p(x|a, b, σ) =
sinh[σ(b− a)]

2(b− a)

1

cosh[σ(x− a)]cosh[σ(b− x)]
1(−∞,∞)(x) (580)

where a < b∈R and σ∈(0,∞). Show that

E[X] =
b+ a

2
and V [x] =

(b− a)2

12
+

π2

12σ2
(581)

and that, for known σ >>, the probability matching prior for a and b tends to πpm(a, b)∼(b − a)−1/2. Show
also that, under the same limit, πpm(θ)∼θ−1/2 for (a, b) = (−θ, θ) and (a, b) = (0, θ). Since p(x|a, b, σ)

σ>>→
Un(x|a, b) discuss in this last case what is the difference with the example 3.4.

3.6.7 Reference Analysis
The expected amount of information ( Expected Mutual Information) on the parameter θ provided by k
independent observations of the model p(x|θ) relative to the prior knowledge on θ described by π(θ) is

I [e(k), π(θ)] =

∫

Θ
π(θ) dθ

∫

ΩX

p(zk|θ) log
p(θ|zk)
π(θ)

dzk (582)

where zk = {x1, . . . ,xk}. If limk→∞ I [e(k), π(θ)] exists, it will quantify the maximum amount of
information that we could obtain on θ from experiments described by this model relative to the prior
knowledge π(θ). The central idea of the reference analysis [?], [?] is to take as reference prior for
the the model p(x|θ) that which maximizes the maximum amount of information we may get so it
will be the less informative for this model. From Calculus of Variations, if we introduce the prior
π?(θ) = π(θ) + εη(θ) with π(θ) an extremal of the expected information I [e(k), π(θ)] and η(θ) such
that

∫

Θ
π(θ)dθ =

∫

Θ
π?(θ)dθ = 1 −→

∫

Θ
η(θ)dθ = 0 (583)

it is it is easy to see (left as exercise) that

π(θ) ∝ exp
{∫

ΩX

p(zk|θ) log p(θ|zk) dzk
}

= fk(θ) (584)

This is a nice but complicated implicit equation because, on the one hand, fk(θ) depends on π(θ) through
the posterior p(θ|zk) and, on the other hand, the limit k→∞ is usually divergent (intuitively, the more
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precision we want for θ, the more information is needed and to know the actual value from the experiment
requires an infinite amount of information). This can be circumvented regularizing the expression as

π(θ) ∝ π(θ0) lim
k→∞

fk(θ)

fk(θ0)
(585)

with θ0 any interior point of Θ (we are used to that in particle physics!). Let’s see some examples.

Example 3.18: Consider again the exponential model for which t = n−1
∑n
i=1 xi is sufficient for θ and distributed

as

p(t|θ) =
(nθ)n

Γ(n)
tn−1 exp{−nθt} (586)

Taking π(θ) = 1(0,∞)(θ) we have the proper posterior

π?(θ|t) =
(nt)n+1

Γ(n+ 1)
exp {−nθt} θn (587)

Then log π?(θ|t) = −(nθ)t + n log θ + (n+ 1) log t + g1(n) and

fn(θ) = exp
{∫

ΩX

p(t|θ) log π?(θ|t) dt
}

=
g2(n)

θ
−→ π(θ) ∝ π(θ0) lim

n→∞
fn(θ)

fn(θ0)
∝ 1

θ
(588)

Example 3.19: Prior functions depend on the particular model we are treating. To learn about a parameter, we
can do different experimental designs that respond to different models and, even though the parameter is the same,
they may have different priors. For instance, we may be interested in the acceptance; the probability to accept an
event under some conditions. For this, we can generate for instance a sample of N observed events and see how
many (x) pass the conditions. This experimental design corresponds to a Binomial distribution

p(x|N, θ) =

(
N
x

)
θx (1− θ)N−x (589)

with x = {0, 1, . . ., N}. For this model, the reference prior (also Jeffrey’s and PM) is π(θ) = θ−1/2(1 − θ)−1/2

and the posterior θ∼Be(θ|x + 1/2, N − x + 1/2). Conversely, we can generate events until r are accepted and
see how many (x) have we generated. This experimental design corresponds to a Negative Binomial distribution

p(x|r, θ) =

(
x− 1
r − 1

)
θr (1− θ)x−r (590)

where x = r, r + 1, . . . and r ≥ 1. For this model, the reference prior (Jeffrey’s and PM too) is π(θ) = θ−1(1 −
θ)−1/2 and the posterior θ∼Be(θ|r, x− r + 1/2).

Problem 3.7: Consider

1) X ∼Po(x|θ) = exp{−θ} θx

Γ(x+ 1)
and the experiment e(k)

iid→ {x1, x2, . . . xk}. Take π?(θ) = 1(0,∞)(θ),

and show that

π(θ) ∝ π(θ0) lim
k→∞

fk(θ)

fk(θ0)
∝ θ−1/2 (591)

2) X ∼Bi(x|N, θ) =

(
N
x

)
θx (1 − θ)N−x and the experiment e(k)

iid→ {x1, x2, . . . xk}. Take

π?(θ)∝θa−1(1− θ)b−11(0,1)(θ) with a, b > 0 and show that

π(θ) ∝ π(θ0) lim
k→∞

fk(θ)

fk(θ0)
∝ θ−1/2(1− θ)−1/2 (592)
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(Hint: For 1) and 2) consider the Taylor expansion of log Γ(z, ·) around E[z] and the asymptotic behavior of the
Polygamma Function Ψn)(z) = anz

−n + an+1z
−(n+1) + ...).

3) X ∼Un(x|0, θ) and the iid sample {x1, x2, . . . xk}. For inferences on θ, show that fk = θ−1g(k) and in
consequence the posterior is Pareto Pa(θ|xM , n) with xM = max{x1, x2, . . . xk} the sufficient statistic.

A very useful constructive theorem to obtain the reference prior is given in [?]. First, a permissi-
ble prior for the model p(x|θ) is defined as a strictly positive function π(θ) such that it renders a proper
posterior; that is,

∀x∈ΩX

∫

Θ
p(x|θ)π(θ) dθ < ∞ (593)

and that for some approximating sequence Θk⊂Θ; limk→∞Θk = Θ, the sequence of posteriors
pk(θ|x)∝p(x|θ)πk(θ) converges logarithmically to p(θ|x)∝p(x|θ)π(θ). Then, the reference prior is
just a permissible prior that maximizes the maximum amount of information the experiment can pro-
vide for the parameter. The constructive procedure for a one-dimensional parameter consists on:

1) Take π?(θ) as a continuous strictly positive function such that the corresponding posterior

π?(θ|zk) =
p(zk|θ)π?(θ)∫

Θ p(zk|θ)π(θ) dθ
(594)

is proper and asymptotically consistent. π?(θ) is arbitrary so it can be taken for convenience to
simplify the integrals.

2) Obtain

f?k (θ) = exp
{∫

ΩX

p(zk|θ) log π?(θ|zk) dzk
}

and hk(θ; θ0) =
f?k (θ)

f?k (θ0)
(595)

for any interior point θ0∈Θ;
3) If

3.1) each f?k (θ) is continuous;
3.2) for any fixed θ and large k, is hk(θ; θ0) is either monotonic in k or bounded from above by

h(θ) that is integrable on any compact set;
3.3) π(θ) = limk→∞ hk(θ; θ0) is a permissible prior function

then π(θ) is a reference prior for the model p(x|θ). It is important to note that there is no requirement
on the existence of the Fisher’s information I(θ). If it exists, a simple Taylor expansion of the densities
shows that for a one-dimensional parameter π(θ) = [I(θ)]1/2 in consistency with Jeffrey’s proposal.
Usually, the last is easier to evaluate but not always as we shall see.

In many cases supp(θ) is unbounded and the prior π(θ) is not a propper density. As we have seen
this is not a problem as long as the posterior p(θ|zk)∝p(zk|θ)π(θ) is propper although, in any case, one
can proceed "more formally" considering a sequence of proper priors πm(θ) defined on a sequence of
compact sets Θm⊂Θ such that limm→∞Θm = Θ and taking the limit of the corresponding sequence
of posteriors pm(θ|zk)∝p(zk|θ)πm(θ). Usually simple sequences as for example Θm = [1/m,m];
limm→∞Θm = (0,∞), or Θm = [−m,m]; limm→∞Θm = (−∞,∞) will suffice.

When the parameter θ is n-dimensional, the procedure is more laborious. First, one starts [?]
arranging the parameters in decreasing order of importance {θ1, θ2, . . . , θn} (as we did for the Probability
Matching Priors) and then follow the previous scheme to obtain the conditional prior functions

π(θn|θ1, θ2, . . . , θn−1)π(θn−1|θ1, θ2, . . . , θn−2) · · ·π(θ2|θ1)π(θ1) (596)

For instance in the case of two parameters and the ordered parameterization {θ, λ}:
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1) Get the conditional π(λ|θ) as the reference prior for λ keeping θ fixed;
2) Find the marginal model

p(x|θ) =

∫

Φ
p(x|θ, λ)π(λ|θ) dλ (597)

3) Get the reference prior π(θ) from the marginal model p(x|θ)

Then π(θ, λ)∝π(λ|θ)π(θ). This is fine if π(λ|θ) and π(θ) are propper functions; seldom the case.
Otherwise one has to define the appropriate sequence of compact sets observing, among other things,
that this has to be done for the full parameter space and usually the limits depend on the parameters.
Suppose that we have the sequence Θi × Λi

i→∞−→ Θ× Λ. Then:

1) Obtain πi(λ|θ):

π?i (λ|θ)1Λi(λ) −→ π?i (λ|θ, zk) =
p(zk|θ, λ)π?i (λ|θ)∫

Λi
p(zk|θ, λ)π?i (λ|θ) dλ

−→

−→ πi(λ|θ) = lim
k→∞

f?k (λ|Λi, θ, ...)
f?k (λ0|Λi, θ, ...)

(598)

2) Get the marginal density pi(x|θ):

pi(x|θ) =

∫

Λi

p(x|θ, λ)πi(λ|θ) dλ (599)

3) Determine πi(θ):

π?i (θ)1Θi(θ) −→ π?i (θ|zk) =
pi(zk|θ)π?i (θ)∫

Θi
pi(zk|θ)π?i (θ) dθ

−→ πi(θ) = lim
k→∞

f?k (θ|Θi,Λi, ...)

f?k (θ0|Θi,Λi, ...)
(600)

4) The reference prior for the ordered parameterization {θ, λ} will be:

π(θ, λ) = lim
i→∞

πi(λ|θ)πi(θ)
πi(λ0|θ0)πi(θ0)

(601)

In the case of two parameters, if Λ is independent of θ the Fisher’s matrix usually exists and, if
I(θ, λ) and S(θ, λ) = I−1(θ, λ) are such that:

I22(θ, λ) = a2
1(θ) b21(λ) and S11(θ, λ) = a−2

0 (θ) b−2
0 (λ) (602)

then [?] π(θ, λ) = π(λ|θ)π(θ) = a0(θ) b1(λ) is a permissible prior even if the conditional reference
priors are not proper. The reference priors are usually probability matching priors.

Example 3.20: A simple example is the Multinomial distribution X∼Mn(x|θ) with dimX = k + 1 and proba-
bility

p(x|θ) ∝ θ1
x1 θ2

x2 · · · θkxk (1− δk)xk+1 ; δk =

k∑

j=1

θj (603)

Consider the ordered parameterization {θ1, θ2, . . . , θk}. Then

π(θ1, θ2, . . . , θk) = π(θk|θk−1, θk−2 . . . θ2, θ1)π(θk−1|θk−2 . . . θ2, θ1) · · · π(θ2|θ1)π(θ1) (604)

In this case, all the conditional densities are proper

π(θm|θm−1, . . . θ1)∝ θm−1/2 (1− δm)−1/2 (605)
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and therefore

π(θ1, θ2, . . . θk)∝
k∏

i=1

θi
−1/2 (1− δi)−1/2 (606)

The posterior density will be then

p(θ|x)∝
[
k∏

i=1

θi
xi−1/2 (1− δi)−1/2

]
(1− δk)xk+1 (607)

Example 3.21: Consider again the case of two independent Poisson distributed random quantities X1 and X2

with joint density density

P (n1, n2|µ1, µ2) = P (n1|µ1)P (n2|µ2) = e−(µ1 + µ2) µn1
1 µn2

2

Γ(n1 + 1)Γ(n2 + 1)
(608)

We are interested in the parameter θ = µ1/µ2 so setting µ = µ2 we have the ordered parameterization {θ, µ} and:

P (n1, n2|θ, µ) = e−µ(1 + θ) θn1µn

Γ(n1 + 1)Γ(n2 + 1)
(609)

where n = n1 + n2. Since E[X1] = µ1 = θµ and E[X2] = µ2 = µ the Fisher’s matrix and its inverse will be

I =

(
µ/θ 1
1 (1 + θ)/µ

)
; det( I) = θ−1 and S = I−1 =

(
θ(1 + θ)/µ −θ
−θ µ

)
(610)

Therefore

S11 = θ(1 + θ)/µ and F22 = (1 + θ)/µ (611)

and, in consequence:

π(θ) f1(µ)∝S−1/2
11 =

√
µ√

θ(1 + θ)
π(µ|θ) f2(θ)∝F 1/2

22 =

√
1 + θ√
µ

(612)

Thus, we have for the ordered parameterization {θ, µ} the reference prior:

π(θ, µ) = π(µ|θ)π(θ)∝ 1√
µθ(1 + θ)

(613)

and the posterior density will be:

p(θ, µ|n1, n2) ∝ exp {−µ(1 + θ)} θn1−1/2 (1 + θ)−1/2 µn−1/2 (614)

and, integrating the nuisance parameter µ∈[0,∞) we get finally

p(θ|n1, n2) = N
θn1−1/2

(1 + θ)n+1 (615)

with θ = µ1/µ2, n = n1 + n2 and N−1 = B(n1 + 1/2, n2 + 1/2). The distribution function will be:

P (θ|n1, n2) =

∫ θ

0

p(θ′|n1, n2) dθ′ = I(θ/(1 + θ);n1 + 1/2, n2 + 1/2) (616)

with I(x; a, b) the Incomplete Beta Function and the moments, when they exist;

E[θm] =
Γ(n1 + 1/2 +m) Γ(n2 + 1/2−m)

Γ(n1 + 1/2) Γ(n2 + 1/2)
(617)
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It is interesting to look at the problem from a different point of view. Consider again the ordered parame-
terization {θ, λ} with θ = µ1/µ2 but now, the nuisance parameter is λ = µ1 + µ2. The likelihood will be:

P (n1, n2|θ, λ) =
1

Γ(n1 + 1)Γ(n2 + 1)
e−λ λn θn1

(1 + θ)n
(618)

The domains are Θ = (0,∞) and Λ = (0,∞), independent. Thus, no need to specify the prior for λ since

p(θ|n1, n2)∝π(θ)
θn1

(1 + θ)n

∫

Λ

e−λ λnπ(λ)dλ∝ θn1

(1 + θ)n
π(θ) (619)

In this case we have that

I(θ)∝ 1

θ (1 + θ)2 −→ π(θ) =
1

θ1/2 (1 + θ)
(620)

and, in consequence,

p(θ|n1, n2) = N
θn1−1/2

(1 + θ)n+1 (621)

Problem 3.8: Show that the reference prior for the Pareto distribution Pa(x|θ, x0) (see example 3.9) is
π(θ, x0)∝(θx0)−1 and that for an iid sample x = {x1, . . . , xn}, if xm = min{xi}ni=1 and a =

∑n
i=1 ln(xi/xm)

the posterior

p(θ, x0|x) =
nan−1

xmΓ(n− 1)
e−aθθn−1

(
x0

xm

)nθ−1

1(0,∞)(θ)1(0,xm)(x0) (622)

is proper for a sample size n > 1. Obtain the marginal densities

p(θ|x) =
an−1

Γ(n− 1)
e−aθθn−21(0,∞)(θ) and (623)

p(x0|x) =
n(n− 1)

a
x−1

0

[
1 +

n

a
ln

(
xm
x0

)]−n
1(0,xm)(x0) (624)

and show that for large n (see section 10.2) E[θ]'na−1 and E[x0]'xm.

Problem 3.9: Show that for the shifted Pareto distribution (Lomax distribution):

p(x|θ, x0) =
θ

x0

(
x0

x+ x0

)θ+1

1(0,∞)(x) ; θ, x0∈R+ (625)

the reference prior for the ordered parameterization {θ, x0} is πr(θ, x0) ∝ (x0θ(θ + 1))−1 and for {x0, θ} is
πr(x0, θ) ∝ (x0θ)

−1. Show that the first one is a first order probability matching prior while the second is not. In
fact, show that for {x0, θ}, πpm(x0, θ) ∝ (x0θ

3/2
√
θ + 2)−1 is a matching prior and that for both orderings the

Jeffrey’s prior is πJ(θ, x0) ∝ (x0(θ + 1)
√
θ(θ + 2))−1.

Problem 3.10: Show that for the Weibull distribution

p(x|α, β) = αβ xβ−1 exp
{
−αxβ

}
1(0,∞)(x) (626)

with α, β > 0, the reference prior functions are

πr(β, α) = (αβ)−1 and πr(α, β) =
(
αβ
√
ζ(2) + (ψ(2)− lnα)2

)−1

(627)

for the ordered parameterizations {β, α} and {α, β} respectively being ζ(2) = π2/6 the Riemann Zeta Function
and ψ(2) = 1− γ the Digamma Function.
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3.7 Hierarchical Structures
In many circumstances, even though the experimental observations respond to the same phenomena it
is not always possible to consider the full set of observations as an exchangeable sequence but rather
exchangeability within subgroups of observations. As stated earlier, this may be the case when the
results come from different experiments or when, within the same experiment, data taking conditions
(acceptances, efficiencies,...) change from run to run. A similar situation holds, for instance, for the
results of responses under a drug performed at different hospitals when the underlying conditions of the
population vary between zones, countries,... In general, we shall have different groups of observations

x1 = {x11, x21, . . ., xn11}
...

xj = {x1j , x2j , . . ., xnjj}
...

xJ = {x1J , x2J , . . ., xnJJ}

from J experiments e1(n1), e2(n2), . . ., eJ(nJ). Within each sample xj , we can consider that exchange-
ability holds and also for the sets of observations {x1,x2, . . . ,xJ} In this case, it is appropriate to
consider hierarchical structures.

Let’s suppose that for each experiment e(j) the observations are drawn from the model

p(xj |θj) ; j = 1, 2, . . ., J (628)

Since the experiments are independent we assume that the parameters of the sequence {θ1, θ2, . . ., θJ}
are exchangeable and that, although different, they can be assumed to have a common origin since they
respond to the same phenomena. Thus,we can set

p(θ1, θ2, . . . , θJ |φ) =

J∏

i=1

p(θi|φ) (629)

with φ the hyperparameters for which we take a prior π(φ). Then we have the structure (see figure ??)

p(x1, . . .,xJ , θ1, . . ., θJ , φ) = π(φ)

J∏

i=1

p(xi|θi)π(θi|φ) (630)

This structure can be repeated sequentially if we consider appropriate to assign a prior π(φ|τ) to the
hyperparameters φ so that

p(x,θ,φ, τ) = p(x|θ)π(θ|φ)π(φ|τ)π(τ) (631)

Now, consider the model p(x, θ, φ). We may be interested in θ, in the hyperparameters φ or in
both. In general we shall need the conditional densities:

• p(φ|x)∝ p(φ)

∫
p(x|θ) p(θ|φ) dθ (632)

• p(θ|x,φ) =
p(θ,x,φ)

p(x,φ)
and (633)

• p(θ|x) =
p(x|θ)

p(x)
p(θ) =

p(x|θ)

p(x)

∫
p(θ|φ) p(φ) dφ (634)
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Fig. 8: Structure of the hierarchical model.

that can be expressed as

p(θ|x) =

∫
p(x,θ,φ)

p(x)
dφ =

∫
p(θ|x,φ) p(φ|x) dφ (635)

and, since

p(θ|x) = p(x|θ)

∫
p(θ|φ)

p(φ|x)

p(x|φ)
dφ (636)

we can finally write

p(θ,φ)

p(x)
= p(θ|φ)

p(φ)

p(x)
= p(θ|φ)

p(φ|x)

p(x|φ)
(637)

In general, this conditional densities have complicated expressions and we shall use Monte Carlo
methods to proceed (see Gibbs Sampling, example 4.15, in section 3).

It is important to note that if the prior distributions are not proper we can have improper marginal
and posterior densities that obviously have no meaning in the inferential process. Usually, conditional
densities are better behaved but, in any case, we have to check that this is so. In general, the better
behaved is the likelihood the wildest behavior we can accept for the prior functions. We can also used
prior distributions that are a mixture of proper distributions:

p(θ|φ) =
∑

i

wi pi(θ|φ) (638)

with wi≥0 and
∑
wi = 1 so that the combination is convex and we assure that it is proper density or,

extending this to a continuous mixture:

p(θ|φ) =

∫
w(σ) p(θ|φ,σ) dσ (639)

3.8 Priors for discrete parameters
So far we have discussed parameters with continuous support but in some cases it is either finite or
countable. If the parameter of interest can take only a finite set of n possible values, the reasonable
option for an uninformative prior is a Discrete Uniform Probability P (X = xi) = 1/n. In fact,
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maximizing the expected information provided by the experiment with the normalization constraint (i.e.
the probability distribution for which the prior knowledge is minimal) drives to P (X = xi) = 1/n in
accordance with the Principle of Insufficient Reason.

Even though finite discrete parameter spaces are either the most usual case we shall have to deal
with or, at least, a sufficiently good approximation for the real situation, it may happen that a non-
informative prior is not the most appropriate (see example 3.22). On the other hand, if the the parameter
takes values on a countable set the problem is more involved. A possible way out is to devise a hierar-
chical structure in which we assign the discrete parameter θ a prior π(θ|λ) with λ a set of continuous
hyperparameters. Then, since

p(x, λ) =
∑

θ∈Θ

p(x|θ)π(θ|λ)π(λ) = p(x|λ)π(λ) (640)

we get the prior π(λ) by any of the previous procedures for continuous parameters with the model p(x|λ)
and obtain

π(θ) ∝
∫

Λ
π(θ|λ)π(λ) dλ (641)

Different procedures are presented and discussed in [?].

Example 3.22: The absolute value of the electric charge (Z) of a particle is to be determined from the number
of photons observed by a Cherenkov Counter. We know from test beam studies and Monte Carlo simulations that
the number of observed photons nγ produced by a particle of charge Z is well described by a Poisson distribution
with parameter µ = n0Z

2; that is

P (nγ |n0, Z) = e−n0Z
2 (n0Z

2)nγ

Γ(nγ + 1)
(642)

so E[nγ |Z = 1] = n0. First, by physics considerations Z has a finite support ΩZ = {1, 2, . . ., n}. Second, we
know a priory that not all incoming nuclei are equally likely so a non-informative prior may not be the best
choice. In any case, a discrete uniform prior will give the posterior:

P (Z = k|nγ , n0, n) =
e−n0k

2

k2nγ

∑n
k=1 e

−n0k
2

k2nγ
(643)

3.9 Constrains on parameters and priors
Consider a parametric model p(x|θ) and the prior π0(θ). Now we have some information on the param-
eters that we want to include in the prior. Typically we shall have say k constraints of the form

∫

Θ
gi(θ)π(θ) dθ = ai ; i = 1, . . ., k (644)

Then, we have to find the prior π(θ) for which π0(θ) is the best approximation, in the Kullback-Leibler
sense, including the constraints with the corresponding Lagrange multipliers λi; that is, the extremal of

F =

∫

Θ
π(θ) log

π(θ)

π0(θ)
dθ +

k∑

i=1

λi

(∫

Θ
gi(θ)π(θ) dθ − ai

)
(645)

Again, it is left as an exercise to show that from Calculus of Variations we have the well known solution

π(θ) ∝ π0(θ) exp{
k∑

i=1

λi gi(θ)} where λi |
∫

Θ
gi(θ)π(θ) dθ = ai (646)
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Quite frequently we are forced to include constraints on the support of the parameters: some
are non-negative (masses, energies, momentum, life-times,...), some are bounded in (0, 1) (β = v/c,
efficiencies, acceptances,...),... At least from a formal point of view, to account for constraints on the
support is a trivial problem. Consider the model p(x|θ) with θ∈Θ0 and a reference prior π0(θ). Then,
our inferences on θ shall be based on the posterior

p(θ|x) =
p(x|θ)π0(θ)∫

Θ0
p(x|θ)π0(θ) dθ

(647)

Now, if we require that θ∈Θ⊂Θ0 we define

g1(θ) = 1Θ(θ) −→
∫

Θ0

g1(θ)π(θ) dθ =

∫

Θ
π(θ) dθ = 1− ε (648)

g2(θ) = 1Θc(θ) −→
∫

Θ0

g2(θ)π(θ) dθ =

∫

Θc
π(θ) dθ = ε (649)

and in the limit ε→ 0 we have the restricted reference prior

π(θ) =
π0(θ)∫

Θ π0(θ) dθ
1Θ(θ) (650)

as we have obviously expected. Therefore

p(θ|x, θ∈Θ) =
p(x|θ)π(θ)∫

Θ p(x|θ)π(θ) dθ
=

p(x|θ)π0(θ)∫
Θ p(x|θ)π0(θ) dθ

1Θ(θ) (651)

that is, the same initial expression but normalized in the domain of interest Θ.

3.10 Decision Problems
Even though all the information we have on the parameters of relevance is contained in the posterior
density it is interesting, as we saw in section 1, to explicit some particular values that characterize the
probability distribution. This certainly entails a considerable and unnecessary reduction of the available
information but in the end, quoting Lord Kelvin, “... when you cannot express it in numbers, your
knowledge is of a meager and unsatisfactory kind”. In statistics, to specify a particular value of the
parameter is termed Point Estimation and can be formulated in the framework of Decision Theory.

In general, Decision Theory studies how to choose the optimal action among several possible
alternatives based on what has been experimentally observed. Given a particular problem, we have to
explicit the set Ωθ of the possible "states of nature", the set ΩX of the possible experimental outcomes
and the set ΩA of the possible actions we can take. Imagine, for instance, that we do a test on an individual
suspected to have some disease for which the medical treatment has some potentially dangerous collateral
effects. Then, we have:

Ωθ = { healthy, sic}
ΩX = { test positive, test negative}
ΩA = { apply treatment, do not apply treatment}

Or, for instance, a detector that provides within some accuracy the momentum (p) and the velocity (β) of
charged particles. If we want to assign an hypothesis for the mass of the particle we have that Ωθ = R+

is the set of all possible states of nature (all possible values of the mass), ΩX the set of experimental
observations (the momentum and the velocity) and ΩA the set of all possible actions that we can take
(assign one or other value for the mass). In this case, we shall take a decision based on the probability
density p(m|p, β).
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Obviously, unless we are in a state of absolute certainty we can not take an action without potential
losses. Based on the observed experimental outcomes, we can for instance assign the particle a mass m1

when the true state of nature is m2 6=m1 or consider that the individual is healthy when is actually sic.
Thus, the first element of Decision Theory is the Loss Function:

l(a, θ) : (θ, a)∈Ωθ ×ΩA −→ R+ + {0} (652)

This is a non-negative function, defined for all θ∈Ωθ and the set of possible actions a∈ΩA, that quantifies
the loss associated to take the action a (decide for a) when the state of nature is θ.

Obviously, we do not have a perfect knowledge of the state of nature; what we know comes from
the observed data x and is contained in the posterior distribution p(θ|x). Therefore, we define the Risk
Function ( risk associated to take the action a, or decide for a when we have observed the data x) as the
expected value of the Loss Function:

R(a|x) = Eθ[l(a,θ)] =

∫

Ωθ

l(a,θ) p(θ|x) dθ (653)

Sound enough, the Bayesian decision criteria consists on taking the action a(x) ( Bayesian action)
that minimizes the risk R(a|x) ( minimum risk ); that is, that minimizes the expected loss under the
posterior density function 22. Then, we shall encounter to kinds of problems:

• inferential problems, where ΩA = R y a(x) is a statistic that we shall take as estimator of the
parameter θ;
• decision problems (or hypothesis testing) where ΩA = { accept, reject} or choose one among a

set of hypothesis.

Obviously, the actions depend on the loss function (that we have to specify) and on the posterior density
and, therefore, on the data through the model p(x|θ) and the prior function π(θ). It is then possible
that, for a particular model, two different loss functions drive to the same decision or that the same loss
function, depending on the prior, take to different actions.

3.10.1 Hypothesis Testing
Consider the case where we have to choose between two exclusive and exhaustive hypothesis H1 and
H2(= H1

c). From the data sample and our prior beliefs we have the posterior probabilities

P (Hi| data) =
P ( data|Hi)P (Hi)

P ( data)
; i = 1, 2 (654)

and the actions to be taken are then:

a1: action to take if we decide upon H1

a2: action to take if we decide upon H2

Then, we define the loss function l(ai, Hj); i, j = 1, 2 as:

22The problems studied by Decision Theory can be addressed from the point of view of Game Theory. In this case, instead
of Loss Functions one works with Utility Functions u(θ,a) that, in essence, are nothing else but u(θ,a) = K − l(θ,a)≥0;
it is just matter of personal optimism to work with "utilities" or "losses". J. Von Neumann and O. Morgenstern introduced in
1944 the idea of expected utility and the criteria to take as optimal action hat which maximizes the expected utility.
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l(ai|Hj) =





l11 = l22 = 0 if we make the correct choice; that is, if we
take action a1 when the state of nature is H1

or a2 when it is H2;

l12 > 0 if we take action a1 (decide upon H1) when
the state of nature is H2

l21 > 0 if we take action a2 (decide upon H2) when
the state of nature is H1

so the risk function will be:

R(ai| data) =

2∑

j=1

l(ai|Hj)P (Hj | data) (655)

that is:

R(a1| data) = l11 P (H1| data) + l12 P (H2| data) (656)

R(a2| data) = l21 P (H1| data) + l22 P (H2| data) (657)

and, according to the minimum Bayesian risk, we shall choose the hypothesis H1 (action a1) if

R(a1| data) < R(a2| data) −→ P (H1| data) (l11 − l21) < P (H2| data) (l22 − l12) (658)

Since we have chosen l11 = l22 = 0 in this particular case, we shall take action a1 (decide for hypothesis
H1) if:

P (H1| data)

P (H2| data)
>

l12

l21
(659)

or action a2 (decide in favor of hypothesis H2) if:

R(a2, data) < R(a1, data) −→ P (H2| data)

P (H1| data)
>

l21

l12
(660)

that is, we take action ai (i = 1, 2) if:

P (Hi| data)

P (Hj | data)
=

[
P ( data|Hi)

P ( data|Hj)

] [
P (Hi)

P (Hj)

]
>

lij
lji

(661)

The ratio of likelihoods

Bij =
P ( data|Hi)

P ( data|Hj)
(662)

is called Bayes Factor Bij and changes our prior beliefs on the two alternative hypothesis based on the
evidence we have from the data; that is, quantifies how strongly data favors one model over the other.
Thus, we shall decide in favor of hypothesis Hi against Hj (i, j = 1, 2) if

P (Hi| data)

P (Hj | data)
>

lij
lji

−→ Bij >
P (Hj)

P (Hi)

lij
lji

(663)

If we consider the same loss if we decide upon the wrong hypothesis whatever it be, we have l12 = l21

(Zero-One Loss Function). In general, we shall be interested in testing:
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1) Two simple hypothesis, H1 vs H2, for which the models Mi = {X∼pi(x|θi)}; i = 1, 2 are fully
specified including the values of the parameters (that is, Θi = {θi}). In this case, the Bayes Factor
will be given by the ratio of likelihoods

B12 =
p1(x|θ1)

p2(x|θ2)

(
usually

p(x|θ1)

p(x|θ2)

)
(664)

The classical Bayes Factor is the ratio of the likelihoods for the two competing models evaluated
at their respective maximums.

2) A simple (H1) vs a composite hypothesis H2 for which the parameters of the model M2 =
{X∼p2(x|θ2)} have support on Θ2. Then we have to average the likelihood under H2 and

B12 =
p1(x|θ1)∫

Θ2
p2(x|θ)π2(θ)dθ

(665)

3) Two composite hypothesis: in which the models M1 and M2 have parameters that are not speci-
fied by the hypothesis so

B12 =

∫
Θ1
p1(x|θ1)π1(θ1)dθ1∫

Θ2
p2(x|θ2)π2(θ2)dθ2

(666)

and, since P (H1| data) + P (H2| data) = 1, we can express the posterior probability P (H1| data) as

P (H1| data) =
B12 P (H1)

P (H2) + B12 P (H1)
(667)

Usually, we consider equal prior probabilities for the two hypothesis (P (H1) = P (H2) = 1/2) but be
aware that in some cases this may not be a realistic assumption.

Bayes Factors are independent of the prior beliefs on the hypothesis (P (Hi)) but, when we have
composite hypothesis, we average the likelihood with a prior and if it is an improper function they are
not well defined. If we have prior knowledge about the parameters, we may take informative priors
that are proper but this is not always the case. One possible way out is to consider sufficiently general
proper priors (conjugated priors for instance) so the Bayes factors are well defined and then study what
is the sensitivity for different reasonable values of the hyperparameters. A more practical and interesting
approach to avoid the indeterminacy due to improper priors [?], [?] is to take a subset of the observed
sample to render a proper posterior (with, for instance, reference priors) and use that as proper prior
density to compute the Bayes Factor with the remaining sample. Thus, if the sample x = {x1, . . ., xn}
consists on iid observations, we may consider x = {x1,x2} and, with the reference prior π(θ), obtain
the proper posterior

π(θ|x1) =
p(x1|θ)π(θ)∫

Θ p(x1|θ)π(θ) dθ
(668)

The remaining subsample (x2) is then used to compute the partial Bayes Factor 23:

B12(x2|x1) =

∫
Θ1
p1(x2|θ1)π1(θ1|x1) dθ1∫

Θ2
p2(x2|θ2)π2(θ2|x1) dθ2

(
=
BF (x1,x2)

BF (x1)

)
(669)

for the hypothesis testing. Berger and Pericchi propose to use the minimal amount of data needed to
specify a proper prior (usually max{ dim(θi)}) so as to leave most of the sample for the model testing
and dilute the dependence on a particular election of the training sample evaluating the Bayes Factors

23Essentially, the ratio of the predictive inferences for x2 after x1 has been observed.
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with all possible minimal samples and choosing the truncated mean, the geometric mean or the median,
less sensitive to outliers, as a characteristic value (see example 3.24). A thorough analysis of Bayes
Factors, with its caveats and advantages, is given in [?].

A different alternative to quantify the evidence in favour of a particular model that avoids the need
of the prior specification and is easy to evaluate is the Schwarz criteria [?] (or "Bayes Information Cri-
terion (BIC)" ). The rationale is the following. Consider a sample x = {x1, . . ., xn} and two alternative
hypothesis for the models Mi = {pi(x|θi); dim(θi) = di}; i = 1, 2. Under the appropriate conditions
we can approximate the likelihood as

l(θ|x)' l(θ̂|x) exp

{
−1

2

d∑

k=1

d∑

m=1

(θk − θ̂k)
[
nIkm(θ̂)

]
(θm − θ̂m)

}
(670)

so taking a uniform prior for the parameters θ, reasonable in the region where the likelihood is dominant,
we can approximate

J(x) =

∫

Θ
p(x|θ)π(θ) dθ' p(x|θ̂) (2π/n)d/2 | det[I(θ̂)]|−1/2 (671)

and, ignoring terms that are bounded as n→∞, define the BIC(Mi) for the model Mi as

2 ln Ji(x)'BIC(Mi) ≡ 2 ln pi(x|θ̂i) − di ln n (672)

so:

B12'
p1(x|θ̂1)

p2(x|θ̂2)
n(d2−d1)/2 −→ ∆12 = 2 lnB12' 2 ln

(
p1(x|θ̂1)

p2(x|θ̂2)

)
− (d1 − d2) lnn (673)

and therefore, larger values of ∆12 = BIC(M1) − BIC(M2) indicate a preference for the hypothesis
H1(M1) againstH2(M2) being commonly accepted that for values grater than 6 the evidence is "strong"
24 although, in some cases, it is worth to study the behaviour with a Monte Carlo sampling. Note that the
last term penalises models with larger number of parameters and that this quantification is sound when
the sample size n is much larger than the dimensions di of the parameters.

Example 3.23: Suppose that from the information provided by a detector we estimate the mass of an incoming
particle and we want to decide upon the two exclusive and alternative hypothesis H1 (particle of type 1) and
H2(= H1

c) (particle of type 2). We know from calibration data and Monte Carlo simulations that the mass
distributions for both hypothesis are, to a very good approximation, Normal with means m1 and m2 variances σ2

1

and σ2
2 respectively. Then for an observed value of the mass m0 we have:

B12 =
p(m0|H1)

p(m0|H2)
=

N(m0|m1, σ1)

N(m0|m2, σ2)
=

σ2

σ1
exp

{
(m0 − m2)2

2σ2
2

− (m0 − m1)2

2σ2
1

}
(674)

Taking (l12 = l21; l11 = l22 = 0), the Bayesian decision criteria in favor of the hypothesis H1 is:

B12 >
P (H2)

P (H1)
−→ lnB12 > ln

P (H2)

P (H1)
(675)

Thus,we have a critical value mc of the mass:

σ1
2 (mc − m2)2 − σ2

2 (mc − m1)2 = 2σ1
2 σ2

2 ln
(
P (H2)σ1

P (H1)σ2

)
(676)

such that, if m0 < mc we decide in favor of H1 and for H2 otherwise. In the case that σ1 = σ2 and P (H1) =
P (H2), then mc = (m1 + m2)/2. This, however, may be a quite unrealistic assumption for if P (H1) > P (H2),
it may be more likely that the event is of type 1 being B12 < 1.

24If P (H1) = P (H2) = 1/2, then P (H1| data) = 0.95−→B12 = 19−→∆12'6.
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Example 3.24: Suppose we have an iid sample x = {x1, . . . , xn} of size n with X∼ = N(x|µ, 1) and the two
hypothesis H1 = {N(x|0, 1)} and H2 = {N(x|µ, 1);µ 6=0}. Let us take {xi} as the minimum sample and, with
the usual constant prior, consider the proper posterior

π(µ|xi) =
1√
2π

exp{−(µ− xi)2/2} (677)

that we use as a prior for the rest of the sample x′ = {x1, . . . , xi−1, xi+1, . . . , xn}. Then

P (H1|x′, xi)
P (H2|x′, xi)

= B12(i)
P (H1)

P (H2)
(678)

where

B12(i) =
p(x′|0)∫∞

−∞ p(x′|µ)π(µ|xi)dµ
= n1/2 exp{−(nx2 − x2

i )/2} (679)

and x = n−1
∑n
k=1 xk. To avoid the effect that a particular choice of the minimal sample ({xi}) may have, this is

evaluated for all possible minimal samples and the median (or the geometric mean) of all theB12(i) is taken. Since
P (H1|x) + P (H2|x) = 1, if we assign equal prior probabilities to the two hypothesis (P (H1) = P (H2) = 1/2)
we have that

P (H1|x) =
B12

1 +B12
=
(

1 + n−1/2 exp{(nx2 − med{x2
i })/2}

)−1

(680)

is the posterior probability that quantifies the evidence in favor of the hypothesis H1. It is left as an exercise to
compare the Bayes Factor obtained from the geometric mean with what you would get if you were to take a proper
prior π(µ|σ) = N(µ|0, σ).

Problem 3.11: Suppose we have n observations (independent, under the same experimental conditions,...) of en-
ergies or decay time of particles above a certain known threshold and we want to test the evidence of an exponential
fall against a power law. Consider then a sample x = {x1, . . . , xn} of observations with supp(X) = (1,∞) and
the two models

M1 : p1(x|θ) = θ exp{−θ(x− 1)}1(1,∞)(x) and M2 : p2(x|α) = αx−(α+1)1(1,∞)(x) (681)

that is, Exponential and Pareto with unknown parameters θ and α. Show that for the minimal sample {xi} and
reference priors, the Bayes Factor B12(i) is given by

B12(i) =

(
xg lnxg
x− 1

)n(
xi − 1

xi lnxi

)
=

p1(x|θ̂)
p2(x|α̂)

(
xi − 1

xi lnxi

)
(682)

where (x, xg) are the arithmetic and geometric sample means and (θ̂, α̂) the values that maximize the likelihoods
and therefore

med{B12(i)}ni=1 =

(
xg lnxg
x− 1

)n
med

{
xi − 1

xi lnxi

}n

i=1

(683)

Problem 3.12: Suppose we have two experiments ei(ni); i = 1, 2 in which, out of ni trials, xi successes have
been observed and we are interested in testing whether both treatments are different or not ( contingency tables).
If we assume Binomial models Bi(xi|ni, θi) for both experiments and the two hypothesis H1 : {θ1 = θ2} and
H2 : {θ1 6=θ2}, the Bayes Factor will be

B12 =

∫
Θ
Bi(x1|n1, θ)Bi(x2|n2, θ)π(θ)dθ∫

Θ1
Bi(x1|n1, θ1)π(θ1)dθ1

∫
Θ2

Bi(x2|n2, θ)π(θ2)dθ2
(684)

We may consider proper Beta prior densities Be(θ|a, b). In a specific pharmacological analysis, a sample of
n1 = 52 individuals were administered a placebo and n2 = 61 were treated with an a priori beneficial drug. After
the essay, positive effects were observed in x1 = 22 out of the 52 and x2 = 41 out of the 61 individuals. It is left as
an exercise to obtain the posterior probability P (H2| data) with Jeffreys’ (a = b = 1/2) and Uniform (a = b = 1)
priors and to determine the BIC difference ∆12.
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3.10.2 Point Estimation
When we have to face the problem to characterize the posterior density by a single number, the most
usual Loss Functions are:

• Quadratic Loss: In the simple one-dimensional case, the Loss Function is

l(θ, a) = (θ − a)2 (685)

so, minimizing the Risk :

min
∫

Ωθ

(θ − a)2 p(θ|x) dθ −→
∫

Ωθ

(θ − a) p(θ|x) dθ = 0 (686)

and therefore a = E[θ]; that is, the posterior mean.

In the k−dimensional case, if A = Ωθ = Rk we shall take as Loss Function

l(θ,a) = (a− θ)T H (a− θ) (687)

where H is a positive defined symmetric matrix. It is clear that:

min
∫

Rk
(a− θ)T H (a− θ) p(θ|x) dθ −→ Ha = HE[θ] (688)

so, if H−1 exists, then a = E[θ]. Thus, we have that the Bayesian estimate under a quadratic loss
function is the mean of p(θ|x) (... if exists!).

• Linear Loss: If A = Ωθ = R, we shall take the loss function:

l(θ, a) = c1 (a− θ) 1θ≤a + c2 (θ − a) 1θ>a (689)

Then, the estimator will be such that

min
∫

Ωθ

l(a, θ)p(θ|x)dθ = min
(
c1

∫ a

−∞
(a− θ)p(θ|x)dθ + c2

∫ ∞

a
(θ − a)p(θ|x)dθ

)
(690)

After derivative with respect to a we have (c1 + c2)P (θ≤a) − c2 = 0 and therefore the estimator will
be the value of a such that

P (θ≤a) =
c2

c1 + c2
(691)

In particular, if c1 = c2 then P (θ≤a) = 1/2 and we shall have the median of the distribution p(θ|x). In
this case, the Loss Function can be expressed more simply as l(θ, a) = |θ − a|.

• Zero-One Loss: Si A = Ωθ = Rk, we shall take the Loss Function

l(θ,a) = 1 − 1Bε(a) (692)

where Bε(a)∈Ωθ is an open ball of radius ε centered at a. The corresponding point estimator will be:

min
∫

Ωθ

(1 − 1Bε(a)) p(θ|x) dθ = max
∫

Bε(a)
p(θ|x) dθ (693)

It is clear than, in the limit ε→0, the Bayesian estimator for the Zero-One Loss Function will be the mode
of p(θ|x) if exists.
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As explained in section 1, the mode, the median and the mean can be very different if the distri-
bution is not symmetric. Which one should we take then? Quadratic losses, for which large deviations
from the true value are penalized quadratically, are the most common option but, even if for unimodal
symmetric the three statistics coincide, it may be misleading to take this value as a characteristic number
for the information we got about the parameters or even be nonsense. In the hypothetical case that the
posterior is essentially the same as the likelihood (that is the case for a sufficiently smooth prior), the
Zero-One Loss points to the classical estimate of the Maximum Likelihood Method. Other consider-
ations of interest in Classical Statistics (like bias, consistency, minimum variance,...) have no special
relevance in Bayesian inference.

Problem 3.13: The Uniform Distribution. Show that for the posterior density (see example 3.4)

p(θ|xM , n) = n
xnM
θn+1 1[xM ,∞)(θ) (694)

the point estimates under quadratic, linear and 0-1 loss functions are

θQL = xM
n

n− 1
; θLL = xM 21/n and θ01L = xM (695)

and discuss which one you consider more reasonable.

3.11 Credible Regions
Let p(θ|x), with θ∈Ω⊆Rn be a posterior density function. A credible region with probability content
1− α is a region of Vα⊆Θ of the parametric space such that

P (θ∈Vα) =

∫

Vα

p(θ|x) dθ = 1− α (696)

Obviously, for a given probability content credible regions are not unique and a sound criteria is to
specify the one that the smallest possible volume. A region C of the parametric space Ω is called
Highest Probability Region (HPD) with probability content 1− α if:

1) P (θ∈C) = 1− α; C⊆Ω;
2) p(θ1|·)≥ p(θ2|·) for all θ1∈C and θ2 /∈C except, at most, for a subset of Ω with zero probability

measure.

It is left as an exercise to show that condition 2) implies that the HPD region so defined is of minimum
volume so both definitions are equivalent. Further properties that are easy to demonstrate are:

1) If p(θ|·) is not uniform, the HPD region with probability content 1− α is unique;
2) If p(θ1|·) = p(θ2|·), then θ1 and θ2 are both either included or excluded of the HPD region;
3) If p(θ1|·)6=p(θ2·), there is an HPD region for some value of 1−α that contains one value of θ and

not the other;
4) C = {θ∈Θ|p(θ|x)≥kα} where kα is the largest constant for which P (θ∈C)≥α;
5) If φ = f(θ) is a one-to-one transformation, then

a) any region with probability content 1−α for θ will have probability content 1−α for φ but...
b) an HPD region for θ will not, in general, be an HPD region for φ unless the transformation

is linear.

In general, evaluation of credible regions is a bit messy task. A simple way through is to do a
Monte Carlo sampling of the posterior density and use the 4 th property. For a one-dimensional parameter,
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the condition that the HPD region with probability content 1−α has the minimum length allows to write
a relation that may be useful to obtain those regions in an easier manner. Let [θ1, θ2] be an interval such
that

∫ θ2

θ1

p(θ|·) dθ = 1 − α (697)

For this to be an HPD region we have to find the extremal of the function

φ(θ1, θ2, λ) = (θ2 − θ1) + λ

(∫ θ2

θ1

p(θ|·) dθ − (1 − α)

)
(698)

Taking derivatives we get:
(
∂φ(θ1, θ2, λ)

∂θi

)

i=1,2

= 0 −→ p(θ1|·) = p(θ2·) (699)

∂φ(θ1, θ2, λ)

∂λ
= 0 −→

∫ θ2

θ1

p(θ) dθ = 1 − α (700)

Thus, from the first two conditions we have that p(θ1|·) = p(θ2|·) and, from the third, we know that
θ1 6=θ2. In the special case that the distribution is unimodal and symmetric the only possible solution is
θ2 = 2E[θ]− θ1.

The HPD regions are useful to summarize the information on the parameters contained in the
posterior density p(θ|x) but it should be clear that there is no justification to reject a particular value
θ0 just because is not included in the HPD region (or, in fact, in whatever confidence region) and that
in some circumstances (distributions with more than one mode for instance) it may be the union of
disconnected regions.

3.12 Bayesian (B) vs Classical (F ) Philosophy
The Bayesian philosophy aims at the right questions in a very intuitive and, at least conceptually, simple
manner. However the "classical" (frequentist) approach to statistics, that has been very useful in sci-
entific reasoning over the last century, is at present more widespread in the Particle Physics community
and most of the stirred up controversies are originated by misinterpretations. It is worth to take a look
for instance at [?]. Let’s see how a simple problem is attacked by the two schools. "We" are B, "they"
are F .

Suppose we want to estimate the life-time of a particle. We both "assume" an exponential model
X∼Ex(x|1/τ) and do an experiment e(n) that provides an iid sample x = {x1, x2, . . . , xn}. In this
case there is a sufficient statistic t = (n, x) with x the sample mean so let’s define the random quantity

X =
1

n

n∑

i=1

Xi ∼ p(x|n, τ) =
(n
τ

)n 1

Γ(n)
exp

{
−nxτ−1

}
xn−1 1(0,∞)(x) (701)

What can we say about the parameter of interest τ?

F will start by finding the estimator (statistic) τ̂ that maximizes the likelihood (MLE). In this case
it is clear that τ̂ = x, the sample mean. We may ask about the rationale behind because, apparently, there
is no serious mathematical reasoning that justifies this procedure. F will respond that, in a certain sense,
even for us this should be a reasonable way because if we have a smooth prior function, the posterior
is dominated by the likelihood and one possible point estimator is the mode of the posterior. Beside
that, he will argue that maximizing the likelihood renders an estimator that often has “good” properties
like unbiasedness, invariance under monotonous one-to-one transformations, consistency (convergence
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Fig. 9: (1): 68% confidence level bands in the (τ,X) plane. (2): 68% confidence intervals intervals obtained for
100 repetitions of the experiment.

in probability), smallest variance within the class of unbiased estimators (Cramèr-Rao bound), approxi-
mately well known distribution,... We may question some of them (unbiased estimators are not always
the best option and invariance... well, if the transformation is not linear usually the MLE is biased), argue
that the others hold in the asymptotic limit,... Anyway; for this particular case one has that:

E[τ̂ ] = τ and V [τ̂ ] =
τ2

n
(702)

and F will claim that “if you repeat the experiment” many times under the same conditions, you will get
a sequence of estimators {τ̂1, τ̂2, ...} that eventually will cluster around the life-time τ . Fine but we shall
point out that, first, although desirable we usually do not repeat the experiments (and under the same
conditions is even more rare) so we have just one observed sample (x→ x = τ̂ ) from e(n). Second, “if
you repeat the experiment you will get” is a free and unnecessary hypothesis. You do not know what you
will get, among other things, because the model we are considering may not be the way nature behaves.
Besides that, it is quite unpleasant that inferences on the life-time depend upon what you think you will
get if you do what you know you are not going to do. And third, that this is in any case a nice sampling
property of the estimator τ̂ but eventually we are interested in τ so, What can we say about it?

For us, the answer is clear. Being τ a scale parameter we write the posterior density function

p(τ |n, x) =
(nx)n

Γ(n)
exp

{
−nxτ−1

}
τ−(n+1) 1(0,∞)(τ) (703)

for the degree of belief we have on the parameter and easily get for instance:

E[τk] = (nx)k
Γ(n− k)

Γ(n)
−→ E[τ ] = x

n

n− 1
; V [τ ] = x2 n2

(n− 1)2(n− 2)
; . . . (704)

Cleaner and simpler impossible.

To bound the life-time, F proceeds with the determination of the Confidence Intervals. The
classical procedure was introduced by J. Neyman in 1933 and rests on establishing, for an specified
probability content, the domain of the random quantity (usually a statistic) as function of the possible
values the parameters may take. Consider a one dimensional parameter θ and the model X∼p(x|θ).
Given a desired probability content β∈[0, 1], he determines the interval [x1, x2]⊂ΩX such that

P (X∈[x1, x2]) =

∫ x2

x1

p(x|θ) dx = β (705)
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for a particular fixed value of θ. Thus, for each possible value of θ he has one interval [x1 =
f1(θ;β), x1 = f2(θ;β)]⊂ΩX and the sequence of those intervals gives a band in the Ωθ×ΩX region
of the real plane. As for the Credible Regions, these intervals are not uniquely determined so one
usually adds the condition:

1)

∫ x1

−∞
p(x|θ) dx =

∫ ∞

x2

p(x|θ) dx =
1− β

2
or (706)

2)

∫ θ

x1

p(x|θ) dx =

∫ x2

θ
p(x|θ) dx =

β

2
(707)

or, less often, (3) chooses the interval with smallest size. Now, for an invertible mapping xi−→fi(θ) one
can write

β = P (f1(θ)≤X≤f2(θ)) = P (f−1
2 (X)≤θ≤f−1

1 (X)) (708)

and get the random interval [f−1
2 (X), f−1

1 (X)] that contains the given value of θ with probability β.
Thus, for each possible value that X may take he will get an interval [f−1

2 (X), f−1
1 (X)] on the θ axis

and a particular experimental observation {x} will single out one of them. This is the Confidence
Interval that the frequentist analyst will quote. Let’s continue with the life-time example and take, for
illustration, n = 50 and β = 0.68. The bands [x1 = f1(τ), x2 = f2(τ)] in the (τ,X) plane, in this
case obtained with the third prescription, are shown in figure ?? (1). They are essentially straight lines
so P [X∈(0.847τ, 1.126τ)] = 0.68. This is a correct statement, but doesn’t say anything about τ so he
inverts that and gets 0.89X < τ < 1.18X in such a way that an observed value {x} singles out an
interval in the vertical τ axis. We, Bayesians, will argue this does not mean that τ has a 0.68 chance
to lie in this interval and the frequentist will certainly agree on that. In fact, this is not an admissible
question for him because in the classical philosophy τ is a number, unknown but a fixed number. If he
repeats the experiment τ will not change; it is the interval that will be different because x will change.
They are random intervals and what the 68% means is just that if he repeats the experiment a large
number N of times, he will end up with N intervals of which ∼68% will contain the true value τ
whatever it is. But the experiment is done only once so: Does the interval derived from this observation
contain τ or not? We don’t know, we have no idea if it does contain τ , if it does not and how far is the
unknown true value. Figure ?? (2) shows the 68% confidence intervals obtained after 100 repetitions of
the experiment for τ = 2 and 67 of them did contain the true value. But when the experiment is done
once, he picks up one of those intervals and has a 68% chance that the one chosen contains the true
value. WeB shall proceed in a different manner. After integration of the posterior density we get the
HPD interval P [τ∈(0.85x, 1.13x)] = 0.68; almost the same but with a direct interpretation in terms
of what we are interested in. Thus, both have an absolutely different philosophy:

F : "Given a particular value of the parameters of interest, How likely is the observed data?"

B : "Having observed this data, What can we say about the parameters of interest?"

... and the probability if the causes, as Poincare said, is the most important from the point of view of
scientific applications.

In many circumstances we are also interested in one-sided intervals. That is for instance the case
when the data is consistent with the hypothesis H : {θ = θ0} and we want to give an upper bound on
θ so that P (θ∈(−∞, θβ] = β. The frequentist rationale is the same: obtain the interval [−∞, x2]⊂ΩX

such that

P (X≤x2) =

∫ x2

−∞
p(x|θ) dx = β (709)

where x2 = f2(θ); in this case without ambiguity. For the the random interval (−∞, f−1
2 (X)) F has

that

P
(
θ < f−1

2 (X)
)

= 1− P
(
θ≥f−1

2 (X)
)

= 1− β (710)
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Fig. 10: 95% upper bounds on the parameter θ following the Bayesian approach (red), the Neyman approach
(broken blue) and Feldman and Cousins (solid blue line).

so, for a probability content α (say 0.95), one should set β = 1− α (=0.05). Now, consider for instance
the example of the anisotropy is cosmic rays discussed in the last section 13.3. For a dipole moment
(details are unimportant now) we have a statistic

X∼p(x|θ, 1/2) =
exp{−θ2/2}√

2πθ
exp{−x/2} sinh(θ

√
x) 1(0,∞)(x) (711)

where the parameter θ is the dipole coefficient multiplied by a factor that is irrelevant for the example.
It is argued in section 13.3 that the reasonable prior for this model is π(θ) = constant so we have the
posterior

p(θ|x, 1/2) =

√
2√

πxM(1/2, 3/2, x/2)
exp{−θ2/2} θ−1 sinh(θ

√
x) 1(0,∞)(θ) (712)

with M(a, b, z) the Kummer’s Confluent Hypergeometric Function. In fact, θ has a compact support
but since the observed values of X are consistent with H0 : {θ = 0} and the sample size is very large
[AMS13] 25, p(θ|x, 1/2) is concentrated in a small interval (0, ε) and it is easier for the evaluations
to extend the domain to R+ without any effect on the results. Then we, Bayesians, shall derive the
one-sided upper credible region [0, θ0.95(x)] with α = 95% probability content as simply as:

∫ θ0.95

0
p(θ|x, 1/2) dθ = α = 0.95 (713)

This upper bound shown as function of x in figure ?? under "Bayes" (red line). Neyman’s construction
is also straight forward. From

∫ x2

0
p(x|θ, 1/2) dx = 1 − α = 0.05 (714)

(essentially a χ2 probability for ν = 3), F will get the upper bound shown in the same figure under
"Neyman" (blue broken line). As you can see, they get closer as x grows but, first, there is no solution

25[AMS13]: Aguilar M. et al. (2013); Phys. Rev. Lett. 110, 141102.
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Fig. 11: (1) Dependence of θm with x. (2) Probability density ratio R(x|θ) for θ = 2.

for x≤xc = 0.352. In fact, E[X] = θ2 + 3 so if the dipole moment is δ = 0 (θ = 0), E[X] = 3 and
observed values below xc will be an unlikely fluctuation downwards (assuming of course that the model
is correct) but certainly a possible experimental outcome. In fact, you can see that for values of x less
than 2, even though there is a solution Neyman’s upper bound is underestimated. To avoid this "little"
problem, a different prescription has to be taken.

The most interesting solution is the one proposed by Feldman and Cousins [?] in which the region
∆X⊂ΩX that is considered for the specified probability content is determined by the ratio of probability
densities. Thus, for a given value θ0, the interval ∆X is such that

∫

∆X

p(x|θ0) dx = β with R(x|θ0) =
p(x|θ0)

p(x|θb)
> kβ ; ∀x∈∆X (715)

and where θb is the best estimation of θ for a given {x}; usually the one that maximizes the likelihood
(θm). In our case, it is given by:

θm =

{
0 if x≤

√
3

θm + θ−1
m − √x coth(θm

√
x) = 0 if x >

√
3

(716)

and the dependence with x is shown in figure ?? (1) (θm'x for x >>). As illustration, function R(x|θ)
is shown in figure ?? (2) for the particular value θ0 = 2. Following this procedure 26, the 0.95 probability
content band is shown in figure ?? under "Feldman-Cousins" (blue line). Note that for large values of x,
the confidence region becomes an interval. It is true that if we observe a large value of X , the hypothesis
H0 : {δ = 0} will not be favoured by the data and a different analysis will be more relevant although, by
a simple modification of the ordering rule, we still can get an upper bound if desired or use the standard
Neyman’s procedure.

The Feldman and Cousins prescription allows to consider constrains on the parameters in a simpler
way than Neyman’s procedure and, as opposed to it, will always provide a region with the specified
probability content. However, on the one hand, they are frequentist intervals and as such have to be
interpreted. On the other hand, for discrete random quantities with image in {x1, . . . , xk, . . .} it may
not be possible to satisfy exactly the probability content equation since for the Distribution Function one
has that F (xk+1) = F (xk) + P (X = xk+1). And last, it is not straight forward to deal with nuisance
parameters. Therefore, the best advice: "Be Bayesian!".

26In most cases,a Monte Carlo simulation will simplify life.
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3.13 Some worked examples
3.13.1 Regression
Consider the exchangeable sequence z = {(x1, y1), (x2, y2), . . ., (xn, yn)} of n samplings from the two-
dimensional model N(xi, yi|·) = N(xi|µxi , σ2

xi)N(yi|µyi , σ2
yi). Then

p(z|·) ∝ exp

{
−1

2

n∑

i=1

[
(yi − µyi)2

σ2
yi

+
(xi − µxi)2

σ2
xi

]}
(717)

We shall assume that the precisions σxi and σxi are known and that there is a functional relation µy =
f(µx; θ) with unknown parameters θ. Then, in terms of the new parameters of interest:

p(y|·) ∝ exp

{
−1

2

n∑

i=1

[
(yi − f(µxi ; θ))

2

σ2
yi

+
(xi − µxi)2

σ2
xi

]}
(718)

Consider a linear relation f(µx; a, b) = a+ bµx with a, b the unknown parameters so:

p(z|·) ∝ exp

{
−1

2

n∑

i=1

[
(yi − a− bµxi)2

σ2
yi

+
(xi − µxi)2

σ2
xi

]}
(719)

and assume, in first place, that µxi = xi without uncertainty. Then,

p(y|a, b) ∝ exp

{
−1

2

n∑

i=1

[
(yi − a− bxi)2

σ2
yi

]}
(720)

There is a set of sufficient statistics for (a, b):

t = {t1, t2, t3, t4, t5} =

{
n∑

i=1

1

σ2
i

,

n∑

i=1

x2
i

σ2
i

,

n∑

i=1

xi
σ2
i

,

n∑

i=1

yi
σ2
i

,

n∑

i=1

yixi
σ2
i

}
(721)

and, after a simple algebra, it is easy to write

p(y|a, b) ∝ exp
{
− 1

2(1− ρ2)

[
(a− a0)2

σ2
a

+
(b− b0)2

σ2
b

− 2 ρ
(a− a0)

σa

(b− b0)

σb

]}
(722)

where the new statistics {a0, b0, σa, σb, ρ} are defined as:

a0 =
t2t4 − t3t5
t1t2 − t23

, b0 =
t1t5 − t3t4
t1t2 − t23

(723)

σ2
a =

t2
t1t2 − t23

, σ2
b =

t1
t1t2 − t23

, ρ = − t3√
t1t2

(724)

Both (a, b) are position parameters so we shall take a uniform prior and in consequence

p(a, b|·) =
1

2πσaσb
√

1− ρ2
e

{
− 1

2(1−ρ2)

[
(a−a0)2

σ2
a

+ (b−b0)2

σ2
b
− 2 ρ (a−a0)

σa

(b−b0)
σb

]}
(725)

This was obviously expected.

When µxi are n unknown parameters, if we take π(µxi) = 1(0,∞)(µxi) and marginalize for (a, b)
we have

p(a, b|·)∝π(a, b) exp

{
−1

2

n∑

i=1

(yi − a− b xi)2

σ2
yi + b2 σ2

xi

} {
n∏

i=1

(σ2
yi + b2 σ2

xi)

}−1/2

(726)
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In general, the expressions one gets for non-linear regression problems are complicated and setting up
priors is a non-trivial task but fairly vague priors easy to deal with are usually a reasonable choice. In
this case, for instance, one may consider uniform priors or normal densities N(·|0, σ >>) for both
parameters (a, b) and and sample the proper posterior with a Monte Carlo algorithm (Gibbs sampling
will be appropriate).

The same reasoning applies if we want to consider other models or more involved relations with
several explanatory variables like θi =

∑k
j=1 αjx

bj
ij . In counting experiments, for example, yi∈N so we

may be interested in a Poisson model Po(yi|µi) where µi is parameterized as a simple log-linear form
ln(µi) = α0 + α1xi (so µi > 0 for whatever α0, α1∈R). Suppose for instance that we have the sample
{(yi, xi)}ni=1. Then:

p(y|α1, α2,x) ∝
n∏

i=1

exp{−µi}µiyi = exp

{
α1s1 + α2s2 − eα1

n∑

i=1

eα2xi

}
(727)

where s1 =
∑n

i=1 yi and s2 =
∑n

i=1 yixi. In this case, the Normal distributionN(αi|ai, σi) with σi >>
is a reasonable smooth and easy to handle proper prior density for both parameters. Thus, we get the
posterior conditional densities

p(αi|αj ,y,x) ∝ exp

{
− α2

i

2σ2
i

+ αi

(
ai
σ2
i

+ si

)
− eα1

n∑

i=1

eα2xi

}
; i = 1, 2 (728)

that are perfectly suited for the Gibbs sampling to be discussed in section 3.

Example 3.25: Proton Flux in Primary Cosmic Rays. For energies between ∼20 and ∼200 GeV, the flux
of protons of the primary cosmic radiation is reasonably well described by a power law φ(r) = c rγ where r is
the rigidity 27 and γ = dlnφ/ds, with s = ln r, is the spectral index. At lower energies, this dependence is
significantly modified by the geomagnetic cut-off and the solar wind but at higher energies, where these effects
are negligible, the observations are not consistent with a single power law (figure ?? (1)). One may characterize
this behaviour with a simple phenomenological model where the spectral index is no longer constant but has
a dependence γ(s) = α + β tanh[a(s − s0)] such that lims→−∞ γ(s) = γ1 (r→0) and lims→∞ γ(s) = γ2

(r→+∞). After integration, the flux can be expressed in terms of 5 parameters θ = {φ0, γ1, δ = γ2 − γ1, r0, σ}
as:

φ(r; θ) = φ0 r
γ1

[
1 +

(
r

r0

)σ]δ/σ
(729)

For this example, I have used the data above 45 GeV published by the AMS experiment 28 and considered only
the quoted statistical errors. Last, for a better description of the flux the previous expression has been modified to
account for the effect of the solar wind with the force-field approximation in consistency with [AMS15]. This is just
a technical detail, irrelevant for the purpose of the example. Then, assuming a Normal model for the observations
we can write the posterior density

p(θ| data) = π(θ)

n∏

i=1

exp
{
− 1

2σi2
(φi − φ(ri; θ))

2

}
(730)

I have taken Normal priors with large variances (σi >>) for the parameters γ1 and δ and restricted the support to
R+ for {φ0, r0, σ}. The posterior densities for the parameters γ1 and δ are shown in figure ?? (2,3) together with
the projection ?? (4) that gives an idea of correlation between them. For a visual inspection, the phenomenological
form of the flux is shown in figure ?? (1) (blue line) overimposed to the data when the parameters are set to their
expected posterior values.

27The rigidity (r) is defined as the momentum (p) divided by the electric charge (Z) so r = p for protons.
28[AMS15]: Aguilar M. et al. (2015); PRL 114, 171103 and references therein.
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Fig. 12: (1): Observed flux multiplied by r2.7 in m−2sr−1sec−1GV 1.7 as given in [AMS15]; (2): Posterior
density of the parameter γ1 (arbitrary vertical scale); (3): Posterior density of the parameter δ = γ2− γ1 (arbitrary
vertical scale); (4): Projection of the posterior density p(γ1, δ).

3.13.2 Characterization of a Possible Source of Events
Suppose that we observe a particular region Ω of the sky during a time t and denote by λ the rate
at which events from this region are produced. We take a Poisson model to describe the number of
produced events: k∼Po(k|λt). Now, denote by ε the probability to detect one event (detection area,
efficiency of the detector,...). The number of observed events n from the region Ω after an exposure time
t and detection probability ε will follow:

n∼
∞∑

k=n

Bi(k|n, ε)Po(k|λt) = Po(n|λtε) (731)

The approach to the problem will be the same for other counting process like, for instance, events
collected from a detector for a given integrated luminosity. We suspect that the events observed in a
particular region Ωo of the sky are background events together with those from an emitting source. To
determine the significance of the potential source we analyze a nearby region, Ωb, to infer about the
expected background. If after a time tb we observe nb events from this region with detection probability
eb then, defining β = εbtb we have that

nb∼Po(nb|λb β) = exp {−βλb}
(βλb)

nb

Γ(nb + 1)
(732)
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At Ωo we observe no events during a time to with a detection probability εo. Since no = n1 + n2 with
n1∼Po(n1|λsα) signal events (α = εoto) and n2∼Po(n2|λbα) background events (assume reasonably
that es = eb = eo in the same region), we have that

no ∼
no∑

n1=0

Po(n1|λsα)Po(no − n1|λbα) = Po(no|(λs + λb)α) (733)

Now, we can do several things. We can assume for instance that the overall rate form the region
Ωo is λ, write no∼Po(no|αλ) and study the fraction λ/λb of the rates from the information provided by
the observations in the two different regions. Then, reparameterizing the model in terms of θ = λ/λb
and φ = λb we have

p(no, nb|·) = Po(no|αλ)Po(nb|βλb)∼ e−βφ(1+γθ)θno φno+nb (734)

where γ = α/β =(εsts)/(εbtb). For the ordering {θ, φ} we have that the Fisher’s matrix and its inverse
are

I(θ, φ) =

(
γβφ
θ γβ

γβ β(1+γθ)
φ

)
and I−1(µ1, µ2) =

(
θ(1+γθ)
φγβ − θ

β

− θ
β

φ
β

)
(735)

Then

π(θ, φ) = π(φ|θ)π(θ) ∝ φ−1/2

√
θ(1 + γθ)

(736)

and integrating the nuisance parameter φ we get finally:

p(θ|no, nb, γ) =
γno+1/2

B(no + 1/2, nb + 1/2)

θno−1/2

(1 + γθ)no+nb+1
(737)

From this:

E[θm] =
1

γm
Γ(no + 1/2 +m) Γ(nb + 1/2−m)

Γ(no + 1/2) Γ(nb + 1/2)
−→ E[θ] =

1

γ

no + 1/2

nb − 1/2
(738)

and

P (θ≤θ0) =

∫ θ0

0
p(θ|·) dθ = 1 − IB(nb + 1/2, no + 1/2; (1 + γθ0)−1) (739)

with IB(x, y; z) the Incomplete Beta Function. Had we interest in θ = λs/λb, the corresponding refer-
ence prior will be

π(θ, φ) ∝ φ−1/2

√
(1 + θ)(δ + θ)

with δ =
1 + γ

γ
(740)

A different analysis can be performed to make inferences on λs. In this case, we may consider
as an informative prior for the nuisance parameter the posterior what we had from the study of the
background in the region Ωb; that is:

p(λb|nb, β) ∝ exp {−βλb} λbnb−1/2 (741)

and therefore:

p(λs|·) ∝ π(λs)

∫ ∞

0
p(no|α(λs + λb)) p(λb|nb, β) dλb∝π(λs) e

−αλs λnos

no∑

k=0

ak λs
−k (742)
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Fig. 13: 90% Confidence Belt derived with Feldman and Cousins (filled band) and the Bayesian HPD region (red
lines) for a background parameter µb = 3.

where

ak =

(
no
k

)
Γ(k + nb + 1/2)

[(α+ β)]k
(743)

A reasonable choice for the prior will be a conjugated prior π(λs) = Ga(λs|a, b) that simplifies the
calculations and provides enough freedom analyze the effect of different shapes on the inferences. The
same reasoning is valid if the knowledge on λb is represented by a different p(λb|·) from, say, a Monte
Carlo simulation. Usual distributions in this case are the Gamma and the Normal with non-negative
support. Last, it is clear that if the rate of background events is known with high accuracy then, with
µi = αλi and π(µs)∝(µs + µb)

−1/2 we have

p(µs|·) =
1

Γ(x+ 1/2, µb)
exp{−(µs + µb)} (µs + µb)

x−1/21(0,∞)(µs) (744)

As an example, we show in figure ?? the 90% HPD region obtained from the previous expression (red
lines) as function of x for µb = 3 (conditions as given in the example of [?]) and the Confidence Belt
derived with the Feldman and Cousins approach (filled band). In this case, µs,m = max{0, x− µb} and
therefore, for a given µs:

x2∑

x1

Po(x|µs + µb) = β with R(x|µs) = e(µs,m−µs)
(
µs + µb
µs,m + µb

)x
> kβ (745)

for all x∈[x1, x2].

Problem 3.14: In the search for a new particle, assume that the number of observed events follows a Poisson
distribution with µb = 0.7 known with enough precision from extensive Monte Carlo simulations. Consider the
hypothesis H0 : {µs = 0} and H1 : {µs 6=0}. It is left as an exercise to obtain the Bayes Factor BF01 with the
proper prior π(µs|µb) = µb(µs + µb)

−2 proposed in [?], P (H1|n) and the BIC difference ∆01 as function of
n = 1, . . .7 and decide when, based on this results, will you consider that there is evidence for a signal.
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3.13.3 Anisotropies of Cosmic Rays
The angular distribution of cosmic rays in galactic coordinates is analyzed searching for possible
anisotropies. A well-behaved real function f(θ, φ)∈L2(Ω), with (θ, φ)∈Ω = [0, π]×[0, 2π], can be
expressed in the real harmonics basis as:

f(θ, φ) =
∞∑

l=0

l∑

m=−l
almYlm(θ, φ) where alm =

∫

Ω
f(θ, φ)Ylm(θ, φ) dµ ; (746)

alm∈R and dµ = sin θdθdφ. The convention adopted for the spherical harmonic functions is such that (
orthonormal basis):

∫

Ω
Ylm(θ, φ)Yl′m′(θ, φ) dµ = δll′ δmm′ and

∫

Ω
Ylm(θ, φ) dµ =

√
4π δl0 (747)

In consequence, a probability density function p(θ, φ) with support in Ω can be expanded as

p(θ, φ) = c00 Y00(θ, φ) +
∞∑

l=1

l∑

m=−l
clm Ylm(θ, φ) (748)

The normalization imposes that c00 = 1/
√

4π so we can write

p(θ, φ|a) =
1

4π
(1 + alm Ylm(θ, φ)) (749)

where l≥1,

alm = 4πclm = 4π

∫

Ω
p(θ, φ)Ylm(θ, φ) dµ = 4π Ep;µ[Ylm(θ, φ)] (750)

and summation over repeated indices understood. Obviously, for any (θ, φ)∈Ω we have that p(θ, φ|a)≥0
so the set of parameters a are constrained on a compact support.

Even though we shall study the general case, we are particularly interested in the expansion up to
l = 1 (dipole terms) so, to simplify the notation, we redefine the indices (l,m) = {(1,−1), (1, 0), (1, 1)}
as i = {1, 2, 3} and, accordingly, the coefficients a = (a1−1, a10, a11) as a = (a1, a2, a3). Thus:

p(θ, φ|a) =
1

4π
(1 + a1Y1 + a2Y2 + a3Y3) (751)

In this case, the condition p(θ, φ|a)≥0 implies that the coefficients are bounded by the sphere a2
1 + a2

2 +
a2

3≤ 4π/3 and therefore, the coefficient of anisotropy

δ
def.
=

√
3

4π

(
a2

1 + a2
2 + a2

3

)1/2 ≤ 1 (752)

There are no sufficient statistics for this model but the Central Limit Theorem applies and, given
the large amount of data, the experimental observations can be cast in the statistic a = (a1, a2, a3) such
that 29

p(a|µ) =

3∏

i=1

N(ai|µi, σ2
i ) (753)

with V (ai) = 4π/n known and with negligible correlations (ρij'0).

29Essentially, alm = 4π
n

∑n
i=1 Ylm(θi, φi) for a sample of size n.
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Consider then a k-dimensional random quantity Z = {Z1, . . ., Zk} and the distribution

p(z|µ, σ) =
k∏

j=1

N(zj |µj , σ2
j ) (754)

The interest is centered on the euclidean norm ||µ||, with dim{µ} = k, and its square; in particular, in

δ =

√
3

4π
||µ|| for k = 3 and Ck =

||µ||2
k

(755)

First, let us define Xj = Zj/σj and ρj = µj/σj so Xj∼N(xj |ρj , 1) and make a transformation
of the parameters ρj to spherical coordinates:

ρ1 = ρ cosφ1

ρ2 = ρ sinφ1 cosφ2

ρ3 = ρ sinφ1 sinφ2 cosφ3

...

ρk−1 = ρ sinφ1 sinφ2 . . . sinφk−2 cosφk−1

ρk = ρ sinφ1 sinφ2 . . . sinφk−2 sinφk−1 (756)

The Fisher’s matrix is the Riemann metric tensor so the square root of the determinant is the k-
dimensional volume element:

dV k = ρk−1dρ dSk−1 (757)

with

dSk−1 = sink−2 φ1 sink−3 φ2 · · · sinφk−2 dφ1 dφ2 · · ·dφk−1 =
k−1∏

j=1

sin(k−1)−j φjdφj (758)

the k − 1 dimensional spherical surface element, φk−1 ∈ [0, 2π) and φ1,...,k−2 ∈ [0, π]. The interest
we have is on the parameter ρ so we should consider the ordered parameterization {ρ; φ} with φ =
{φ1, φ2, . . ., φk−1} nuisance parameters. Being ρ and φi independent for all i, we shall consider the
surface element (that is, the determinant of the submatrix obtained for the angular part) as prior density
(proper) for the nuisance parameters. As we have commented in section 1, this is just the Lebesgue
measure on the k − 1 dimensional sphere (the Haar invariant measure under rotations) and therefore the
natural choice for the prior; in other words, a uniform distribution on the k−1 dimensional sphere. Thus,
we start integrating the the angular parameters. Under the assumption that the variances σ2

i are all the
same and considering that

∫ π

0
e±β cos θ sin2νθdθ =

√
π

(
2

β

)ν
Γ(ν +

1

2
) Iν(β) for Re(ν) > −1

2
(759)

one gets p(φ| data)∝ p(φm|φ)π(φ) where

p(φm|φ, ν) = b e−b(φ+φm)

(
φm
φ

)ν/2
Iν(2b

√
φm
√
φ) (760)

is properly normalized,

ν = k/2− 1 ; φ = ||µ||2 ; φm = ||a||2 ; b =
1

2σ2 =
n

8π
(761)
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and dim{µ} = dim{a} = k. This is nothing else but a non-central χ2 distribution.

From the series expansion of the Bessel functions it is easy to prove that this process is just a
compound Poisson-Gamma process

p(φm|φ, ν) =
∞∑

k=0

Po(k|bφ)Ga(φm|b, ν + k + 1) (762)

and therefore the sampling distribution is a Gamma-weighted Poisson distribution with the parameter of
interest that of the Poisson. From the Mellin Transform:

M(s)<−ν,∞> =
b e−bφ

Γ(ν + 1)

Γ(s+ ν)

bs
M(s+ ν, ν + 1, bφ) (763)

with M(a, b, z) the Kummer’s function one can easily get the moments (E[φnm] = M(n + 1)); in
particular

E[φm] = φ + b−1(ν + 1) and V [φm] = 2φb−1 + b−2(ν + 1) (764)

Now that we have the model p(φm|φ), let’s go for the prior function π(φ) or π(δ). One may guess
already what shall we get. The first element of the Fisher’s matrix (diagonal) corresponds to the norm
and is constant so it would not be surprising to get the Lebesgue measure for the norm dλ(δ) = π(δ)dδ =
c dδ. As a second argument, for large sample sizes (n >>) we have b >> so φm∼N(φm|φ, σ2 = 2φ/b)
and, to first order, Jeffreys’ prior is π(φ)∼φ−1/2. From the reference analysis, if we take for instance

π?(φ) = φ(ν−1)/2 (765)

we end up, after some algebra, with

π(φ) ∝ π(φ0) lim
k→∞

fk(φ)

fk(φ0)
∝
(
φ0

φ

)1/2

lim
b−→∞

e−3b(φ− φ0)/2 + [I(φ, b)− I(φ0, b)] (766)

where

I(φ, b) =

∫ ∞

0
p(φm|φ) log

Iν(2b
√
φφm)

Iν/2(bφm/2)
dφm (767)

and φ0 any interior point of Λ(φ) = [0,∞). From the asymptotic behavior of the Bessel functions one
gets

π(φ)∝φ−1/2 (768)

and therefore, π(δ) = c. It is left as an exercise to get the same result with other priors like π?(φ) = c
or π?(φ) = φ−1/2.

For this problem, it is easier to derive the prior from the reference analysis. Nevertheless, the
Fisher’s information that can be expressed as:

F (φ; ν) = b2
{
−1 + b

e−bφ

φν/2+1

∫ ∞

0
e−bz zν/2+1 I

2
ν+1(2b

√
zφ)

Iν(2b
√
zφ)

dz

}
(769)

and, for large b (large sample size), F (λ; ν) → φ−1 regardless the number of degrees of freedom ν.
Thus, Jeffrey’s prior is consistent with the result from reference analysis. In fact, from the asymptotic
behavior of the Bessel Function in the corresponding expressions of the pdf, one can already see that
F (φ; ν)∼φ−1. A cross check from a numeric integration is shown in figure ?? where, for k = 3, 5, 7
(ν = 1/2, 3/2, 5/2), F (φ; ν) is depicted as function of φ compared to 1/φ in black for a sufficiently
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Fig. 14: Fisher’s information (numeric integration) as function of φ for k = 3, 5, 7 (discontinuous lines) and
f(φ) = φ−1 (continuous line). All are scaled so that F (φ = 0.005, ν) = 1.

large value of b. Therefore we shall use π(φ) = φ−1/2 for the cases of interest (dipole, quadrupole, ...
any-pole).

The posterior densities are

• For φ = ||µ||2 : p(φ|φm, ν) = N e−bφ φ−(ν+1)/2 Iν(2b
√
φm
√
φ) with

N =
Γ(ν + 1) b1/2−ν φ−ν/2m√
πM(1/2, ν + 1, bφm)

(770)

The Mellin Transform is

Mφ(s)<1/2,∞> =
Γ(s− 1/2)

bs−1√π
M(s− 1/2, ν + 1, bφm)

M(1/2, ν + 1, bφm)
(771)

and therefore the moments

E[φn] = M(n+ 1) =
Γ(n+ 1/2)M(n+ 1/2, ν + 1, bφm)√

π bnM(1/2, ν + 1, bφm)
(772)

In the limit |bφm|→∞, E[φn] = φnm.

• For ρ = ||µ|| : p(ρ|φm, ν) = 2N e−bρ
2
ρ−ν Iν(2b

√
φmρ) and

Mρ(s) =Mφ(s/2 + 1/2) −→ E[ρn] =
Γ(n/2 + 1/2)M(n/2 + 1/2, ν + 1, bφm)√

π bn/2M(1/2, ν + 1, bφm)
(773)
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In the particular case that k = 3 (dipole; ν = 1/2), we have for δ =
√

3/4πρ that the first two
moments are:

E[δ] =
erf (z)

aδmM(1, 3/2,−z2)
E[δ2] =

1

aM(1, 3/2,−z2)
(774)

with z = 2δm
√
bπ/3 and, when δm→0 we get

E[δ] =

√
2

πa
' 1.38√

n
E[δ2] =

1

a
σδ'

1.04√
n

(775)

and a one sided 95% upper credible region (see section 12 for more details) of δ0.95 = 3.38√
n

.

So far, the analysis has been done assuming that the variances σ2
j are of the same size (equal in

fact) and the correlations are small. This is a very reasonable assumption but may not always be the case.
The easiest way to proceed then is to perform a transformation of the parameters of interest (µ) to polar
coordinates µ(ρ,Ω) and do a Monte Carlo sampling from the posterior:

p(ρ,Ω|z,Σ−1) ∝




n∏

j=1

N(zj |µj(ρ,Ω),Σ−1)


 π(ρ)dρ dSn−1 (776)

with a constant prior for δ or π(φ)∝φ−1/2 for φ.

“Anyone who considers arithmetical methods of producing random digits is, of course, in a
state of sin”

J. Von Neumann
4 Monte Carlo Methods
The Monte Carlo Method is a very useful and versatile numerical technique that allows to solve a large
variety of problems difficult to tackle by other procedures. Even though the central idea is to simulate
experiments on a computer and make inferences from the “observed” sample, it is applicable to problems
that do not have an explicit random nature; it is enough if they have an adequate probabilistic approach.
In fact, a frequent use of Monte Carlo techniques is the evaluation of definite integrals that at first sight
have no statistical nature but can be interpreted as expected values under some distribution.

Detractors of the method used to argue that one uses Monte Carlo Methods because a manifest
incapability to solve the problems by other more academic means. Well, consider a “simple” pro-
cess in particle physics: ee→eeµµ. Just four particles in the final state; the differential cross section in
terms of eight variables that are not independent due to kinematic constraints. To see what we expect
for a particular experiment, it has to be integrated within the acceptance region with dead zones between
subdetectors, different materials and resolutions that distort the momenta and energy, detection efficien-
cies,... Yes. Admittedly we are not able to get nice expressions. Nobody in fact and Monte Carlo comes
to our help. Last, it may be a truism but worth to mention that Monte Carlo is not a magic black box and
will not give the answer to our problem out of nothing. It will simply present the available information
in a different and more suitable manner after more or less complicated calculations are performed but all
the needed information has to be put in to start with in some way or another.

In this lecture we shall present and justify essentially all the procedures that are commonly used in
particle physics and statistics leaving aside subjects like Markov Chains that deserve a whole lecture by
themselves and for which only the relevant properties will be stated without demonstration. A general
introduction to Monte Carlo techniques can be found in [?].
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4.1 Pseudo-Random Sequences
Sequences of random numbers {x1, x2, . . ., xn} are the basis of Monte Carlo simulations and, in princi-
ple, their production is equivalent to perform an experiment e(n) sampling n times the random quantity
X∼p(x|θ). Several procedures have been developed for this purpose (real experiments, dedicated ma-
chines, digits of transcendental numbers,...) but, besides the lack of precise knowledge behind the gen-
erated sequences and the need of periodic checks, the complexity of the calculations we are interested
in demands large sequences and fast generation procedures. We are then forced to devise simple and
efficient arithmetical algorithms to be implemented in a computer. Obviously neither the sequences pro-
duced are random nor we can produce truly random sequences by arithmetical algorithms but we really
do not need them. It is enough for them to simulate the relevant properties of truly random sequences
and be such that if I give you one of these sequences and no additional information, you won’t be able
to tell after a bunch of tests [2] whether it is a truly random sequence or not (at least for the needs of the
problem at hand). That’s why they are called pseudo-random although, in what follows we shall call
them random. The most popular (and essentially the best) algorithms are based on congruential relations
(used for this purpose as far as in the 1940s) together with binary and/or shuffling operations with some
free parameters that have to be fixed before the sequence is generated. They are fast, easy to implement
on any computer and, with the adequate initial setting of the parameters, produce very long sequences
with sufficiently good properties. And the easiest and fastest pseudo-random distribution to be generated
on a computer is the Discrete Uniform 30.

Thus, let’s assume that we have a good Discrete Uniform random number generator 31 although,
as Marsaglia said, “A Random Number Generator is like sex: When it is good it is wonderful; when
it is bad... it is still pretty good”. Each call in a computer algorithm will produce an output (x) that
we shall represent as x⇐Un(0, 1) and simulates a sampling of the random quantity X∼Un(x|0, 1).
Certainly, we are not very much interested in the Uniform Distribution so the task is to obtain a sampling
of densities p(x|θ) other than Uniform from a Pseudo-Uniform Random Number Generator for which
there are several procedures.

Example 4.1: Estimate the value of π. As a simple first example, let’s see how we may estimate the value of
π. Consider a circle of radius r inscribed in a square with sides of length 2r. Imagine now that we throw random
points evenly distributed inside the square and count how many have fallen inside the circle. It is clear that since
the area of the square is 4r2 and the area enclosed by the circle is πr2, the probability that a throw falls inside the
circle is θ = π/4.

If we repeat the experiment N times, the number n of throws falling inside the circle follows a Binomial
law Bi(n|N, p) and therefore, having observed n out of N trials we have that

p(θ|n,N) ∝ θn−1/2(1− θ)N−n−1/2 (777)

Let’s take π? = 4E[θ] as point estimator and σ? = 4σθ as a measure of the precision. The results obtained for
samplings of different size are shown in the following table:

It is interesting to see that the precision decreases with the sampling size as 1/
√
N . This dependence is a

general feature of Monte Carlo estimations regardless the number of dimensions of the problem.

A similar problem is that of Buffon’s needle: A needle of length l is thrown at random on a horizontal
plane with stripes of width d > l. What is the probability that the needle intersects one of the lines between the
stripes?. It is left as an exercise to shown that, as given already by Buffon in 1777, Pcut = 2l/πd. Laplace pointed
out, in what may be the first use of the Monte Carlo method, that doing the experiment one may estimate the value
of π “... although with large error”.

30See [?] and [?] for a detailed review on random and quasi-random number generators.
31For the examples in this lecture I have used RANMAR [?] that can be found, for instance, at the CERN Computing

Library.
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Table 1: Estimation of π from a Binomial random process.

Throws (N) Accepted (n) π? σ?

100 83 3.3069 0.1500
1000 770 3.0789 0.0532

10000 7789 3.1156 0.0166
100000 78408 3.1363 0.0052

1000000 785241 3.1410 0.0016

4.2 Basic Algorithms
4.2.1 Inverse Transform

This is, at least formally, the easiest procedure. Suppose we want a sampling of the continuous one-
dimensional random quantity X∼p(x) 32 so

P [X∈(−∞, x]] =

∫ x

−∞
p(x′)dx′ =

∫ x

−∞
dF (x′) = F (x) (778)

Now, we define the new random quantity U = F (X) with support in [0, 1]. How is it distributed? Well,

FU (u) ≡ P [U≤u] = P [F (X)≤u)] = P [X≤F−1(u)] =

∫ F−1(u|·)

−∞
dF (x′) = u (779)

and therefore U∼Un(u|0, 1). The algorithm is then clear; at step i:

i1) ui⇐Un(u|0, 1)

i2) xi = F−1(ui)

After repeating the sequence n times we end up with a sampling {x1, x2, . . . , xn} of X∼p(x).

Example 4.2: Let’ see how we generate a sampling of the Laplace distribution X∼La(x|α, β) with α∈R,
β∈(0,∞) and density

p(x|α, β) =
1

2β
e−|x−α|/β1(−∞,∞)(x) (780)

The distribution function is

F (x) =

∫ x

−∞
p(x′|α, β)dx′ =





1
2 exp

(
x−α
β

)
if x < α

1− 1
2 exp

(
−x−αβ

)
if u≥α

(781)

Then, if u⇐Un(0, 1):

x =





α+ β ln(2u) if u < 1/2

α− β ln(2(1− u)) if u≥1/2
(782)

The generalization of the Inverse Transform method to n-dimensional random quantities is trivial. We
just have to consider the marginal and conditional distributions

F (x1, x2, . . ., xn) = Fn(xn|xn−1, . . ., x1) · · ·F2(x2|x1) · · ·F1(x1) (783)
32Remember that if supp(X) = Ω⊆R, it is assumed that the density is p(x)1Ω(x).
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or, for absolute continuous quantities, the probability densities

p(x1, x2, . . ., xn) = pn(xn|xn−1, . . ., x1) · · · p2(x2|x1) · · · p1(x1) (784)

and then proceed sequentially; that is:

i2,1) u1⇐Un(u|0, 1) and x1 = F−1
1 (u1);

i2,2) u2⇐Un(u|0, 1) and x2 = F−1
2 (u2|x1);

i2,1) u3⇐Un(u|0, 1) and x3 = F−1
3 (u3|x1, x2);

...
i2,n) un⇐Un(u|0, 1) and xn = F−1

n (u3|xn−1, . . . , x1)

If the random quantities are independent there is a unique decomposition

p(x1, x2, . . ., xn) =

n∏

i=1

pi(xi) and F (x1, x2, . . ., xn) =

n∏

i=1

Fi(xi) (785)

but, if this is not the case, note that there are n! ways to do the decomposition and some may be easier to
handle than others (see example 4.3).

Example 4.3: Consider the probability density

p(x, y) = 2 e−x/y 1(0,∞)(x)1(0,1](y) (786)

We can express the Distribution Function as F (x, y) = F (x|y)F (y) where:

p(y) =

∫ ∞

0

p(x, y) dx = 2 y −→ F (y) = y2 (787)

p(x|y) =
p(x, y)

p(y)
=

1

y
e−x/y −→ F (x|y) = 1 − e−x/y (788)

Both F (y) and F (x|y) are easy to invert so:

i1) u⇐Un(0, 1) and get y = u1/2

i2) w⇐Un(0, 1) and get x = − y lnw

Repeating the algorithm n times, we get the sequence {(x1, y1), (x2, y2), . . .} that simulates a sampling from
p(x, y).

Obviously, we can also write F (x, y) = F (y|x)F (x) and proceed in an analogous manner. However

p(x) =

∫ 1

0

p(x, y) dy = 2x

∫ ∞

x

e−u u−2 du (789)

is not so easy to sample.

Last, let’s see how to use the Inverse Transform procedure for discrete random quantities. If X
can take the values in ΩX = {x0, x1, x2, . . .} with probabilities P (X = xk) = pk, the Distribution
Function will be:

F0 = P (X≤x0) = p0

F1 = P (X≤x1) = p0 + p1

F2 = P (X≤x2) = p0 + p1 + p2 (790)

. . .

Graphically, we can represent the sequence {0, F0, F1, F2, . . ., 1} as:
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p0 p1 p2 ........

0 F0 F1 F2 ........ 1

Then, it is clear that a random quantity ui drawn from U(x|0, 1) will determine a point in the interval
[0, 1] and will belong to the subinterval [Fk−1, Fk] with probability pk = Fk−Fk−1 so we can set up the
following algorithm:

i1) Get ui∼Un(u|0, 1);
i2) Find the value xk such that Fk−1<ui≤Fk

The sequence {x0, x1, x2, . . .} so generated will be a sampling of the probability law P (X = xk) =
pk. Even though discrete random quantities can be sampled in this way, some times there are specific
properties based on which faster algorithms can be developed. That is the case for instance for the
Poisson Distribution as the following example shows.

Example 4.4: Poisson Distribution Po(k|µ). From the recurrence relation

pk = e−µ
µk

Γ(k + 1)
=

µ

k
pk−1 (791)

i1) ui⇐Un(0, 1)

i2) Find the value k = 0, 1, ... such that Fk−1 < ui≤Fk and deliver xk = k

For the Poisson Distribution, there is a faster procedure. Consider a sequence of n independent random
quantities {X1, X2, . . ., Xn}, each distributed as Xi∼Un(x|0, 1), and introduce a new random quantity

Wn =

n∏

k=1

Xk (792)

with supp{Wn} = [0, 1]. Then

Wn∼ p(wn|n) =
(−logwn)n−1

Γ(n)
−→ P (Wn≤a) =

1

Γ(n)

∫ ∞

−loga

e−ttn−1dt (793)

and if we take a = e−µ we have, in terms of the Incomplete Gamma Function P (a, x):

P (Wn≤e−µ) = 1− P (n, µ) = e−µ
n−1∑

k=0

µk

Γ(k + 1)
= Po(X≤n− 1|µ) (794)

Therefore,

i0) Set wp = 1;
i1) ui⇐Un(0, 1) and set wp = wpu;
i2) Repeat step i1 while wp≤e−µ, say k times, and deliver xk = k − 1

Example 4.5: Binomial Distribution Bn(k|N, θ). From the recurrence relation

pk =

(
N
k

)
θk (1− θ)n−k =

θ

1− θ
n− k + 1

k
pk−1 (795)

with p0 = (1− θ)k
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i1) ui⇐Un(0, 1)

i2) Find the value k = 0, 1, . . ., N such that Fk−1 < ui≤Fk and deliver xk = k

Example 4.6: Simulation of the response of a Photomultiplier tube.
Photomultiplier tubes are widely used devices to detect electromagnetic radiation by means of the external

photoelectric effect. A typical photomultiplier consists of a vacuum tube with an input window, a photocathode, a
focusing and a series of amplifying electrodes (dynodes) and an electron collector (anode). Several materials are
used for the input window (borosilicate glass, synthetic silica,...) which transmit radiation in different wavelength
ranges and, due to absorptions (in particular in the UV range) and external reflexions, the transmittance of the
window is never 100%. Most photocathodes are compound semiconductors consisting of alkali metals with a low
work function. When the photons strike the photocathode the electrons in the valence band are excited and, if they
get enough energy to overcome the vacuum level barrier, they are emitted into the vacuum tube as photoelectrons.
The trajectory of the electrons inside the photomultiplier is determined basically by the applied voltage and the
geometry of the focusing electrode and the first dynode. Usually, the photoelectron is driven towards the first
dynode and originates an electron shower which is amplified in the following dynodes and collected at the anode.
However, a fraction of the incoming photons pass through the photocathode and originates a smaller electron
shower when it strikes the first dynode of the amplification chain.

To study the response of a photomultiplier tube, an experimental set-up has been made with a LED as
photon source. We are interested in the response for isolated photons so we regulate the current and the frequency
so as to have a low intensity source. Under this conditions, the number of photons that arrive at the window of
the photomultiplier is well described by a Poisson law. When one of this photons strikes on the photocathode,
an electron is ejected and driven towards the first dynode to start the electron shower. We shall assume that the
number of electrons so produced follows also a Poisson law ngen∼Po(n|µ). The parameter µ accounts for the
efficiency of this first process and depends on the characteristics of the photocathode, the applied voltage and the
geometry of the focusing electrodes (essentially that of the first dynode). It has been estimated to be µ = 0.25.
Thus, we start our simulation with

1) ngen⇐Po(n|µ)

electrons leaving the photocathode. They are driven towards the the first dynode to start the electron shower but
there is a chance that they miss the first and start the shower at the second. Again, the analysis of the experimental
data suggest that this happens with probability pd2'0.2. Thus, we have to decide how many of the ngen electrons
start the shower at the second dynode. A Binomial model is appropriate in this case:

2) nd2⇐Bi(nd2|ngen, pd2) and therefore nd1 = ngen − nd2.

Obviously, we shall do this second step if ngen > 0.
Now we come to the amplification stage. Our photomultiplier has 12 dynodes so let’s see the response of

each of them. For each electron that strikes upon dynode k (k = 1, ..., 12), nk electrons will be produced and
directed towards the next element of the chain (dynode k + 1), the number of them again well described by a
Poisson law Po(nk|µk). If we denote by V the total voltage applied between the photocathode and the anode and
by Rk the resistance previous to dynode k we have that the current intensity through the chain will be

I =
V∑13
i=1Ri

where we have considered also the additional resistance between the last dynode and the anode that collects the
electron shower. Therefore, the parameters µk are determined by the relation

µk = a (I Rk)b

where a and b are characteristic parameters of the photomultiplier. In our case we have that N = 12,
a = 0.16459, b = 0.75, a total applied voltage of 800 V and a resistance chain of {2.4, 2.4, 2.4, 1.0, 1.0, 1.0, 1.0,
1.0, 1.0, 1.0, 1.0, 1.2, 2.4} Ohms. It is easy to see that if the response of dynode k to one electron is modeled as
Po(nk|µk), the response to ni incoming electrons is described by Po(nk|niµk). Thus, we simulate the amplifica-
tion stage as:

3.1) If nd1 > 0 : do from k=1 to 12:

µ = µk nd1 −→ nd1⇐Po(n|µ)
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Fig. 15: Result of the simulation of the response of a photomultiplier tube. The histogram contains 106 events and
shows the final ADC distribution detailing the contribution of the pedestal and the response to 1, 2 and 3 incoming
photons.

3.2) If nd2 > 0 : do from k=2 to 12:

µ = µk nd2 −→ nd2⇐Po(n|µ)

Once this is done, we have to convert the number of electrons at the anode in ADC counts. The electron charge is
Qe = 1.602176 10−19 C and in our set-up we have fADC = 2.1 1014 ADC counts per Coulomb so

ADCpm = (nd1 + nd2) (Qe fADC)

Last, we have to consider the noise ( pedestal ). In our case, the number of pedestal ADC counts is well
described by a mixture model with two Normal densities

pped(x|·) = αN1(x|10., 1.) + (1− α)N1(x|10., 1.5) (796)

with α = 0.8. Thus, with probability α we obtain ADCped⇐N1(x|10, 1.5), and with probability 1 − α,
ADCped⇐N1(x|10, 1) so the total number of ADC counts will be

ADCtot = ADCped + ADCpm

Obviously, if in step 1) we get ngen = 0, then ADCtot = ADCped. Figure ?? shows the result of the simulation
for a sampling size of 106 together with the main contributions (1,2 or 3 initial photoelectrons) and the pedestal.
From these results, the parameters of the device can be adjusted (voltage, resistance chain,...) to optimize the
response for our specific requirements.

The Inverse Transform method is conceptually simple and easy to implement for discrete distri-
butions and many continuous distributions of interest. Furthermore, is efficient in the sense that for each
generated value ui as Un(x|0, 1) we get a value xi from F (x). However, with the exception of easy
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distributions the inverse function F−1(x) has no simple expression in terms of elementary functions and
may be difficult or time consuming to invert. This is, for instance, the case if you attempt to invert the Er-
ror Function for the Normal Distribution. Thus, apart from simple cases, the Inverse Transform method
is used in combination with other procedures to be described next.

NOTE 6: Bootstrap. Given the iid sample {x1, x2, . . . , xn} of the random quantity X∼p(x|θ) we
know (Glivenko-Cantelly theorem; see lecture 1 (7.6)) that:

Fn(x) = 1/n
n∑

k=1

1(−∞,x](xk)
unif.−→ F (x|θ) (797)

Essentially the idea behind the bootstrap is to sample from the empirical Distribution Function Fn(x)
that, as we have seen for discrete random quantities, is equivalent to draw samplings {x′1, x′2, . . . , x′n} of
size n from the original sample with replacement. Obviously, increasing the number of resamplings does
not provide more information than what is contained in the original data but, used with good sense, each
bootstrap will lead to a posterior and can also be useful to give insight about the form of the underlying
model p(x|θ) and the distribution of some statistics. We refer to [?] for further details.

4.2.2 Acceptance-Rejection ( Hit-Miss; J. Von Neumann, 1951)
The Acceptance-Rejection algorithm is easy to implement and allows to sample a large variety of n-
dimensional probability densities with a less detailed knowledge of the function. But nothing is for free;
these advantages are in detriment of the generation efficiency.

Let’s start with the one dimensional case where X∼p(x|θ) is a continuous random quantity
with supp(X) = [a, b] and pm = maxxp(x|θ). Consider now two independent random quantities
X1∼Un(x1|α, β) and X2∼Un(x2|0, δ) where [a, b] ⊆ supp(X1) = [α, β] and [0, pm] ⊆ supp(X2) =
[0, δ]. The covering does not necessarily have to be a rectangle in R2 (nor a hypercube Rn+1) and, in
fact, in some cases it may be interesting to consider other coverings to improve the efficiency but the
generalization is obvious. Then

p(x1, x2|·) =
1

β − α
1

δ
(798)

Now, let’s find the distribution of X1 conditioned to X2≤p(X1|θ):

P (X1≤x|X2≤p(x|θ)) =
P (X1≤x,X2≤p(x|θ))

P (X2≤p(x|θ))
=

∫ x
α dx1

∫ p(x1|θ)
0 p(x1, x2|·) dx2∫ β

α dx1

∫ p(x1|θ)
0 p(x1, x2|·) dx2

=

=

∫ x
α p(x1|θ)1[a,b](x1) dx1∫ β
α p(x1|θ)1[a,b](x1) dx1

=

∫ x

a
p(x1|θ) dx1 = F (x|θ) (799)

so we set up the following algorithm:

i1) ui⇐Un(u|α≤a, β≥b) and wi⇐Un(w|0, δ≥pm);
i2) If wi≤p(ui|θ) we accept xi; otherwise we reject xi and start again from i1

Repeating the algorithm n times we get the sampling {x1, x2, . . ., xn} from p(x|θ).
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Besides its simplicity, the Acceptance-Rejection scheme does not require to have normalized den-
sities for it is enough to know an upper bound and in some cases, for instance when the support of the
random quantity X is determined by functional relations, it is easier to deal with a simpler covering of
the support. However, the price to pay is a low generation efficiency:

ε
def.
=

accepted trials
total trials

=
area under p(x|θ)

area of the covering
≤ 1 (800)

Note that the efficiency so defined refers only to the fraction of accepted trials and, obviously, the more
adjusted the covering is the better but for the Inverse Transform ε = 1 and it does not necessarily imply
that it is more efficient attending to other considerations. It is interesting to observe that if we do not
know the normalization factor of the density function, it can be estimated as

∫

X
p(x|θ) dx' (area of the covering) ε (801)

Let’s see some examples before we proceed.

Example 4.7: Consider X∼Be(x|α, β). In this case, what follows is just for pedagogical purposes since other
procedures to be discussed later are more efficient. Anyway, the density is

p(x|α, β)∝xα−1 (1 − x)β−1 ; x∈ [0, 1] (802)

Suppose that α, β > 1 so the mode xo = (α− 1)(α+ β − 2)−1 exists and is unique. Then

pm≡ maxx{p(x|α, β)} = p(x0|α, β) =
(α− 1)α−1 (β − 1)β−1

(α+ β − 2)α+β−2
(803)

so let’s take then the domain [α = 0, β = 1]× [0, pm] and

i1) Get xi∼Un(x|0, 1) and yi∼Un(y|0, pm);
i2) If

a) yi≤p(xi|α, β) we deliver ( accept) xi
r) yi > p(xi|α, β) we reject xi and start again from i1

Repeating the procedure n times, we get a sampling {x1, x2, ..., xn} from Be(x|α, β). In this case we know the
normalization so the area under p(x|α, β) is Be(x|α, β) and the generation efficiency will be:

ε = B(α, β)
(α+ β − 2)α+β−2

(α− 1)α−1 (β − 1)β−1
(804)

Example 4.8: Let’s generate a sampling of the spatial distributions of a bounded electron in a Hydrogen atom. In
particular, as an example, those for the principal quantum number n = 3. The wave-function is ψnlm(r, θ, φ) =
Rnl(r)Ylm(θ, φ) with:

R30∝ (1− 2r/2− 2r2/27)e−r/3 ; R31∝ r(1− r/6)e−r/3 and R32∝ r2e−r/3 (805)

the radial functions of the 3s, 3p and 3d levels and

|Y10|2∝ cos2θ ; |Y1±1|2∝ sin2θ ; |Y20|2∝ (3 cos2θ − 1)2 ; |Y2±1|2∝ cos2θ sin2θ ; |Y2±2|2∝ sin4θ(806)

the angular dependence from the spherical harmonics. Since dµ = r2 sinθdrdθdφ, the probability density will be

p(r, θ, φ|n, l,m) = R2
nl(r) |Ylm|2 r2 sinθ = pr(r|n, l) pθ(θ|l,m) pφ(φ) (807)

so we can sample independently r, θ and φ. It is left as an exercise to explicit a sampling procedure. Note however
that, for the marginal radial density, the mode is at r = 13, 12 and 9 for l = 0, 1 and 2 and decreases exponentially
so even if the support is r∈[0,∞) it will be a reasonable approximation to take a covering r∈[0, rmax) such that
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Fig. 16: Spatial probability distributions of an electron in a hydrogen atom corresponding to the quantum states
(n, l,m) = (3, 1, 0), (3, 2, 0) and (3, 2,±1) (columns 1,2,3) and projections (x, y) and (x, z) = (y, z) (rows 1 and
2) (see example 4.8).

P (r≥rmax) is small enough. After n = 4000 samplings for the quantum numbers (n, l,m) = (3, 1, 0), (3, 2, 0)
and (3, 2,±1), the projections on the planes πxy , πxz and πyz are shown in figure ??.

The generalization of the Acceptance-Rejection method to sample a n-dimensional density
X∼p(x|θ) with dim(x) = n is straight forward. Covering with an n+1 dimensional hypercube:

i1) Get a sampling {x1)
i , x

2)
i , . . ., x

n)
i ; yi} where

{xk)
i ⇐Un(x

k)
i |αk, βk)}nk=1 ; yi⇐Un(y|0, k) and k≥ maxxp(x|θ)

i2) Accept the n-tuple xi = (x
1)
i , x

2)
i , . . ., x

n)
i ) if yi≤p(xi|θ) or reject it otherwise.

4.2.2.1 Incorrect estimation of maxx{p(x|·)}
Usually, we know the support [α, β] of the random quantity but the pdf is complicated enough to know
the maximum. Then, we start the generation with our best guess for maxxp(x|·), say k1, and after having
generatedN1 events ( generated, not accepted ) in [α, β]×[0, k1],... wham!, we generate a value xm such
that p(xm) > k1. Certainly, our estimation of the maximum was not correct. A possible solution is to
forget about what has been generated and start again with the new maximum k2 = p(xm) > k1 but,
obviously, this is not desirable among other things because we have no guarantee that this is not going to
happen again. We better keep what has been done and proceed in the following manner:

1) We have generated N1 pairs (x1, x2) in [α, β]× [0, k1] and, in particular, X2 uniformly in [0, k1].
How many additional pairs Na do we have to generate? Since the density of pairs is constant in
both domains [α, β]× [0, k1] and [α, β]× [0, k2] we have that

N1

(β − α) k1
=

N1 + Na

(β − α) k2
−→ Na = N1

(
k2

k1
− 1

)
(808)
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2) How do we generate them? Obviously in the domain [α, β]×[k1, k2] but from the truncated density

pe(x|·) = (p(x|·)− k1) 1p(x|·)>k1
(x) (809)

3) Once the Na additional events have been generated (out of which some have been hopefully ac-
cepted) we continue with the usual procedure but on the domain [α, β]×[0, k2].

The whole process is repeated as many times as needed.

NOTE 7: Weighted events. The Acceptance-Rejection algorithm just explained is equivalent to:

i1) Sample xi from Un(x|α, β) and ui from Un(u|0, 1);
i2) Assign to each generated event xi a weight : wi = p(xi|·)/pm; 0≤wi≤1 and accept the event if

ui≤wi or reject it otherwise.

It is clear that:

• Events with a higher weight will have a higher chance to be accepted;
• After applying the acceptance-rejection criteria at step i2, all events will have a weight either 1 if

it has been accepted or 0 if it was rejected.
• The generation efficiency will be

ε =
accepted trials
total trials(N)

=
1

N

N∑

i=1

wi = w (810)

In some cases it is interesting to keep all the events, accepted or not.

Example 4.9: Let’s obtain a sampling {x1,x2, . . .}, dim(x) = n, of points inside a n-dimensional sphere
centered at xc and radius r. For a direct use of the Acceptance-Rejection algorithm we enclose the sphere in a
n-dimensional hypercube

Cn =

n∏

i=1

[xci − r, xci + r] (811)

and:

1) xi⇐Un(x|xci − r, xci + r) for i = 1, . . . , n

2) Accept xi if ρi = ||xi − xc|| ≤ r and reject otherwise.

The generation efficiency will be

ε(n) =
volume of the sphere

volume of the covering
=

2πn/2

nΓ(n/2)

1

2n
(812)

Note that the sequence {xi/ρi}ni=1 will be a sampling of points uniformly distributed on the sphere of radius r = 1.
This we can get also as:

1) zi⇐N(z|0, 1) for i = 1, . . . , n

2) ρ = ||zi|| and xi = zi/ρ

Except for simple densities, the efficiency of the Acceptance-Rejection algorithm is not very
high and decreases quickly with the number of dimensions. For instance, we have seen in the previous
example that covering the n-dimensional sphere with a hypercube has a generation efficiency

ε(n) =
2πn/2

nΓ(n/2)

1

2n
(813)
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and limn→∞ε(n) = 0. Certainly, some times we can refine the covering since there is no need other
than simplicity for a hypercube (see Stratified Sampling) but, in general, the origin of the problem
will remain: when we generate points uniformly in whatever domain, we are sampling with constant
density regions that have a very low probability content or even zero when they have null intersection
with the support of the random quantity X. This happens, for instance, when we want to sample from a
differential cross-section that has very sharp peaks (sometimes of several orders of magnitude as in the
case of bremsstrahlung). Then, the problem of having a low efficiency is not just the time expend in the
generation but the accuracy and convergence of the evaluations. We need a more clever way to generate
sequences and the Importance Sampling method comes to our help.

4.2.3 Importance Sampling
The Importance Sampling generalizes the Acceptance-Rejection method sampling the density function
with higher frequency in regions of the domain where the probability of acceptance is larger (more
important). Let’s see the one-dimensional case since the extension to n-dimensions is straight forward.

Suppose that we want a sampling ofX∼p(x) with support ΩX∈[a, b] and F (x) the corresponding
distribution function. We can always express p(x) as:

p(x) = c g(x)h(x) (814)

where:

1) h(x) is a probability density function, i.e., non-negative and normalized in ΩX ;
2) g(x)≥0 ; ∀x∈ΩX and has a finite maximum gm = max{g(x);x∈ΩX};
3) c > 0 a constant normalization factor.

Now, consider a sampling {x1, x2, . . ., xn} drawn from the density h(x). If we apply the Acceptance-
Rejection criteria with g(x), how are the accepted values distributed? It is clear that, if gm = max(g(x))
and Y∼Un(y|0, gm)

P (X≤x|Y≤g(x)) =

∫ x
a h(x) dx

∫ g(x)
0 dy

∫ b
a h(x) dx

∫ g(x)
0 dy

=

∫ x
a h(x) g(x) dx
∫ b
a h(x) g(x) dx

= F (x) (815)

and therefore, from a sampling of h(x) we get a sampling of p(x) applying the Acceptance-Rejection
with the function g(x). There are infinite options for h(x). First, the simpler the better for then the
Distribution Function can be easily inverted and the Inverse Transform applied efficiently. The Uniform
Density h(x) = Un(x|a, b) is the simplest one but then g(x) = p(x) and this is just the Acceptance-
Rejection over p(x). The second consideration is that h(x) be a fairly good approximation to p(x) so that
g(x) = p(x)/h(x) is as smooth as possible and the Acceptance-Rejection efficient. Thus, if h(x) > 0
∀x∈[a, b]:

p(x) dx =
p(x)

h(x)
h(x) dx = g(x) dH(x) (816)

4.2.3.1 Stratified Sampling

The Stratified Sampling is a particular case of the Importance Sampling where the density p(x); x∈ΩX

is approximated by a simple function over ΩX . Thus, in the one-dimensional case, if Ω = [a, b) and we
take the partition ( stratification)

Ω = ∪ni=1Ωi = ∪ni=1[ai−1, ai) ; a0 = a , an = b (817)
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with measure λ(Ωi) = (ai − ai−1), we have

h(x) =
n∑

i=1

1[ai−1, ai)(x)

λ(Ωi)
−→

∫ an

a0

h(x) dx = 1 (818)

Denoting by pm(i) = maxx{p(x)|x∈Ωi}, we have that for the Acceptance-Rejection algorithm the
volume of each sampling domain is Vi = λ(Ωi) pm(i). In consequence, for a partition of size n, if
Z∈{1, 2, . . . , n} and define

P (Z = k) =
Vk∑n
i=1 Vi

; F (k) = P (Z≤k) =
k∑

j=1

P (Z = j) (819)

we get a sampling of p(x) from the following algorithm:

i1) ui⇐Un(u|0, 1) and select the partition k = Int[ min{Fi |Fi > n·ui}];
i2) xi⇐Un(x|ak−1, ak), yi⇐Un(y|0, pm(k)) and accept xi if yi≤p(xi) (reject otherwise).

4.2.4 Decomposition of the probability density
Some times it is possible to express in a simple manner the density function as a linear combination of
densities; that is

p(x) =
k∑

j=1

aj pj(x) ; aj > 0 ∀j = 1, 2, . . ., k (820)

that are easier to sample. Since normalization imposes that

∫ ∞

−∞
p(x) dx =

k∑

j=1

aj

∫ ∞

−∞
pj(x) dx =

k∑

j=1

am = 1 (821)

we can sample from p(x) selecting, at each step i, one of the k densities pi(x) with probability pi = ai
from which we shall obtain xi and therefore sampling with higher frequency from those densities that
have a higher relative weight. Thus:

i1) Select which density pi(x) are we going to sample at step i2 with probability pi = ai;
i2) Get xi from pi(x) selected at i1.

It may happen that some densities pj(x) can not be easily integrated so we do not know a priory the
relative weights. If this is the case, we can sample from fj(x) ∝ pj(x) and estimate with the generated
events from fi(x) the corresponding normalizations Ii with, for instance, from the sample mean

Ii =
1

n

n∑

k=1

fi(xk) (822)

Then, since pi(x) = fi(x)/Ii we have that

p(x|·) =
K∑

i=1

ai fi(x|·) =
K∑

i=1

ai Ii
fi(x)

Ii
=

K∑

i=1

ai Ii pi(x) (823)

so each generated event from fi(x) has a weight wi = aiIi.
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Example 4.10: Suppose we want to sample from the density

p(x) =
3

8
(1 + x2) ; x∈ [−1, 1] (824)

Then, we can take:

p1(x)∝ 1
p2(x)∝x2

}
−→ normalization −→

{
p1(x) = 1/2
p2(x) = 3x2/2

(825)

so:

p(x) =
3

4
p1(x) +

1

4
p2(x) (826)

Then:

i1) Get ui and wi as Un(u|0, 1);
i2) Get xi as:

if ui≤3/4 then xi = 2wi − 1

if ui > 3/4 then xi = (2wi − 1)1/3

In this case, 75% of the times we sample from the trivial density Un(x| − 1, 1).

4.3 Everything at work
4.3.1 The Compton Scattering
When problems start to get complicated, we have to combine several of the aforementioned methods; in
this case Importance Sampling, Acceptance-Rejection and Decomposition of the probability density.

Compton Scattering is one of the main processes that occur in the interaction of photons with
matter. When a photon interacts with one of the atomic electrons with an energy greater than the binding
energy of the electron, is suffers an inelastic scattering resulting in a photon of less energy and different
direction than the incoming one and an ejected free electron from the atom. If we make the simplifying
assumptions that the atomic electron initially at rest and neglect the binding energy we have that if the
incoming photon has an energy Eγ its energy after the interaction (E

′
γ) is:

ε =
E
′
γ

Eγ
=

1

1 + a (1− cosθ)
(827)

where θ∈[0, π] is the angle between the momentum of the outgoing photon and the incoming one and
a = Eγ/me. It is clear that if the dispersed photon goes in the forward direction (that is, with θ = 0), it
will have the maximum possible energy (ε = 1) and when it goes backwards (that is, θ = π) the smallest
possible energy (ε = (1 + 2a)−1). Being a two body final state, given the energy (or the angle) of the
outgoing photon the rest of the kinematic quantities are determined uniquely:

E
′
e = Eγ (1 +

1

a
− ε) and tanθe =

cotθ/2
1 + a

(828)

The cross-section for the Compton Scattering can be calculated perturbatively in Relativistic Quantum
Mechanics resulting in the Klein-Nishina expression:

d σ0

d x
=

3σT
8

f(x) (829)

where x = cos(θ), σT = 0.665 barn = 0.665 · 10−24 cm2 is the Thomson cross-section and

f(x) =
1

[1 + a (1− x)]2

(
1 + x2 +

a2 (1− x)2

1 + a (1− x)

)
(830)
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Fig. 17: Functions f(x) (left) and g(x) (right) for different values of the incoming photon energy.

has all the angular dependence. Due to the azimuthal symmetry, there is no explicit dependence with
φ∈[0, 2π] and has been integrated out. Last, integrating this expression for x∈[−1, 1] we have the total
cross-section of the process:

σ0(Eγ) =
σT
4

[(
1 + a

a2

)(
2 (1 + a)

1 + 2 a
− ln (1 + 2a)

a

)
+

ln (1 + 2a)

2a
− 1 + 3a

(1 + 2 a)2

]
(831)

For a material with Z electrons, the atomic cross-section can be approximated by σ = Z σ0 cm
2/atom.

Let’s see how to simulate this process sampling the angular distribution p(x)∼f(x). Figure ??
(left) shows this function for incoming photon energies of 10, 100 and 1000 MeV. It is clear that it is
peaked at x values close to 1 and gets sharper with the incoming energy; that is, when the angle between
the incoming and outgoing photon momentum becomes smaller. In consequence, for high energy photons
the Acceptance-Rejection algorithm becomes very inefficient. Let’s then define the functions

fn(x) =
1

[1 + a (1− x)]n
(832)

and express f(x) as f(x) = (f1(x) + f2(x) + f3(x)) · g(x) where

g(x) = 1 − (2− x2)
f1(x)

1 + f1(x) + f2(x)
(833)
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The functions fn(x) are easy enough to use the Inverse Transform method and apply afterward the
Acceptance-Rejection on g(x) > 0 ∀x∈[−1, 1]. The shape of this function is shown in figure ?? (right)
for different values of the incoming photon energy and clearly is much more smooth than f(x) so the
Acceptance-Rejection will be significantly more efficient. Normalizing properly the densities

pi(x) =
1

wi
fi(x) such that

∫ 1

−1
pi(x) dx = 1 ; i = 1, 2, 3 (834)

we have that, with b = 1 + 2a:

w1 =
1

a
lnb w2 =

2

a2 (b2 − 1)
w3 =

2 b

a3 (b2 − 1)2 (835)

and therefore

f(x) = (f1(x) + f2(x) + f3(x)) · g(x) = (w1 p1(x) + w2 p2(x) + w3 p3(x)) · g(x) =

= wt (α1 p1(x) + α2 p2(x) + α3 p3(x)) · g(x)

(836)

where wt = w1 + w2 + w3,

αi =
wi
wt

> 0 ; i = 1, 2, 3 and
i=3∑

i=1

αi = 1 (837)

Thus, we set up the following algorithm:

1) Generate u⇐Un(u|0, 1),

1.1) if u≤α1 we sample xg ∼ p1(x);
1.2) if α1 < u≤α1 + α2 we sample xg ∼ p2(x) and
1.3) if α1 + α2 < u we sample xg ∼ p2(x);

2) Generate w⇐Un(w|0, gM ) where

gM ≡ max[g(x)] = g(x = −1) = 1 − b

1 + b + b2

If w≤g(xg) we accept xg; otherwise we go back to step 1).

Let’s see now to to sample from the densities pi(x). If u⇐Un(u|0, 1) and

Fi(x) =

∫ x

−1
pi(s) ds i = 1, 2, 3 (838)

then:

x ∼ p1(x) F1(x) = 1− ln(1 + a(1− x))

ln(b)
−→ xg =

1 + a − bu

a
(839)

x ∼ p2(x) : F2(x) =
b2 − 1

2 (b− x)
− 1

2 a
−→ xg = b − a (b2 − 1)

1 + 2au

x ∼ p3(x) : F3(x) =
1

4a(1 + a)

(
(b+ 1)2

(b− x)2 − 1

)
−→ xg = b − b+ 1

[1 + 4a(1 + a)u]1/2
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Once we have xg we can deduce the remaining quantities of interest from the kinematic relations. In
particular, the energy of the outcoming photon will be

εg =
E
′
g

E
=

1

1 + a(1− xg)
(840)

Last, we sample the azimuthal outgoing photon angle as φ⇐Un(u|0, 2π).

Even though in this example we are going to simulate only the Compton effect, there are other
processes by which the photon interacts with matter. At low energies (essentially ionization energies:
≤Eγ ≤ 100KeV ) the dominant interaction is the photoelectric effect

γ + atom −→ atom+ + e− ;

at intermediate energies (Eγ ∼ 1− 10MeV ) the Compton effect

γ + atom −→ γ + e− + atom+

and at high energies (Eγ ≥ 100MeV ) the dominant one is pair production

γ + nucleus −→ e+ + e− + nucleus

To first approximation, the contribution of other processes is negligible. Then, at each step in the evolu-
tion of the photon along the material we have to decide first which interaction is going to occur next. The
cross section is a measure of the interaction probability expressed in cm2 so, since the total interaction
cross section will be in this case:

σt = σ phot. + σ Compt. + σ pair (841)

we decide upon the process i that is going to happen next with probability pi = σi/σt; that is,
u⇐Un(0, 1) and

1) if u≤p phot. we simulate the photoelectric interaction;
2) if p phot. < u≤(p phot. + p Compt.): we simulate the Compton effect and otherwise
3) we simulate the pair production

Once we have decided which interaction is going to happen next, we have to decide where. The
probability that the photon interacts after traversing a distance x (cm) in the material is given by

Fint = 1 − e−x/λ (842)

where λ is the mean free path. Being A the atomic mass number of the material, NA the Avogadro’s
number, ρ the density of the material in g/ cm3, and σ the cross-section of the process under discussion,
we have that

λ =
A

ρNA σ
[ cm] (843)

Thus, if u⇐Un(0, 1), the next interaction is going to happen at x = −λlnu along the direction of the
photon momentum.

As an example, we are going to simulate what happens when a beam of photons of energy Eγ = 1
MeV (X rays) incide normally on the side of a rectangular block of carbon (Z = 6, A = 12.01, ρ = 2.26)
of 10× 10 cm2 surface y 20 cm depth. Behind the block, we have hidden an iron coin (Z = 26, A =
55.85, ρ = 7.87) centered on the surface and in contact with it of 2 cm radius and 1 cm thickness. Last,
at 0.5 cm from the coin there is a photographic film that collects the incident photons.
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Fig. 18: The upper figure shows an sketch of the experimental set-up and the trajectory of one of the simulated
photons until it is detected on the screen. The lower figure shows the density of photons collected at the screen for
a initially generated sample 105 events.

The beam of photons is wider than the block of carbon so some of them will go right the way
without interacting and will burn the film. We have assumed for simplicity that when the photon energy
is below 0.01 MeV, the photoelectric effect is dominant and the ejected electron will be absorbed in the
material. The photon will then be lost and we shall start with the next one. Last, an irrelevant technical
issue: the angular variables of the photon after the interaction are referred to the direction of the incident
photon so in each case we have to do the appropriate rotation.

Figure ?? (up) shows the sketch of the experimental set-up and the trajectory of one of the traced
photons of the beam collected by the film. The radiography obtained after tracing 100,000 photons is
shown in figure ?? (down). The black zone corresponds to photons that either go straight to to the screen
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or at some point leave the block before getting to the end. The mid zone are those photons that cross the
carbon block and the central circle, with less interactions, those that cross the carbon block and afterward
the iron coin.

4.3.2 An incoming flux of particles
Suppose we have a detector and we want to simulate a flux of isotropically distributed incoming particles.
It is obvious that generating them one by one in the space and tracing them backwards is extremely
inefficient. Consider a large cubic volume V that encloses the detector, both centered in the reference
frame S0. At time t0, we have for particles uniformly distributed inside this volume that:

p(r0) dµ0 =
1

V
dx0 dy0 dz0 (844)

Assume now that the velocities are isotropically distributed; that is:

p(v) dµv =
1

4π
sin θ dθ dφ f(v) dv (845)

with f(v) properly normalized. Under independence of positions and velocities at t0, we have that:

p(r0,v) dµ0 dµv =
1

V
dx0 dy0 dz0

1

4π
sin θ dθ dφ f(v) dv (846)

Given a square of surface S = (2l)2, parallel to the (x, y) plane, centered at (0, 0, zc) and well inside the
volume V , we want to find the probability and distribution of particles that, coming from the top, cross
the surface S in unit time.

For a particle having a coordinate z0 at t0 = 0, we have that z(t) = z0 + vzt. The surface S is
parallel to the plane (x, y) at z = zc so particles will cross this plane at time tc = (zc − z0)/vz from
above iff:

0) z0≥zc; obvious for otherwise they are below the plane S at t0 = 0;
1) θ∈[π/2, π); also obvious because if they are above S at t0 = 0 and cut the plane at some t > 0,

the only way is that vz = v cos θ < 0 → cos θ < 0 → θ∈[π/2, π).

But to cross the squared surface S of side 2l we also need that

2) −l≤x(tc) = x0 + vx tc≤ l and −l≤ y(tc) = y0 + vy tc≤ l

Last, we want particles crossing in unit time; that is tc∈[0, 1] so 0≤tc = (zc − z0)/vz≤1 and therefore

3) z0∈[zc, zc − v cos θ]

Then, the desired subspace with conditions 1), 2), 3) is

Ωc = {θ∈[π/2, π); z0∈[zc, zc − v cos θ]; x0∈[−l − vxtc, l − vxtc]; y0∈[−l − vytc, l − vytc]} (847)

After integration:
∫ zc−v cos θ

zc

dz0

∫ l−vxtc

−l−vxtc
dx0

∫ l−vytc

−l−vytc
dy0 = −(2l)2 v cos θ (848)

Thus, we have that for the particles crossing the surface S = (2l)2 from above in unit time

p(θ, φ, v) dθdφdv = − (2l)2

V

1

4π
sin θ cos θ dθ dφ f(v) v dv (849)

139

PROBABILITY AND STATISTICS FOR PARTICLE PHYSICS

309



with θ∈[π/2, π) and φ∈[0, 2π). If we define the average velocity

E[v] =

∫

Ωv

v f(v) dv (850)

the probability to have a cut per unit time is

Pcut(tc≤1) =

∫

Ωc×Ωv

p(θ, φ, v) dθdφdv =
S E[v]

4V
(851)

and the pdf for the angular distribution of velocities (direction of crossing particles) is

p(θ, φ) dθdφ = − 1

π
sin θ cos θ dθ dφ =

1

2π
d(cos2θ) dφ (852)

If we have a density of n particles per unit volume, the expected number of crossings per unit time due
to the nV = nV particles in the volume is

nc = nV Pcut(tc≤1) =
nE[v]

4
S (853)

so the flux, number of particles crossing the surface from one side per unit time and unit surface is

Φ0
c =

nc
S

=
nE[v]

4
(854)

Note that the requirement that the particles cross the square surface S in a finite time (tc∈[0, 1])
modifies the angular distribution of the direction of particles. Instead of

p1(θ, φ)∝ sin θ ; θ∈[0, π); φ∈[0, 2π) (855)

we have

p2(θ, φ)∝ − sin θ cos θ ; θ∈[π/2, π); φ∈[0, 2π) (856)

The first one spans a solid angle of
∫ π

0
dθ

∫ 2π

0
dφp1(θ, φ) = 4π (857)

while for the second one we have that
∫ π/2

0
dθ

∫ 2π

0
dφp2(θ, φ) = π (858)

that is; one fourth the solid angle spanned by the sphere. Therefore, the flux expressed as number of
particles crossing from one side of the square surface S per unit time and solid angle is

Φc =
Φ0
c

π
=

nc
π S

=
nE[v]

4π
(859)

Thus, if we generate a total of nT = 6nc particles on the of the surface of a cube, each face of area S,
with the angular distribution

p(θ, φ) dθdφ =
1

2π
d(cos2θ) dφ (860)

for each surface with θ∈[π/2, π) and φ∈[0, 2π) defined with ~k normal to the surface, the equivalent
generated flux per unit time, unit surface and solid angle is ΦT = nT /6πS and corresponds to a density
of n = 2nT /3SE[v] particles per unit volume.
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NOTE 8: Sampling some continuous distributions of interest.
These are some procedures to sample from continuous distributions of interest. There are several

algorithms for each case with efficiency depending on the parameters but those outlined here have in
general high efficiency. In all cases, it is assumed that u⇐Un(0, 1).

• Beta: Be(x|α, β); α, β∈(0,∞):

p(x|·) =
1

B(α, β)
xα−1(1− x)β−11(0,1)(x) −→ x =

x1

x1 + x2
(861)

where x1⇐Ga(x|1/2, α) and x2⇐Ga(x|1/2, β)

• Cauchy: Ca(x|α, β); α∈R; β∈(0,∞):

p(x|·) =
β/π

(1 + β2(x− α)2)
1(−∞,∞)(x) −→ x = α + β−1 tan(π(u− 1/2)) (862)

• Chi-squared: For χ2(x|ν) see Ga(x|1/2, ν/2).

• Dirichlet Di(x|α); dim(x, α) = n, αj∈(0,∞), xj∈(0, 1) and
∑n

j=1 xj = 1

p(x|α) =
Γ(α1 + . . .+ αn)

Γ(α1)· · ·Γ(αn)

n∏

j=1

x
αj−1
j 1(0,1)(xj) −→ {xj = zj/z0}nj=1 (863)

where zj⇐Ga(z|1, αj) and z0 =
∑n

j=1 zj .

Generalized Dirichlet GDi(x|α, β); dim(β) = n, βj∈(0,∞),
∑n−1

j=1 xj < 1

p(x1, . . ., xn−1|α, β) =
n−1∏

i=1

Γ(αi + βi)

Γ(αi)Γ(βi)
xαi−1
i

(
1−

i∑

k=1

xk

)γi
(864)

with

γi =

{
βi − αi+1 − βi+1 for i = 1, 2, . . ., n− 2
βn−1 − 1 for i = n− 1

(865)

When βi = αi+1+βi+1 reduces to the usual Dirichlet. If zk⇐ Be(z|αk, βk) then xk = zk(1−
∑k−1

j=1xj)

for k = 1, . . . , n− 1 and xn = 1−∑n−1
i=1 xi.

• Exponential: Ex(x|α); α∈(0,∞):

p(x|·) = α exp{−αx}1[0,∞)(x) −→ x = −α−1 lnu (866)

• Gamma Distribution Ga(x|α, β); α, β∈(0,∞).
The probability density is

p(x|α, β) =
αβ

Γ(β)
e−αx xβ−1 1(0,∞)(x) (867)

Note that Z = αX∼Ga(z|1, β) so let’s see how to simulate a sampling of Ga(z|1, β) and, if α 6=1, take
x = z/α. Depending on the value of the parameter β we have that

141

PROBABILITY AND STATISTICS FOR PARTICLE PHYSICS

311



B β = 1: This is the Exponential distribution Ex(x|1) already discussed;
B β = m∈N : As we know, the sum Xs = X1 + . . . + Xn of n independent random quantities
Xi∼Ga(xi|α, βi); i = 1, . . ., n is a random quantity distributed asGa(|xs|α, β1+· · ·+βn). Thus,
if we have m independent samplings xi⇐Ga(x|1, 1) = Ex(x|1), that is

x1 = − lnu1 , . . . , xm = − lnum (868)

with ui⇐Un(0, 1), then

xs = x1 + x2 . . . + xm = − ln
m∏

i=1

ui (869)

will be a sampling of Ga(xs|1, β = m).
B β > 1∈R: Defining m = [β] we have that β = m+ δ with δ∈[0, 1). Then, if ui⇐Un(0, 1); i =

1, . . . ,m and w⇐Ga(w|1, δ),

z = − ln
∏m

i=1
ui + w (870)

will be a sampling from Ga(x|1, β). The problem is reduced to get a sampling w⇐Ga(w|1, δ)
with δ∈(0, 1).

B 0 < β < 1: In this case, for small values of x the density is dominated by p(x)∼xβ−1 and for
large values by p(x)∼ e−x. Let’s then take the approximant

g(x) = xβ−1 1(0,1)(x) + e−x 1[1,∞)(x) (871)

Defining

p1(x) = βxβ−11(0,1)(x) −→ F1(x) = xβ (872)

p2(x) = e−(x−1)1[1,∞)(x) −→ F2(x) = 1− e−(x−1) (873)

w1 = e/(e+ β) and w2 = β/(e+ β) we have that

g(x) = w1 p1(x) + w2 p2(x) (874)

and therefore:

1) ui⇐Un(0, 1); i = 1, 2, , 3

2) If u1≤w1, 2et x = u
1/β
2 and accept x if u3≤e−x; otherwise go to 1);

If u1 > w1, set x = 1 − lnu2 and accept x if u3≤xβ−1; otherwise go to 1);

The sequence of accepted values will simulate a sampling from Ga(x|1, β). It is easy to see that the
generation efficiency is

ε(β) =
e

e + β
Γ(β + 1) (875)

and εmin(β ' 0.8)' 0.72.

• Laplace: La(x|α, β); α∈R, β∈(0,∞):

p(x|α, β) =
1

2β
e−|x−α|/β1(−∞,∞)(x) −→ x =





α+ β ln(2u) if u < 1/2

α− β ln(2(1− u)) if u≥1/2
(876)
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• Logistic: Lg(x|α, β); α∈R; β∈(0,∞):

p(x|·) = β
exp{−β(x− α)}

(1 + exp{−β(x− α)})2
1(−∞,∞)(x) −→ x = α + β−1 ln

(
u

1 − u

)
(877)

• Normal Distribution N(x|µ,V).
There are several procedures to generate samples from a Normal Distribution. Let’s start with
the one-dimensional case X∼N(x|µ, σ) considering two independent standardized random quantities
Xi∼N(xi|0, 1); i = 1, 2 [?] with joint density

p(x1, x2) =
1

2π
e−(x2

1+x2
2)/2 (878)

After the transformation X1 = R cosΘ and X2 = R sinΘ with R∈[0,∞); Θ∈[0, 2π) we have

p(r, θ) =
1

2π
e−r

2/2 r (879)

Clearly, both quantities R and Θ are independent and their distribution functions

Fr(r) = 1 − e−r
2/2 and Fθ(θ) =

θ

2π
(880)

are easy to invert so, using then the Inverse Transform algorithm:

1) u1⇐Un(0, 1) and u2⇐Un(0, 1);
2) r =

√−2 lnu1 and θ = 2πu2;
3) x1 = r cosθ and x2 = r sinθ.

Thus, we get two independent samplings x1 and x2 from N(x|0, 1) and

4) z1 = µ1 + σ1x1 and z2 = µ2 + σ2x2

will be two independent samplings from N(x|µ1, σ1) and N(x|µ2, σ2).

For the n-dimensional case, X∼N(x|µ,V) and V the covariance matrix, we proceed from the
conditional densities

p(x|µ,V) = p(xn|xn−1, xn−2 . . . , x1; ·) p(xn−1|xn−2 . . . , x1; ·) · · · p(x1|·) (881)

For high dimensions this is a bit laborious and it is easier if we do first a bit of algebra. We know from
Cholesky’s Factorization Theorem that if V∈Rn×n is a symmetric positive defined matrix there is a
unique lower triangular matrix C, with positive diagonal elements, such that V = CCT . Let then Y be
an n-dimensional random quantity distributed as N(y|0, I) and define a new random quantity

X = µ + CY (882)

Then V−1 = [C−1]T C−1 and

Y TY = (X − µ)T [C−1]T [C−1] (X − µ) = (X − µ)T [V−1] (X − µ) (883)

After some algebra, the elements if the matrix C can be easily obtained as

Ci1 =
Vi1√
V11

1≤i≤n (884)
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Cij =
Vij −

∑j−1
k=1 CikCjk
Cjj

1 < j < i≤n (885)

Cii =

(
Vii −

i−1∑

k=1

C2
ik

)1/2

1<i≤n (886)

and, being lower triangular, Cij = 0 ∀j > i. Thus, we have the following algorithm:

1) Get the matrix C from the covariance matrix V;
2) Get n independent samplings zi⇐N(0, 1) with i = 1, . . . , n;
3) Get xi = µi +

∑n
j=1 Cijzj

In particular, for a two-dimensional random quantity we have that

V =

(
σ2

1 ρσ1σ2

ρσ1σ2 σ2
2

)
(887)

and therefore:

C11 =
V11√
V11

= σ1 ; C12 = 0 (888)

C21 =
V21√
V11

= ρ σ2 ; C22 = (V22 − C2
21)1/2 = σ2

√
1 − ρ2 (889)

so:

C =

(
σ1 0

ρσ2 σ2

√
1 − ρ2

)
(890)

Then, if z1,2⇐N(z|0, 1) we have that:
(
x1

x2

)
=

(
µ1

µ2

)
+

(
z1 σ1

σ2(z1 ρ + z2

√
1 − ρ2)

)
(891)

• Pareto: Pa(x|α, β); α, β∈(0,∞):

p(x|·) = αβαx−(α+1)1(β,∞)(x) −→ x = β u−1/α (892)

• Snedecor: Sn(x|α, β); α, β∈(0,∞):

p(x|·) ∝ xα/2−1 (β + αx)−(α+β)/21(0,∞)(x) −→ x =
x1/α

x2/β
(893)

where x1⇐Ga(x|1/2, α/2) and x2⇐Ga(x|1/2, β/2).

• Student St(x|ν); ν∈(0,∞):

p(x|·) ∝ 1

(1 + x2/ν)(ν+1)/2
1(−∞,∞)(x) −→ x =

√
ν(u
−2/ν
1 − 1) sin(2πu2) (894)

where u1,2⇐Un(0, 1).

• Uniform Un(x|a, b); a < b∈R

p(x|·) = (b− a)−11[a,b](x) −→ x = (b− 1) + a u (895)
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• Weibull: We(x|α, β); α, β∈(0,∞):

p(x|· = αβαxα−1 exp{−(x/β)α}1(0,∞)(x) −→ x = β (− lnu)1/α (896)

4.4 Markov Chain Monte Carlo
With the methods we have used up to now we can simulate samples from distributions that are more or
less easy to handle. Markov Chain Monte Carlo allows to sample from more complicated distributions.
The basic idea is to consider each sampling as a state of a system that evolves in consecutive steps of
a Markov Chain converging (asymptotically) to the desired distribution. In the simplest version were
introduced by Metropolis in the 1950s and were generalized by Hastings in the 1970s.

Let’s start for simplicity with a discrete distribution. Suppose that we want a sampling of size n
from the distribution

P (X = k) = πk with k = 1, 2, . . . , N (897)

that is, from the probability vector

π = (π1, π2, . . ., πN ) ; πi∈[0, 1]∀i = 1, . . . , N and
N∑

i=1

πi = 1 (898)

and assume that it is difficult to generate a sample from this distribution by other procedures. Then, we
may start from a sample of size n generated from a simpler distribution; for instance, a Discrete Uniform
with

P0(X = k) =
1

N
; ∀k (899)

and from the sample obtained {n1, n2, . . ., nN}, where n =
∑N

i=1 ni, we form the initial sample
probability vector

π(0) = (π
(0)
1 , π

(0)
2 , . . ., π

(0)
N ) = (n1/n, n2/n, . . ., nN/n) (900)

Once we have the n events distributed in the N classes of the sample space Ω = {1, 2, . . ., N} we just
have to redistribute them according to some criteria in different steps so that eventually we have a sample
of size n drawn from the desired distribution P (X = k) = πk.

We can consider the process of redistribution as an evolving system such that, if at step i the system
is described by the probability vector π(i), the new state at step i+ 1, described by π(i+1), depends only
on the present state of the system (i) and not on the previous ones; that is, as a Markov Chain. Thus,
we start from the state π(0) and the aim is to find a Transition Matrix P, of dimension N×N , such that
π(i+1) = π(i) P and allows us to reach the desired state π. The matrix P is

P =




P11 P12 · · · P1N

P21 P22 · · · P2N
...

... · · · ...
PN1 PN2 · · · PNN


 (901)
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where each element ( P)ij = P (i→j)∈[0, 1] represents the probability for an event in class i to move to
class j in one step. Clearly, at any step in the evolution the probability that an event in class i goes to any
other class j = 1, . . ., N is 1 so

N∑

j=1

( P)ij =
N∑

j=1

P (i→j) = 1 (902)

and therefore is a Probability Matrix. If the Markov Chain is:

1) irreducible; that is, all the states of the system communicate among themselves;
2) ergodic; that is, the states are:

2.1) recurrent : being at one state we shall return to it at some point in the evolution with proba-
bility 1;

2.2) positive: we shall return to it in a finite number of steps in the evolution;
2.3) aperiodic: the system is not trapped in cycles;

then there is a stationary distribution π such that:

1) π = π P ;
2) Starting at any arbitrary state π(0) of the system, the sequence

π(0)

π(1) = π(0) P
π(2) = π(1) P = π(0) P2

...

π(n) = π(0) Pn
...

converges asymptotically to the fix vector π;
3)

limn→∞ Pn =




π1 π2 · · · πN
π1 π2 · · · πN
...

... · · · ...
π1 π2 · · · πN


 (903)

There are infinite ways to choose the transition matrix P. A sufficient (although not necessary)
condition for this matrix to describe a Markov Chain with fixed vector π is that the Detailed Balance
condition is satisfied (i.e.; a reversible evolution); that is

πi ( P)ij = πj ( P)ji ⇐⇒ πi P (i→j) = πj P (j→i) (904)

It is clear that if this condition is satisfied, then π is a fixed vector since:

π P =

(
N∑

i=1

πi ( P)i1,
N∑

i=1

πi ( P)i2, . . .
N∑

i=1

πi ( P)iN

)
= π (905)

due to the fact that

N∑

i=1

πi ( P)ik =
N∑

i=1

πk ( P)ki = πk for k = 1, 2, . . . , N (906)
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Imposing the Detailed Balance condition, we have freedom to choose the elements ( P)ij . We can
obviously take ( P)ij = πj so that it is satisfied trivially (πiπj = πjπi) but this means that being at
class i we shall select the new possible class j with probability P (i→j) = πj and, therefore, to sample
directly the desired distribution that, in principle, we do not know how to do. The basic idea of Markov
Chain Monte Carlo simulation is to take

( P)ij = q(j|i) · aij (907)

where

q(j|i): is a probability law to select the possible new class j = 1, . . ., N
for an event that is actually in class i;

aij : is the probability to accept the proposed new class j for an event
that is at i taken such that the Detailed Balance condition is
satisfied for the desired distribution π.

Thus, at each step in the evolution, for an event that is in class i we propose a new class j to go
according to the probability q(j|i) and accept the transition with probability aij . Otherwise, we reject the
transition and leave the event in the class where it was. The Metropolis-Hastings [?] algorithm consists
in taking the acceptance function

aij = min
{

1,
πj q(i|j)
πi q(j|i)

}
(908)

It is clear that this election of aij satisfies the Detailed Balance condition. Indeed, if πiq(j|i) > πjq(i|j)
we have that:

aij = min
{

1,
πj q(i|j)
πi q(j|i)

}
=
πj q(i|j)
πi q(j|i)

and aji = min
{

1,
πi q(j|i)
πj q(i|j)

}
= 1 (909)

and therefore:

πi ( P)ij = πi q(j|i) aij = πi q(j|i)
πj · q(i|j)
πi · q(j|i)

= (910)

= πj q(i|j) = πj q(i|j) aji = πj ( P)ji (911)

The same holds if πiq(j|i) < πjq(i|j) and is trivial if both sides are equal. Clearly, if q(i|j) = πi then
aij = 1 so the closer q(i|j) is to the desired distribution the better.

A particularly simple case is to choose a symmetric probability q(j|i) = q(i|j) [?]

aij = min
{

1,
πj
πi

}
(912)

In both cases, it is clear that since the acceptance of the proposed class depends upon the ratio πj/πi, the
normalization of the desired probability is not important.

The previous expressions are directly applicable in the case we want to sample an absolute con-
tinuous random quantity X∼π(x). If reversibility holds, p(x′|x)π(x) = p(x|x′)π(x′) and therefore

∫

X
p(x′|x) dx′ = 1 −→

∫

X
p(x′|x)π(x) dx = π(x′)

∫

X
p(x|x′) dx = π(x′) (913)
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The transition kernel is expressed as

p(x′|x) ≡ p(x→x′) = q(x′|x) · a(x→x′) (914)

and the acceptance probability given by

a(x→x′) = min
{

1,
π(x′) q(x|x′)
π(x) q(x′|x)

}
(915)

Let’s see one example.

Example 4.11: The Binomial Distribution. Suppose we want a sampling of size n of the random quantity
X∼Bi(x|N, θ) Since x = 0, 1, . . ., N we have i = 1, 2, . . . , N + 1 classes and the desired probability vector, of
dimension N + 1, is

π = (p0, p1, . . . , pN ) where pk = P (X = k|·) =

(
N
k

)
θk (1− θ)N−k (916)

Let’s take for this example N = 10 (that is, 11 classes), θ = 0.45 and n = 100, 000. We start from a sampling
of size n from a uniform distribution (figure ??-1). At each step of the evolution we swap over the n generated
events. For and event that is in bin j we choose a new possible bin to go j = 1, . . . , 10 with uniform probability
q(j|i). Suppose that we look at an event in bin i = 7 and choose j with equal probability among the 10 possible
bins. If, for instance, j = 2, then we accept the move with probability

a72 = a(7→2) min
(

1,
π2 = p2

π7 = p7

)
= 0.026 (917)

if, on the other hand, we have j = 6,

a76 = a(7→6) min
(

1,
π6 = p6

π7 = p7

)
= 1. (918)

so we make the move of the event. After two swaps over all the sample we have the distribution shown in figure
??-2 and after 100 swaps that shown in figure ??-3, both compared to the desired distribution:

π0) = (0.091, 0.090, 0.090, 0.092, 0.091, 0.091, 0.093, 0.089, 0.092, 0.090, 0.092)

π2) = (0.012, 0.048, 0.101, 0.155, 0.181, 0.182, 0.151, 0.100, 0.050, 0.018, 0.002)

π100) = (0.002, 0.020, 0.077, 0.167, 0.238, 0.235, 0.159, 0.074, 0.022, 0.004, 0.000)

π = (0.000, 0.021, 0.076, 0.166, 0.238, 0.234, 0.160, 0.075, 0.023, 0.004, 0.000)

The evolution of the moments, in this case the mean value and the variance with the number of steps is
shown in figure ?? together with the Kullback-Leibler logarithmic discrepancy between each state and the new
one defined as

δKL{π|πn)} =

10∑

k=1

π
n)
k ln

π
n)
k

πk
(919)

As the previous example shows, we have to let the system evolve some steps (i.e.; some initial
sweeps for “burn-out” or “thermalization” ) to reach the stable running conditions and get close to the
stationary distribution after starting from an arbitrary state. Once this is achieved, each step in the
evolution will be a sampling from the desired distribution so we do not have necessarily to generate a
sample of the desired size to start with. In fact, we usually don’t do that; we choose one admissible state
and let the system evolve. Thus, for instance if we want a sample ofX∼p(x|·) with x∈ΩX , we may start
with a value x0∈ΩX . At a given step i the system will be in the state {x} and at the step i+ 1 the system
will be in a new state {x′} if we accept the change x→ x′ or in the state {x} if we do not accept it. After
thermalization, each trial will simulate a sampling of X∼p(x|·). Obviously, the sequence of states of the
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Fig. 19: Distributions at steps 0, 2 and 100 (figs. 1,2,3; blue) of the Markov Chain with the desired Binomial
distribution superimposed in yellow.

system is not independent so, if correlations are important for the evaluation of the quantities of interest,
it is a common practice to reduce them by taking for the evaluations one out of few steps.

As for the thermalization steps, there is no universal criteria to tell whether stable conditions
have been achieved. One may look, for instance, at the evolution of the discrepancy between the desired
probability distribution and the probability vector of the state of the system and at the moments of the
distribution evaluated with a fraction of the last steps. More details about that are given in [?]. It is
interesting also to look at the acceptance rate; i.e. the number of accepted new values over the number
of trials. If the rate is low, the proposed new values are rejected with high probability (are far away from
the more likely ones) and therefore the chain will mix slowly. On the contrary, a high rate indicates that
the steps are short, successive samplings move slowly around the space and therefore the convergence is
slow. In both cases we should think about tuning the parameters of the generation.

Example 4.12: The Beta distribution.
Let’s simulate a sample of size 107 from a Beta distribution Be(x|4, 2); that is:

π(x)∝x3 (1− x) with x∈[0, 1] (920)

In this case, we start from the admissible state {x = 0.3} and select a new possible state x′ from the density
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Fig. 20: Distributions of the mean value, variance and logarithmic discrepancy vs the number of steps. For the first
two, the red line indicates what is expected for the Binomial distribution.

q(x′|x) = 2x′; not symmetric and independent of x. Thus we generate a new possible state as

Fq(x
′) =

∫ x′

0

q(s|x)ds =

∫ x′

0

2sds = x′2 −→ x′ = u1/2 with u⇐Un(0, 1) (921)

The acceptance function will then be

a(x→x′) = min
{

1,
π(x′) · q(x|x′)
π(x) · q(x′|x)

}
= min

{
1,
x′2(1− x′)
x2(1− x)

}
(922)

depending on which we set at the state i + 1 the system in x or x′. After evolving the system for thermalization,
the distribution is shown in figure ?? where we have taken one x value out of 5 consecutive ones. The red line
shows the desired distribution Be(x|4, 2).

Example 4.13: Path Integrals in Quantum Mechanics.
In Feynman’s formulation of non-relativistic Quantum Mechanics, the probability amplitude to find a par-

ticle in xf at time tf when at ti was at xi is given by

K(xf , tf |xi, ti) =

∫

paths

ei//hS[x(t)]D[x(t)] (923)
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Fig. 21: Sampling of the Beta distribution Be(x|4, 2) (blue) of the example 4.12 compared to the desired distribu-
tion (continuous line).

where the integral is performed over all possible trajectories x(t) that connect the initial state xi = x(ti) with the
final state xf = x(tf ), S[x(t)] is the classic action functional

S[x(t)] =

∫ tf

ti

L(ẋ, x, t) dt (924)

that corresponds to each trajectory and L(ẋ, x, t) is the Lagrangian of the particle. All trajectories contribute to
the amplitude with the same weight but different phase. In principle, small differences in the trajectories cause
big changes in the action compared to /h and, due to the oscillatory nature of the phase, their contributions cancel.
However, the action does not change, to first order, for the trajectories in a neighborhood of the one for which the
action is extremal and, since they have similar phases (compared to /h) their contributions will not cancel. The set
of trajectories around the extremal one that produce changes in the action of the order of /h define the limits of
classical mechanics and allow to recover is laws expressed as the Extremal Action Principle.

The transition amplitude ( propagator) allows to get the wave-function Ψ(xf , tf ) from Ψ(xi, ti) as:

Ψ(xf , tf ) =

∫
K(xf , tf |xi, ti) Ψ(xi, ti) dxi for tf > ti (925)

In non-relativistic Quantum Mechanics there are no trajectories evolving backwards in time so in the definition of
the propagator a Heaviside step function θ(tf − ti) is implicit. Is this clear from this equation thatK(xf , t|xi, t) =
δ(xf − xi).

For a local Lagrangian (additive actions), it holds that:

K(xf , tf |xi, ti) =

∫
K(xf , tf |x, t)K(x, t|xi, ti) dx (926)

analogous expression to the Chapman-Kolmogorov equations that are satisfied by the conditional probabilities of
a Markov process. If the Lagrangian is not local, the evolution of the system will depend on the intermediate
states and this equation will not be true. On the other hand, if the Classical Lagrangian has no explicit time
dependence the propagator admits an expansion ( Feynman-Kac Expansion Theorem) in terms of a compete set of
eigenfunctions {φn} of the Hamiltonian as:

K(xf , tf |xi, ti) =
∑

n

e−i//hEn (tf−ti) φn(xf )φ?n(xi) (927)
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where the sum is understood as a sum for discrete eigenvalues and as an integral for continuous eigenvalues. Last,
remember that expected value of an operator A(x) is given by:

< A >=

∫
A[x(t)] ei//hS[x(t)]D[x(t)] /

∫
ei//hS[x(t)]D[x(t)] (928)

Let’s see how to do the integral over paths to get the propagator in a one-dimensional problem. For a
particle that follows a trajectory x(t) between xi = x(ti) and xf = x(tf ) under the action of a potential V (x(t)),
the Lagrangian is:

L(ẋ, x, t) =
1

2
mẋ(t)2 − V (x(t)) (929)

and the corresponding action:

S[x(t)] =

∫ tf

ti

(
1

2
mẋ(t)2 − V (x(t))

)
dt (930)

so we have for the propagator:

K(xf , tf |xi, ti) =

∫

Tr

ei//hS[x(t)]D[x(t)] =

=

∫

Tr

exp

{
i

/h

∫ tf

ti

(
1

2
mẋ(t)2 − V (x(t))

)
dt

}
D[x(t)] (931)

where the integral is performed over the set Tr of all possible trajectories that start at xi = x(ti) and end at
xf = x(tf ). Following Feynman, a way to perform this integrals is to make a partition of the interval (ti, tf ) in N
subintervals of equal length ε (figure ??); that is, with

ε =
tf − ti
N

so that tj − tj−1 = ε ; j = 1, 2, . . ., N (932)

Thus, if we identify t0 = ti and tN = tf we have that

[ti, tf ) = ∪N−1
j=0 [tj , tj+1) (933)

On each interval [tj , tj+1), the possible trajectories x(t) are approximated by straight segments so they are defined
by the sequence

{x0 = xi = x(ti), x1 = x(t1), x2 = x(t2), . . . xN−1 = x(tN−1), xN = xf = x(tf )}

Obviously, the trajectories so defined are continuous but not differentiable so we have to redefine the velocity. An
appropriate prescription is to substitute ẋ(tj) by

ẋ(tj) −→ xj − xj−1

ε
(934)

so the action is finally expressed as:

SN [x(t)] = ε

N∑

j=1

[
1

2
m

(
xj − xj−1

ε

)2

− V (xj)

]
(935)

Last, the integral over all possible trajectories that start at x0 and end at xN is translated in this space
with discretized time axis as an integral over the quantities x1, x2, . . ., xN−1 so the differential measure for the
trajectories D[x(t)] is substituted by

D[x(t)] −→ AN
∏j=N−1

j=1
dxj (936)

with AN a normalization factor. The propagator is finally expressed as:

KN (xf , tf |xi, ti) =
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Fig. 22: Trajectory in a space with discretized time.

= AN

∫

x1

dx1 · · ·
∫

xN−1

dxN−1 exp




i

/h

N∑

j=1

[
1

2
m

(
xj − xj−1

ε

)2

− V (xj)

]
· ε



 (937)

After doing the integrals, taking the limit ε→0 (or N→∞ since the product Nε = (tf − ti) is fixed) we get the
expression of the propagator. Last, note that the interpretation of the integral over trajectories as the limit of a
multiple Riemann integral is valid only in Cartesian coordinates.

To derive the propagator from path integrals is a complex problem and there are few potentials that can
be treated exactly (the “simple” Coulomb potential for instance was solved in 1982). The Monte Carlo method
allows to attack satisfactorily this type of problems but before we have first to convert the complex integral in a
positive real function. Since the propagator is an analytic function of time, it can be extended to the whole complex
plane of t and then perform a rotation of the time axis ( Wick’s rotation) integrating along

τ = eiπ/2 t = i t ; that is, t−→ − i τ (938)

Taking as prescription the analytical extension over the imaginary time axis, the oscillatory exponentials are con-
verted to decreasing exponentials, the results are consistent with those derived by other formulations (Schrodinger
or Heisenberg for instance) and it is manifest the analogy with the partition function of Statistical Mechanics.
Then, the action is expressed as:

S[x(t)] −→ i

∫ τf

τi

(
1

2
mẋ(t)2 + V (x(t))

)
dt (939)

Note that the integration limits are real as corresponds to integrate along the imaginary axis and not to just a simple
change of variables. After partitioning the time interval, the propagator is expressed as:

KN (xf , tf |xi, ti) = AN

∫

x1

dx1 · · ·
∫

xN−1

dxN−1 exp

{
− 1

/h
SN (x0, x1, . . ., xN )

}
(940)
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where

SN (x0, x1, . . ., xN ) =

N∑

j=1

[
1

2
m

(
xj − xj−1

ε

)2

+ V (xj)

]
· ε (941)

and the expected value of an operator A(x) will be given by:

< A >=

∫ ∏j=N−1
j=1 dxj A(x0, x1, . . ., xN ) exp

{
− 1
/h
SN (x0, x1, . . ., xN )

}

∫ ∏j=N−1
j=1 dxj exp

{
− 1
/h
SN (x0, x1, . . ., xN )

} (942)

Our goal is to generate Ngen trajectories with the Metropolis criteria according to

p(x0, x1, . . ., xN )∝ exp

{
− 1

/h
SN (x0, x1, . . ., xN )

}
(943)

Then, over these trajectories we shall evaluate the expected value of the operators of interest A(x)

< A >=
1

Ngen

Ngen∑

k=1

A(x0, x
(k)
1 , . . ., x

(k)
N−1, xN ) (944)

Last, note that if we take (τf , xf ) = (τ, x) and (τi, xi) = (0, x) in the Feynman-Kac expansion we have that

K(x, τ |x, 0) =
∑

n

e−1//hEn τ φn(x)φ?n(x) (945)

and therefore, for sufficiently large times

K(x, τ |x, 0)≈ e−1//hE0 τ φ0(x)φ?0(x) + · · · (946)

so basically only the fundamental state will contribute.
Well, now we have everything we need. Let’s apply all that first to an harmonic potential

V (x) =
1

2
k x2 (947)

(see figure ??-left) so the discretized action will be:

SN (x0, x1, . . ., xN ) =

N∑

j=1

[
1

2
m

(
xj − xj−1

ε

)2

+
1

2
k x2

j

]
· ε (948)

To estimate the energy of the fundamental state we use the Virial Theorem. Since:

< T >Ψ =
1

2
< ~x·~∇V (~x) >Ψ (949)

we have that < T >Ψ=< V >Ψ and therefore

< E >Ψ =< T >Ψ + < V >Ψ = k < x2 >Ψ (950)

In this example we shall take m = k = 1.
We start with an initial trajectory from x0 = x(ti) = 0 to xf = x(tf ) = 0 and the intermediate values

x1, x2, . . ., xN−1 drawn from Un(−10., 10.), sufficiently large in this case since their support is (−∞,∞). For the
parameters of the grid we took ε = 0.25 and N = 2000. The parameter ε has to be small enough so that the results
we obtain are close to what we should have for a continuous time and N sufficiently large so that τ = Nε is large
enough to isolate the contribution of the fundamental state. With this election we have that τ = 2000·0.25 = 500.
Obviously, we have to check the stability of the result varying both parameters. Once the grid is fixed, we sweep
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Fig. 23: Potential wells studied in the example 4.13.

over all the points x1, x2, . . ., xN−1 of the trajectory and for each xj , j = 1, . . ., N−1 we propose a new candidate
x
′
j with support ∆. Then, taking /h = 1 we have that:

P (xj−→x
′
j) = exp

{
−SN (x0, x1, . . .x

′
j , . . ., xN )

}
(951)

and

P (xj−→xj) = exp {−SN (x0, x1, . . .xj , . . ., xN )} (952)

so the acceptance function will be:

a(xj−→x
′
j) = min

{
1,
P (xj−→x

′
j)

P (xj−→xj)

}
(953)

Obviously we do not have to evaluate the sum over all the nodes because when dealing with node j, only the
intervals (xj−1, xj) and (xj , xj+1) contribute to the sum. Thus, at node j we have to evaluate

a(xj−→x
′
j) = min

{
1, exp

{
−SN (xj−1, x

′
j , xj+1) + SN (xj−1, xj , xj+1)

}}
(954)

Last, the trajectories obtained with the Metropolis algorithm will follow eventually the desired distribution
p(x0, x1, . . ., xN ) in the asymptotic limit. To have a reasonable approximation to that we shall not use the first
Nterm trajectories ( thermalization). In this case we have taken Nterm = 1000 and again, we should check the
the stability of the result. After this, we have generated Ngen = 3000 and, to reduce correlations, we took one
out of three for the evaluations; that is Nused = 1000 trajectories, each one determined by N = 2000 nodes. The
distribution of the accepted values xjwill be an approximation to the probability to find the particle at position x
for the fundamental state; that is, |Ψ0(x)|2. Figure ?? shows the results of the simulation compared to

|Ψ0(x)|2∝ e−x2

(955)

together with one of the many trajectories generated. The sampling average < x2 >= 0.486 is a good approxima-
tion to the energy of the fundamental state E0 = 0.5.

As a second example, we have considered the potential well

V (x) =
a2

4

[
(x/a)

2 − 1
]2

(956)

(see figure ??-right) and, again from the Virial Theorem:

< E >Ψ =
3

4 a2 < x4 >Ψ − < x2 >Ψ +
a2

4
(957)
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Fig. 24: Squared norm of the fundamental state wave-function for the harmonic potential and one of the simulated
trajectories.
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Fig. 25: Squared norm of the fundamental state wave-function for the quadratic potential and one of the simulated
trajectories.

We took a = 5, a grid of N = 9000 nodes and ε = 0.25 (so τ = 2250), and as before Nterm = 1000,
Ngen = 3000 andNused = 1000. From the generated trajectories we have the sample moments< x2 >= 16.4264
and < x4 >= 361.4756 so the estimated fundamental state energy is < E0 >= 0.668 to be compared with the
exact result E0 = 0.697. The norm of the wave-function for the fundamental state is shown in figure ?? together
with one of the simulated trajectories exhibiting the tunneling between the two wells.

4.4.1 Sampling from Conditionals and Gibbs Sampling
In many cases, the distribution of an n-dimensional random quantity is either not known explicitly or
difficult to sample directly but sampling the conditionals is easier. In fact, sometimes it may help to
introduce an additional random quantity an consider the conditional densities (see the example 4.14).
Consider then the n-dimensional random quantity X = (X1, . . ., Xn) with density p(x1, . . ., xn), the
usually simpler conditional densities

p(x1|x2, x3. . ., xn) p(x2|x1, x3. . ., xn) . . . p(xn|x1, x2, . . ., xn−1) (958)

and an arbitrary initial value x0) = {x0)
1 , x

0)
2 , . . ., x

0)
n }∈Ω X. If we take the approximating density

q(x1, x2, . . ., xn) and the conditional densities

q(x1|x2, x3. . ., xn) q(x2|x1, x3. . ., xn) . . . q(xn|x1, x2, . . ., xn−1) (959)
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we generate for x1 a proposed new value x1)
1 from q(x1|x0)

2 , x
0)
3 , . . ., x

0)
n ) and accept the change with

probability

a(x
0)
1 → x

1)
1 ) = min

{
1,
p(x

1)
1 , x

0)
2 , x

0)
3 , . . ., x

0)
n )q(x

0)
1 , x

0)
2 , x

0)
3 , . . ., x

0)
n )

p(x
0)
1 , x

0)
2 , x

0)
3 , . . ., x

0)
n )q(x

1)
1 , x

0)
2 , x

0)
3 , . . ., x

0)
n )

}
=

= min

{
1,
p(x

1)
1 |x

0)
2 , x

0)
3 , . . ., x

0)
n )q(x

0)
1 |x

0)
2 , x

0)
3 , . . ., x

0)
n )

p(x
0)
1 |x

0)
2 , x

0)
3 , . . ., x

0)
n )q(x

1)
1 |x

0)
2 , x

0)
3 , . . ., x

0)
n )

}
(960)

After this step, let’s denote the value of x1 by x′1 (that is, x′1 = x
1)
1 or x′1 = x

0)
1 if it was not accepted).

Then, we proceed with x2. We generate a proposed new value x1)
2 from q(x2|x′1, x

0)
3 , . . ., x

0)
n ) and accept

the change with probability

a(x
0)
2 → x

1)
2 ) = min

{
1,
p(x′1, x

1)
2 , x

0)
3 , . . ., x

0)
n )q(x′1, x

0)
2 , x

0)
3 , . . ., x

0)
n )

p(x′1, x
0)
2 , x

0)
3 , . . ., x

0)
n )q(x′1, x

1)
2 , x

0)
3 , . . ., x

0)
n )

}
=

= min

{
1,
p(x

1)
2 |x′1, x

0)
3 , . . ., x

0)
n )q(x

0)
2 |x′1, x

0)
3 , . . ., x

0)
n )

p(x
0)
2 |x′1, x

0)
3 , . . ., x

0)
n )q(x

1)
2 |x′1x

0)
3 , . . ., x

0)
n )

}
(961)

After we run over all the variables, we are in a new state {x′1, x′2, . . ., x′n} and repeat the whole procedure
until we consider that stability has been reached so that we are sufficiently close to sample the desired
density. The same procedure can be applied if we consider more convenient to express the density

p(x1, x2, x3. . ., xn) = p(xn|xn−1, . . . , x2. . ., x1) · · · p(x2|x1) p(x1) (962)

Obviously, we need only one one admissible starting value x0)
1 .

Gibbs sampling is a particular case of this approach and consists on sampling sequentially all the
random quantities directly from the conditional densities; that is:

q(xi|x1, . . . , xi−1, xi+1, . . . , xn) = p(xi|x1, . . . , xi−1, xi+1, . . . , xn) (963)

so the acceptance factor a(x→x′) = 1. This is particularly useful for Bayesian inference since, in more
than one dimension, densities are usually specified in conditional form after the ordering of parameters.

Example 4.14: Sometimes it may be convenient to introduce additional random quantities in the problem to ease
the treatment. Look for instance at the Student’s distribution X∼St(x|ν) with

p(x|ν) ∝
(
1 + x2/ν

)−(ν+1)/2
(964)

Since
∫ ∞

0

e−auub−1du = Γ(b) a−b (965)

we can introduce an additional random quantityU∼Ga(u|a, b) in the problem with a = 1+x2/ν and b = (ν+1)/2
so that

p(x, u|ν)∝ e−auub−1 and p(x)∝
∫ ∞

0

p(x, u|ν)du ∝ a−b =
(
1 + x2/ν

)−(ν+1)/2
(966)

The conditional densities are

p(x|u, ν) =
p(x, u|ν)

p(u|ν)
= N(x|0, σ) ; σ2 = ν(2u)−1 (967)

p(u|x, ν) =
p(x, u|ν)

p(x|ν)
= Ga(u|a, b) ; a = 1 + x2/ν , b = (ν + 1)/2 (968)

so, if we start with an arbitrary initial value x∈R, we can
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Fig. 26: Sampling of the Student’s Distribution St(x|2) (blue) compared to the desired distribution (red).

1) Sample U |X: u⇐Ga(u|a, b) with a = 1 + x2/ν and b = (ν + 1)/2

2) Sample X|U : x⇐N(x|0, σ) with σ2 = ν(2u)−1

and repeat the procedure so that, after equilibrium, X∼St(x|ν). We can obviously start from u∈R and reverse the
steps 1) and 2). Thus, instead of sampling from the Student’s distribution we may sample the conditional densities:
Normal and a Gamma distributions. Following this approach for ν = 2 and 103 thermalization sweeps (far beyond
the needs), the results of 106 draws are shown in figure ?? together with the Student’s distribution St(x|2).

Example 4.15:: We have j = 1, . . . , J groups of observations each with a sample of size nj ; that is xj =
{x1j , x2j , . . . , , xnjj}. Within each of the J groups, observations are considered an exchangeable sequence and
assumed to be drawn from a distribution xi,j∼N(x|µj , σ2) where i = 1, . . . , nj . Then:

p(xj |µj , σ) =

nj∏

i=1

N(xij |µj , σ2)∝σ−nj exp

{
−

nj∑

i=1

(xij − µj)2

2σ2

}
(969)

Then, for the J groups we have the parameters µ = {µ1, . . .µJ} that, in turn, are also considered as an ex-
changeable sequence drawn from a parent distribution µj∼N(µj |µ, σ2

µ). We reparameterize the model in terms of
η = σ−2

µ and φ = σ−2 and consider conjugated priors for the parameters considered independent; that is

π(µ, η, φ) = N(µ|µ0, σ
2
0)Ga(η|c, d)Ga(φ|a, b) (970)

Introducing the sample means xj = n−1
j

∑nj
i=1 xij , x = J−1

∑J
j=1 xj and defining µ = J−1

∑J
j=1 µj and

defining After some simple algebra it is easy to see that the marginal densities are:

µj ∼ N

(
njσ

2
µxj + µσ2

njσ
2
µ + σ2 ,

σ2
µσ

2

njσ
2
µ + σ2

)
(971)

µ ∼ N

(
σ2
µµ0 + σ2

0Jµ

σ2
µ + Jσ2

0

,
σ2
µσ

2
0

σ2
µ + Jσ2

0

)
(972)

η = σ−2
µ ∼ Ga


1

2

J∑

j=1

(µj − µ)2 + c,
J

2
+ d


 (973)
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φ = σ−2 ∼ Ga


1

2

J∑

j=1

nj∑

i=1

(xij − µj)2 + a,
1

2

J∑

j=1

nj + b


 (974)

Thus, we set initially the parameters {µ0, σ0, a, , b, c, d} and then, at each step

1 Get {µ1, . . . , µJ} each as µj∼N(·, ·)
2 Get µ∼N(·, ·)
3 Get σµ = η−1/2 with η∼Ga(·, ·)
4 Get σ = φ−1/2 with φ∼Ga(·, ·)

and repeat the sequence until equilibrium is reached and samplings for evaluations can be done.

4.5 Evaluation of definite integrals
A frequent use of Monte Carlo sampling is the evaluation of definite integrals. Certainly, there are many
numerical methods for this purpose and for low dimensions they usually give a better precision when
fairly compared. In those cases one rarely uses Monte Carlo... although sometimes the domain of inte-
gration has a very complicated expression and the Monte Carlo implementation is far easier. However, as
we have seen the uncertainty of Monte Carlo estimations decreases with the sampling size N as 1/

√
N

regardless the number of dimensions so, at some point, it becomes superior. And, besides that, it is fairly
easy to estimate the accuracy of the evaluation. Let’s see in this section the main ideas.

Suppose we have the n-dimensional definite integral

I =

∫

Ω
f(x1, x2, . . ., xn) dx1 dx2 . . . dxn (975)

where (x1, x2, . . ., xn)∈Ω and f(x1, x2, . . ., xn) is a Riemann integrable function. If we consider a ran-
dom quantity X = (X1, X2, . . . , Xn) with distribution function P (x) and support in Ω, the mathematical
expectation of Y = g(X)≡f(X)/p(X) is given by

E[Y] =

∫

Ω
g(x) dP (x) =

∫

Ω

f(x)

p(x)
dP (x) =

∫

Ω
f(x) dx = I (976)

Thus, if we have a sampling {x1,x2, . . . ,xN}, of size N , of the random quantity X under P (x) we
know, by the Law of Large Numbers that, as N →∞, the sample means

I
(1)
N =

1

N

N∑

i=1

g(xi) and I
(2)
N =

1

N

N∑

i=1

g2(xi) (977)

converge respectively to E[Y ] (and therefore to I) and to E[Y 2] (as for the rest, all needed conditions for
existence are assumed to hold). Furthermore, if we define

SI2 =
1

N

(
I

(2)
K − (I

(1)
K )2

)
(978)

we know by the Central Limit Theorem that the random quantity

Z =
I

(1)
K − I

SI
(979)

is, in the limit N→∞, distributed as N(x|0, 1). Thus, Monte Carlo integration provides a simple way to
estimate the integral I and a quantify the accuracy. Depending on the problem at hand, you can envisage
several tricks to further improve the accuracy. For instance, if g(x) is a function “close” to f(x) with
the same support and known integral Ig one can write

I =

∫

Ω
f(x) dx =

∫

Ω
(f(x)− g(x)) dx + Ig (980)
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and in consequence estimate the value of the integral as

∼
I =

1

N

N∑

i=1

(f(xi)− g(xi)) + Ig (981)

reducing the uncertainty.
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