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Foreword 

The Open Search Symposium - #ossym - with now its third edition, has become a vibrant meeting 
place for the ever-growing open search community - a community of scientists, developers, 
entrepreneurs, public organisations, concerned citizens and many more, to care for and thrive to 
develop the next generation of public, open and democratic internet search. In times when 
information, data, privacy, and separation of true and fake in the digital sphere becomes ever more 
important the open search community seeks to develop methods, tools, and technology to 
cooperatively crawl the web, generate substantial open web-indices and build a web search 
ecosystem that is governed by openness, ethics, respect of privacy as well as democratic and legal 
values. 

With these first ‘fully-fledged’ proceedings of #ossym 2021 we are happy to kick-start a routine series 
of #ossym-proceedings aggregating and disseminating the articles and findings submitted to and 
presented at the yearly Open Search Symposia also in the years to come. It is great to see the quality 
and quantity of the contributions and we hope that these proceedings will help to raise awareness 
and may help to inspire even more active participation in the Open Search Initiative from all relevant 
scientific, societal, public, and economic domains. 

We hereby kindly want to thank all the active authors, contributors and supporters of #ossym series 
for making the #ossym conference an interesting and dynamic place for discussing and developing 
the next generation of internet search - for the current and future users of an democratic, fair and 
open Internet – for us all. 

Together, for a better net. 

Andreas Wagner, Michael Granitzer, Christian Gütl, Christine Plote and Stefan Voigt  

More information 

• Conference Website on CERN Indico
https://indico.cern.ch/e/OSSYM-2021

• Open Search Community at Zenodo
https://zenodo.org/communities/opensearch/

• Event information at the Open Search Foundation
https://opensearchfoundation.org/ossym21
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TOWARDS OPEN SEARCH APPLICATIONS FOR THE BROADER
COMMUNITY

Aleksandar Bobic∗1 CERN, 1211, Meyrin, Switzerland
Melanie Platz, Saarland University, 66123, Saarbrücken, Germany

Christian Gütl, ISDS CoDiS Lab, Graz University of Technology, 8010, Graz, Austria
1also at ISDS CoDiS Lab, Graz University of Technology, 8010, Graz, Austria

Abstract
In recent years, a handful of commercial search providers

dominated the worlds search ecosystem and, to a large extent,
the world’s information flow. Over the years, many open
issues relating to such a dominating ecosystem have been
identified, and multiple tools and user groups were created
in an attempt to address these issues. As part of the Open
Search Foundation’s Applications Working Group, we aim to
explore open-search-based applications which could address
the identified issues. To that end, this paper aims to identify
privacy issues connected to the reliance on a few commer-
cialised search solutions, potential data sources which could
be used to enhance an open search index, as well as app
ideas for enhancing and leveraging an open search index.
A first pilot study was performed with two diverse student
groups to get an insight into user requirements related to
open search.

The findings indicate that students with substantial tech-
nical knowledge see search result and market manipulation
as the main issues. In contrast, students with less technical
knowledge see ads and recommended content as issues. Fur-
thermore, many data sources for an open index have been
identified. Finally, a multitude of apps for extending as well
as using an open search index was identified. These insights
can be used to conduct further studies and guide the devel-
opment process of new independent apps based on an open
search index concept.

INTRODUCTION
Soon after its invention, the WWW transformed into a

universal information system for the broader community
enabling data and information creation and sharing but also
collaboration and social networking. From its early days
on, the nature of the WWW required tools for searching re-
sources and content. Thus, different types of search systems
and services emerged, which can be classified as catalog-
based, crawler-based, and meta-search-based systems [1–3].

A significant number of search tools and initiatives
emerged, however over the years, by vertical integration,
consolidation and concentration, only a few big players are
still on the market and offer their services [4–6]. Users, busi-
nesses, NGOs and even governments increasingly rely on
these few services and depend on access to relevant search
results to satisfy their information needs but also stay visi-
ble to others [5, 7, 8]. Recent developments in the context

∗ aleksandar.bobic@cern.ch

of copyright regulations in Australia between the govern-
ment and global search and social media companies have
shed some light on dominant markets and high dependen-
cies [9]. Access to content and search indices as well as to
fair search results have become basic infrastructures such
as water, power supply or GPS data for navigation. This
recent example may illustrate just the tip of an iceberg as re-
search groups and interest groups in several subject domains
have uncovered various problems over the last years. Issues
include aspects such as restricted accessibility; privacy, se-
curity, and trust; bias, information asymmetries as well as
data-driven discrimination and differentiation [10–14].

Several tools and services have been initiated to overcome
at least partially the above-outlined issues. These cover a
wide range of features from privacy-preserving access to
search services to alternative and domain-focused search to
an open search index (OSI). This trend is also reflected by
diverse user groups who want to get their information needs
served apart from mainstream services in a transparent and
unbiased way [13,15–17]. In particular, the latter motivated
us to initiate the Applications Working Group within the
Open Search Foundation (OSF) [17,18] and to explore open-
search-based apps for the broader community.

This research aims to identify possible applications based
on an OSI for the broader community by following the De-
sign Science Research (DSR) approach. This paper focuses
on student user groups in different subject domains to un-
cover their needs, extract possible features for search apps
and ideas for apps built on the OSI. To this end, the remain-
der of this paper is organized as follows: section 2 covers
background and related work, section 3 outlines the study de-
sign, which is followed by findings and discussion in section
4. Finally, section 5 introduces a first app idea based on the
findings which will be implemented as a sample app within
the OSF community. The main contribution of this work
is the identification of multiple user needs in the context of
an OSI, multiple groups of features for an open search app
and various app categories which could be built on an OSI.
These insights can guide future developments of open search
indices and the apps using them.

BACKGROUND AND RELATED WORK
Time Berners-Lee’s first proposal of the World Wide

Web (W3 or WWW) in 1989 has adoption soon by the re-
search community, and become a global and widely used
information and collaboration space in many application
domains [19, 20]. Due to the concept and architecture de-

https://doi.org/10.5281/zenodo.5772468
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sign, a flexible and scalable space for information and data
publishers and consumers has been created. However, the
decentralized architecture of the W3 implementation also
yielded issues such as broken hyperlinks between resources
and opened new questions such as how to effectively index
and search for resources [21].

Right after the usage of the WWW by geographically
dispersed user groups, the first search services and tools ap-
peared already around 1993. One of the first was a manually
compiled and managed central index of Web resources for
browsing, also followed by distributed ones and enhanced
with search features, which have become known as search
catalogs [1, 4]. Already in the same year, the first web
crawler, originally for Web statistics, appeared. Soon af-
ter, it was used to build an automatically compiled search
index, first based on a few metadata and gradually enhanced
towards a full-text search and is also known as crawler-based
search engine [1, 2, 4]. Unlike the first central indexes, dis-
tributed crawler-based search engines appeared in the mid
to late 1990s. This search architecture allows to splits orga-
nizational and computational effort, and geographically or
subject-based crawling of portions of the Web were possi-
ble. In the same way, distributed indices - also geograph-
ically and/or subject-based – could be built from one or
several crawler instances, and even other indices could be
used. Finally, lightweight and rich user clients and inter-
faces can serve the users according to their needs and end-
devices [22, 23]. This conceptual design of a distributed
search system has also inspired us to define a conceptual ar-
chitecture for researching search applications for the broader
community.

Soon after the first availability of crawler-based search
engines, systems appeared, making use of more than one
search engine to increase the coverage of the Web index
and provide a unified user interface for the clients. This
type of search service has become known as a metasearch
system [24–26]. Finally, search systems used by individual
users indexing defined parts of the Web and local resources,
have been phrased as desktop search [27].

As the Web has developed from a mainly passive
consumer-based information system into an active “pro-
sumer” (producer and consumer) one over the last two
decades [20], information and communication as well as col-
laboration habits have changed [28, 29], new features, apps
and expectations from different stakeholders have evolved
and further are on the horizon.

From a business and start-up viewpoint, in addition to the
main search providers, such as Google and Bing, multiple
new providers were created, such as Ecosia, DuckDuckGo,
Qwant, Chatnoir and more. These alternatives are mainly
targeting niches on geographic and content focus as well as
privacy protection. However, most of these cannot compete
with the largest providers either because of a lack of funding
or simply because most popular pages do not allow them to
crawl their content [18].

Interest groups, NGOs and policy makers such as the Eu-
ropean Union are focusing mainly on security (e.g. exclude

harmful content) and privacy (e.g. protection of private data
and behavior, right to forget) as well as unbiased information
access and the support of minorities [10, 14, 30, 31]. The
OSF campaigns for on open and distributed search index,
unrestricted accessible and protecting privacy aspects [18].

Research communities in the field of Information Re-
treival (IR) but also in related fields have recently empha-
sized search features, methods and technologies for the next
level of retrieval and web search systems, and suggested
possible applications direction for the future. The research
communities have identified many features in this context:
conversational information seeking; support of complex and
long-term information seeking; complement of search re-
sult pages by generated information objects; personalized
IR but also access to personalized information; incorpo-
rating the IoT world in the retrieval process; learnable IR
optimizing feature and indexing structure as well as rele-
vance function; new and distributed IR architectures trust
concepts; explainability of selection criteria and results. As
additional non-functional aspects have fairness, accountabil-
ity, confidentiality and transparency gained increasing atten-
tion [11, 32, 33]. Identified and suggested apps include new
ways of web search including domain specific and personal-
ized search; information discovery in social networks, med-
ical search, and e-commerce; conversational information
seeking system; personal information systems, notifications
and push system; bibliometric and scientific content search;
investigative journalism and learning activities [11, 32–34].

Advances in NLP, AI and IR as well as in hardware and
software aspect have paved the way to innovative and future-
oriented features for research and developing new and en-
hanced retrieval systems. Therefor new and supportive ap-
plications for various user groups are feasible in near to
mid-term future. Although search applications and the ap-
plication of new search features are covered in research, to
our best knowledge less has been reported on the needs of
the end users and the broader community. Therefore, we
want to contribute with our research in gaining better insight
in the needs of various user groups. In this paper, we re-
port about our initial step of research and findings by a first
selected user group.

STUDY DESIGN
DSR is applied as part of this work to develop apps based

on an OSI for the broader community. DSR typically in-
volves creating an artefact - in our case, apps based on an
OSI - and/or design theory - in our case, design principles
for apps based on an OSI - to enhance and optimise the cur-
rent state of practice and existing research knowledge. To
identify the user needs, be able to make statements about
the relevance of (envisioned or developed) apps and perform
"good" DSR [35], collective case studies are performed by
conducting surveys [36]. Along these lines, two cases are
presented in the following.

To investigate how students view privacy issues connected
to search posed by large search monopolies, investigate how

https://doi.org/10.5281/zenodo.5772468
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they would approach such issues and identify potential solu-
tions which could be developed in the context of the OSF
and based on the previously mentioned goal of developing
apps based on an OSI for the broader community this paper
aims to answer the research questions in Table 1. To answer
these questions we surveyed one student group and led a
discussion session with another smaller student group and
later analysed their responses.

Table 1: Research questions

R1 How do university students view privacy issues
of commercial search providers?

R2 What are the data sources students would
use for an open search index?

R3 What applications would students like to see
developed as part of an open search index?

Settings and Instruments
The students were provided with a document that con-

tained the following items:

• Brief introduction describing how most people and
communities are dependent on a few search services

• Description of a conceptual architecture of an open
search index seen in Fig. 1.

• Five tasks requiring the student to discuss:

– Issues of depending on a few search providers
– Identifying five or more sources that could be

used to extend the open search index data
– Identifying five or more applications that extend

the search index data
– Identifying five or more applications that use the

indexed data to provide services
– Details of two example applications they provided

• A template file with marked sections for each answer,
which enables an easier analysis of students answers.

The architecture in Fig. 1 depicts an OSI (3) which is
primarily built using data from public web content (1) and
data from dynamic content services (2). Data source cen-
tred apps serve as an additional source of data that enriches
existing index data or provides additional data. The index
data can be retrieved either using the open search service
or through additional retrieval centred apps that would use
the data to provide additional services which are not directly
related to search.

Study Participants
The first student group called the ISR Group was recruited

from an Information Search and Retrieval course at the Graz
University of Technology and included 48 students. These

Figure 1: Simplified conceptual architecture of the OSI.

were mainly Masters students focusing on computer sci-
ence. Additionally this group completed the tasks online,
unobserved and without any supervision or input from a lec-
turer. The second group called the TET Group consisted of
6 students and was recruited from the University College of
Teacher Education Tyrol. These students focus on primary
school education with a focus on mathematics. Furthermore,
this group was guided by a lecturer online.

Data Collection and Cleaning
During data cleaning and analysis it was noticed that some

students misunderstood questions. These answers had to
be removed. Additionally some of the answers contained
suggestions which are an essential part of any search app
and were therefore left out.

ISR GROUP - STUDY RESULTS
Reliance on a Few Search Providers

We first identify multiple issues of depending on a few
search providers which we divided and summarized into
three groups based on their focus.

Search result influence can shape peoples’ opinions by
hiding information and changing the rank of web pages.
Since commercial companies usually provide search engines,
they tend to focus on profit and could therefore influence
the results to benefit them financially but would not benefit
users. Furthermore, they might influence search results to
gain political power, potentially enabling them to gain more
profits. On the other hand, authoritarian regimes might force
companies to adapt their search results without the users’
knowledge. Since commercial providers do not share their
algorithms, they are essentially black boxes, making it hard
or impossible for users to realise when censoring or the data
manipulations mentioned above occur.

https://doi.org/10.5281/zenodo.5772468
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The market influence group focuses primarily on the
interactions between commercial search providers and other
companies. Since most of the world relies only on four
primary search engine providers, they dominate the market
and therefore influence the regulations and their services to
suit them best. Furthermore, they enable other companies to
advertise in their search results. This creates an environment
favouring large established companies with more money and
penalising smaller companies.

Some of the issues do not fit in the above groups and are
therefore listed here. Firstly, commercial search providers
tend to provide their services for free and collect large
amounts of personal data in exchange. Because of the above-
mentioned lack of transparency, collected data can be used
to influence users’ opinions or sell their data for profit with-
out the users’ knowledge. Additionally, commercial search
providers own large server farms, which have a negative en-
vironmental impact. Finally, due to market dominance, most
people and companies rely on these commercial services to
do their tasks. In case one of these services stops operating
or blocks, certain entities it could disrupt the entity’s source
of income.

Data Sources for Extending the OSI
To identify what data sources could be used to extend

the OSI data we grouped students’ suggestions based on the
source type. Sources are firstly split into digital and physical
resources. The physical resources include maps, books and
old church archives. The digital resources are further split
into private and public sources.

Private digital sources represent data accessible only
by authenticated individuals. They are split into local data
located and generated by a personal device and global data
located on a protected server, a company’s intranet, or even
on the OSI. Examples of local sources include user device
data, smart device health data and more. On the other hand,
examples of global sources include search queries, indexed
user data, private social content, a company’s intranet, and
more.

Public digital sources describe data publicly accessible
either by crawling the Web or using an API. These sources
are further split into multiple sub-groups. Verified sources
from official institutions or individuals such as research data,
statistics about a country, health data and more. Social
sources generated through online social interactions such
as user relations, social media posts, mailing list content,
newsgroup content, question answering sites such as Quora1,
expert input and more. Document sources usually stored
in larger groups on dedicated servers that may include aca-
demic documents, books and more. Dataset sources which
are either hosted or accessible using APIs and usually con-
tain aggregated data about a specific topic include AWS open
data2, google public datasets3 and other publicly accessible

1 quora.com
2 https://registry.opendata.aws/
3 https://www.google.com/publicdata/directory

datasets. Media sources such as images, video, audio content
and content related to them such as subtitles, location data
and more. Device sources generated by publicly accessible
devices such as ticket machines, cameras, satellites, public
IoT devices and others. Geographic sources which usually
describe some geographic or traffic aspect include location
data, land, water or air traffic data and more. Other sources
which do not belong into any of the categories mentioned
above include user interactions, online wikis, archived con-
tent, online retailer content, public data about individuals,
code repositories and more.

Applications for Extending the OSI
Next, we investigate suggestions for applications that

could help extend the OSI with new content. We categorise
students’ suggestions into two main groups.

Apps requiring user input are represented by two sub-
groups. First, apps analysing existing content, such as gen-
erating user profiles, web page statistics, and user location
tracking. Second, apps that collect user content such as web
page reviews, self-reported health symptoms, submission of
business opening hours, submissions of research data, and
more.

Apps processing existing data generate new content
from indexed data. They are split into three sub-groups.

Content analysis apps, analyse existing content to provide
new insights such as plagiarism identification, information
credibility estimation, content license information and more.
Furthermore, these apps also focus on calculating the num-
ber of ads and tracking scripts, analysing inter-page inter-
actions by investigating how a topic spreads among pages
and analysing the similarity between pages. Finally, these
apps also focus on media content by, for example, comparing
similarities between videos.

Content generation apps generate content from existing
data by adding descriptions and metadata to documents,
detecting text and objects in images, summarising content
or extracting statistics from datasets or financial data.

Content modification apps generate content by modifying
existing data. These apps could, for example, remove bias,
automatically translate text or adjust the language level based
on the readers’ experience.

Applications for Using the OSI
The analysis of app ideas for using the OSI resulted in a

diverse set of ideas that can be primarily divided into two
categories.

Search focused ideas contain ideas for improving the
search functionality. It is further divided based on search
features and search targets.

Search feature ideas describe suggestions aiming to im-
prove the search experience. These include search execu-
tion features such as searching using various input methods
and filters, optional search using user preferences, custom-
ranking algorithms, and more. Additionally, this group
includes ideas for result presentation such as summariza-
tion results, filtering results with specific properties such
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as mobile-friendly pages, presenting connections between
different search results and more. Students also suggested
multiple ideas for the general search infrastructure such as
a search API, self-hosting search indices and browser inte-
gration. Finally, general suggestions included the option to
delete indexed personal data, support for question answering,
optional gathering and analysis of usage data, optional usage
of interaction to improve retrieveal and more.

Search target ideas focus on search environments, data
types and datasets which could be used to perform searches.
Suggestions for environments include traditional online
searching, offline searching through a local device, searching
inside of webpages, inside of documents and search through
multiple sources and data types. Data type and dataset sug-
gestions include text documents, media files, sources of a
specific document, user reviews, research papers and more.

App focused ideas include suggestions which are not di-
rectly associated with search. Just like some of the previous
categories this one is divided into multiple sub-categories.

Geo focused ideas primarily encompass features revolving
around maps and traffic. Students suggested ideas include an
open maps app, navigation app, live visitor data tracking and
smart navigation based on crowd movement. Additionally,
they also suggested that users should be able to submit their
geo data.

Analysis focused apps contain data analysis and moni-
toring solutions. Idea examples include data visualisation
dashboards, trend analysis tools, a data exploration and anal-
ysis tool, and more.

Other app idea examples include virtual assistants, gov-
ernment and education-focused apps, news and statement
validity estimation apps, business-oriented apps, literature
research apps, social networks and many more.

TET GROUP - STUDY RESULTS
Due to the group focus on primary education, tasks were

translated into the German language, and some questions
had to be left out or reformulated to adjust the survey to the
technical understanding of the group. Therefore, only data
Sources for extending the OSI and apps for using the OSI
were focused.

Data Sources for Extending the OSI
Students suggested including high-quality teaching mate-

rials and books such as literature for children. Furthermore,
they suggested including more details about the retrieved
literature to decide if a product is suitable before buying it.

Applications using the OSI
Students would like to adjust search results using search

result filtering, restricting searching to a location and remov-
ing ads and networking with, e.g. Facebook. Additionally,
they would find it helpful to select the results’ language and
show the results in their original language (with the optional
possibility to translate page afterwards).

This group focused primarily on ads and dynamically
recommended content issues. On the other hand, the ISR
group mainly focused on privacy-related issues. A lack of
technical understanding could explain this difference. It
could also further indicate that the wider public should be
more informed about tracking and data privacy issues.

CONCLUSION AND FUTURE WORK
This paper firstly describes the open issues of relying

on a few large commercial search providers and introduces
open search-based apps. As part of this work, a study is
conducted to identify what students view as issues of relying
on a few large commercial search providers, what sources
they would use to enhance an open index and which open
index-based apps they would like to use. A large group of
students focusing on IR was surveyed, and a smaller group
focusing on teacher education participated in a discussion led
by their lecturer. Their answers include issues concerning
privacy, dynamic content suggestions and ads. Furthermore,
many data sources and data source groups were suggested
to enhance an OSI. Finally, multiple app categories that
could either enhance an OSI or use it to offer services were
identified. The study results can be used to guide further
studies and search-based app development.

To broaden the insights of the current study, strengthen
our understanding of user needs and identify further issues
relating to commercial search giants, we plan on carrying
out a study with a more extensive scope in the future. Addi-
tionally, as part of the OSF Applications Working Group, we
plan on developing an initial prototype based on the insights
gathered in this study.
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GOGGLES: DEMOCRACY DIES IN DARKNESS, AND SO DOES THE
WEB

R. Berson, S. Sathyanarayana, A. Karaj, E. Larsson, and J.M. Pujol
Brave Search, Munich, Germany

search@brave.com

Abstract
This paper proposes an open and collaborative system by

which a community, or a single user, can create sets of rules
and filters, called Goggles, to define the space which a search
engine can pull results from. Instead of a single ranking al-
gorithm, we could have as many as needed, overcoming the
biases that a single actor (the search engine) embeds into
the results. Transparency and openness, all desirable qual-
ities, will become accessible through the deep re-ranking
capabilities Goggles would enable. Such system would be
made possible by the availability of a host search engine,
providing the index and infrastructure, which are unlikely to
be replicated without major development and infrastructure
costs. Besides the system proposal and the definition of
the Goggle language, we also provide an extensive evalua-
tion of the performance to demonstrate the feasibility of the
approach. Last but not the least, we commit the upcoming
Brave search engine to this effort and encourage other search
engine providers to join the proposal.

MOTIVATION
Democracy dies in darkness, a line recently adopted by

the Washington Post as their slogan, warns us that unless
people are informed with facts and truth, no true democracy
is possible. Those who benefit from darkness have always
tried to control media in order to control and manipulate pub-
lic opinion with propaganda. Until recently, propaganda has
been the exclusive domain of nation-states or state-sponsored
actors through mass media [19]. With the mass populariza-
tion of the Web in the last two decades and the subsequent
privatization of it by big platforms like Google, YouTube
and Facebook, the paradigm has changed. Propaganda is no
longer a tool of an elite, but it has been commoditized to
the extent that it is as accessible as advertisement, becoming
a weapon that too many actors have access to. One must
appreciate the irony that those most vocal about the risks of
propaganda are those who controlled it in the past. Neverthe-
less, the risk of fake-news—a neologism created to mitigate
cognitive dissonance—cannot be ignored [36, 5, 30, 6, 33].
It is dangerous for a society if people living in it cannot
distinguish between facts, opinions and outright misinfor-
mation. Although this danger has always existed, today the
situation is dire if only because quantitative becomes quali-
tative and although all information is theoretically available,
in practical terms it is not.

A Single Point of Failure
Like never before, all the information (and misinforma-

tion) of the world is available upon request. But the way

to access this information has narrowed to become a quasi-
monopoly. The abundance of information has led to a signif-
icant transfer of power from creators to aggregators. Access
to information has been monopolized by companies like
Google and Facebook [23]. While everything is theoreti-
cally still retrievable, in practice we are looking at the world
through the biases of a few providers, who act, unintention-
ally or not, as gatekeepers. Akin to the thought experiment
about the tree falling in the forest [3], if a page is not listed
on Google’s results page or in the Facebook feed, does it
really exist?

The biases of Google and Facebook, whether algorithmic,
data induced, commercial or political dictate what version of
the world we get to see. Reality becomes what the models we
are fed depict it to be [25]. And a reality defined by Google’s
search ranking algorithm, is one that does not and cannot
capture the intricacies and variety of human knowledge and
opinion.

Traditionally, the role of media was to serve as the middle-
man separating the chaff from the grain, of course with their
respective biases. Journalists and editors were the curators
and the publishing house was responsible by reputation and
by law. Furthermore, every country had tens or hundreds of,
to a certain degree, independent firms. Media consolidation
in the 90s somewhat killed the field [37], reducing the num-
ber of firms able to filter information. But the real impact
came with the consolidation of the big Internet platforms,
basically Google and Facebook. The role of curation has
been eliminated as the majority of value is captured by the
platforms so it is no longer economically viable [10, 18, 26].
With fewer and weaker intermediaries, we also reduce the
amount of independent points of views or windows to the
world.

We have been forced to trust that the worldview of a few
internet platforms is non-partisan while it clearly cannot be.
The public space has been privatised by a handful of private
corporations. Such concentration of access to information
is a single point of failure, and it has failed.

PROPOSAL
Let us start with a disclaimer; there is no technical solution

that solves the aforementioned problem once and for all. The
issues derived from monopolies are well understood and fall
well beyond the reach of any technical solution.

However, what we could do, is to acknowledge that market
dynamics coupled with freemium models tend to produce
a winner-takes-all scenario [4], the prelude of monopolies.
Under these market constraints, we propose to increase the

1
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number of options, windows through which reality is made
sense of. While it would be desirable to achieve that goal
through independent actors (platforms), in lieu of that we
can achieve the same effect within the same platform. The
proposal presented in this paper can be portrayed as a fail-
safe to prevent any platform from becoming a single window
to the world. If Brave or any other company were to displace
Google, the ranking algorithm would still be the one dictat-
ing the way the world is perceived. We would have changed
actors, but the problem would remain.

In this paper we introduce Goggles, which is meant to
provide people with a way to access information according
to their explicit biases. In layman’s terms, to put Goggles
on, to see a different version of reality.

Search engines are free to incorporate user-defined Gog-
gles, specified in an open language drafted in Section , and
modify their ranking so that the user’s explicit preferences
take precedence over the ranking of the search engine itself.

Such system would have the potential to pierce a hole in
the single-window effect produced by the search engine’s
ranking algorithms. In a way, it is opening the ranking
algorithm to the people using the search engine.

Goggles go beyond personalization. As a matter of fact,
they are orthogonal. The rationale is not to customize the
ranking according to the implicit interests of the user, but to
offer a mechanism to define multiple rankings, plural, open
and explicit, for only if it is so, can it be trusted. The benefit
for the users is that they would be empowered to explore
multiple realities in a straight-forward way. The point is to
offer people the freedom to choose their own biases while
being conscious of them. The benefit for the content creators
is that they have multiple options to expose their content,
by increasing their potential audience, which will reduce
the need to optimize for the single set of biases implicitly
encoded in the search engine’s ranking [17].

The point is not to create an even stronger echo-bubble,
which is what happens under personalization. Rather, the
aim is to promote plurality and let people proactively and
consciously choose. Confirmation bias exists; people tend
to only acknowledge information that fits their own bias [27].
However, a large fraction of people are interested in explor-
ing alternative viewpoints [14]. Current platforms, however,
do not facilitate such exploration process [22], seeking al-
ternative options (for better or worse) implies a cost. The
costlier it is, the less likely it becomes for people to break
from the single-window effect exacerbated by the ranking
algorithms.

It is also not the point of Goggles to mitigate the fake-
news phenomena, at least not directly. While having more
plurality opens the space for wacky theories, it also opens
the space for rational and informed ones. The way to fight
fake news is to rebate them, not to ban or bury them [11].
Otherwise we will have no instrument left to control those
who decide what qualifies as fake 1.

1 Quis custodiet ipsos custodes? Who will guard the guards themselves?

We envision a scenario where a community of people
create and curate Goggles like,

• "Tech Blogs". Imagine searching through a collection
of personal and company blogs curated by the commu-
nity.

• "Product Reviews without commercial intent". Get
rid of all sites with price comparisons, affiliate links,
etc. Basically, to browse over product descriptions and
reviews.

• "Independent Media for any country". Would de-
mote major newspaper and promote minor outlets.

• "Exclude top 1000 domains". Would remove results
from most popular domains on the Web to surface less
prominent ones.

• "Recipe search that my mom likes". Only searches
recipes on tasteofhome.com, nowhere else being con-
sidered, would become a site search.

• "Nature lovers in the Pyrenees". An extremely cu-
rated list of high-quality sites for hiking/trekking in the
area. Excluding the more generic sites not specialized
in that area.

• "Wikipedia / Reddit / <Any site> search". Site
search is just an instance of what Goggles can be. The
other way round also works; results that exclude results
from a given site (e.g. Facebook).

• We recently observed the tech community discussing
the shortcomings of search engines [9], particularly
in surfacing content by some spaces in the web. It
was exciting to see how almost all the use-cases in the
discussion could be addressed by Goggles.2

Each of these Goggles is fully owned, controlled and
maintained by its creators according to their own terms and
services. Goggles can be shared, extended, and modified to
fit anyone’s particular needs. The most likely scenario, how-
ever, is that the great majority of users will rely on Goggles
maintained by others because of their coverage, quality, and
most importantly, because of the trust of the maintainers’ in-
tegrity. Trust is an important aspect of Goggles. There is no
way to guarantee that a particular Goggle fulfils its promise,
but any Goggle can be forked, and their users vote with their
feet. The fact that the list of rules composing a Goggle is
open and can be copied/extended by anyone will prevent the
creation of a lock-in by the original authors/creators, mim-
icking the ecosystem lock-in of the likes of Apple, Google
and Facebook [28]. Of course, for such system to work, peo-
ple must trust that the search engine serving as host applies
the rules defined by the Goggle against their index without
alteration. Besides the language definition, which must be
2 Note that Goggles project started late 2019 but was put on hold due to the

shutdown of the Cliqz search engine. Happily, the project will continue
as part of Brave from 2021 onward.

2
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standard to allow integration with the search/retrieval al-
gorithms, a search engine should stay out of the Goggles
ecosystem to maximize trust and variety.

The contributions of this paper are:

1. To propose the concept of Goggles for
open/collaborative ranking. Note that the pro-
posal/definition alone, is not entirely novel (as will be
discussed in the Background Section ).

2. To define the Goggles language, which allows people
to define their own ranking preferences in a simple way,
using a grammar inspired by the ad-blocking commu-
nity (proven to be both easy to write and maintain and
to be expressive enough.)

3. The commitment that the Brave search engine will im-
plement and apply user-defined Goggles. Which means
modifications on the ranking algorithms (details in Sec-
tion ). We encourage other search engines to follow.
Goggles is in no way owned by or exclusive to Brave
search engine. It belongs only to its creators and users.

4. To show that search engines can serve an additional
role to the community by exposing their infrastructure
and index. Allowing public and open access to such
privileged resources.

Let us emphasize once again that this proposal, Goggles,
does not fix the problems of misinformation, echo-chambers,
confirmation biases, etc. These problems are very human
in nature, and no technology can solve them. At most, it
can only exacerbate or mitigate them, the latter being the
case of the system presented in this paper. What we propose
in this paper is a way to decrease the single-window effect
created by the search engines such as Google, Bing, and of
course, Brave. By opening the ranking from one(s) to many
we open the possibility of having many different rankings,
serving different biases and intents. Needless to say, that
search engines must collaborate on that effort by providing
the infrastructure and index to back it up.

Goggles intends to offer multiple perspectives to the same
query and to be explicit about it. So that people choosing lib-
eral media Goggles are free to do so, but this is a conscious
and deliberate choice. If they want, they can explore the
opposite Goggles to expand their perspective. Something
as simple as this is not easy, as systems are not designed
to that purpose [7, 32]. Allow us to stress that the biases
embedded on a Goggle do not need to be "positive". There
will be Goggles created by creationists, anti-vaccination sup-
porters or flat-earthers. However, the biases will be explicit,
and therefore, the choice is a conscious one. We do not
anticipate any need for censorship in the context of Goggles.
Clearly illegal and sensitive content like child pornography
or extreme violence should already be filtered out by the
host search engine at the index layer. Consequently, such
content should not be surfaced by any Goggle.

We would like to stress out that biases do not need to exist
only on highly polarizing issues such as politics, religion,

language, etc. Non-partisan topics like strong localization,
advertisement or commercial intent removal are likely to
have a strong presence. Goggles can just be ways to increase
plurality and open niches for content that is otherwise buried
under the rule of a single source of ranking.

BACKGROUND
To the best of our knowledge Goggles is the first attempt

to open up the ranking component of a search engine to the
community.

Perhaps the most related system to Goggles is personaliza-
tion [24], the ability to alter ranking according to the user’s
interests or intents. Note that this comparison, although rea-
sonable, is deceptive. Personalization, outside the realm of
faceted search [34, 2], is not actionable for the user, at most
they can opt out from it. The aim of Goggles is not to have a
single ranking fitting better the user’s interests, but to offer
users a wide range of possible rankings and let them choose.
The same rationale applies to rankings subjected to locales,
either language or geography.

We mention faceted search, which shares with Goggles
that ability to provide external information to the query to
help the search engine refine the results the user was looking
for. In the case of faceted search, the user does not provide
an external rule for ranking, but additional metadata, typ-
ically in a structured form. For instance, named entities,
reference codes, dates, etc. Information provided by the
user to facilitate the retrieval. This approach is useful on
many verticals like flights, trips, books, movies, products,
but is not the most convenient for general purpose, as it
demands from the user a) knowledge of the domain, and
b) extra burden on the input query. Goggles also imposes
these constraints at creation time, but not while using them.
Thus, the extra effort is not paid by the end-user but by the
Goggle’s creator/maintainer.

Goggles also share similarities with collaborative efforts
for content discovery and classification, for instance, social
bookmarks systems [20, 29] or curated lists [31]. However,
such systems are designed for sharing and not suitable for
search both because of the limited coverage and the lack of
a proper search infrastructure.

Another area where Goggles’ contribution is relevant is
algorithmic transparency. We are not aiming to make the
Brave search engine ranking transparent, but rather to allow
people to modify and alter it a posteriori. Transparency of
the ranking would provide explainability and accountabil-
ity for the results and it would help to detect unfairness or
illegitimate biases (e.g. gender, race, religion). We could
achieve similar results with Goggles, but in an indirect man-
ner. Note that full transparency on the ranking (the main
ranking algorithm that is) would introduce challenging prob-
lems. Intellectual property aside, which is not a small thing,
we would further open the search engine to the harmful ef-
fects of SEO (search engine optimization). SEO, especially
when invasive, is one of the biggest headaches search en-
gines have, giving access to the particularities of the main
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ranking would immediately result in a boost of those sites
that rely on SEO to be on top, which are usually not the ones
with the best content.

A similar argument can be made on the topic of open
search. This proposal does not open the full search engine,
but it provides the ability to modify the most important con-
stituent, the results. Building, maintaining and operating a
search engine is neither easy nor cheap. Something along
the lines of our proposal could become a suitable middle
ground. Traditional search engines could act as hosts, pro-
viding their index and computational resources. The final
ranking, however, could be driven by a community of people
maintaining a large and open collection of Goggles.

The underlying idea behind Goggles is simple, borderline
trivial. As a matter of fact, related concepts have been pro-
posed in the past [12], however, unless it is coupled with
a search engine infrastructure, the chances of success are
small. Custom rerankers are only one side of Goggles. Per-
forming a rerank, depends both on the rules of reranking
but also on the original result-set where the rules will be
applied. Hence, the effectiveness of the system is predicated
on obtaining a large set of results on which the rules can be
applied. Without the active collaboration of a search engine
provider, such large result-set is not available. Top 10 re-
sults or top 50 in the case of Bing API [13] are not nearly
big enough. Of course, scraping is always a possibility, but
latency will become an unsolvable issue. It would take a few
seconds to scrape the first 100 results out of a search engine,
if we manage to not get blocked. And still, a result-set of 100
results, while better than 10, is still way too small. The only
way to efficiently implement something like Goggles is with
the collaboration of a search engine which allows the user
to send a custom re-ranking function to be applied to the
first set of results (typically in the tens of thousands) rather
than on the final steps where the candidate result-set has
already been reduced enough to have a poor overlap with the
user custom re-ranking. In Section we briefly describe how
the Goggles language is applied to Brave’s search ranking
algorithm.

INTEGRATING WITH EXISTING
SEARCH ENGINES

Modern search engines have strict latency requirements,
usually less than a second, in which they need to respond
to the user query. A common way to architect a search en-
gine to address this issue is to split the process into multiple
phases. The recall phase involves matching the user query
against billions of (in some cases, a lot more) pages with
simple features to help reduce a candidate set to a reason-
able size for further processing, typically in the order of few
thousands. Subsequent phases, usually known as precision
phases, narrow down the candidate set using a stack of in-
creasingly sophisticated and costly models. The last phase of
this process, the ranking, involves a very small candidate-set
and is the one responsible for the final ordering of results
given to the user.

The effectiveness of Goggles increases the earlier they are
integrated into the search process so that more pages can be
subjected to the rules being applied. Consider the Goggle
"Filter out the results from the top 1000 domains on the
internet", which could be an interesting way to explore the
internet. Applying this on the final result set for most queries
would lead to very few results, if any, due to the inherent
bias in most search engines to surface content from popular
domains. The rules defined by Goggles are better applied
to the largest candidate-set possible, so that the intersection
between candidates and rules to be applied is not empty.
Only when intersection is large enough, will the re-ranking
introduced by Goggles be noticeable.

Deep integration between Goggles and the host search
engine is needed for the system to work. However, such
integration poses different issues: 1) Efficiency: applying
the rules against all elements of the candidate set (typically
URLs) has to be extremely fast to minimize the overhead.
In the following section we will present our solution to this
issue. And 2) Independence: the host search engine needs
to have total control over their index. This trait is given
on search engines running their own fully-fledged index,
e.g. Google, Bing, Yandex, Baidu and Brave. However,
other search engines that rely totally or in part on external
indexes might not have the ability to pull a large enough
candidate-set to perform the user re-rank defined on his
Goggle. DuckDuckGo, Qwant and Ecosia, which rely on
the Bing API, are limited to whatever the API offers.

In this paper we lay down the language and the supporting
matching engine, however, integrating such system into the
code of a large-scale search engine is non-trivial. We commit
Brave search engine to do so, to be a host for Goggles. We
believe and welcome other search engines to also be hosts,
after all, the more choices of Goggles and of hosts search
engines, the better.

LANGUAGE FOR GOGGLES
For the purpose of Goggles, we created a DSL (Domain

Specific Language) which will allow users to express rules
able to capture flexible filtering logic applied on a large set
of search results. This DSL needed to be plain text and self-
contained to ease hosting and sharing, flexible enough to ex-
press fine-grained filtering logic of URLs and page features,
yet sufficiently constrained so that filtering can be imple-
mented in a very efficient way (as mentioned previously, this
system needs to be able to match thousands of candidate re-
sults against thousands of rules for each user query, without
impacting latency in a perceivable way). Finally, it needed
to be accessible enough so that even people without a tech-
nical background could quickly grasp its syntax and write
rules, which would also encourage collaboration around the
creation and curation of Goggles (e.g. communities).

After considering all these requirements, we realized that
we could leverage prior work, addressing a totally differ-
ent use-case but sharing similar challenges. We decided
to base our DSL upon a subset of the syntax used by con-

4

https://doi.org/10.5281/zenodo.6044986

10

C
on

te
nt

 fr
om

 th
is

 w
or

k 
m

ay
 b

e 
us

ed
 u

nd
er

 th
e 

te
rm

s 
of

 th
e 

C
C

-B
Y-

N
D

 4
.0

 li
ce

nc
e 

(©
 2

02
2)

. A
ny

 d
is

tri
bu

tio
n 

of
 th

is
 w

or
k 

m
us

t m
ai

nt
ai

n 
at

tri
bu

tio
n 

to
 th

e 
au

th
or

(s
), 

tit
le

 o
f t

he
 w

or
k,

 p
ub

lis
he

r, 
an

d 
D

O
I

Open Search Symposium 2022 - #ossym2022ISBN: 978-92-9083-633-9 ISSN: 2957-4935



tent blockers to perform "network filtering" (i.e. ads- and
trackers-blocking): the so-called "AdblockPlus filters syn-
tax" [1, 21]. This language already proved in the past that
it, 1) allows to express logic to target URLs in a powerful
way, 2) can be implemented extremely efficiently [38], and
3) is friendly to contributors and gave rise to numerous com-
munities maintaining lists with a robust open collaboration
model [16, 15, 35].

The language is also already widely documented, is flexi-
ble enough to allow custom extensions while maintaining
backward compatibility (e.g. new options can be added
without breaking other engines). This last point is especially
important since we hope that other search engines will follow
suit and also adopt support for Goggles. It was observed in
the content-blocking communities that, in practice, maintain-
ers have an incentive to keep compatibility with a maximum
number of engines, and will thus use the features which are
widely supported in priority (common denominator) and
rely on engine-specific features only if they cannot do other-
wise; this allows some flexibility for engines implementing
custom extensions to the language.

We now give a brief overview of this language, the draft
spec of which will be hosted publicly and open for partici-
pation in the future.

A list of filters, or Goggle, is a self-contained text
file where each line can contain a filter (empty lines or
comments—line starting with a ’!’ character—are ignored).
Ranking of search results will be altered based on the filters
contained in the file. Each filter is composed of two parts:
a trigger and an action, separated by a $ character: <trig-
ger>$<action>. The trigger part is a pattern which needs
to match a result candidate. It can leverage the following
features:

• Plain Patterns—allow targeting a URL (or another
result attribute like its title) based on a string of charac-
ters which it should contain. The filter "/coronavirus-"
would trigger on any URL containing this specific string
of characters (e.g. https://example.com/coronavirus-
update.html).

• Wildcard Patterns—extend plain patterns with
globbing capabilities: the special symbol "*"
can be used to match any number of charac-
ters. Filter "/health/*/coronavirus-" would match
any URL containing the substring "/health/", fol-
lowed by zero or more characters, then "/coronavirus-
" (e.g. https://example.com/health/2020/coronavirus-
update.html).

• Left and Right Anchors—introduce a special "|" char-
acter which, when appearing at the start or end of a
filter, forces a pattern to match the beginning or end of a
URL. Filters "|https://" and ".html|" would match URLs
starting with https:// or ending with .html, respectively.

Each filter can also be annotated with additional options
(following the "$" character). Multiple options can be speci-
fied at the same time, and separated by comas. We leverage

this syntax to add ways to further fine-tune the behaviour of
Goggles; either to specify which features of a result candi-
date should be considered (i.e. target), or how the ranking
should be affected (i.e. action). For example:

• $boost=XX—is used to alter the ranking of specific re-
sults by XX (e.g. $boost=1 would not alter the ranking,
while $boost=2 would make a result two times more
important).

• $discard—completely drops candidates from the list
of results.

• Filtering based on specific attributes of the result page
can be achieved with:

– $lang=XX—to target the language.

– $inurl—to target the URL.

– $inquery—to target queries leading to a candi-
date.

– $intitle—to target the title.

– $indescription—to target the description.

– $intext—to target the full content.

Last but not the least, these features can all be com-
bined to form complex filters. For example, the filter:
/news/*/covid.html|$inurl, would match candidates based on
their URL.

This description is by no mean complete or final, and
we will release a specification of the language once it is
stabilized.

Protocol
To allow users and communities to create and curate Gog-

gles over time, we propose the following protocol, inspired by
the most successful filters maintainers from content-blocking
communities.

We propose two modes operations for maintainers: 1) A
development setup implemented as a Web User Interface
which allows to quickly get feedback over newly created
filters, by showing which results end up in the final result
set in real time. This setup is intended to speed-up the
process of creating filters, reducing friction and offering a
seamless workflow. The resulting filters can then be hosted
publicly on a platform such as GitHub and made available
to a wider public. And 2) The production setup which is
directly integrated into any search engine prepared to be
a host for Goggles. The end user could specify a link (or
identifier) to the Goggle in the form of network accessible
URI. The search backend is then responsible for fetching the
Goggle definition from the URI (or use a cached version of
it), compiling it to an efficient representation optimized for
matching speed, and applying it at the recall-phase to the
search results to produce a resulting candidate set.
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Privacy Considerations
It is important to consider the potential privacy implica-

tions of sending a Goggles URIs together with the query.
The URI can become a unique user identifier, especially for
those people using non-popular Goggles. Therefore, there
is a risk of a host search engine building a partially com-
plete user profile in some circumstances. This should not
be a problem for all host search engines, though; Google
and Bing for instance, link all queries to the users’ accounts
and consider it a desirable feature. However, for privacy
preserving search engines like Brave, this becomes a hurdle.

Note, however, that the URI only doubles as a user identi-
fier under certain conditions: 1) when a user is consistently
using it for all queries, and 2) when the URI is only used
by that user (or a very small group of users). None of these
conditions should be the default modus operandi of Goggles.
We would expect Goggles to be used only for a fraction of
queries. Also, we expect users to rely on multiple Goggles
for different tasks. And finally, we expect a great majority
of users to rely on popular Goggles, for which the URI is
not a valid user identifier. Reality, however, does not need
to conform with expectations. We should provide an addi-
tionally mechanisms to protect privacy for those niche cases.
One proposal would be to allow sending multiple Goggles
URIs on a single query, so that the true Goggle is obfuscated
on a larger set. The host search engine would return results
for all the Goggles and on the client-side the results for the
padding Goggles would be dropped. This approach, how-
ever, imposes a serious overhead on the host search engine.
The final solution to this problem is left for future work.

PERFORMANCE EVALUATION
As previously discussed, Goggles can only shine when

applied to a very large candidate set of results (thousands of
URLs). For this reason, the filtering logic can only take place
in the search backend, during the recall phase. Consequently,
we operate under a very tight time budget (few milliseconds)
to ensure that the overall search latency is still acceptable
and that the backend remains able to handle many concurrent
requests from users.

To assess the viability of Goggles from a performance
perspective, we first implemented a prototype leveraging
our in-house high-performance JavaScript content blocking
library [8], then a custom Rust re-implementation of a similar
engine, tuned for performance. The following figures were
obtained by sampling 10k results with query "coronavirus"
from our search index. The filters used were a selection of
1000 domains from the most popular domains, which we
use as a "trustworthy list of domains"-Goggle. We run the
measurements with varying number of URLs and filters to
get insights into how the total time evolves as a function of
the input size. Results are summarized in Table 1. These
measurements were performed using our Rust prototype,
compiled with rustc 1.43.1, on a reasonably fast ultrabook
CPU (i7 U6600) using two cores (4 logical threads using
hyper-threading).

Number of URLs Number of filters Time (ms)
1000 1 0.17
1000 10 0.20
1000 100 0.24
1000 1000 0.33
10000 1 1.56
10000 10 1.78
10000 100 2.08
10000 1000 3.10

Table 1: Summary of the performance evaluation (time in
milliseconds) for different number of URLs and filters.

From these results we can conclude that our initial Rust
prototype is already delivering good performance on a rea-
sonably large set of candidate URLs (note that recall phase is
typically sharded across multiple servers, so the aggregated
candidate set could be much larger). The figures obtained
from our reference implementation give us confidence about
the feasibility of the approach, even on the rare case of a
single server. Secondly, we observe that the processing time
per-request is almost constant thanks to the efficient dis-
patching data-structure used in the filtering engine [38]; this
shows that Goggles could be handling many more filters
while still meeting our time budget; the runtime being al-
most exclusively impacted by the number of URLs in the
initial result-set (assuming the filtering runs on a single
CPU). Digging further, we observed that pre-processing of
URLs, which consists of extracting the hostnames as well
as tokenizing the URL, is the current bottleneck with a total
of 70% of the overall time spent, whereas looking up filters
from the index only takes around 10% of the total time. This
shows that we could improve the performance drastically by
focusing our effort on these two functions.

CONCLUSION
We believe that the system/framework proposed in this pa-

per would be beneficial to maintain a healthier Web. Goggles
would foster openness and diversity thanks to the community
maintenance and ownership. The later being very impor-
tant as the added value created should not exclusively be
in control of the host search engine, or else we might end
up on the current status-quo. Besides, community Goggles
also requires the active participation on a host search engine,
which would provide access to its index and infrastructure.
We are happy to commit Brave search to this endeavor, as
we did with the now defunct Cliqz search3.

Needless to say that Goggles will be open to any other
search engine or institution that is enticed by this proposal.

ACKNOWLEDGEMENTS
Goggles would not have been possible without the con-

tribution of Cliqz search engine, which was shutdown in
3 See Acknowledgments
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early 2020. Fortunately, some Cliqz team members and core
intellectual property are now part of Brave, who is happy to
continue, and extend, the mission of building an alternative
search outside of Big Tech.
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Abstract
Privacy is of worldwide concern regarding activities and

processes that include sensitive data. For this reason, many
countries and territories have been recently approving reg-
ulations controlling the extent to which organizations may
exploit data provided by people. Artificial intelligence ar-
eas, such as machine learning and natural language process-
ing, have already successfully employed privacy-preserving
mechanisms in order to safeguard data privacy in a vast num-
ber of applications. Information retrieval (IR) is likewise
prone to privacy threats, such as attacks and unintended
disclosures of documents and search history, which may
cripple the security of users and be penalized by data pro-
tection laws. This work aims at highlighting and discussing
open challenges for privacy in the recent literature of IR,
focusing on tasks featuring user-generated text data. Our
contribution is threefold: firstly, we present an overview of
privacy threats to IR tasks; secondly, we discuss applicable
privacy-preserving mechanisms which may be employed
in solutions to restrain privacy hazards; finally, we bring
insights on the tradeoffs between privacy preservation and
utility performance for IR tasks.

Index terms— Privacy, information retrieval, personal
information, open search.

INTRODUCTION
Data is the cornerstone of many research fields, as well

as the source of information used by professionals, such as
journalists, statisticians, and police makers [1]. At the pace
of the Internet popularization, the number of data publishers
rose to the thousands [2], encompassing university library
files, government open data, Wikipedia articles, social media
platforms, commercial data providers, digital data markets,
scientific data repositories, among many others. Accessing
these data sources is crucial for solving the reproducibil-
ity issues of scientific results and improving the means for
data journalists to obtain reliable information [1]. Further-
more, the idea of open science relies on sharing research
data and materials for third-parties to reuse and reproduce
experiments, assuring the trustworthiness of the research
process [2]. Some companies also need to have their prod-
ucts openly visible on Internet for their business to keep
going, e.g., e-commerce platforms. However, privacy issues
may keep some kinds of data from being released in order
to avoid the exposure of confidential information. As an
example, user-generated data, such as user behavior, search

∗ ssousa@know-center.at

interests, and search profiles, demands anonymization steps
prior to its release. Otherwise, it should remain unrevealed.
Other privacy issue regards the level playing field for search
services since those which monitor the intents of users can
eventually obtain benefits out of it.

Privacy is a concept related to limiting the extend of infor-
mation an individual is willing to share [3]. Many countries
consider privacy as a right protected by law. For instance,
the General Data Protection Regulation (GDPR) [4], which
entered into force in May 2018 in the European Union (EU),
draws guidelines for the collection, transfer, storage, man-
agement, and deletion of personal data within the member
states of the economic bloc. GDPR grants the residents
of the EU the control over their personal data. Therefore,
any processing activities over personal data must comply
with the regulation and provide protection measures. In case
of data breaches or noncompliance with the legal princi-
ples, penalties and fines are applicable. Since 2018, data
protection bills have also been passed in several countries
worldwide.

In the recent past years, the preservation of privacy has
been gaining attention in the field of information retrieval
(IR) [5–8]. Several privacy-preserving mechanisms have
been developed to safeguard personal data from threats, as
attacks, disclosures, and unintended usages. Some of these
mechanisms, such as encryption [9, 10], differential privacy
(DP) [11], multi-party computation (MPC) [12], and feder-
ated learning (FL) [13,14], are implemented alongside mod-
els for enabling applications to safeguard data privacy. There
are also some attacking methods that aim at retrieving data
samples used to train models, mostly neural networks, which
can be seen as a threat or a safety checker, depending on the
attacker’s intention. Furthermore, some privacy-preserving
tools may present computational overheads or performance
reductions, which call attention to privacy-utility trade-offs.

Searches on personal data often present privacy risks from
both data provider and model sides. There is a need for open
data, due to scientific, governmental, and press reasons [1,2],
however data generators and IR systems users cannot have
their identities and personal data exposed. This work aims,
therefore, at pointing out open challenges with regards to
privacy in IR tasks, as well as reviewing appropriate privacy-
preserving methods to safeguard personal data or model. We
focus primarily on tasks featuring text data since the private
content of data in written format may be presented explicitly,
as a person’s name or an ID number, or implicitly like a the
gender of a person which can be inferred from the text, based
on gendered words like profession terms.

https://doi.org/10.5281/zenodo.5887680

15

C
on

te
nt

 fr
om

 th
is

 w
or

k 
m

ay
 b

e 
us

ed
 u

nd
er

 th
e 

te
rm

s 
of

 th
e 

C
C

-B
Y-

N
D

 4
.0

 li
ce

nc
e 

(©
 2

02
2)

. A
ny

 d
is

tri
bu

tio
n 

of
 th

is
 w

or
k 

m
us

t m
ai

nt
ai

n 
at

tri
bu

tio
n 

to
 th

e 
au

th
or

(s
), 

tit
le

 o
f t

he
 w

or
k,

 p
ub

lis
he

r, 
an

d 
D

O
I

Open Search Symposium 2022 - #ossym2022ISBN: 978-92-9083-633-9 ISSN: 2957-4935



Our contributions comprise a summary of research direc-
tions on privacy for IR tasks alongside adequate privacy-
preserving methods for the privacy risks these tasks may
present. Problems that put privacy at risk are also discussed.
Moreover, we discuss how privacy-preserving methods can
influence the results of IR tasks. Finally, we provide the read-
ers with essential understanding of privacy-related issues
and privacy-preserving methods for IR.

This paper is organized as follows. Firstly, we review
recent works in the literature of privacy in section Related
Work. Secondly, we describe open challenges and solutions
for privacy preservation in open search tasks in section Pri-
vacy Challenges and Solutions. Further, we discuss our
results in the section Discussion. Finally, our contributions
and upcoming works are brought into context in the section
Conclusion and Future Works.

RELATED WORK
Data privacy is a large concern within IR [6–8] since

privacy threats and risks often arise from searches on pri-
vate data [6] and tasks which involve the search behavior
or intent of users [7, 8, 15]. Examples of such issues in-
clude private data publishing [6], string searches [16], user’s
context [8], information sharing of web search logs [17], in-
teractive search [15], and the information selection behavior
of users [15]. Additional privacy threats include revealing
private data from IR systems that compute distributed infor-
mation, performing face recognition without the consent of
the people whose faces are captured, and so on. Therefore,
a large number of real-world IR systems can be prone to
breaches of personal data, unintended disclosures of private
information, and penalties established by data protection
regulations.

Nowadays, many organizations collect and process per-
sonal data, such as governments, companies, and search ser-
vice providers. As a consequence, the volume of collected
data has increased alongside the risks related to breaches
of sensitive information from these datasets. Zhu et al. [6]
survey DP applications for data publishing and data analysis.
The authors define data publishing as publicly sharing data
itself or the result of queries, whereas data analysis consists
on releasing data models to the public. In both scenarios,
DP can offer privacy guarantees resistant against attacks and
mathematically provable. Riazi et al. [16] come up with a
mathematically provable mechanism for privacy preserva-
tion in IR tasks. The authors implement a methodology for
two-party string search based on the Yao’s Garbled Circuit
protocol. For instance, two users can hold queries and data
for string search simultaneously, whereas they both aim at
keeping these search components private without relying on
a third party like a trusted server. Therefore, the proposed
protocol converts the search algorithm into a Boolean cir-
cuit that evaluates the private queries and texts. Tamine and
Daoud [8] survey methodologies and metrics for context IR
evaluation, specifying the impact of data privacy towards
the evaluation design.

User search behavior can also be seen as private informa-
tion since queries and search result’s selection can disclose
demographic attributes, preferences, political views, etc.
Orso et al. [15] investigate the role of user search behav-
ior and information selection in order to understand which
layers of social information, namely personal preferences,
tags combined to personal preferences, or tags and social
ratings combined with personal preferences, can enhance
search efficiency. The authors found empirical evidence that
personalized preferences and social ratings make it easier
for users to select information without external sources. In
this study, the publicly available Yelp dataset1 was used.
Therefore, privacy aspects that would arise from this use
case in a real-world scenario, as the compliance with data
protection regulations, were not approached. Sharing search
log records is a process ruled by data protection laws, which
demand anonymization techniques to be applied before the
data leaves the servers it is stored on. Mivule et al. [17]
introduce an heuristic for privacy preservation of individual
web search log records based on swapping. Firstly, an indi-
vidual has a set of logs A. Secondly, the records in A are
switched within this set. Finally, the swapped files from A
are switched again using records of a set B. This heuristic is
efficient when it comes to preventing an attacker from tracing
the issuer of a search query. Additional privacy-preserving
IR solutions include homomorphic encryption (HE) [18],
DP [19], and hashing [7].

Our work focuses on identifying privacy risks across IR
tasks, alongside suggesting privacy-preserving mechanisms
that have the potential to suit the needs for privacy protection.
We briefly introduce the task description followed by the
privacy risks associated with both data and IR model.

PRIVACY CHALLENGES AND
SOLUTIONS

This section firstly introduces open challenges with re-
gards to privacy in IR tasks. We survey recently published
works for ten IR tasks, highlighting their privacy issues. Af-
terwards, we overview privacy-preserving methods that are
suitable options to address these problems.

Privacy Challenges
Search tasks

Ad-hoc search. Modern search engines often rely on bag-
of-words models to represent documents and search queries.
Consequently, accurate quantification of context-specific
term importance in documents is a tricky problem since
term’s context is often not captured by these models. When
it comes to data privacy, bag-of-words models pose risks
related to data re-identification. For instance, some terms in
the vocabulary of the model may refer to personal identities
or private attributes, such as age, gender, location, and demo-
graphic information, which allow a de-identified document
to be re-identified. Dai and Callan [20] propose a novel
1 https://www.yelp.com/dataset.
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document term weighting framework which preserves word
context, using BERT [21] embeddings to extract document
representations. Although keeping document’s contextual
information, BERT embeddings can also encode private
information and suffer attacks as model inversion, reverse
engineering, and membership inference.

Query expansion. Query expansion (QE) helps users of
IR applications to find more relevant information by ex-
panding the search queries, hence increasing recall. For
instance, synonyms and hypernyms of terms in the questions
for question answering (QA) are used to rise the likelihood
of matching sentences stating the most appropriate candidate
answer [22,23]. However, in some QA scenarios the number
of retrieved sentences may be small, and then mismatch the
intents of the user who queries the QA system [23]. Com-
mon privacy threats in applications which use QE regard
disclosing query content or private information in the docu-
ments in which the sentences are extracted, such as names
and locations of people.

Feature extraction for ranking. In the context of ad-hoc
search, document ranking consists on returning a ranked list
of documents from a large collection based on the assumed
information need expressed by a search query, maximizing
some ranking metric like average precision [24]. Ranking is
a cornerstone for IR systems and search engines, which can
also be performed by machine learning (ML) classification
models [24, 25]. Therefore, in order to reduce computation
time, boost learning results, and prevent overfitting for those
models, feature extraction techniques can be implemented
to better represent documents. Pandey et al. [25] come up
with a method for representing documents as matrices with
reduced dimensions when compared to the original docu-
ment representations. Such representations are useful for
improving the results of ranking algorithms. However, fea-
ture extraction models can have its original training samples
disclosed by attacks of model inversion, membership infer-
ence, or reverse engineering.

Online learning for ranking. A critical drawback of rank-
ing models regards the hardness to obtain labelled data for
model training. Thus, Zhuang and Zuccon [26] propose a
counterfactual learning to rank method based on logs of user
interaction collected from the ranking model in production.
In a real-world setting, users would be able to confirm the
effectiveness of the ranking model by clicking on the results.
In the experimental evaluation, the authors use publicly avail-
able datasets and generate user clicks automatically with a
cascade click model [27]. This scenario can pose privacy
threats to personal data collection if the user clicks are col-
lected from actual system users. Therefore, regulations for
personal data collection would be applicable alongside the
need for privacy-preserving methods.

Query composition. ML algorithms can be used to pre-
dict query properties like answer size, run-time, and error

class [28]. These algorithms can therefore be prone to unin-
tended memorization of query content alongside the attacks
which aim at disclosing training document samples. Another
privacy threat regards the location of the ML model, e.g., on
a cloud server, since computation parties sometimes may not
be trusted, or the communication channels for transferring
data or model updates may allow eavesdropping attacks to
take place.

Healthcare tasks

Healthcare data tasks. Electronic medical records or elec-
tronic health records are digital documents, in which medi-
cal staff inputs patient data, including personal information,
health condition, disease diagnosis, medication, etc. [29].
This type of document has the advantages of easy storage,
transfer, sharing, and deletion. However, healthcare data is
inherently private due to the sensitivity of its content. There-
fore data protection regulations, as the EU’s GDPR [4], pre-
vents publicly releasing such data for research activities and
public searches, without the explicit consent of data owners
and the application of data anonymization methods. In the
context of IR, medical applications have to safeguard med-
ical data from queries by malicious users or computation
parties, e.g., corrupted servers.

Social media tasks

Opinion mining. Many online data sources contain opin-
ions, which can be classified with regards to their polarity.
For instance, Nguyen and Nguyen [30] predict sentiment
polarity on YouTube2 comments in English and Italian lan-
guages, using a DL model based on a Bidirectional Long
Short-Term Memory architecture. Tasks performed over
user-generated data pose privacy risks of unintended data
memorization by the neural network, as well as sensitivity
to attacks that aim at retrieving the model training samples.
Therefore, there is a room for privacy-preserving mecha-
nisms that prevent such privacy issues.

Advisor for hashtag sharing. On social media platforms,
users often put their privacy at risk unconsciously by releas-
ing details of their personal lives publicly, revealing their
exact location, and posting political or societal views. Fur-
thermore, some features of such platforms like hashtags
may induce privacy threats, mainly related to location, since
attacking models can easily predict precise user location
from the hashtags they post online [5]. This situation can be
prevented by privacy-preserving mechanisms of data obfus-
cation or de-identification, which get rid of privacy-sensitive
information before any sharing step by the user. Moreover,
social media data is frequently protected by data protection
regulations, then, ensuring data privacy to be safeguarded.

2 http://youtube.com.
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Social media profile linking. User identity linking is the
task of connecting accounts owned by the same user across
different social media platforms [31]. For instance, a user
can have profile simultaneously on TikTok3, Twitter4, Insta-
gram5, and so on. However, more relevant advertisement can
be suggested to this user by linking these different profiles.
This scenario, therefore, presents privacy threats related
to monitoring user behavior online besides linking profiles
where the user uses a pseudonym to remain anonymous.

Recommendation tasks

Recommender systems. Recommender systems aim at pre-
dicting the preferences of users based on their interest, mak-
ing more effective use of information [32]. However, user
interest and their search history should be preserved from
leakages, hence these are pieces of private information. A
recent application of recommender systems is news recom-
mendation. Qi et al. [33] propose a framework to recom-
mend news to users in distributed computation scenarios,
e.g., smartphones running a mobile application. This frame-
works computes updates locally on each distributed device
separately and, then, sends these local updates to a central-
ized server which updates the global model by aggregat-
ing the local updates. Finally, the updated global model
is distributed over the distributed devices to news recom-
mendation and successive updates. This is an outstanding
application of FL, which prevents threats of data leakage
from the distributed devices. However, this model still can
suffer from unintended memorization of user’s behavior,
preferences, and search history.

Solutions
Many privacy-preserving methods have been proposed for

the sake of preventing attacks and unintended data breaches.
In this subsection, we review computational techniques for
privacy preservation, which can be conveniently integrated
into IR tasks. We group these techniques according to their
technical aspects into cryptographic approaches and ML-
based applications.

Cryptographic approaches Cryptographic protocols
have been extensively used to protect private data when
sharing activities are not advised. In a nutshell, encryption
consists on the application of a function over data in raw
format, which is referred as ‘plaintext’. This function re-
sults on an output called ‘cyphertext’, which inhibits the
identification of its original format or content.

Encryption. Homomorphic encryption (HE) is a form of
encryption that allows arithmetic operations to be computed
over cyphertexts without the need for decryption [9]. For
instance, ML models can be used for inference on encrypted
data, whereas the results are still consistent. Encryption
3 https://www.tiktok.com/.
4 https://twitter.com/.
5 https://www.instagram.com/.

schemes that implement HE are particularly useful for sce-
narios in which data transfers and centralized storage occur,
e.g., cloud servers, alongside the lack of trust. However, it
is worth to mention the computational overheads that FHE
often leads to, hence its use becomes prohibitive for devices
with small memory capacity.

IR models can also be privacy-preserving by the use of
searchable encryption (SE). This technique encrypts docu-
ment collections enabling the data owner to delegate search
capabilities, whereas the server or a service provider, like
a search engine, does not demand decryption [10]. There-
fore, the so-called ‘honest-but-curious’ server can provide
searches, whereas the content of the stored data and the in-
put queries is preserved [34]. On the other hand, semantic
relations between words and documents may be lost in the
encrypted forms, so that decaying search results [35]. SE
usually encompasses algorithms for the steps of key genera-
tion, encryption, token generation, and search [34]. Finally,
the main threat this encryption scheme faces is related to
keyword inference attacks that aim at recovering the content
of encrypted keywords.

Multi-party computation. Document collections may be
stored in distributed search system hosted by other compa-
nies or even distributed across members of a broad commu-
nity. Therefore, when the exchange of documents among the
members of these computation scenario is not an advisable
option, multi-party computation (MPC) can be successfully
used. MPC is a cryptographic primitive that computes aggre-
gated functions over multiple sources of data, which cannot
be revealed [12]. Formally, MPC assumes a set of inputs
{G1, G2, . . . , G=} so that each party %8 will store G8 and agree
to compute H = 5̂ (G1, G2, . . . , G=), in which H is the output
information to be released, and 5̂ is the agreed function on
the entire input set [36]. The input set may be composed of
keywords, documents, medical records, etc.

Differential privacy DP can be understood as a ran-
domized function :̂ which is applied to document collections
or query results prior to their public release [11]. Therefore,
for all subsets ( in the range of :̂ , and document collec-
tions � and � ′ differing on at most one element, :̂ provides
n-differential privacy if:

%A [ :̂ (�) ∈ (] ≤ 4G?(n)%A [ :̂ (� ′) ∈ (] . (1)

Approaches for DP exploit mathematical formalism to neu-
tralize de-anonymization attacks and keep a lookout for mem-
bership inference attacks that may disclose the original docu-
ments in the collection. The function :̂ adds random noise to
any input query and, consequently, yields the response [11].
Every mechanism that satisfies n-DP will mitigate risks of
leakages of private information from any individual element
since its inclusion or removal form the collection would not
turn the output significantly more or less likely [11]. DP
provides privacy guarantees usually at the cost of perfor-
mance and computational overhead. However, one of the
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main advantages of this method regards managing the trade-
off between privacy and utility, finding the ideal value of n
which preserves data privacy and affects the model results
at a controlled extent.

ML-based approaches

Federated learning. FL is a methodology for training ML
models in distributed computation scenarios proposed by
Google [37]. This methodology prevents data from leaving
its owner’s device during the computations and addresses
privacy threats related to training over private data [14]. The
federated training consists on, firstly, distributing copies of a
global model with pre-defined parameters, computing local
updates on the distributed devices, sending these updates
to the server for aggregation, updating the global model pa-
rameters, and sending the updated parameters of the global
model to each distributed device [13]. In formal terms, FL
assumes a model <̂ with parameters Θ<̂ which are stored in
a matrix " . The model <̂ is thus shared with a subset ) of [
clients, which will update <̂ with their locally stored data at
each training step C ≥ 0 [13, 37]. Every client 8 will send its
update �8

C := " 8
C −"C to the central server, which is respon-

sible for aggregating client-side updates for updating global
model [13]. FL has advantages for enabling distributed com-
putations over devices with restrained memory, bandwidth,
and computation power.

DISCUSSION
A large number of IR systems are sensitive to privacy

threats in scenarios which include personal information,
search history, personal preferences, private documents, to
name a few. Additionally, regulations as the EU’s GDPR
establish the guidelines for protecting user generated data
from breaches and non-consented usages. As a consequence,
many algorithmic methods for protecting data privacy have
been proposed and integrated into IR systems. However, pro-
tecting privacy using such methods can mean coping with
utility performance decays and computational overheads.
Therefore, the choice for a convenient privacy-preserving
method for an IR scenario has to take into account the tar-
get of privacy protection and the computational resources
available.

In Table 1, we bring a summary of IR applications for
the privacy-preserving methods surveyed in the section So-
lutions. Cryptographic approaches, such as HE, SE, and
MPC, are suitable to scenarios in which the original content
of documents or datasets should not be revealed to unautho-
rized parties or some of these parties are not trusted, e.g.,
malicious servers. DP provides formal privacy guarantees
which can be employed on a myriad of applications, such
as data anonymization and protecting results of queries and
ML models against inversion or reverse engineering. Finally,
FL can be successfully implemented for scenarios with dis-
tributed devices and limited resources for data sharing or
prohibitions of data exchange.

Table 1: Applications of IR alongside suitable privacy-
preserving methods.

IR application PP methods
Ad-hoc search SE, MPC
Query expansion HE, SE
Feature extraction for ranking DP
Online learning for ranking DP, HE
Query composition SE
Healthcare data tasks DP, HE, SE
Opinion mining DP
Advisor for hashtag sharing SE
Social media profile linking HE, SE
Recommender systems FE, MPC

CONCLUSION AND FUTURE WORKS
Privacy is a critical point for the development of IR sys-

tems which deal with personal, user generated, or sensitive
data. In this work we overview recent developments in the
IR literature, pointing out privacy issues and suggesting
suitable privacy-preserving methods. Data types, IR tasks,
and privacy-preserving method drawbacks are taken into
account to provide the reader with essential understating
of this research field. As future works, we aim to address
the aforementioned challenges for Open Search use cases,
as well as studying and discussing compliance with legal
requirements, such as those of the EU’s GDPR.
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Abstract 

Within the last few years, the amount of recorded data 

has increased significantly. Information is collected from 

a wide variety of areas, such as healthcare, autonomous 

driving, or e-commerce. In addition, the recorded data is 

usually not stored centrally, but is rather distributed across 

various decentralized infrastructures. This complicates 

searching for the desired data. Several papers have al-

ready been published that discuss approaches for finding 

the requested information within heterogeneous and de-

centralized data architectures. To highlight the similarities 

and differences between the various approaches, this 

paper conducts an integrative literature review on search 

architectures that deal with heterogeneous and decentral-

ized data. This is done by decomposing existing architec-

tures in different layers: It was found that the identified 

architectures first abstract from the original technologies 

of the heterogeneous data sources, and then use different 

indexing strategies in combination with a search algo-

rithm to find and present the queried information. 

INTRODUCTION 

In an increasingly networked world, the value of data as a 

common good has significantly increased. New technolo-

gies and achievements in science and industry rely on 

data-driven workflows more than ever. However, as the 

amount of publicly available data is continuously grow-

ing, finding accurate pieces of information in large, dis-

tributed, or decentralized infrastructures has become a 

problem. This problem can not only be observed in the 

human-readable part of the internet, but is also present for 

publicly available databases, multi-media content or file 

repositories [1]. With the increased availability of Big 

Data in several areas in research and economy, being able 

to find the right sets of data has become more and more 

relevant for success. In this context, initiatives like the 

Open Search Foundation aim at providing open and inde-

pendent approaches for fulfilling these tasks [2]. These 

approaches could play an important role for future devel-

opments and should not only deal with classical web data, 

but also with data from a variety of heterogeneous data 

sources. Nevertheless, web search and search on hetero-

geneous data sources is not contradictory: Common ap-

proaches combine both types of data, to provide intelli-

gent query functionalities that rely on knowledge repre-

sentations and intelligent indexes generated from hetero-

geneous data (cf. [3], [4]). 

More openly developed search approaches rely on decen-

tralizing the utilized infrastructure and incoming pro-

cessing tasks to strengthen overall trust and to equally 

distribute processing power. Analogously, data from 

heterogeneous data sources can also often be found in 

decentralized structures. This means, that the data is not 

stored in a central location like, e.g., a data lake, but is 

distributed to different sources, typically controlled by 

different providers, and based on different technologies. 

This introduces new challenges to the design of search 

systems. 

In this paper, we present the challenges of searching on 

heterogeneous and decentral data sources in comparison 

to conventional web search. Furthermore, a short integra-

tive literature is conducted and common architectures for 

solving the identified challenges are examined on four 

different architectural levels.     

SEARCH ON HETEROGENEOUS DATA 

Conventional web search architectures typically start 

with a crawler, that crawls web pages and saves them in a 

local copy with a pre-defined format (crawl dump) that is 

then processed by an indexer. The indexer analyses the 

saved data and maps possible search terms to data points 

in the crawl dump: this creates the index. Finally, a search 

algorithm is used, that takes input from a user of the 

search engine and uses the index to find search results (cf. 

Figure 1). These elements typically differ in their specific 

realization but can most often be found in conventional 

search engines. [5] 

WWW Crawler Indexer
Search 

Algorithm
Interface

Local Copy 
of WWW

Figure 1: Classical Web Search Engine Architecture (cf. 

[5]) 

On the first sight, this process seems easily adaptable to 

use-cases with other types of data. However, some pre-

conditions are required here, so that the architecture can-

not be transferred to heterogeneous data sources without 

further effort: To start with, the web crawler makes use of 

the standardization of web content accessibility: The 

Hyper-Text Transfer Protocol (HTTP) is supported by any 

website, so that the crawler can access web-content in a 

standardized way [6]. When considering heterogeneous 

data sources, this is one of the first obstacles: A common 

interface to access arbitrary data sources cannot be as-

sumed. Rather, the data sources come in a variety of dif-

ferent technologies, and different types of access-policies. 

Furthermore, it may not always make sense to create a 

complete local copy of available data sources, as there is 

no homogeneous data structure that could manage these 

and make them easily indexable as it can be done with 
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HTML documents. Like web-crawlers, which sometimes 

only store parts of the web data (e.g., filtering out image 

or video data) or meta-data, storing only processed infor-

mation about the heterogeneous data sources can be a 

solution to this problem [7]. After that, web search en-

gines profit from the fact, that most of their indexed con-

tent is given in standardized formats (html, xml, etc.) that 

are known before runtime [6]. These formats are then 

parsed by the indexer, which usually extracts the human 

readable text and generates keywords and metadata that 

map to the desired sections of the crawl dump [8]. As the 

formats of the data from heterogeneous data sources are 

not known before runtime, it is much harder to find suita-

ble indexing strategies. Additionally, as heterogeneous 

data may also include non-human-readable information, 

the question arises if a simple keyword search is effective 

in such a case [9]. Another important difference is that it 

cannot be assumed, that heterogeneous data is linked in 

any way: Web crawlers can find web pages by following 

URLs and continuously extend their knowledge about 

areas of the public internet, which is typically not possible 

in multiple heterogeneous data sources. This can also 

become a problem, when utilizing metrics like “number 

of web pages referring to a specific web page” for search 

ranking algorithms, as it is often done in web search en-

gines [10]. 

This problem of searching in heterogeneous and decen-

trally organised data has already been discussed in several 

scientific publications. However, to our best knowledge, 

there has been almost no effort to review the literature 

regarding the presented search architectures. The only 

work in this area, that could be identified was a paper by 

Wang et al. [11], who discuss the problem specifically 

from the perspective of search queries. Nevertheless, their 

work is restricted to the application in data spaces and 

does not discuss the architectural principles behind the 

different types of queries.    

REVIEW OF SEARCH ARCHITECTURES 

To analyse common search architectures that deal with 

heterogeneous and decentral data, we conduct an integra-

tive literature review: We manually search Elsevier Sco-

pus and Google Scholar (cf. [12]) for the following search 

term, based on the discussion in the previous section: 

(indexing OR search) AND (heterogeneous data OR 

data architecture OR unstructured data OR decentral) 

To limit the large amount of search results, we only 

consider the 160 search results ranked most relevant for 

both search engines, leading to a total of 320 search re-

sults that are considered within this review. For our re-

view, only publications were considered, that (1) are re-

lated to search in data, (2) either deal with heterogeneous 

data or decentral organization of data and (3) present an 

architecture. To identify publications that meet these crite-

ria, out of the 320 search results, 113 were selected for 

further consideration based on their title. Then, after 

scanning their abstracts, 63 papers were identified, which 

were examined completely. Finally, and without dupli-

cates, 33 papers were found, that fulfil the defined crite-

ria.  

In summary, most of the analysed architectures are 

based on the presence of heterogeneous data sources, that 

can contain structured, semi-structured or unstructured 

data. Secondly, some type of technology abstraction layer 

for the actual data sources is implemented to enable a 

unified access to them. As already stated, crawling com-

ponents usually are not part of search architectures for 

heterogeneous data sources. Also, the understanding of an 

indexing strategy is extended to more generic representa-

tions than keyword indices. Even though several architec-

tures provide keyword indexing, others completely rely 

on creating ontologies or other mappings. Several archi-

tectures can also deal with basic decentralization of data 

sources implicitly by their design, as they connect each 

data source individually to the rest of the system. The 

following section provides a detailed analysis of the dif-

ferent components in search architectures that deal with 

heterogeneous or decentralized data. An abstract model of 

Data Sources

Abstraction of 

Technologies

Indexing Strategies

Search Service

Connector Connector Connector Connector

Search Algorithm and Interface

Decentralization

…

…

…

Source 1 Source 2 Source (n-1) Source n

Figure 2: Architectural Framework for Search in Heterogeneous Data Sources. 
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these architectures is depicted in Figure 2: Starting with 

data sources that should be indexed, a technology abstrac-

tion layer is introduced to provide unified access. This 

layer is then used to provide the required data for an in-

dexing strategy. Finally, results of the indexing strategy 

can be accessed by the search algorithm, which in combi-

nation with an interface represents the search service to a 

user. The following sub-sections present more details of 

the single components. 

(Heterogeneous) Data Sources 

The data sources represent the basis of most architec-

ture. Heterogeneous data source can contain structured 

data in databases (e.g., PostgreSQL, MySQL, MongoDB), 

semi-structured data (e.g., json, XML) or unstructured 

data (e.g., text files, images, video data). For many use-

cases, this data is often not organized in a centrally con-

trolled structure, but is often distributed to different single 

data providers, that also use different data models and 

access policies. Many of the identified search architec-

tures can deal with arbitrary types of data sources. How-

ever, this requires manual integration procedures most of 

the time. On the other hand, some of the identified archi-

tectures are focused on specific types of heterogeneous 

data and therefore are often able to provide a more precise 

search functionality for the respective type of data. For 

example in [13] and [14], the authors specifically focus 

on multimedia data. Also, there are many approaches that 

rely on textual representation of information (e.g., [15] or 

[16]) as this can be very helpful for keyword-based search 

approaches. Lastly, other approaches, such as [17], are 

closer to common web-search approaches and base their 

architecture on data sources that are available on the web.  

Abstraction of Technologies 

When creating an index on heterogeneous data, the 

challenge lies in making the individual data source acces-

sible for the application of an indexing strategy. In con-

trast to typical web indexing, the structure in which the 

data is stored is not uniform. However, indexing strategies 

need to know in which representation they will find the 

individual data sources that have to be indexed. There-

fore, it is not directly possible to execute a single indexing 

strategy on arbitrary data sources. For this purpose, an 

abstraction from the respective structure of the heteroge-

neous data sources into a uniform structure must be car-

ried out first. We model this abstraction in our generalized 

architecture as “connectors” (cf. Figure 2). The identified 

architectures differ in the realization of connectors and 

can be divided into two classes: Either the data source 

technology is abstracted to translate search requests to the 

native technology of the data source and execute them on 

the data source (as e.g. in [18], [19] or [20]) or to provide 

access to the data itself in such a way that an index or 

similar (external) data structures can be created, which is 

later used for searching (as e.g. in [21], [22] or [23]). In 

the second case, there are also some approaches like [24] 

or [25] in which the complete set of data is analysed and 

transformed to a unified representation, which is then 

used exclusively for search. It also must be noted that the 

connectors are not always a standalone component, but 

often part of indexing strategies or query translation com-

ponents.     

Indexing Strategies 

With technological abstraction, the problem of syntactic 

heterogeneity can be solved, at least for the functionalities 

that are offered by the connectors. However, the problem 

of semantic heterogeneity of the data sources and differ-

ences in the characteristics of their data remains. The 

main differences in the identified search architecture 

could be found in the indexing strategies. Specific imple-

mentations of these also depend on the use-case of a 

search algorithm: Simple keyword-based search algo-

rithms require different indexing strategies than more 

complex search algorithms, that may accept a variety of 

additional parameters or even structured queries. As more 

precise indexing also requires higher levels of data source 

integration and therefore higher effort and the require-

ments can be very different, we refer to the term indexing 

strategy as the process of generating a knowledge repre-

sentation for searching. The following indexing strategies 

could be identified in the reviewed literature: 

 

Graph-based indexing strategies. These strategies 

mainly rely on the representation of knowledge about the 

heterogeneous data sources in graphs. Most commonly, 

the nodes in these graphs represent entities or attributes in 

the data, while edges are data-specific relationships [24], 

[25], [25]. Often, the Resource Description Framework 

(RDF) is used to encode this information (e.g. in [20] or 

[25]). Search algorithms can then exploit relations in the 

graph for search terms that can be associated with specific 

nodes in the graph or answer structured queries in graph 

querying languages. Another approach is presented by 

[21], who use graphs to model the similarity of keywords 

in the data to find data entities, that match to given search 

keywords. A similar utilization of graphs was found in 

[27], who use a graph data structure that represents se-

mantic correlations of data objects as a base for their 

search algorithm. 

Vector space indexing strategies. Vector space index-

ing strategies are based on an algebraic model to assess 

the relevance of possible search results in relation to the 

search query and is realized by indexing documents as 

vectors in a vector space [15]. In this way, each dataset 

can be represented as a vector in the index, in which eve-

ry entry represents the importance of a specific keyword 

in the associated dataset [16]. Finally, the query is also 

represented in the vector space and a similarity measure is 

used to find the closest dataset representations in the vec-

tor space [28]. Apart from the specific vector representa-

tion schema and the similarity measure, the identified 

approaches did not differ significantly in their realization 

of this indexing strategy.    

Inverted list indices. One of the most common index-

ing strategies that was found, was using inverted list indi-

ces to index heterogeneous data sources. These indices 
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typically consist of a mapping of possible search key-

words to lists of datasets that are related to these key-

words [29]. Keywords for the inverted list can, for exam-

ple, be extracted from text-based data, or available 

metadata. Realizations of this strategy differ in how the 

indices deal with the presence of multiple data sources. 

For instance, [22] implement a concept with local indices 

for each data source, which are connected by a global 

index, that maps search keywords to the local indices. 

However, most of the time, the specific implementation of 

inverted indices is not discussed in detail in the reviewed 

literature. Often, this task is outsourced to external librar-

ies, such as Apache Lucene [30], [23], [31]. 

Ontology-based strategies. Ontologies are a common 

concept to represent semantic knowledge in a formal way, 

e.g., by defining concepts, relations, instances, types or

other entities and interconnecting them. In searching,

ontologies are often used to map general user queries to

specific queries, that can be answered by specific data

sources, by utilizing semantic knowledge about the simi-

larity of concepts in the user query and the heterogeneous

data sources [32], [33]. Ontologies can even be used to

provide structured query interfaces (such as SQL) for

multiple heterogeneous data sources [34]. Apart from that,

ontologies in the search context may also be used to en-

hance user queries with additional information such as

synonyms [35], [36], to transform user queries of geo-

graphical terms to machine-readable geographic represen-

tations (for instance, to translate place names to coordi-

nates)[37] or simply to provide a common data model,

which has to be adopted by the data sources, before they

can be searched [38].

Other strategies. Finally, some other strategies could 

be identified that did not match the previously introduced 

categories. [18] and [19] both present a custom translation 

model, that transforms user queries to native query inter-

faces of the data sources without ontologies. [39] also 

implement such a strategy and refer to this type of query 

translation as “wrapper” or “mediator” architecture. [40] 

use Distributed Hash Tables (DHT) to index data files. 

This works by calculating hashes for possible queries to 

any data set and then lookup the hashes of user queries in 

the index. To improve the chance to find matching da-

tasets with a single query, similar queries are derived from 

the original query and also executed. Similarly, [41] also 

use DHTs for indexing. In [14], machine-learning is uti-

lized to learn hash-functions that project image or text 

into a common representation, which can later be used to 

find search results that are related with an image or text 

query. Finally, [42] propose a framework, which is based 

on ElasticSearch*, a search and analytics engine which 

can flexibly be configured to index different types of data.  

Search Service 

How a search query is executed clearly depends on the 

underlying indexing strategy and is often evident. For 

instance, inverted lists directly provide a mapping from a 

* https://www.elastic.co/de/elasticsearch/

query to a possible search result. Graph-based indexing 

strategies use graph querying languages or graph tra-

versal, vector space indices use a similarity measure and 

ontologies are used to enhance the query itself or map the 

query to a native query interface. However, users of a 

search engine usually do not want to see all available 

search results, but the top-k results that are most relevant 

[25]. Typical search ranking algorithms such as the fa-

mous PageRank algorithm, utilize an inverted text index 

for keyword search to obtain possible search results and 

then order them by utilizing a ranking algorithm (cf. 

[10]). In heterogeneous data sources, ranking search re-

sults is also of high interest, but not as easy as in the web 

search scenario due to their inhomogeneities [43]. There 

are several different criteria, that can be utilized to rank 

these search results. They include semantic distance be-

tween datasets and search query, number of references to 

the data set (or similar datasets) [38], similarity ([15], 

[28], [36]), popularity or user preferences [42], structural 

properties in graph-indices ([24], [26]) or geographical 

distances for spatial queries [37]. However, methods for 

ranking search results from heterogeneous data sources 

were only discussed by a smaller amount of the identified 

papers. 

Finally, depending on the implemented algorithm, the 

presentation of the search results also has to be considered 

in the process of developing search architectures. Espe-

cially when visualizing the heterogeneous results for 

human users, other methods than just displaying a list of 

search results including their descriptions may be more 

appropriate. Nevertheless, only a fraction of the identified 

papers discussed this area at all. Some approaches present 

their search results as graphs or diagrams [22],[24],[25], 

others only provide a textual list of results [34], [13].   

Decentralization 

 As heterogeneous data sources are often found in the 

context of decentralization, this is an important part of 

search architectures, especially in the context of open 

search approaches. In the worst-case, each source of data 

is managed separately with its own connector. On the 

other hand, many connectors can be an advantage when it 

comes to data sovereignty: The provider of a data source 

can have full control over the respective connector and 

does not have to allow complete and uncontrolled access 

to the data. This also moves the responsibility and obliga-

tions to a wider set of institutions and avoids centrally 

controlled infrastructures, which can be a problem for 

independent search approaches (cf. [44]). The same prin-

ciple can be applied on the index level (see also Figure 2): 

There may not be a single index for all available data 

sources: Both duplicating indices and partitioning indices 

based on specific parameters are options. However, if 

complete coverage for searching is required, the search 

algorithm needs access to all available data in indices. In 

general, the problem of decentrally managed data sources 

and the organisational aspects were not directly covered 

by any of the identified approaches. Some of the proposed 

architectures may still be applicable in these cases, but 
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especially those, who outsource query execution to the 

data sources or aggregate large amounts of data from the 

sources in a central infrastructure may lead to organiza-

tional problems.  

CONCLUSION 

To assess the current state-of-the-art in searching heter-

ogeneous and decentralized data sources, we conducted 

an integrative literature review in this paper. It could be 

shown that searching on decentralized and heterogeneous 

data sources brings some difficulties in contrast to tradi-

tional web search approaches. Distributed data sources 

differ not only in terms of their content and structures but 

also within their used technologies and organisational 

aspects. Furthermore, the results of our review lead to an 

overview of the important architectural layers and their 

possible realizations. With the approach of Big Data in 

nearly any sector of today’s economy and research activi-

ties, it seems very important, that besides web data, other 

data sources can also be included in search architectures. 

Therefore, we expect research that deals with decentrali-

zation aspects, both on the technical and organisational 

level, to be growing in relevance, especially in the context 

of open search approaches. 
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Abstract
Retrieving the right information by navigating through

different information sources on the web and in large orga-
nizations has proven to be a prominent issue for individuals.
This problem has been tackled by search engine providers,
where users construct queries to retrieve the relevant infor-
mation from a collection of indexed web pages or internal
organizational information sources. While being able to
retrieve the information on the web or from organizational
data sources, not introducing a level of personalization to
search engines limit the ability to adapt to users’ short-term
and long-term interests, making them hard to use over time.
On the other side, personalization can invade the privacy
of users, by collecting and storing personal and sensitive
information. In the context of large organizations, it is ex-
tremely important to be explicit with user data collection
and usage. Based on the analysis of different search engine
systems, user profiling methods, and literature survey on
information sharing in large organizations, a conceptual ex-
tension that integrates aspects of data privacy and protection
into an open search architecture for large organizations has
been introduced. The extension aims to improve the process
of information retrieval and information discovery in large
organizations by introducing a level of personalizations to
the system.

Keywords: Open Search, User Profiles, Data Pri-
vacy, Large Organisations

INTRODUCTION
Since the creation of the internet, the amount of data gen-

erated by humans has been increasing year by year because
the world has become more data-driven. Every day people
send emails, take photos, make videos, create documents,
and use diverse techniques of data and information genera-
tion [1]. This behavior of rapid information generation also
translates into the work-space, especially within large and
highly connected organizations [2]. As the amount of data
produced by humans on the Web and within large organiza-
tions also rapidly increases, new challenges for navigation
through information are formed. Nowadays, navigating the
web and information within an organization normally re-
quires using a search engine as the main entry point. This
search engine can be one of the major search engines used
to navigate the Web or/and an internal organization search
engine service.

Individuals interact mainly with search engines by sub-
mitting queries that contain certain keywords related to the
topics they are searching for [3]. On the other side, search
engine service providers use databases of pointers to web
pages to react to these queries. These database pointers, also
called indexes, are generally built on keywords that relate to
information in specific web pages. The search engine com-
piles user queries and estimates relevance statistics based on
words in the query and indexed web pages [4]. When the
same query is submitted by different users, a standard search
engine returns the same result in ranked order, regardless of
who submitted the query. In most cases, this result might sat-
isfy some users, but it does not provide adequate results for
all users. Taking the query "virus" as an example, a group of
users might be interested in documents dealing with “virus”
as a infectious agent that attacks the immune system of living
beings, while other users may want documents related to
computer viruses [5]. For search engines to adjust the results
of queries, the search engines must know which user sent
the query, the personal information of the user that might
benefit the result, and understand the context of the query.
This information about the user can be collected explicitly
by asking the user to provide the information or implicitly
by collecting user behavior data. Collecting user informa-
tion explicitly requires more engagement from the user and
can be error-prone. This is one of the main reasons why
search engines prefer implicit user data collection. When
a user sends a query to a popular search engine, such as
Google, Bing, or Baidu, while the search engine retrieves
the requested information among its indexed web pages, it
also stores the submitted query and additional metadata into
documents called query logs [6].

Retaining user search query logs, search engine service
providers can provide additional services like enhancing
ranking algorithms, query fine-tuning, improving person-
alized query results, combating fraud and abuse, enabling
shared data for research, and enabling shared data for mar-
keting and other commercial purposes [7]. The downsides
of preserving metadata and user data can lead to serious
privacy problems as well. The keywords of each query and
the related metadata may disclose sensitive user information
such as behaviors, habits, interests, religious views, sexual
orientation, etc. [3]. Some query contents may even contain
identifiers that allow linking a certain query with an indi-
vidual. An example of these queries are vanity searches in
which an individual looks for their own name on the inter-
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net [8]. Search providers also rely on the use of user browser
profiles for extracting user information, one of these exam-
ples is Google Chrome, where you can register with your
Google account into a browser and your personal informa-
tion is stored and used within the browser. This information
together with the device used, IP information, and browser
information is attached to user queries, which can be used
to extract more information about the user [9]. Even if the
user’s private data and query logs are anonymized, it is pos-
sible to uncover the identity of users based on their query
preferences. In the year 2006, the internet company AOL
released a large amount of user search requests to the public
for research purposes. The information was anonymized and
did not contain any user information, but personally identifi-
able information was present in many of the queries. This
enabled users to be identified by their search histories [10].

According to a Eurobarometer survey on Data Protection
and Electronic Identity in the European Union, less than
40 percent of Europeans were comfortable with the idea of
search engine providers accessing their online activity to
improve advertising or content. Data also showed that search
engine providers are among the least trusted companies to
collect and store personal information [11].

At the 2nd International Symposium on Open Search1 an
open information-based search system was presented. The
purpose of this system was to offer large organizations the
ability to share information transparently, enabling infor-
mation retrieval to organizational users and also external
users, while offering a high degree of data protection and
privacy to users. The system offered a high level of privacy
and data protection by not tracking user behavior and not
invading user-sensitive information, which resulted in the
system lacking a level of user personalization. The main
difficulty with search engines comes from the fact that to
provide a competitive and usable service, it is necessary to
use personal information. This personalization information
is often stored on the servers of the search engine providers.
This allows these providers to exploit user information for
monetary gain, opportunities to steal personal information,
and general misuse of information [10, 12, 13].

This paper focuses on the exploration of the idea, bene-
fits, and drawbacks of a client-based user profile for search
engines in large and highly connected organizations by ex-
tending the open search concept proposed at the 2nd Inter-
national Symposium on Open Search. The idea that the
user data is not stored centrally on servers but is stored and
managed locally on the respective end device of the user
is considered to be very promising. This would mean that
the safeguarding of privacy is not left to the organisation of
the user or an outside company that can misuse the data or
generate profit from it [14]. The first part of this research
focuses on the analysis of search engines and search engine
types and their relation to privacy and user profiling. Based
on previous research, an approach for client-based user pro-

1 https://opensearchfoundation.org/en/international-symposium-on-open-
search-2019/

filing for a conceptual open search system in organisations is
proposed together with the benefits and drawbacks of such
a system.

BACKGROUND AND RELATED WORK
Big data organizations produce more than 500 TB of data

per week. In the case of CERN, just the Large Hadron Col-
lider generates 10 GB per second. Data produced by the
collider is used for research, reports, visualization, commu-
nication, and more [15]. The produced information is used
in communication, processing, and analysis which produces
even more information. Apart from the mentioned informa-
tion, users of large organizations like CERN use different
and/or multiple hardware devices [16]. Even though a lot of
information is generated by organizations, it only becomes
useful to the users when it is stored and organized in a way
that it can be easily navigated to and accessed by users when
they desire to find the right information [17].

Web Search Engines
Web Search Engines can be defined as software systems

that enable users to find information on the internet or within
a organizations intranet with the use of user-specific queries
[18]. The main building blocks of search engines are web
crawler, indexer, search index, query engine, and search
engine interface [19]. Figure 1 describes the connection
between these main components. Search engines that are
structured this way are also known as index-based search
engines.

Figure 1: Simplified search engine architecture [19]

Web crawlers have the task to navigate to web pages, down-
load the content of web pages, extract hyperlinks and follow
these links for further traversing and download [19]. Content
is extracted from the pages, this content can be keywords,
topics, meta information, and more. The extracted content is
known as a web page index, and the process of index extrac-
tion is known as indexing. A collection of web indexes form
a data repository, named search index, containing all the
information the search engine needs to match and retrieve
a web page [20]. For search engines, the query engine is
the most important element that enables the user the ability
to retrieve and interact with the collected data and the Web.
Query engines interpret natural language requests from the
user and retrieve ranked information from the search engines
about crawled Web pages [19].
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Desktop Search
As personal computers are becoming more powerful each

year, gaining the ability to store and process larger amounts
of data. With the increase of available structured and un-
structured information, the amount of data formats has also
been steadily increasing. The downside of this increase is
that the retrieval of information on personal computers is
becoming noticeably difficult [21]. Individuals try to or-
ganize the data on their personal computers to reduce the
time and effort needed to find information. This approach
becomes less effective and unusable with the increase of
available information. Desktop search engines enable the
user easy access to needed local information and are defined
as localized search engines. They retrieve references to files
on the computer’s hard drives based on keywords, file types,
or other search criteria [22]. One of the main advantages
of desktop search engines is that they offer a high level of
privacy to the user, since the user data is not distributed to
third-party services, but consumed and stored locally by the
local search engine [21].

Personalised Web Search Engines
Providing personalized service to users of Web search

significantly satisfies their everyday information needs. As
mentioned above, a characteristic of traditional Web search
engines is that if different users submit the same query, the
system would produce the same list of results, regardless
of the user. Personalized search engines, on the other hand,
include user information in the search process and retrieve
different results for different users [23]. Personalization
can be applied to the dimension of the user’s knowledge,
user’s interests, or user’s context to produce a user profile
for personalized web search [24].

User Profiling
The growth in the volume of available information causes

information overloading, defined as the difficulty in under-
standing an issue and effectively making decisions when
provided with too much information about a certain issue.
This has led to an increase in demand for personalized ap-
proaches for web search engines and information navigation.
These systems need to gather personal information about the
user, filter out unnecessary information, and recognize sup-
plementary information of possible interest for the user, to
create user profiles that can be used for personalization [25].
Common contents of user profiles are: user interests; user
knowledge, background and skills; user goals; user behavior;
user interaction preferences; and the user context [26]. This
information can be divided into structure and unstructured.
Structured user information are name, date of birth, gender,
etc. and unstructured user information are topic keywords,
machine learning models, semantic networks, etc [27]. For
large organisations this structural information also includes
department, section, skills, work title and position, and more.

Information about a user can be collected explicitly, by
providing possibilities for the user to share his information

and interests. This is also often called explicit user feed-
back, which relies on personal information input by the users.
Structured information as demographic information ( birth-
day, marriage status, occupation, or other personal informa-
tion) represents the type of information collected by explicit
user feedback. The drawback of explicit user information
collection on the web is that it costs the user time, requires the
user to engage and participate in the information collection
which can result in inconsistent or incorrect information [25].
Explicit user information collection within organizations has
a higher level of validity, making it more usable for person-
alization. The second method to collect user information is
implicit, by gathering and aggregating open user informa-
tion like navigation, click behavior, submitted queries, and
clicked documents [24]. Many live systems on the Web, such
as Google, Yahoo, Bing, Facebook, maintain and process the
history of users’ interactions [28]. The main disadvantage
of this method is that it raises privacy concerns for the user,
which motivates the user to avoid explicit information col-
lection. In practice, implicit information is more likely to be
used because it does not require explicit user engagement to
collect information [25]. The collected information aims to
define users’ short-term and long-term interests to improve
the search experience. Short-term interests are temporary
interests that are usually satisfied in a relatively shorter pe-
riod, they are used to personalize search within a current
search session. While long-term interests are persistent user
interests observed over a longer time frame and can be used
to enhance future searches [29, 30].

Personalized Web Search Engines and Privacy
Preserving privacy in a personalized system depends on

ensuring that the user feels in control of their information
and guaranteeing the integrity of that information [24].

Depending on the security configuration of the device
using the search engine, it is possible to extract personal
information about the user from a single user query request,
without the user knowing or allowing it. The following is
a list of some of the most revealing details that the hosts
can find out about the computers visiting them: IP address,
approximate location, date and time of the visit, browser type,
operating system, user language, processor type, display
resolution, browser active plugins, and more [13].

Popular search engines also log user queries, these query
logs contain the search and navigation history of individ-
ual users. They are combined them with the previously
mentioned information from user requests to form user pro-
files [6]. User data gathered by large organizations (e.g.
Google, Microsoft, etc.) are kept in centralized servers,
which are easy to set up and maintain. Nevertheless, these
servers are a potential target for hacking and identity theft.
There are additional risks, user data can get destroyed or it
can be sold to other organizations whenever the organization
gets bankrupt [31]. Besides implicitly collecting user per-
sonal information, without the user exactly knowing what is
collected while they use web search engines, structured user
information (date of birth, legal name, gender, etc.) is also
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collected [13]. This has left the average user of web search
engines not in control of their information and has compro-
mised the integrity of user data stored for personalization.

User information can also be collected at the client’s side,
specifically on the device/s of the user. An advantage of
such a system is that it offers the user a higher degree of
privacy preservation and control of information.

Discussion
As previously mentioned, there are many types of search

engines, but the system structure of search engines has not
changed greatly over the years, and the amount of user infor-
mation collected by popular search engines has been increas-
ing steadily. Surveys, like the Eurobarometer survey, show
that users are reluctant to share their data with search engine
providers, but because these providers are the most helpful
tools for navigation across the internet, they are forced to
use them [11]. Current research shows that by exploiting
anonymized information about search engine users, it is pos-
sible to retrieve user identifiers like age, gender, and zip
code [32]. Looking at modern search engines like google
and Bing, we can see that the transparency in what is done
with user data is non-existent, based on the fact that the last
paper published on the inner workings of such a system is
more than 20 years old [33]. Large organisations within the
European Union have also complained that search engines
such as Google and Bing and their respective algorithms are
too vague, which has led the European Union to introduce
a set of guidelines that require technology giants such as
Microsoft and Google to be more transparent about their
inner workings [34]. The identified privacy concerns in
common web search engines have produced a need to create
new concepts and methods for search engines, and even new
types of privacy-aware search engines.

TOWARDS A CLIENT BASED SEARCH
The open search structure proposed at the 2nd Interna-

tional Symposium on Open Search integrated concepts of
information retrieval in large organizations and information
sharing between external and internal organizational users.
The proposed system lacked the ability to provide person-
alized information to users, which means that external and
internal users would receive the identical result when send-
ing a request to the internal organization search engine. We
propose an extension of the open search concept for large
and interconnected organizations [35]. This extension needs
to provide transparently to the user a way to retrieve personal-
ized information without exposing users’ private information
(IP, location, browser type, device type, etc.) while enabling
the creation and maintenance of user profiles. Based on
the research from previous chapters, we have determined
that users have a certain level of distrust of modern web
search engines. The distrust is based on the fact that the
structure, algorithms, and user information usage of modern
web search engines are not disclosed transparently to the
user. The proposed extension of the open search system aims

to tackle privacy issues and empower the user to select the
information shared with search engines by storing sensitive
information on the client machine ( user’s computer, laptop,
etc.) and not on the infrastructure of the search engine.

System Proposal Overview
Compared to traditional web search engines, with a client-

based search engine, the role of the user changes. The eval-
uation methods that are used to determine user interests can
be adapted to fit a more client-centric or user-centric system.
Where the user can agree or disagree on the information us-
age, information source, and the purpose of the information.
This new paradigm would require more research in the area
of the user-centric client-based searching process.

Figure 2 describes the conceptual architecture of such a
user privacy-oriented system. The local user profiling ele-
ment of such a system has the task to convert user queries to
personalized queries and maintain a local version of a user
profile which is updated each time a user executes a query.
Personalized queries are based on previous user search infor-
mation, user explicit information, and more which is stored
in local user storage. This enables the user to keep track and
secure personal and/or sensitive information without shar-
ing it with the search engines while maintaining the ability
to send personalized search queries. Similar to traditional
search engines, this component should adapt, learn from
the user’s interaction and user search queries by improving
the user profile. It should also enable the user secure stor-
age, preview, and deletion of stored information, preference,
personal data, and other user data.

The search engine proxy has the goal to remove identifi-
able information from user requests while keeping a level
of personalization that would enable the user to retrieve
necessary information. This anonymous user query is then
forwarded to the search engine. An important aspect of the
search engine proxy is that it does not store queries or user
information.

Creation and Maintenance of User Profiles
Unlike traditional web search engine user profiles, which

are stored on a central server on the web or within an organi-
zation, our proposal is to store user profile information within
the user client, being that within the browser database or with
the use of a plugin to store it on the file system. User informa-
tion can be generated from many sources: devices (mobile
phones, personal computers, wearables); social media, mes-
saging platforms, governmental systems, and much more. It
is necessary to keep track of all these information sources
and aggregate them into one coherent user profile, while se-
curely sharing it among multiple user devices and services.
To store user profiles on local devices and to securely share
them across multiple devices it is necessary to find efficient
representations without taking up too much space on the
device, but still preserving important user details. These
user profile representations need to store approximations of
users’ long-term and short-term interests, which is why we
propose that the local user profile are represented twofold.
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Figure 2: Updated Conceptual Integration Diagram of the Open Search System for Large and Highly Connected Organizations

The first representation is the representation of structural
data ( e.g. age, profession, location, etc.), while the second
user profile representation contains extracted information
from user queries with a time component ( keywords and
topics) [24, 30]. Structural data about the user would be
obtained by providing an interface for the user to manage
her/his information. As mentioned in previous research, this
might increase the risk of obtaining false information about
the user, since it requires a high level of user engagement.
While the implicit user profile data would be collected from
user queries by extracting keywords and processing them
to determine the topical interests of the user. To create a
representative user profile while keeping the information
collected about the user to a minimum it is necessary to find
a method of continuous processing of user queries while
taking into consideration past information.

Query Personalisation
Based on the previously mentioned representation of user

information, the query personalization component is used
to enhance a user query into a personalized user query. For
example, when a user submits a query "virus", the personal-
ization would enhance the query with information from local
user profiles. In the case that the user is interested in com-
puter science, the query might be transformed to "computer
virus". In the case that the implicit user profile contains ex-
tracted information that indicates that the user is interested
in a medical topic, the query can be enhanced to "medical
virus" or specifically "brain virus". It is easy to see that it
is necessary to find a method to rank different user informa-
tion based on context, time constraints, and changes in user
interest before personalizing the query.

Data Protection and Search
As previously mentioned, since users use different devices

for everyday activities it is necessary to find a way to securely
share user profiles with these devices. Our proposal is the
user profiles are securely shared between multiple devices
using a local blockchain, where each user would create a
local blockchain network, which would be updated as soon
as one device updates a user profile [31]. Even with this
mechanism of storing the user profile securely, it is possible
to extract user information from personalized queries. To
increase the level of privacy of user data, we propose the
integration of a search engine proxy that would act as a
middle man for queries. The main benefit of this would be
that search engines would not be able to trace user queries,
since different personalized user queries would come from
the proxy service.

SUMMARY AND FUTURE WORK
Many challenges need to be addressed to make the client-

based open search in large organizations a more complete
and useful tool for information discovery and information
retrieval. The technical challenges vary from efficiently
storing, generating, maintaining, and sharing user profiles,
using those profiles for secure and effective personalization
and information retrieval. Other than technical challenges,
issues with user privacy and user rights need to be analyzed
in-depth to find new ways to educate the user about the data
that is being collected and processed.

CONCLUSION
The level of user information stored by search services

like Google and Microsoft has been increasing significantly
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over the years, which has lead to users expressing dissatisfac-
tion with the way these services use their data. In this paper,
we have addressed the problem of extending web search en-
gines in large organizations with user personalization, while
maintaining a high degree of data integrity and respecting
user privacy. The proposed concept system uses the idea
of securely storing user data on user devices, intending to
give control of the way the data is used by the user, while
enabling personalized information retrieval.
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TOWARDS OPEN DOMAIN LITERATURE BASED DISCOVERY
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Abstract
Literature based discovery (LBD) is concerned with the

extraction of implicit knowledge from large corpora of sci-
entific publications inferring previously unseen links be-
tween terms and concepts, which can potentially lead to new
hypotheses and findings. Most LBD systems are used in
biomedical and related domains, where the existence of well
elaborated domain taxonomies and ontologies support the
automatic extraction of relevant information from texts. Due
to a lack of such resources and different nature of publica-
tions LBD has been rarely used in other scientific areas. This
work explores and evaluates text and graph methods for open
domain concept and relation discovery in scientific literature.
First results indicate that several different approaches have
to be combined to detect a sufficient amount of concepts and
meaningful relationships in an open domain corpus. The
work can contribute to broaden the scope of LBD systems
and potentially lead to new applications.

INTRODUCTION
Search applications let users express their information

needs as specific search queries that are matched against
a search index for documents or translated into database
queries. In contrast, discovery systems focus on exploration
of information items in a less targeted manner. Here the
goal is to exploit rich datasets to discover something new,
unexpected, and possibly inspiring. This paradigm has been
applied in literature-based discovery (LBD) systems [1] that
aim at fostering new scientific developments and hypothe-
ses in an automated manner. The ratio behind this is that
large publication databases contain a lot of implicit knowl-
edge that is not manifested in one publication alone but
becomes salient when insights from several publications are
combined. In this sense, Swanson established the "ABC-
Model" for LBD to automatically generate and evaluate new
hypotheses [2]. In a first step relations between concepts (or
meaningful terms) are extracted from scientific text corpora,
e.g. based on co-occurrence in documents, which eventu-
ally results in a concept network. In the discovery part, one
aims at predicting previously unseen relationships in such
networks from transitive relations. A prominent example
from Swansons seminal work [3] is: The relation that fish
oil (A) lowers the blood viscosity (B) was found in one set of
publications. Another set of publications reports that a high
blood viscosity (B) causes Raynaud’s disease (C). With that
explicit knowledge a new hypothesis can be stated that there
is an implicit relations between A and C. This hypothesis
was later proven correct [3].

∗ o.bensch@student.maastrichtuniversity.nl
† tobias.hecking@dlr.de

Based on the ABC model two search approaches can be
used to generate new hypotheses from literature corpora
(illustrated in 1. In open discovery, the search term "A" is
given. This concept is used to identify "B" concepts that are
related to "A", as well as "C" concepts that are related to the
"B" but not "A". In closed discovery two concepts "A" and
"C" are given and the aim is to find bridging concepts "B"
that connect "A" and "C".

Figure 1: LBD approaches from [4]

The typical workflow comprises of (1) identification of
important concepts in documents, (2) relation extraction
and creation of a concept network, and (3) ranking of un-
connected concept pairs. While the first literature-based
discoveries mainly came from manual inspection of doc-
uments, with the advancing methods in natural language
processing and graph mining the process becomes increas-
ingly automatised [4].

However, the vast majority of LBD systems focus on the
biomedical domain, which might be attributed to highly
specific and descriptive content in research papers in this
domain, as well as the existence of well elaborated tax-
onomies such as the Unified Medical Language System
(UMLS), which alleviates the extraction of meaningful in-
formation [5].

As a step towards broader adaptation in scientific discov-
ery and monitoring systems, the main goal of our research is
to explore techniques for LBD in open domain text corpora.
This paper reports on our first results as well as technical
issues along examples from a literature corpus of 25.161 En-
glish abstracts retrieved from the publication server elib [6]
of the German Aerospace Center (DLR). We, furthermore,
reflect on possible future directions for open scientific dis-
covery systems including semantic augmentation and the
usage of existing scientific knowledge graphs.
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Figure 2: Abstracts per year.

RELATED WORK

Although literature-based discovery has a long research
history originating in the 80’s [1], it is still mainly focused
on variations of the classical ABC model with applications
in biomedicine and chemistry.

In these contexts, LBD systems often use the Unified
Medical Language System (UMLS) [7] to identify important
concepts mentioned in medical and biological literature. It
contains more than 2 million terms, 900,000 concepts, and
over 12 million relations. These are used in conjunction
with natural language processing methods, like named entity
recognition for information extraction from text corpora [8].
One state of the art example for an existing LBD system in the
medical domain is LION LBD [9] focusing on the molecular
biology of cancer. It uses the PubTator [10] to annotate
important medical concepts in publications. Based on co-
occurrences of concepts LION LBD uses machine learning
to infer promising new relationships for open as well as
closed discovery. Due to the lack of comparable ontologies
in other domains, semantic augmentation for LBD is rarely
used in other domains than biology, chemistry, medicine,
and biomedicine [5].

However, most recently it has been shown that automatic
discovery of implicit knowledge in publication databases is
also possible in other domains. For example, in the field of
material science Tshitoyan et al. [26] could predict scientific
discoveries years before corresponding experiments were
actually conducted by applying machine learning techniques
on word embeddings created from older literature.

METHODS AND EXAMPLES
We created a test data set of 25.161 English abstracts re-

trieved from the publication server of the German Aerospace
Center (DLR) elib [6], to evaluate open domain LBD ap-
proaches. The abstracts in this dataset were composed on
average of 188,74 words in 8,3 sentences. The distribution
of abstracts per year of this dataset can be seen in figure ??.
It can be seen that the amount of papers published per year
increases from year to year. Abstracts until the end of may
2021 were included in this dataset.

In the following different approaches for the three main
steps of the LBD process (concept detection, relationship
identification, and concept pair ranking) are described point-
ing out their strength and weaknesses for the task at hand.

Concept detection
There are several ways to detect terms in sentences that

refer to concepts of interest. Several approaches that solely
work on the syntactic level can only detect single words,
which will miss out multi-word expressions such as ’ma-
chine learning’, while other techniques involving grammati-
cal analysis can also detect coherent terms as one concept.
Another important aspect of concept detection is match-
ing expressions to ontologies as external knowledge bases,
which are, however, often not available or not sufficiently
elaborated.

Named Entity Recognition One example of a tech-
nique that can detect multi-word expressions as one con-
cept, as well as a corresponding ontology is named entity
recognition (NER).

The most common open domain model for NER is the
Stanford NER [18] which was trained on the OntoNotes 5.0

https://doi.org/10.5281/zenodo.6144571
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dataset. This NER model was built to detect 18 different
types of entities such as persons, organizations, products,
dates, or monetary terms. Consequently, this model works
well for information extraction in economic domains. How-
ever, our experiments have shown that the Standford NER
could not be used to extract meaning full concepts from
scientific literature since this model was not trained to detect
terms such as technical components, methods, etc., which
are important for LBD. Overall this model detected 2-3 terms
per abstract, which was not sufficient to extract meaning full
concept relations.

An example of this approach can be seen in figure 3.

Figure 3: Stanza example.

Wikification Another recent approach to detect open
domain terms is wikification [15]. Wikification makes use of
Wikipedia as external knowledge base to identify meaning-
ful concepts in texts by matching terms to titles of Wikipedia
articles (see [15] for an example). Apart from a good pre-
cision also for multi-word expression, another advantage is
that one can make use of additional information associated
with an article especially the category of the page for con-
cept classification or redirects to other articles for synonym
resolution. To evaluate the wikification approach a list of
all occurring words in the test dataset was created. In the
next step, we used the following SPARQL query to query
DBPedia (an ontology based on Wikipedia) to detect English
terms with matching articles.

SELECT DISTINCT * WHERE {
?url rdfs:label "’ + searchText + ’"@en .

}

The "searchText" variable was replaced by a single word for
each query. In this example, the query was only performed
for single terms. However, it can easily be modified to also
match multi-word expressions by checking expressions with
variable length.

This approach performs better for abstracts of older publi-
cation, as Wikipedia entries are created over time. Very
novel concepts, for which no wiki article exists will be
missed which is definitely a disadvantage for LBD. On aver-
age 6.3 concepts could be identified in the abstracts in our
dataset, and most of them appear to be useful for scientific
information extraction.

An example of this approach can be seen in Figure 4.

TF-IDF Another approach is to detect terms with TF-
IDF. In contrast to the previous approaches, TF-IDF solely

Figure 4: Wikification example.

relies on term occurrence statistics and no ontologies or
grammatical analysis are needed. On the downside, this
approach can only detect single terms as a concept resulting.
Furthermore, one has to specify a threshold for TF-IDF
scores of words to be included as a concept. Depending
on this threshold common words like “within” can also be
classified as a concept. This can be circumvented by using
proper stopword lists to remove such common language
words.

With well adjusted threshold (in our example case 0.7)
and in combination with stopword filtering and lemmatiza-
tion for pre-processing and possibly further post processing
steps, this approach can detect single-word concepts quite
reliably (see Figure 5). While TF-IDF detects more concepts
than wikification, there are also terms that are not useful
e.g. ’single’ or ’exploited’. This indicates that TF-IDF may
have a higher recall in concept detection but lower precision
compared to wikification.

Figure 5: TF-IDF example.

Relation identification
Once important concepts are identified, the next step is

to discover their connections. This is often done based on
co-occurrences. The most simple approach would be to con-
nect all concepts from the same abstract pairwise. However,
co-occurrence can also be defined on sentence or paragraph
level. Although co-occurence based concept linking discards
semantic information, i.e. the nature of their relationship,
it is known that co-occurrence models often inherently cap-
tures the semantic structure of a text to a sufficient extent [19].
The significance of a relation between two concepts can be
determined from the number of such co-occurrences, which
can be used to filter sporadically and noisy relations.

Based on the selected technique for concept detection, this
method has to tackle several issues. For methods that only

https://doi.org/10.5281/zenodo.6144571
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detect single words, like TF-IDF, a co-occurrence-based con-
cept relation detection might also detect coherent concepts
instead of relations between independent concepts.

Our experiments have shown that relation detection on
sentence-based co-occurrence with concepts extracted with
TF-IDF and a threshold of 0.7 can not only be used to detect
concept relations but also coherent concepts. In this case, the
highest concept relation rank was achieved by the two tokens
"open" and "source" as these often co-occur in sentences. As
a result, a concept relation with a high co-occurrence rank
and a low word distance between those concepts could indi-
cate a coherent concept. Based on a threshold this approach
could be used to detect coherent concepts with methods that
would normally only detect single word concepts. Depend-
ing on the selected threshold words like "within" might be
considered as a concept by TF-IDF. Stopword lists could be
used as a filter for those words.

In our experiment we used a threshold of 0.1 for TF-IDF.
The top 50 co-occurring words can be seen in figure 6.

Figure 6: TF-IDF top 50 co-occurring concepts and rela-
tions.

By increasing the amount of concept relations detected
by this method more and more sub-graphs were combined
to larger graphs. However, less important concept relations
were included this way.

In a zoomed version of this figure example relations be-
tween the extracted concepts can be seen. This zoomed
version can be seen in figure 7.

Figure 7: TF-IDF top 50 co-occurring concepts and relations,
zoomed.

Concept pair ranking
The result from concept and relation identification can be

represented as a network. For discovering new previously

not observed relationships that can potentially lead to new
hypotheses and ideas, one can borrow from link prediction
methods established in social network analysis [20]. The
most simple approach is to rank unconnected node pairs
based on the number of their common neighbours, which
corresponds to the classical ABC model of LBD [1] de-
scribed in the beginning of this paper. The idea is that for
two concepts that share a large number of common neigh-
bours but are not connected by an edge themselves, there
could exist an implicit connection. A drawback, however, is
that two concepts that are well connected in the network have
a higher chance to share neigbours than concepts sparsely
connected to the rest of the network. To account for this,
one can use the Jaccard similarity of the neighbourhoods of
two concepts instead of the total number of shared neigh-
bours. While the aforementioned methods only take two-step
connections into account, the Katz coupling measure [20]
counts all paths between two concept nodes and includes a
weighting parameter that downweights longer paths. Thus,
this measure can be considered as a generalisation of the
common neighbours method. However, it suffers from the
same problem that it can be a biased towards well connected
nodes.

To illustrate the differences between different link predic-
tion methods for concept pair ranking, we build a graph of
concepts identified by the TF-IDF method with more than
10 co-occurrences on the sentence level. The result is a net-
work of 6109 nodes with 275513 edges. Excerpts of the top
ranked concept pairs are given in table 1

It can be seen that the Katz measure and the common
neighbours measure share most of the new detected relations,
as well as the weights between these. The term ’sar’ (search
and rescue) is dominant. As mentioned above, one reason
can be that terms that have many more connections than the
average (also called hubs), which is a well-known property
of many networks [21], are connected to many others via
short paths. In contrast, the relations discovered with the
Jaccard measure differs completely from the other two and
appears to be less biased toward such hub concepts.

CONCLUSION
We have explored different approaches for extracting

meaningful concepts and their relationships from publication
abstract for open-domain literature based discovery. Initial
findings suggest that several approaches should be combined
along with pre- and post-processing to improve the detection
rate. Apart from that, open domain LBD remains challeng-
ing since every discipline differs in the nature of findings
and how to communicate them. Consequently, there will be
no one-fits-all solution so that open domain LBD systems
should rather provide a set of configurable tools from which
specific applications can be built.

We believe that the potential of using computational tools
to link existing pieces of information to support scientific
discovery has not yet fully been exploited, especially in the
light of emerging open web indices and scientific knowledge
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Table 1: Top concept pairs extracted by different link prediction methods

Common Neighbours Katz Jaccard
sar – aircraft sar – aircraft files – streams

images – design images – design exchangers – pumps
sar – temperature sar – temperature housekeeping – streams

presented – presents sar – preasure linearity – uniformity

graphs, e.g. Open Academic Graph (OAG) [22]. Advances
in this direction can be a key element to make better use of the
rapidly growing amount of scientific information available
not only in traditional publications but also on the web.

FUTURE WORK
On the technical level, further approaches for entity extrac-

tion could be evaluated. Similar to the wikification approach,
a dictionary model like wordnet [23] or, when available, cu-
rated domain taxonomy could be used. This would also
alleviate the problem of synonyms and multi-word expres-
sions.

Further processing steps like dependency parsing or ma-
chine learning models could be used to detect coherent con-
cepts and relations between them. These could also be com-
bined with pattern-based approaches similar to Hearst pat-
terns for discovery of hyponyms [?], for example, based on
keywords like "influences" that indicate specific connections.

To combine the mentioned approaches, we plan to use
weak supervision frameworks such as Snorkel AI [24].
These, take the results of various heuristics expressed as
(imperfect) data labelling functions and combines them in
a probabilistic framework to create consistently labelled
training data for building machine learning models for infor-
mation extraction.

Apart from technical advancements of components in
LBD pipelines, in the future one can also go beyond publi-
cation data for knowledge discovery. Since scientific output
is increasingly available on the web and manifested also in
form of software publications in public repositories or open
datasets, one can also include these diverse sources into the
discovery process (c.f. [25]).
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MODULES FOR OPEN SEARCH IN MATHEMATICS TEACHING 

Melanie Platz, Lea Marie Müller, Saarland University, 66123 Saarbrücken, Germany 

Engelbert Niehaus, Svenja Müller, University of Koblenz-Landau, 76829 Landau, Germany 

Abstract 

To create awareness of the interpretation of search 

results from some frequently used search engines, learning 

modules on Open Search are developed and possibilities 

for a sustainable integration into education are examined. 

In this paper, a learning module addressing the black box 

behaviour of some search engines is addressed and links to 

the German curriculum of mathematics in primary and 

secondary education are elaborated to enable an 

implementation into regular teaching. The modules are 

based on fundamental ideas that can be addressed from 

kindergarten to upper secondary schools within a spiral 

curriculum. 

HOW TO REACH PEOPLE? 

Even children can have a great influence on problem 

awareness and decision making in society. Especially the 

movement “Friday for Future” shows this high impact. 

Lessons learnt in school could have an influence on 

problem awareness in the family and triggered activities 

that arise from discussions between kids to their parents 

similar to environmental risk literacy (e. g. waste sorting 

and use of plastic, see BMU, 2018, [1]).  The Federal 

Ministry for the Environment, Nature Conservation and 

Nuclear Safety (BMU) in Germany is convinced that 

children can argue across from their parents and impart 

action strategies (BMU, 2018, [1], p. 3). This indicates that 

sustainability education can be very important if the goal is 

to change the thinking and decision making of generations. 

Consequently, this strategy could be transferred to other 

topics like digital media and search literacy. 

The JIM study (Feierabend, Rathgeb & Reutter, 2018, 

[2], p. 35) showed that children and young people use 

search engines like Google. The search engine Google 

ranks 6th out of 13 in the survey of children’s and young 

people’s favourite internet offers. Search engines like 

Google are used by 85% daily or several times a week. The 

trend is slightly upwards with a 2% increase from the 

previous year’s survey (Feierabend et al., 2018, [2], p. 52). 

Another German study by the “Deutsches Jugendinsitut” 

(Feil, Gieger & Grobbing, 2013, [3]) showed similar 

results with more than 1200 children and adolescents 

between 6 and 12 years of age. Children and adolescents 

primarily used the search engine Google to search the 

internet, which is also used by their parents to search for 

information (Feil et al., 2013, [3], p. 7). Only one-third of 

parents know alternative search engines for children. 

Furthermore, the study showed that searching with search 

engines was accompanied by problems: especially 

searching with keywords and dealing with the search 

results posed challenges for the children. The children 

usually only use the first results when displaying hits. In 

addition, they mostly did not go to the website displayed, 

but presumably took the information primarily from the hit 

display.  The study showed another interesting result 

regarding the periods of use of search engines: the children 

and young people used the search engines for search 

queries much more often during school time instead of 

during leisure time. This again clearly shows that this topic 

should be addressed in school. 

This creates another problem because the curricula are 

already filled with important content that must not be 

omitted and in primary school no new school subject is 

supposed to be created in Germany: the development and 

acquisition of the necessary competencies for living in a 

digital world “[...] go far beyond the necessary basic 

knowledge of informatics and concern all subjects. 

Therefore, they cannot be assigned to an isolated learning 

area.” (KMK, 2016, [4], p. 12, translated by the authors). 

Dealing with digitalisation in the school sector should 

focus on the “primacy of the pedagogical” (KMK, 2016, 

[4], p. 51) and the “primacy of subject didactics” (GDM, 

2017, [5], p. 41) and must be integrated into pedagogical 

and subject didactic concepts in which learning is at the 

forefront (KMK, 2016, [4]; Platz, 2019, [6]). 

To implement the topic of Open Search into the school 

curriculum, fundamental ideas have to be identified and 

linked directly to the existing curriculum. As the authors 

work in the field of mathematics education in Germany, 

this is exemplarily done in this field in this paper. 

The fundamental ideas should already be laid down in a 

child-friendly way in the initial lessons and be taken up 

again at the further stages of the learning process, i.e., in 

later grades, and be structurally enriched in the process. In 

doing so, the fundamental ideas are taken up again and 

again at different stages, on the one hand at a higher level 

and on the other hand in a structurally enriched form 

(Krauthausen, 2018, [7]). According to the spiral principle, 

these basic concepts and relationships (fundamental ideas) 

should be dealt with in mathematics lessons in several 

cycles, each at a different level, using means of 

representation, language and didactic models appropriate 

to the developmental stage of the pupils. The knowledge 

on a learning topic is developed step by step (in a spiral) 

(Käpnick & Benölken, 2014, [8], p. 54). 

In this project, the learning modules are developed using 

Design Science Research (DSR; e. g. Peffers et al., 2006, 

[9]; Prediger et al, 2012, [10]). DSR aims to develop and 

evaluate solutions to problems to codify knowledge about 

design sciences as design theories. DSR usually involves 

the creation of an artefact (in our case: learning modules 

on Open Search in mathematics teaching) and/or a design 

theory (in our case: design principles for learning modules 

linking computer science content to mathematics 

education) to extend and optimise the current state of 
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practice as well as existing research knowledge (Vaishnavi, 

2019, [11]). With this goal in mind, the Dortmund model 

for subject didactic development research on diagnosis-

guided teaching-learning processes for researching and 

further developing teaching (e.g. Prediger et al, 2012, [10]) 

is combined with the DSR Methodology Process for 

researching and further developing information systems 

research (e.g. Peffers et al., 2006, [9]) to be able to 

productively use synergy effects of both approaches for 

developing learning environments on the topic of open 

search in mathematics teaching. In the following one 

exemplary learning module in mathematics education is 

suggested. 

PRIMARY EDUCATION 

For search engines to be used purposefully, users need to 

understand how search engines work and are structured. 

This is also important for a critical examination of the field. 

In this learning module (called “Black Box”), the non-

transparency of some powerful and frequently used search 

engines is addressed. 

Transparent sorting 

In the context of search engines, sorting algorithms play 

an important role (Halavais, 2017, [12]). Starting already 

in kindergarten, the functionality of such sorting 

algorithms can be discovered and actively experienced by 

the children. Bubble Sort, which is because of its slowness 

rather of didactic importance (Fischer & Hofer, 2011 [13], 

p. 839), can already be investigated in kindergarten.

Sönnerås (2019) [14] (p. 49f) provided kindergarten

children (n=6) with the information, that they learn how a

search engine works and that they enter data to be

processed on the one “end” and receive sorted data at the

other “end”. Rods of different lengths are prepared and the

children are asked to pick one and to choose a position on

a line (drawn on the floor), where they want to stand first

(drawn rectangles can be used for marking the different

positions on the line, the number of rectangles corresponds

to the number of children). Then the functionality of the

flow chart is described: Starting on the left side, the two

children who are standing next to each other are supposed

to compare the length of their bars. The child with the

longer bar should step right, the child with the shorter bar

should step left. (Older children might need to help the

younger children to get the sorting right). When the child

on the right side is reached, the sorting starts again on the

left side. After several steps, the sorting is finished and the

children put the bars on the floor in front of them to see if

it worked. If the order is not correct, a concrete error search

can be done with the children. Sönnerås (2019) [14]

reports, that the children had doubts about whether the

correct sorting was just a coincidence and whether it would

work on the next run. They repeated the experiment and

started in other rectangles and with other rods, but the

result was the same. The children wondered if this would

also work with other things instead of the bars. They sorted

themselves by size, among other things, and saw that it also 

worked. This inductive testing convinced them, that the 

algorithm would always work. The basis of this activity is 

measuring, in more detail: direct comparison. This activity 

promotes competencies in the field of geometry and 

measuring and sizes (sorting geometric figures according 

to properties through comparing the lengths of the bars, e. 

g. KMK, 2004, [15] p. 10 & 11). The direct comparison

picks up on previous experiences of the children of

ordering and comparing and stimulates a conscious

examination of the concepts of relation (“… is as long as

...”; “… is longer as …”, etc.) through actions. Without

these basic experiences in each size range, children cannot

build an understanding of the equivalence and order

relation in that range (Franke & Ruwisch, 2010, [16], p.

185f). Related to sorting algorithms, the direct comparison

is connected with sorting and ordering from the smallest to

the largest. In this process, the transitivity of the order

relation becomes clear: if bar A is longer than bar B and bar

B is longer than bar C, then bar A is longer than bar C. Even

though transitivity related to lengths of bars is mastered by

almost all children at the beginning of the first school year

in primary school, difficulties can arise with weak children

in early teaching, and that this requires special attention.

The transitivity underlying the order relation, which

manifests itself on the children’s level of activity in the fact

that they not only compare pairs but can also carry out a

ranking (seriation) of several objects, represents an

essential aspect of the size concept and measurement

concept. However, there is no simple correspondence

between action, concept and verbal description for the

children (Franke & Ruwisch, 2010, [16]). Through such

sorting tasks, process-related competencies can be

promoted like communicating (especially working on tasks

together, making and keeping agreements) and arguing

(especially when checking the sorting process on

correctness and finding and correcting errors) (e. g. KMK,

2004, [15] p. 8). Besides Bubble Sort, Insertion Sort and

Sorting Networks can be investigated (Quiring-Tegeder,

2016, [17]).

Following this “computer science unplugged” learning 

environments, “searching as a game” (Menzel, 1978, [18] 

p. 151ff) can be implemented in primary school using the

Scratch programming environment. Schwätzer (2018) [19]

describes the approach of constructive programming from

the point of view of mathematics didactics and presents

some tried and tested examples of lessons in primary

school using the Scratch programming environment,

including arithmetic and geometry. The subject matter is

addressed on three levels:

• (1) exploring with paper and pencil,

• (2) creating a programme flowchart

• (3) independently dealing with code structures.

• In addition, Schwätzer (2018) [19] emphasises the

important step of returning to the mathematical content

(e. g. by working on mathematical questions about the

programme or questioning the sense of using the

created programme).
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In the learning environment “guessing numbers” 

Schwätzer (2018, [19], p. 50ff) two problem variations can 

be investigated and programmed with Scratch: 

• (1) the computer “thinks up” a number and gives hints

and the child in front of the computer guesses;

• (2) the child in front of the computer thinks up a

number, remembers this number and gives feedback to

the computer, if the guessed number is too big or too

small or if it is the right number. The computer uses

the “trick” of always reducing the search spaces by

“guessing” exactly the middle number of the search

space by forming the new search space from the old

one by cutting off the part that is no longer relevant

(obtained from the information “too big” or “too

small”, i.e. whether it is above or below the middle

number) (see also https://pikas-

mi.dzlm.de/pikasmifiles/uploads/images/Spielanleitu

ng_Mister%20X.pdf ).

With this game among others understanding of number 

relations and the sorting of numbers by size (KMK, 2004, 

[15], p. 9) can be promoted as well as systematic sampling 

as a problem-solving method (KMK, 2004, [15], p. 7). 

Intransparent sorting 

In the described learning environments, the supposed 

sorting order was given (lengths of bars with the relation 

“… is longer as …”, cardinal numbers with the relation “… 

is bigger as …”) and each involved learner agreed to these 

orders naturally (because of the order relations on this sets). 

Especially in the initially described computer science 

unplugged learning environments, the children might start 

to ask themselves, which other properties instead of length 

can be used to sort (e. g. weight, etc.) which could also lead 

to discussions when the decision for the “right” order is not 

clear (already in kindergarten: Sönnerås, 2019, [14], p. 50). 

In the next step, objects or even the children themselves 

could be sorted by the teacher or another child in a certain 

(maybe even random) order and the children make 

assumptions about the sorting criteria and find arguments 

(KMK, 2004, [15], p. 8) for their assumption. As a basis 

for such sorting profiles can be used. Such profiles could 

be generated for the whole school class or several school 

classes and in this way, the pupils collect and afterwards 

structure and present data in tables, charts and diagrams 

(competence data, frequency and probability, KMK, 2004, 

[15], p. 11). If e. g. the question “Which drinking chocolate 

do you like most?” is asked (e.g. to collect information for 

the school kiosk) and a ranking of drinking chocolates 

starting with the most popular (e.g. drinking chocolate A) 

is done which could represent the search results for the 

investigated group of children (that could be given to the 

school kiosk to provide the children with the drinking 

chocolate that is statistically liked by most of the children 

in the investigated group). Then the question could be 

asked: “What would happen if the school kiosk would have 

a contract with a drinking chocolate provider, whose 

drinking chocolate (drinking chocolate B) is not liked by 

most of the children?” as the starting point for a discussion 

about issues (e. g. economic interests) that could influence 

a ranking. Furthermore, some children (especially those 

whose favourite drinking chocolate is not the one liked by 

most of the children) could perceive the procedure as 

unfair. In the next task, the option-selection is not binary 

(like – not like), but fuzzy: The children are supposed to 

place themselves on a line on the floor where the starting 

point is “I do absolutely not like” and the endpoint is “I like 

very much”. With a certain question like “Do you like 

drinking chocolate C”? Then the children are asked to 

place themselves on the line. Then a first ranked search 

result can be assigned based on their position on the line, 

e. g. as visualized in figure 1:

Figure 1:  Example for an assignment of the first search result 

This way the assignment of search results based on user 

profiling can be made experienceable by the children. The 

children can discuss now, how the assignment was done, 

what other options there could have been and that the 

search results individually differ if a search engine uses 

such procedures. 

SECONDARY EDUCATION 

Adapting the example to secondary education in schools 

probability theory and stochastics is a relevant topic in the 

curriculum. For search engines the ranking is a key element 

to present the results of the search in a specific order. 

Learners need to understand how the ranking of search 

results have an impact on the visibility of results to society 

and therefore which educational content has an impact on 

societal changes, risk literacy and awareness. The link 
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between ranking in search engines and probability theory 

applied to the visibility of search results is a key to 

understand the basic principles of search engines. This is 

also important for a learning module, that addresses 

ranking in a non-transparent way and how the weights on 

the search results are assigned, which induces up-ranking 

and down-ranking of specific results and in turn the 

visibility of those results in society. 

 

Manual ranking 

In the context of search engines, we start with a specific 

content (e.g., plastic waste and plastic bottles used for soft 

drinks) with four different internet resources: 

• One states that plastic bottles have less weight, need 

less energy for production and during the transport 

process than glass bottles and therefore plastic bottles 

are more environmentally friendly than glass bottles 

(Stefanini, Borghesi, Ronzano & Vignali, 2021, [20]).  

• The next resource is referring to the recycling of the 

plastic waste in concrete and (Hassani, 2005, [21]) 

focuses on recycling in comparison to avoiding plastic 

waste.  

• The third source focuses on plastic mitigation and 

therefore suggests eliminating plastic bottles (Jia, 

Evans & Linden, 2019, [22]) and switching to 

alternatives, such as glass bottles.  

• The fourth statement addresses microplastics in food 

chains (Zarfl, 2011, [22]) and how microplastics may 

have an impact on food safety (World Health 

Organization (WHO), 2019, [23]). 

 

Curriculum Integration 

Integration into the curriculum beyond mathematics 

education is possible by addressing the same issue in social 

subjects in schools, by transferring the issue of plastic 

waste to elections, and by making the specific arguments 

of political parties visible to the public. A sound problem 

solving takes multiple views, scientific results from 

different disciplines, minorities of society and 

humanitarian side effects into account when decision 

making is performed. If search results are ranked according 

to personal preferences of search engines that reflect 

personal preferences in the ranking violates that principles 

of decision making based on multiple criteria and neutral 

point of view (NPOV). A neutral point of view is difficult 

to achieve even if the NPOV principle is explicitly 

addressed e.g. Wikipedia’s NPOV rules (Matei, 2011, 

[24]). The main topic may be regarded also as generic for 

education in school to train critical thinking and encourage 

the learner to perform evidence-based decision making and 

being risk literate about the consequence of living in a 

search bubble in which only the preferences of the own 

attitudes are communicated to the learner. So going back to 

the plastic waste example the task for upper secondary 

students is to search for peer-reviewed articles on the topic 

and create a manual ranking according to the results and 

define the criteria in which the articles are ranked. The 

students should assign weights to all the search results. 

Finally, they should discuss which criteria are reflecting 

personal interest in specific views of the topic and which 

criteria could be used to perform a more preference 

independent ranking of the search results.   

 

Ranking and visibility 

Now we accept that the assignment of weights to the search 

result is not transparent to the public. The learner should 

address the link between ranking and visibility in the 

context of stochastic and probability theory especially 

addressed in lower secondary grades as a topic of the 

curriculum (Schupp, 1982, [25]) starting with a random 

ranking of search results over three or more visible pages 

on a computer defined as static HTML pages. These static 

pages of search results that contain the real links of the 

internet sources can be ordered according to a specific 

content by the students. The results in a specific order are 

presented to other learners who are requested to create a 

summary of a specific topic. All results will have the same 

header but have different links of real search results 

mapped to the header. The intended result would be that 

learners who receive a particular designed order of search 

results will produce a different summary of the topic than 

another group of learners who receive a different order.  

The learners know that the results are real results of a 

search engine,  but the header has the same topic for all 

search results e.g. “microplastics, plastic bottle, food 

chain”. 

The learning objective is that ordering and ranking of 

results have an impact on the public opinion derived from 

the search results. Students should be able to explain what 

a bias in content delivery is and how it can be generated by 

an intransparent ranking of search results. The second step 

is to quantify that approach within the stochastic. The 

learners should identify a non-Laplace probability 

distribution on the search results. Assume we have n  

search results and the click statistics of learners on which 

of the search results from the list was clicked.  Because the 

learners are exposed to random orders of search results the 

click statistic of the learner show how ranking creates a 

preference to use first results at first. If they find suitable 

answers for their search query they may stop without 

looking at later ones presented e.g. at the very end of the 

results. Applied to the context of plastic waste the students 

will quantitatively analyse the search results they have 

looked at in more detail and calculate simple probability 

distributions. Discrete stochastic analysis of non-Laplace 

probability distributions is required for page rank. Going 

back to the curriculum consideration in mathematics 

education, it is possible to link the topic of search engines 

to probability theory and stochastic without introducing a 

new topic into the curriculum of lower and upper 

secondary schools. 
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CONCLUSION 

This paper addresses the possibility to assign a learning 

module about Open Search addressing the Black Box 

behaviour of some frequently used search engines which 

can be linked to the standard curriculum in primary schools 

and secondary schools in mathematics education in 

Germany. Stochastic and combinatoric content was 

identified as a link to the standard curriculum. In lower 

secondary schools non-Laplace distributions that refer to 

page ranks and access statistics are identified as existing 

content. Furthermore, the content addressed in the 

stochastic analysis offers different interdisciplinary links 

that are shown with the plastic waste example (e.g. organic 

chemistry in upper secondary schools, biology, ethics and 

philosophy with a neutral point of view example, ....) In the 

next step, the learning module will be optimized by teacher 

training students in a university course using DSR and it 

will be tested with children. The learning modules will be 

published as OER via Wikiversity. 
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CREATING A DATASET FOR KEYPHRASE EXTRACTION IN PHYSICS
PUBLICATIONS AND PATENTS

André Rattinger ∗, ISDS, Graz University of Technology, Graz, Austria
Christian Gütl, ISDS, Graz University of Technology, Graz, Austria

Abstract
Extracting keyphrases and entities can be an important

first step in many Natural Language Processing (NLP) and
Information Retrieval (IR) Tasks. There are many datasets
to train models for standard entities, but it is hard to find
data that can be used for more domain specific applications.
The types of keyphrases someone wants to extract vary enor-
mously between different fields, which makes otherwise
successful algorithms perform poorly on them. One of the
fields where this is the case is Physics, specifically to process
physics publications and patents. In comparison to news ar-
ticles or social media, the typical entities like Organization,
Location or Person are not helpful when extracting impor-
tant information from publications or patents. There are few
dataset annotations for specific domains, and even when they
exist they are not easily transferable. This work contributes
an annotated dataset for the facilitation of information re-
trieval and extraction in Physics. The dataset spans Physics
Patents as well as Publications. It covers both of these docu-
ment types to enable future work between them. This can
facilitate future work such as tracking inventions from the
first emergence in a publication to the adaption in a patent.

Keywords: Keyphrase Extraction, Named Entity Recog-
nition, Dataset, Semantic Search, Physics, Patents, Publica-
tions

INTRODUCTION
Extracting keyphrases and named entities is one of the

fundamental tasks of semantic search based on knowledge
graphs. Those tasks can be crucial for retrieving the most
relevant body of work, but it can also help in analysing the
developments in research over time, recommend citations or
search for a combination of keyphrases.

As more papers and patents get published every year, it
takes a lot of effort to keep up with the current state-of-the-
art in a lot of fields. Retrieval systems only address this
to an extent as it is hard to search for certain methods or
even combinations of entities, in particular for a specified
domain such as physics. Especially patents are hard to re-
trieve because of the fact that certain descriptions are very
close to legal language [1]. For some types of data and spe-
cific types of entities this task is practically solved, but the
extraction of keyphrases is a harder task than just identifying
entities. Extracting and classifying keyphrases and entities
also helps with the creation of knowledge graphs and the
population of existing ones. Considering the relationships

∗ ...@protonmail.com

between the different parts of a query helps to improve the
retrieval accuracy.

Most of the research on Keyphrase Extraction and Named
Entity Recognition (NER) takes place on a few datasets,
and application to more general data can be disappointing.
NER datasets are usually restricted to a few key entities
such as Person, Organization and Location. In addition,
there is Fine-Grained Named Entity Recognition [2] that
differentiates between types of those three entities and adds
a few more categories. The more general categories help
with the retrieval when it comes to every day topics, but fail
when it comes to something really domain specific. There
have been shared tasks sometimes to improve the state of
NER and keyphrase extraction, that try to improve the state
of the problem, but they usually limited in scope and what
they cover. Two applications of this that we are particular
interested in are building a knowledge graph for semantic
search and searching for entity combinations, which can
be build on top of the open search index or linked to other
search engines (Example: Materials in semiconductors that
can change over time as more research and development
takes place).

Even if a scientific publication is in the same domain as
the patent, the language can be very different, which makes
it difficult to apply existing algorithms to a patent corpus for
retrieval [1]. This work is probably closest to the shared task
of SemEval 2017 [3] that proposed a task with a dataset that
covered the keyphrases of process, material and task for the
fields of Computer Science, Material Science and Physics.
We use the types Process, Material and Task that are used
in this dataset but also add some more entities that fit the
domains of Physics in Patents and Publications well. With
this work we want to build a bridge between Publications
and Patents and we envision work that can use this to its
advantage. All of the annotated documents that are used to
create this dataset are freely available, either from the patent
offices or from arxiv. Those resources are linked together
with the dataset.

Our main contribution is a new annotated dataset. In
addition, we provide reasonable baselines and models for all
of the tasks to enable future comparisons and improvements
on those baselines. Those first results are provided by a
neural network based model we trained on the data, and
therefore provide a good starting point for future research
with room for improvements. The task is generally harder
than NER which is reflected in those baselines. Similar
observations have been made in the past for similar tasks.
Keyphrase extraction is generally a harder problem than
NER because they can vary significantly between domains,
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and the extracted keyphrases can be longer than typical NER
tags [3]. The paper is structured in the following way: The
next section describes the related work and the background
to the task including the most important datasets that have
been created in the field. Section Collecting the Corpus
describes how the patents and publication for the annotation
were selected. Section Annotation Process describes how the
dataset was created and annotations were collected. Section
Dataset Overview gives an overview over the dataset and
Baseline Results creates simple baselines for the dataset
future work can be compared against. The paper concludes
with Section Conclusion and describes potential future work
in Section .

BACKGROUND AND RELATED WORK
Notably, there have been a few common datasets that are

generally used as a test for new named entity recognition.
There are also a few domain specific datasets, but there is
very little in the domain of physics Some of them are either
not openly available, use only a limited to the three most
common entities.

Background
NER and keyphrase extractions are fairly well explored

field when it comes to news articles and content of every
day life (such as social media), but there are a lot of domain
specific keyphrases where almost no datasets exist. News
articles are a fairly broad as they can talk about a lot of
different domains, but the topics are more general than a
very specific scientific domain such as physics. In those
cases, the state-of-the-art approaches for those fields don’t
fall short, but they encounter tasks that they were not trained
for.

The second most common annotations after news articles
can be found in the domain of medicine. A lot of annotations
for different molecules, diseases or pharmaceuticals exist.
Other domains do have very little annotation in comparison.

An advantage of the news based annotations with the
entity types of Person, Location, Corporation is that other
extracted keyphrases from the text that don’t fall into those
categories can be linked to existing knowledge bases such
as dbpedia, a knowledge base based on wikipedia [4]. This
knowledge base contains fairly general knowledge, making
it a good target to link to from news articles. An ontology
extracted keyphrases and entities of this dataset could be
linked against is the ScienceWise Ontology [5]. Some other
promising Ontology projects exist in scientific domains, such
as Biology and even Math.

Related Work
One of the most popular tasks or dataset is the CoNLL-

2003 Shared Task [6]. This task has a huge body of resource
associated with it and the state-of-the-art has been beaten
many times. The main types in this dataset are Location, Or-
ganization and Person. This makes this task very interesting

for specific applications such as tagging news articles, but is
not helpful as a source for training in many other domains
such as our target domain of physics.

Another dataset that is frequently used as a testbed is the
english part of Ontonotes5 [7]. Beside other annotation,
Ontonotes provides more entity types such as Person, Orga-
nization, Location, Work Of Art, GPE and others. Along
with those eleven entity types, it also provides annotations
for different measurable types of quantities. As some of the
entity types in this task are less specific, the task is closer
to the one in this work, but still doesn’t include most of the
keyphrases that would be useful to build a physics based
knowledge graph.

The WNUT2017 shared task [8] is yet another task that
comes with a dataset of annotated entity classes. Entity
classes it provides are Person, Location, Corporation, Con-
sumer Good, Creative Work and Group. The goal of this
task was to solve emergent entities in the domains of social
media or news. Emergent entities are newly emerged enti-
ties previously not seen that might cause problems to NER
models. We envision the usage of the dataset in a similar
way, where it would enable models to be trained that can
identify newly emergent technologies in the physics domain.

The task that includes the dataset that is the closest to this
work is the SemEval 2017 task [3]. The SemEval task was
constructed out of three different tasks, where one dealt with
the extraction and classification of keyphrases and entities.

In addition to this, there are several dataset for different
scientific domains, such as the NCBI Disease Dataset [9],
the i2b2/UTHealth shared task [10] or astronomy [11].

COLLECTING THE CORPUS
The corpus for annotation was collected from arxiv1 and

freely available patents from the USPTO2. We extracted
32,832 documents in a pre-selection stage.

Patents
A seed of patents was selected from the computing related

patent class in physics (G06). We extended to the most
semantically similar patent classes. This selection was based
on previous analysis on which patent classes were connected
with each other [1]. A selection this way has the advantage
that we do not just use a single class, but a bigger subset of
the big field of physics. We sourced patents that were created
from 2010 to 2018 and created document embeddings for the
claims sections with the gensim toolkit [12]. The following
hyper-parameters were used in creating the embeddings:

• algorithm: skip-gram

• iterations: 50

• window size: 7
1 https://arxiv.org/help/bulk_data
2 https://developer.uspto.gov/data
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• dimensions: 300

• min count: 10

• sub-sampling threshold: 10-5

• negative sample: 5

We have chosen the claims section as it generally is one
of the best sections for information retrieval and the most
important section when it comes to prior art search [13].
We sourced patents that were not too similar to each other
because we wanted to avoid overlaps between patents that
are very similar to each other to have a broader selection of
tokens. The similarity was measured with euclidean distance
and we maximized the distance between the pre-selection
documents. Unlike this approach, it would also be reason-
able to select patents that are similar to each other as it could
highlight the evolution in certain topics.

Publications
Next we collected physics publications from arxiv be-

tween the years 2010 and 2018. Similar to the physics
patents, we also created document embeddings for the publi-
cations with the same parameters as we used for the patents.
For this selection, we identified pairs of patent and publica-
tion that were close to each other. The selection was made
this way to enable future work to draw parallels between the
two sources that use very different language.

A total of 1000 initial documents were sourced this way
for annotation, although not all of them were used in the end
as the annotators didn’t get to them. We included author and
organization descriptions whenever possible form different
sections of the documents, because they are rarer in full texts
of publications and patents compared to other sources.

ANNOTATION PROCESS
The dataset is designed for the tasks of mention level

keyphrase indentification and classification. We use the
following keyphrase types:

• ORGANIZATION (Any organizational form, can be
institution, agency, department)

• PROCESS (Methods used in creating the product, e.g.
execution of instructions; oxidization)

• MATERIAL (Physical materials or any tangible ele-
ments used. Example: hydrogen, water, catalyst)

• TASK (The problem or task at hand to solve: Named
Entity Recognition, Information Extraction)

• PART (Parts used in creating the final product or parts
of a whole. Example: touch sensor, graphical user
interface)

The annotation process was done in two steps: Pre-
annotation and manual annotation. We decided to split the
annotation in those two steps to conserve the time of our
volunteers, which led to us being able to collect more anno-
tations.

Automatic Pre-annotation
We selected the keyphrase types because it is a good mix-

ture between classical named entity recognition and more
challenging keyphrase like types. We automatically pre-
annotated the data wherever possible, because solely manual
annotation of keyphrases would be very time consuming.
Domain specific annotations for our selected types are more
complicated to spot and identify for manual annotators than
Organization or Person. To support this, we used a pre-
trained bert based NER model [14] that was fine-tuned on
the CoNLL dataset [6] to do a first pre-annotation. After-
wards we transfer the model and fine-tune it to the SemEval
dataset. The main one that was missing was the PART tag.
The main disadvantage of this approach was that longer
keyphrases were not identified in a lot of cases. Neverthe-
less the approach facilitated the annotation process as many
of the simpler keyphrases and entities were correctly tagged.

Manual Annotation
For the manual annotation, we recruited five volunteers.

All of the volunteers are experts in the field of physics and
are employed in different capacities at CERN. We prepared
sample annotations from the pre-annotated corpus that ful-
filled our quality assessments and showed those example
annotations to the annotators. We instructed the annotators
to also correct pre-annotated keyphrases when they thought
the models from the pre-annotation step made an error. In
addition, we provided the annotators with guidelines to help
them getting introduced to the task. As the annotators are
all experts in their field, we opted to double annotate the
documents. When there was a disagreement between the
annotations, a manual check was performed by a third expert.
The agreement between the annotators was measured with
the average cohen’s kappa and fleiss coefficients, which are
respectively 0.81 and 0.82.

Documents were annotated with the doccano open source
annotation tool [15], which allows each user to have their
own user space. The tool was publicly hosted and all anno-
tators had access to it over two months.

OVERVIEW OVER THE ANNOTATIONS
This section gives a brief description of the annotated

dataset and its characteristics. The annotated dataset is split
into a training and validation set. The training data set con-
tains a total of 300 annotated documents, with even splits
between Publications and Patents. The test dataset contains
100 annotated datasets with an equal split as well. While
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Table 1: Overview over the dataset.

Domains Physics Pubs and Patents
Classes Org, Process, Mat, Task, Part
Training Documents 300
Training Publications 150
Training Patents 150
Validation Documents 100
Validation Publications 50
Validation Patents 50
Number of Keyphrases 4,642

splitting between the training and testset, there was no con-
sideration for splitting them according to their semantic
similarity as we did when selecting the documents from the
two fields. This could have been done as well, but we de-
cided against this approach and randomly sampled the table.
This still give us a good mix of already seen and unseen
keyphrases. Table 1 shows an overview over the dataset
statistics. The data for the Publications and Patents texts
come in different forms. Publication abstracts are available
in textual forms and don’t need any further processing to be
used for the annotation process. There are the few data types
for patents, but the most useful one for this analysis is the
xml based. We extract the claims section from the patents.
For this dataset we only use patents that where granted by
the patent offices.

BASELINE MODEL AND RESULTS
We present a baseline model and results in this section as

a way to compare future results against the annotated dataset
and to provide an easy way to get started with keyphrase
extraction.

Baseline model
We trained a bidirectional LSTM (long short term mem-

ory) model with a CRF (Conditional random field) layer on
the data. Models similar to this have shown to provide good
results on NER tasks in the past. One of the other advantages
of this approach is that compared to other models, we do
not have to do careful feature engineering. The bidirectional
LSTM layer does a forward and backwards pass over the
data to utilize contextual information before and after the
tag which can be especially useful for the more complex
longer keyphrases. Each word is represented as a vector of
character and word embeddings. We used the adam opti-
mizer [16] and trained the model for 20 epochs. Figure 1
shows the general layout of the bidirectional LSTM with all
the network layers.

The baseline shows that this task is harder than pure NER
tasks. NER task results on CoNLL for example tend to
reach F1 scores higher than 90. The baselines is similar

Figure 1: DNN model used to create the baseline. The model
and the model layer visualization were created in keras.

Table 2: Baseline evaluation results for the dataset.

Metric Result
F1 0.33
Precision 0.27
Recall 0.42

to the the results some of the participants in the SemEval
task reached, which is plausible as the task also focused
on the more complicated field of keyphrase extraction and
identification.

Results
For the baselines, standard evaluations metrics are calcu-

lated, namely F1-score, precision and recall. Table 2 shows
the baseline results for the datasets which can be improved
upon by more intricate methods. We provide a baseline
for that annotated dataset to have a starting point for future
comparisons.

CONCLUSION
Keyphrase Extraction or the extraction of named entities

is an important first step in many applications in NER or
Information Retrieval. With this work, we introduced a new
dataset for keyphrase extraction in the physics domain for
publications and patents. In addition, we trained a neural
network model for this task. This model provides a baseline
future work can be evaluated against. The bi-LSTM model
with CRF layer has been chosen because this approach was
applied successfully to similar tasks in the past. The sim-
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ple baselines are as expected lower than other baseline for
NER tasks considering that keyphrase extraction is a harder
problem than NER. Similar previous tasks that dealt with
keyphrase extraction showed similar results in terms of F1
score, recall and precision. The annotations span publica-
tions and patents on purpose to enable work that can track
progress between the fields, highlight the differences be-
tween the language or make it easier to train models that are
successful on patent data.

FUTURE WORK
We plan to improve on the baselines of the dataset and

use the result of the extractions to link to different ontolo-
gies and knowledge bases. For new emergent nodes that
don’t exist in the knowledge bases, the knowledge base can
be populated with the newly extracted nodes. In addition,
we plan to expand the dataset with more annotations in the
future. Training the models on more data would further im-
prove the models trained on the dataset. Another interesting
direction we would like to explore is to annotate the dataset
for semantic relationships extraction. As the concepts are
already annotated, this would be less effort than the intial
creation of the dataset.
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Abstract
Commercial web search engines employ near-duplicate detection
to ensure that users see each relevant result only once, albeit the
underlying web crawls typically include (near-)duplicates of many
web pages. We revisit the risks and potential of near-duplicates
with an information retrieval focus, motivating that current efforts
toward an open and independent European web search infrastruc-
ture should maintain metadata on duplicate and near-duplicate
documents in its index.

Near-duplicate detection implemented in an open web search
infrastructure should provide a suitable similarity threshold, a diffi-
cult choice since identical pages may substantially differ in parts of
a page that are irrelevant to searchers (templates, advertisements,
etc.). We study this problem by comparing the similarity of pages
for five (main) content extraction methods in two studies on the
ClueWeb crawls. We find that the full content of pages serves
precision-oriented near-duplicate-detection, while main content
extraction is more recall-oriented.

INTRODUCTION
Typical web crawls contain many pages with identical or very
similar content and different URLs [10]. Search engines retrieving
pages from such web crawls may encounter those near-duplicates
in multiple stages of their pipeline. During indexing, omitting
near-duplicates might reduce the index size. During retrieval, near-
duplicates might occur in the search engine result pages, reducing
the user experience because users gain nothing from viewing the
same result twice or more on the search engine result pages [5].
Hence, identifying near-duplicates is a mandatory step in web
search, with commercial search engines like Google showing only
the “best” version from a set of near-duplicates for a query.*

Widely available web crawls—most notably the ClueWebs† and
the Common Crawl‡—contain the (near-)duplicate documents that
the crawler encountered during the crawling process. While the in-
clusion of near-duplicates enables many applications (like research
on text reuse [2]), it introduces problems for search engines (that
we will discuss later in this paper). The CopyCat resource [12]
addresses the problems introduced by near-duplicates in informa-
tion retrieval experiments by providing a precision-oriented near-
duplicate detection. CopyCat comes in two parts: (1) ready-to-use
compilations of near-duplicate documents within and between
selected web crawls, and (2) a software library to deduplicate arbi-
trary document sets, e.g., search engine result pages before they
are shown to searchers.

*<first-name>.<last-name>@informatik.uni-halle.de
†<first-name>.<last-name>@uni-weimar.de
‡martin.potthast@uni-leipzig.de
*developers.google.com/search/docs/advanced/guidelines/duplicate-content
†lemurproject.org/clueweb09.php/ and lemurproject.org/clueweb12/
‡commoncrawl.org/

Figure 1: Pages with different URLs and the same article. Both
pages have identical content (indicated by green boxes) but vary
in parts irrelevant to searchers (indicated by red dashed boxes).

Removing near-duplicates from the search engine result pages
with a framework like CopyCat comes with the inherent difficulty
of balancing precision and recall. A low precision might reduce
the effectiveness of a search engine because relevant and novel
documents might be omitted. In contrast, low recall reduces the
user experience because users see more near-duplicates. In the
context of web search, tuning a similarity measure faces addition-
ally the problem that some parts of the pages that are irrelevant for
searchers can increase or decrease the similarity of pages. Figure 1
shows an example of two identical articles located at different
URLs where the “noise,” i.e., the navigation bar, reduces the simi-
larity, eventually having a negative impact on the recall.

Using only the “retrieval-relevant” part of documents for the
near-duplicate detection might be a promising direction to improve
the recall in cases as exemplified in Figure 1. However, the im-
pact of main content extraction on near-duplicate detection is not
studied so far. While a “perfect” main content extraction should
positively affect precision and recall, existing implementations
might even harm precision and recall. E.g., invisible changes in
the HTML structure of a page might cause tag-based main con-
tent extraction approaches to extract different main contents from
pages that have identical content from the users’ perspective.

We conduct experiments on the ClueWeb crawls to investigate
to what extent main content extraction may improve near-duplicate
detection in information retrieval. Therefore, we extract document
pairs from the ClueWebs containing redundant content (according
to their canonical URL) to draw a sharp line between “roughly
similar” documents and near-duplicates. We calculate the syntactic
similarities for all document pairs after extracting the text from
the raw HTML with four main content extraction methods and
one full content extraction method that does not discard the “noise”
parts from the document. We evaluate the precision and recall of
all five content extraction methods based on manual near-duplicate
judgments in two case studies. First, we review document pairs
uniformly sampled from the full similarity range for all content
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extraction methods confirming that main content extraction in-
creases the recall as exemplified in Figure 1. Secondly, we review
100 cases per main content extraction method in which main con-
tent extraction changes the similarity drastically, e.g., with identi-
cal documents having disjoint main content, or dissimilar pages
having duplicate main content, finding inaccurate main content
extraction in most of those cases.

RELATED WORK
This section reviews definitions for near-duplicates, their preva-
lence on the web, and approaches to near-duplicate detection im-
plemented in the CopyCat framework.

Defining Near-Duplicates
The fact that there is no universal near-duplicate definition ren-
ders their detection and comparable analysis difficult. Restrictive
near-duplicate definitions [15, 17] consider documents as near-
duplicates if they differ only by their session or message IDs,
timestamps, visitor counts, server names, invisible differences,
URL parts, or if they are entry pages to the same site. Note that
documents, even with minimal content changes, are often not con-
sidered near-duplicates under such a restrictive definition. Bern-
stein and Zobel [6] relax the near-duplicate definition by applying
an information retrieval focus, allowing minimal changes in the
content. They consider a document pair as near-duplicate if users
get the same information from both documents for all “reasonable
queries.” We adopt the near-duplicate definition of Bernstein and
Zobel since it considers a pair of pages as duplicates if they are
equivalent in terms of information provided, i.e., ignoring parts of
pages irrelevant to searchers (templates, advertisements, etc.).

Studies on Near-Duplicates on the Web
According to previous studies by Fetterly et al. [10, 11], 30%
of the pages on the web are near-duplicates. While web pages
change regularly, consecutive versions of the same web page are
usually highly similar [9]. Subsequent investigations [1, 10, 11,
18, 19] confirm this observation by tracking web pages between
5 weeks and one year. For example, Adar et al. [1] repeatedly crawl
55 000 URLs over 5 weeks finding two-thirds of the pages changed
their content, observing that most of these changes were minimal.
Ntoulas et al. [18] tracked 150 pages over one year, finding that
40% of them were still accessible after one year, noticing only
insignificant changes on most pages.

Near-Duplicate Detection
There are syntactic, URL-based, and semantic algorithms for de-
tecting near-duplicates [3], from which the detection of syntactic
near-duplicates received the most attention, resulting in many ef-
fective algorithms based on fingerprinting techniques [7, 8, 15, 17].
The CopyCat framework implements syntactic near-duplicate de-
tection in large web crawls with the SimHash algorithm using a
fingerprint size of 64 bit and a Hamming-threshold of 3 bits as
suggested by Manku et al. [17], while reducing the number of
calculated pairwise similarities with the partitioning scheme pro-
posed by Henzinger et al. [15]. Complementary to estimating the
similarity of documents with SimHash, CopyCat can calculate the
lossless 𝑆3 fingerprint similarity [5] for near-duplicate detection in

small sets of documents, such as run and qrel files frequently used
in information retrieval experiments.

NEAR-DUPLICATES IN WEB CRAWLS:
RISKS AND POTENTIALS

We recapitulate two risks and one potential of near-duplicate pages
in web crawls that the CopyCat framework addresses. Please note
that we here focus on information retrieval and that other risks,
e.g., in the training of large language models [21], exist.

Risk: Evaluation of Search Engines
Bernstein and Zobel [6] found that near-duplicates cause problems
in information retrieval evaluations because search engine users
do not benefit from seeing near-duplicates. Therefore, they intro-
duce the so-called novelty principle, which states that a document,
though relevant in isolation, is irrelevant if it is a near-duplicate
to a document the user has already seen on the search engine re-
sult page. Especially on web crawls with many near-duplicates,
the novelty principle has a non-negligible impact on evaluating
search engines [14]. E.g., applying the novelty principle on the
runs submitted to the Terabyte track 2004 decreases mean average
precision scores by 20% on average [6].

The classical evaluation setup of search engines employs the
Cranfield paradigm, making it pretty easy to oversee negative
impacts caused by near-duplicates. Relevance assessors judge the
relevance of documents to a query in isolation, seeing only one
document at a time. Hence, situations that would severely reduce
the experience for searchers, e.g., when many near-duplicates
occur at subsequent positions in the ranking, can be overlooked
because assessors do not look at the ranking. Topic 194 of the
ClueWeb09 Web Tracks includes a particularly striking example,
where among 47 relevant documents, there are 40 near-duplicates
of the same Wikipedia article.

Risk: Training of Learning to Rank Models
Near-duplicates form a kind of oversampling because multiple
identical or very similar copies of a page are in the dataset. As
recently exemplified [22], oversampling data before partitioning
it into training and test sets can invalidate evaluations in machine
learning because models may see the same object during training
and test. This leakage of information is not possible during the
training of learning to rank models because the train/test partition-
ing is done per query. Still, not removing near-duplicates during
the training of learning to rank models decreases the effectiveness
of models and biases the trained models [13].

A study [13] on the ClueWeb09 with 42 ranking features us-
ing popular algorithms finds that near-duplicates in the training
data harm the retrieval performance, since the presence of near-
duplicates is unaccounted for in the loss-minimization of learning
to rank and in subsequent evaluations. Furthermore, by varying
the number of Wikipedia near-duplicates in the training set, the
study showed that models might be biased towards retrieving near-
duplicates at higher positions. Hence, these observations make a
strong case that learning to rank pipelines benefit from removing
duplicate documents from the data before training the model.

Mitigating the negative effects of near-duplicates during the
training of retrieval models is easily possible with the CopyCat
framework, which can deduplicate the training and test set.
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Potential: Transfer of Relevance Labels
In contrast to the previous two risks to the validity and robustness
of search engine evaluation and tuning, near-duplicate detection
enables the transfer of relevance judgments between different
editions (or updates) of web crawls [12]. Relevance judgments—
obtained from click logs or expert assessments—are an important
and costly resource for the development of search engines. E.g.,
the effort for the 73,883 relevance judgments for the TREC Web
tracks on the ClueWeb09 crawl can be estimated at a manual labor
of about 4–8 full-time person-months (assuming 40-hour weeks
with 30–60 seconds per judgment [23]).

To “reduce” the costs of keeping the relevance judgments up-
to-date for ever-evolving web-indices, search engines might trans-
fer relevance judgments from the previous version of a crawl
to the next version when they find the judged documents (or
near-duplicates of them) in the newer version of the crawl. In
a showcase [12] using precision-oriented near-duplicate detection
with the CopyCat framework, 10% of the ClueWeb09 relevance
judgments could be transferred to the ClueWeb12. The number
transferred relevance judgments would even increase to 15% when
the ClueWeb12 crawling process would have ensured that the
URLs judged in the ClueWeb09 are part of the URL seeds for the
next crawling round. More frequent updates (compared to the gap
of three years in the relevance transfer showcase) would likely
further increase the amount of transferrable relevance judgments.
Additionally, the reported experiments on the transfer of relevance
labels have used only the full content of the pages. Hence, fur-
ther improvements, e.g., by leveraging main content extraction to
increase the recall while maintaining good precision, are possible.

CONTENT EXTRACTION EXPERIMENTS
To experimentally compare the impact of main content ex-
traction on near-duplicate detection, we construct a dataset of
186 819 ClueWeb document pairs with redundant content as indi-
cated by canonical URLs. For each document pair, we calculate
its syntactic similarity with the lossless 𝑆3 fingerprinting [5] for
four main content extraction algorithms and the full content of
pages. We label 900 document pairs as near-duplicates or not sam-
pled with two approaches: (1) with 100 document pairs stratified
sampled from the 𝑆3 distribution of each of the five content ex-
traction methods, and (2) with 50 document pairs with maximal
positive/negative 𝑆3 differences between each of the four main
content extraction methods and the full content of a page.

Dataset Construction
We aim at constructing a manageable dataset for our experiments
that allows us to draw a sharp line between “only similar” docu-
ments and near-duplicates. Therefore, we identify document pairs
in the ClueWeb09 and ClueWeb12 that should contain redundant
content because they share the same canonical URL. We inspect
all documents in the ClueWeb, group them by their canonical URL,
and select 5000 groups having the same canonical link at random.
From each group, we select all possible pairs (with a maximum 50
document pairs per group) giving us 186,819 document pairs.

Document Preprocessing
We preprocess all documents with the CopyCat framework. Copy-
Cat provides five content extraction approaches that transform
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Figure 2: Cumulative distribution plot showing the proportion of
document pairs in our dataset below a given similarity measured
by their 𝑆3 score for all five considered content extraction methods.

the raw HTML of a page into text: four main content extrac-
tion approaches and one full content extraction. The four pro-
vided main content extraction approaches are Boilerpipe [16], Jeri-
cho,§ Justext [20], and Trafilatura [4]. The full content extraction
uses JSoup¶ to extract the plain text—without any main content
extraction—from the HTML. After extracting the documents text,
we remove stop words using Lucene’s default stop word list for
English, apply stemming with the Porter Stemmer, and lower case
the remaining words.

Similarity in our Dataset
We use the lossless 𝑆3 fingerprint similarity [5] using word-8-
grams to calculate the similarities between all document pairs for
all five content extraction methods in our dataset. An 𝑆3 score of
0 indicates no overlap between documents, and an 𝑆3 score of 1
means equality. Figure 2 shows the cumulative distribution plot
for all five content extraction methods regarding the portion of
document pairs below a given 𝑆3 score.

We can identify two groups of content extraction methods that
share similar overall behavior. The first group consists of the main
content extraction methods Trafilatura and Boilerpipe that show
many document pairs with an 𝑆3 score of 0 (26% for Boilerpipe and
27% for Trafilatura), indicating that the main content extraction
produces disjoint main contents from the considered documents
in a pair. This group additionally contains many document pairs
with an 𝑆3 score of 1 (55% for Boilerpipe and 39% for Trafilatura),
indicating that for documents in a pair often the same main content
is extracted.

The second group consists of the full content, Justext, and Jeri-
cho methods of content extraction. Approaches in this group have
very few document pairs with an 𝑆3 score of 0 (the Justext approach
from this group has the maximum of 0.35% of document pairs
with an 𝑆3 score of 0), and much fewer document pairs with an
𝑆3 score of 1 (all three have around 15.6% of document pairs with
an 𝑆3 score of 1). We calculated the Pearson correlation between
the full content extraction and all other methods. We found a very

§http://jericho.htmlparser.net
¶https://jsoup.org/
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Table 1: Overview of (a) precision and recall for near-duplicates in the uniform sampled document pairs at high syntactic similarity
(𝑆3 = 1 and 𝑆3 ≥ 0.9), and (b) near-duplicates per 𝑆3 similarity in the uniform sampled document pairs for all five content extraction
methods. Lastly, (c) shows near-duplicates per 𝑆3 similarity in document pairs with large 𝑆3 differences to the full content extraction.

(a)

𝑆3 = 1 𝑆3 ≥ 0.9

Pr. Re. Pr. Re.

Full Content 1.00 0.06 0.98 0.26

JusText 1.00 0.07 1.00 0.24

Trafilatura 0.76 0.33 0.77 0.41

Jericho 0.93 0.07 0.97 0.26

Boilerpipe 0.60 0.50 0.61 0.59

(b) (c)

Full Content Justext Trafilatura Jericho Boilerpipe
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high correlation to Justext and Jericho (0.97 respectively 0.99) and
only a moderate correlation to Boilerpipe and Trafilatura (0.65 re-
spectively 0.73). Overall, Figure 2 shows that the 𝑆3 scores in our
dataset differ substantially between the two groups, which moti-
vates us to manually verify which of the document pairs are indeed
near-duplicates.

Labeling Near-Duplicates
After calculating the 𝑆3 scores for all document pairs with all con-
tent extraction methods, we sample two sets of document pairs for
manual review. First, we sample 100 document pairs uniformly
covering 𝑆3 scores between 0 and 1 for all five content extraction
methods. Second, we sample document pairs with large 𝑆3 dif-
ferences between a main content extraction method and the full
content extraction aiming at identifying document pairs where
main content extraction yields opposite 𝑆3 scores to full content
extraction. Therefore, we select the 50 document pairs with the
largest positive and largest negative 𝑆3 difference for all four main
content extraction methods for manual review.

We use the near-duplicate definition and review guidelines of
Bernstein and Zobel [6] to label near-duplicates: A document pair
is considered as near-duplicate when both documents are content-
equivalent, and users would be able to extract the same information
from either one for all reasonable queries. Two versions of the
same Wikipedia article with only minor non-content changes are
an example of near-duplicates under this definition.

We labeled the two document pair samples with two assessors.
We applied a 𝜅-test on the 100 document pairs sampled for 𝑆3
similarities between 0 and 1 for the full content method, find-
ing a high Fleiss’ 𝜅 of 0.78, indicating good agreement between
both assessors. In a follow-up discussion among the annotators,
we discussed all 11 document pairs with different near-duplicate
judgments, finally agreeing in all cases. After our 𝜅 test, each an-
notator judged the document pairs for the same two main content
extraction methods for both user studies.

Evaluation
Table 1a and Table 1b shows the ability of all five content extrac-
tion methods to identify near-duplicate documents in our set of
500 manually reviewed document pairs that uniformly cover 𝑆3
scores between 0 and 1. In Table 1a, we report precision and recall

for 𝑆3 thresholds of 1 (for exact duplicates after content extrac-
tion) and 0.9 (highly similar extracted content). As in our initial
discussion on similarity scores produced by the five content ex-
traction methods, Trafilatura and Boilerpipe (the group with many
document pairs at an 𝑆3 score of 1 in Figure 2) as well as the full
content, Justext, and Jericho (the group with fewer document pairs
with an 𝑆3 score of 1 in Figure 2) show similar behavior in terms
of precision and recall. The full content and Justext approaches
show a perfect precision of 1.0 at an 𝑆3 threshold of 1, and Justext
even has a perfect precision at an 𝑆3 threshold of 0.9. On the other
side, Trafilatura and Boilerpipe show a very high recall. Even for
an 𝑆3 score of 1, Boilerpipe achieves a remarkable Recall of 0.5.

Table-1b shows the correctly and wrongly identified near-
duplicates per 𝑆3 score for all content extraction methods in our set
of 500 manually reviewed document pairs that uniformly cover 𝑆3
scores between 0 and 1. Again, we can see similar behavior for the
full content, Justext, and Jericho methods which make almost no
mistakes at high respectively low 𝑆3 scores. In the opposite group,
with Trafilatura and Boilerpipe, we see quite some mistakes (even
at 𝑆3 = 1 and 𝑆3 = 0).

Table 1c shows the correctly and wrongly identified near-
duplicates per 𝑆3 score for all content extraction methods in our
set of 400 manually reviewed document pairs for which the main
content extraction changes the similarity drastically. In almost all
cases, barring few exceptions, we find that for such large differ-
ences, the 𝑆3 score calculated on the full content correctly identifies
near-duplicates and non-near-duplicates. This is visible since the
full content method assigns, almost perfectly, non-near-duplicates
an 𝑆3 score near 0, and near-duplicates an 𝑆3 score near 1. All
other approaches make substantial mistakes in this selection of
document pairs, indicated by assigning many non-near-duplicates
an 𝑆3 score near 1 (for which the full content method assigned
scores near 0, since we selected large differences), and many near-
duplicates an 𝑆3 score near 0 (for which the full content method
assigned scores near 1). Especially for cases in which highly sim-
ilar documents get dissimilar main content extracted, we often
found that the main content extraction had problems in identifying
the correct main content. Overall, Trafilatura is the most vulnerable
in this setting (the most near-duplicates near 𝑆3 of 0, and most
non-near-duplicates near 𝑆3 of 1). Still, even main content extrac-
tion approaches with a very high correlation to the full content
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extraction method, like Jericho and Justext in our experiments,
make substantial mistakes.

CONCLUSION AND FUTURE WORK
We have recapitulated two risks and one potential application of
near-duplicates in web search to motivate the maintenance of meta-
data on duplicate and near-duplicate documents. Given metadata
on near-duplicates, it is easy to remove risks such as overestimated
evaluation scores of retrieval systems or overfitting learning to
rank models. Additionally, updating relevance judgments to the
next version of the underlying web crawl can be done at lower
costs because relevance labels might automatically be transferred
to near-duplicates in the newer version.

In a first attempt to simplify the difficult decision of choosing
an appropriate similarity threshold, we investigated how removing
parts of documents that are rather irrelevant for the retrieval im-
pacts the similarity of documents. Therefore, we have compared
document similarities after preprocessing documents with five
(main) content extraction methods. We found that main content
extraction can yield very high recall for near-duplicate detection,
even when only documents with identical main content are consid-
ered as near-duplicates.

An interesting prospect for future work is to include more main
content extraction methods and expand the experiments to more
document pairs. Another interesting direction for future work
might be a further inspection of our observation that highly similar
documents having very dissimilar extracted main contents were
in most cases caused by mistakes in the main content extraction.
This technique might help bootstrap a distant supervision dataset
of documents with main content that is difficult to extract.
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IMPROVED DISCOVERY AND ACCESS TO RESEARCH DATA IN
ENERGY SYSTEMS ANALYSIS*

C. Hoyer-Klick, German Aerospace Center (DLR), Germany,
J. Frey,  InfAI - Leipzig Universtiy, Leipzig, Germany

INTRODUCTION
Research in the domain of energy systems analysis deals
with the evaluation of future sustainable energy systems.
This is often done by computational modelling of the en-
ergy flows, trading at energy markets and investment de-
cisions  of  the  various actors  within  the  energy  system.
The analysis is therefore driven by data to very large ex-
tend. The modelling uses a lot of different input datasets
from large variety of  domains as  e.g.  engineering,  eco-
nomy, climate and societal developments. The models it-
self produce a lot of data as a result which contains en-
ergy balances, time series of energy provision or trading
on energy markets, possible future investment needs into
energy technology and much more. To be able to model
the complex interactions of energy, markets and society,
models  more  often  get  chained,  so  the  output  of  one
model becomes the input to the next model. Therefore, a
lot of data is used and produced within the research do-
main by very heterogenous actors. 

IMPROVING FINDABILITY
Within the domain there is move towards more open data,
but  even  then,  all  the  datasets  are  stored  on  different
places, in different formats with better or worse descript-
ive metadata. Within our project LOD-GEOSS, we try to
use  some  lessons  learned  in  the  development  of  the
Global Earth Observation Systems of Systems (GEOSS)
and from linked open data (LOD) to improve the findabil-
ity of all the research data. A central element is the DBpe-
dia  Databus which  serves  as  a  central  communication
platform and searchable catalog for the research data in
our domain.  If  research  data  is  made available suitable
metadata along with a link to the dataset is registered to

the Databus. The registration generates a unique id for the
dataset which can be used to identify a specific dataset in
the future. The metadata description and link to the data
file  improves  the  findability  of  the  produced  research
data. A user of this data file can access the data though
the provided link and reference this dataset by the unique
id provided from the Databus. If a user republishes im-
proved  or  derived  data,  a  link  to  the  originating  data
source is created. Data processing therefore gets traceable
back to the originating source data. This can be comple-
mented by data about the involved agents and activities to
form a provenance graph of the data. The Databus and the
distributed data storages therefore form a network of fed-
erated data bases of research data within our domain and
improve  the  findability  and  access  to  the  research  data
which is produced and used in our research area. 

IMPROVING INTERPRETABILITY
As described above, the data comes from a variety of dif-
ferent domains and interpreting the data is often a difficult
task. In a  parallel  stream we contribute to the develop-
ment of the Open Energy Ontology for the annotation of
research data. This will create a common understanding
of different data fields within the datasets and will ease
data exchange within and across domains. Additionally, if
data on the Databus is annotated with the ontology it will
enable  semantic  searches  for  research  data.  
With our presentation we want to show the current status
of the development  of a  distributed data architecture  to
improve  findability  and  access  to  our  research  data.  
This research is funded by a grant for German Ministry
for Economics and Energy by grant number 03EI1005A.
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REQUIREMENTS FOR AN OPEN SEARCH INFRASTRUCTURE FROM
THE PERSPECTIVE OF A VERTICAL PROVIDER

L. Martin∗, F. Engl, A. Henrich, University of Bamberg, 96047 Bamberg, Germany

Abstract
A major advantage of an Open Search Infrastructure, as

propagated by the Open Search Foundation1, should be that
it facilitates the development of special search solutions for
special purposes, so-called verticals. In order to design a
beneficial infrastructure in this respect, it is crucial to un-
derstand the requirements from the perspective of a vertical
provider. Therefore, in this extended abstract we describe
the requirements that result from our experiences with the
IT-Altas Upper Franconia.

MOTIVATION
Starting in 2014 we created a small vertical search engine

for local IT companies2 in cooperation with an IT business
association in Upper Franconia [1]. There are some specific
ideas implemented in this search engine: We do not search
for documents (web pages) but for companies described by
web pages. To derive the company ranking for a query, well
fitting web pages vote for their company [2]. Furthermore,
topic modelling [3] is used to improve the search results by
injecting domain knowledge. The search engine result page
(SERP) lists small automatically generated and query depen-
dent profiles of the best ranked companies. In the remainder
of this extended abstract we will sketch the requirements
which arise if such a “company search” should be imple-
mented on the basis of an Open Search Infrastructure.

A COMMON INDEX TO SEARCH
To avoid the need for a custom index, the search for com-

pany web pages relevant to a query has to be executed on an
index provided by the infrastructure. Of course, this initially
requires limiting the search to pages of specific web domains.
However, there are further wishes: since the pages found
vote for the relevant companies [2], it seems reasonable to
have not only pages of a domain itself, but also pages that are
directly linked from this domain in the results. Furthermore,
we mentioned above that we use domain-related resources
(e.g. thesauri, topic models, or ontologies) to optimise the
ranking. It should therefore be possible for the vertical to
inject corresponding resources to the central index such that
it takes them into account in the ranking, similar to the rela-
tionship of WordPress and Typo3 being WCMS.

DOCUMENT DATA STORE
For generating snippets in the SERPs—which are usually

query dependent—search engines commonly use a docu-

∗ leon.martin@uni-bamberg.de
1 https://opensearchfoundation.org (accessed 15/06/2021)
2 https://it-atlas-oberfranken.de (accessed 15/06/2021)

ment data store [4, p. 16]. To allow for rich company de-
scriptions in the SERP of a vertical it is necessary that the
document data store contains not only information on web
page level, but also on web site level and, where applicable,
even on brand or company level. This could be achieved
by interlinking among the different levels and connecting to
knowledge graphs like Wikidata3. A rather specific aspect
is that our current search engine integrates thumbnails of
the companies’ landing pages into the SERP. It can hardly
be required from an infrastructure to provide such specific
assets but this example shows that verticals will have the
need to build their own add-ons to the document data store.
Here, clear interfaces and update mechanisms are needed.

CRAWL DATA FOR LANGUAGE MODELS
As mentioned above, the current version of the company

search uses a topic model [3] to enhance the ranking and the
result presentation. One could of course use other techniques
as well but the shared requirement is to perform some type of
corpus analysis on a well defined subset of the crawled web
corpus. Regarding our search engine, this subset consists
of IT-related documents (e.g. web pages) in German (we
will not discuss the aspects of many web pages containing
information in their local language and in English here).
One solution for this feature request would be to allow the
download of a defined subset of the corpus. A more resource
efficient solution for the client (vertical provider) would be an
API for executing the analyzer on the server side, similar to
concepts like FaaS (e.g. AWS Lambda4) or Apache Spark5.
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CONCEPTUAL CONSIDERATIONS FOR COMPREHENSIVE AND 
COOPERATIVE CRAWLING AND INDEXING THE WEB 

S. Voigt1, Open Search Foundation, Germany 
M. Granitzer, Passau University, Germany 

Abstract 
 
The web is a  very large and dynamic digital database. 
Currently there are about 341 million domains registered 
in a bit more than 1500 top level domains (TLDs)2. The 
.com TLD alone accounts for 155 million registered 
domains (46%). As few as 65 TLDs together account for 
95% of all registered domains. Assuming an average of 250 
documents/pages per domain, the current Web consists of 
an estimated 85 billion documents or pages. Beyond this, 
the Web of course stores petabytes of media data with 
images, films, voice/music recordings, social media data as 
well as petabytes of public data bases with scientific data, 
satellite imagery and administrative data in the ‘deeper’ 
part of the web. 

As of today, the Web is a  very dynamic digital 
ecosystem, which is influenced by different organisations, 
governments, individuals and a few monopolistic 
commercial entities, with different, often contradicting 
interests. This makes the Web a very innovative, however, 
partially even toxic environment. Particularly, since a few 
monopolistic gatekeepers control access to information on 
the web and shape corresponding access patterns, while the 
innovation potential and core value is generated by the 
enormous number of individual or organisational 
contributors. This structure puts pressure on those small 
contributors in science, economy, art, culture, media and 
society, to follow either the rules of the gatekeepers, or get 
lost in the vastness of the digital space. Consequently, 
information as public good, with free, open and unbiased 
access – one of the core principles that the Web was built 
on – currently is in the hand of a few corporate entities 
along with the (commercial) interest of their shareholders. 

Based on this analysis we argue, that unbiased access to 
digital data and information requires a collaborative effort 
of a  variety of different organisations to build an open 
index and metadata pool of the Web. Such an open web 
index will be the basis for open search engines, a diversity 
of public and commercial web services, science, training of 
AI and many future applications we can’t even think of 
today – while at the same time decreasing the dependency 
on the current monopolistic gatekeepers. 

In this talk we discuss concepts and approaches for 
aligning efforts, currently ongoing in parallel, in an open 
and democratic manor, to jointly build and maintain a 
comprehensive and open index for the web. Such an 
activity will involve a large number of public, scientific 

1 sv@opensearchfoundation.org 
2 https://research.domaintools.com/statistics/tld-counts/ (access on 18.6.2021) 

and commercial organisations in a large-scale cooperative 
effort. 

Generating a complete index of the Web is typically 
beyond the capacity of single organisation, not only 
because of the high technical complexity, but more so, due 
to the high associated costs. However, we argue that one 
can generate a comprehensive web index and web data 
pool by combining ongoing and dedicated efforts of 
individual organisations and by integrating public 
computing facilities into the task. To achieve this, we 
suggest concentrating first on the surface web and aiming 
at 80% of completeness for a  large-scale cooperative web-
crawling and indexing campaign. To set this up, two key 
questions need to be answered: (i) What is the most 
efficient way to share and distribute such a comprehensive 
web crawling and indexing effort, while minimizing 
network load and ensuring energy-efficient hosting, 
sharing and updating of the distributed web index? (ii) 
How to develop a value-oriented service-based ecosystem 
- beyond monopolistic actors - around such an open web 
index and how to recover the costs for generating and 
maintaining such a web index? 

There are different strategic options for distributing the 
tasks in a scalable peer to peer framework, allowing for an 
overall trade-off between individual/voluntary support and 
achieving the common greater goal. Crawling and indexing 
goals of contributing computing and science centres may 
be different, however, as long as the synergy with the larger 
group is beneficial, there is a  win-win situation in 
contributing to the larger group effort and its goals. It will 
be important to find a good match between such voluntary 
participation and financial remuneration to sustain the 
needed computational capacities. 

Technically we suggest a  decentralised approach, 
splitting the overall task vertically, i.e. along the necessary 
computing tasks, and horizontally, i.e. focusing on 
different sub-parts of the Web. Vertical splits involve 
coordinated crawling of sub-parts of the Web, storage (and 
access) to crawls (i.e. via WARC files), processing and 
enriching crawls as well as the coordinated generation of 
indices and sub-indices. In order to generate meaningful, 
manageable and shareable web crawls, web repositories, 
web indices and web graphs, the task has to be shared 
among dozens of computing facilities. It will be important 
to consistently enrich the web indices with a substantial 
and extensible number of pre-processed signals and 
attributes, such as nominal age group, ethical annotations, 

https://doi.org/10.5281/zenodo.6148347
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comprehensive geo-tagging and many more. An open web 
index will fuel not only the creation of specific search 
engines, but also will also reduce efforts in creating AI 
products, like for example knowledge graphs or neuronal 
language models. In return, those efforts can contribute to 
improving the index of the web. 

In the talk we discuss different strategies for dividing the 
generation and maintenance of a  global, still distributed, 
open web index. Candidate factors are: division by 
language, TLD, geographic region, topic/application field, 
network topology/latency, hosting facilities etc. Of course, 
also the type of contributing computing centres and overall 
funding and governance scheme of the cooperative effort 
will be of relevance for sharing of tasks: Public science and 
computing centres may have a different mandate and 
motivation to contribute to the joint undertaking than e.g. 
private Internet service providers, industry or fully 
commercial computing facilities. 

 Finally, we discuss, how the division of tasks needs to 
ensure that different individual web repositories and 
indices have relevance in itself and can be searched, 
queried and accessed by the cooperating entities in an 
energy efficient and sustainable way. 
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THE DEVELOPMENT OF A SOCIAL-MEDIA-STRATEGY FOR THE OPEN 
SEARCH FOUNDATION APPLYING THE SOCIAL-MEDIA-CYCLE 

A. J. Decker, Technical University Ingolstadt, Ingolstadt , Germany and 
Open Search Foundation, Starnberg, Germany 

Abstract 
On the Second Open Search Symposium in 2020 the 

foundations for a tailor-made OSF communication ap-
proach were presented [1]. As demonstrated, for an un-
known Non-profit organization (NPO) like the OSF the 
necessary focal points in the beginning of the communica-
tion approach must be the set-up of awareness and attention 
for the existing monopoly-problem in the search market as 
well as the building of a group of supporters. Due to the 
fact, that the OSF still lacks the necessary funding to run 
big campaigns, alternative ways must be found. In this con-
text, Social Media plays a big role, because major steps can 
be taken towards the goals described without big invest-
ments in terms of money. A solution can be provided, that 
can be executed with the help of the existing volunteer 
members. 

Talking about Social Media, one thing can unfortunately 
still be observed in corporate practice today: there is a lack 
of competence in developing Social Media strategies. 
Michelle Charello [2], author of the American textbook 
"Essentials of Social Media Marketing" summarizes the 
situation in the market as follows: „Too many businesses 
struggle with social media because they lack a well defined 
social media strategy.” 

As a consequence, particularly an NPO like the OSF 
should not start the adventure Social Media without such a 
well defined Social Media strategy. Just like Warren Buffet 
said: “It takes 20 years to build a reputation and five 
minutes to ruin it.” This is true for all companies, but it is 
especially true for an NPO that pursues charitable goals. 

Hence, the first step in Social Media for the OSF must 
be the profound development of a Social Media strategy. 
In order to do so, a project at the Technical University of 
Ingolstadt from March until June 2021 with 26 master stu-
dents of the Marketing / Sales / Media program was set up 
under the coordination of Professor Alexander Decker. As 
the basic framework to develop such a Social Media strat-
egy the so called Social-Media-Cycle [5] was used. This 
ten-step approach guides companies systematically 
through all the necessary strategic and operative steps. Out 
of the ten steps of the Social-Media-Cycle, six were exe-
cuted in the project: 
• Step 1: Social Media monitoring: all relevant social

media platforms were observed with regard to men-
tions of the OSF and the most important alternative
search engines.

• Step 2: Definition of objectives per target groups:
Based on the findings of the monitoring and the objec-
tives and target groups of the general OSF communi-
cation approach, nine target groups were identified
and further described in detail (including the objec-
tives), focussing on both, people we need to address
with regard to the awareness problem, and those we
want to gain as supporters.

• Step 3: Selection of the focus platforms used by the
OSF: The target groups identified with their respecting
objectives led to the selection of three platforms:
LinkedIn and Twitter to start with. Instagram to follow
later on.

• Step 4: Organisational aspects: Due to the lack of re-
sources, organisational aspects had to be taken into
consideration as well. Particularly, a social media in-
tegration model (following the well-known Altimeter
approach) had to be chosen and the roles of the Social
Media team had to be defined.

• Step 5: Iteration: All information from step 1 to 4 were
put together and iterated in order to come up with a
first Social Media strategy approach. This resulted in
a Social Media architecture, that encompasses the fi-
nal seven (out of nine) target groups, the objectives to
be achieved, the channels chosen for them and first in-
dications of the content to be produced in step 7.

• Step 7: Content calendar: A content calendar for the
three chosen platforms was developed with ideas and
first posts as well as a set of five explanation videos.

Due to the fact that the project is still ongoing and the 
final strategy has yet to be approved by the OSF board, the 
operative steps 6 and 8 to10 could not be implemented so 
far.  

The presentation will show the major outcomes of the 
project and the strategy developed in more detail. 

REFERENCES 
[1] Decker, A. / Hiemer, C. (2020): Beyond Tech: Rising Aware-

ness for the Open Search Foundation through a Tailor-Made
Communication Approach. Proceedings for the 2. Internati-
onal Symposium on Open Search, CERN, Geneva, Switzer-
land. Electronically published via:
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THE EFFECT OF SEARCH ENGINE OPTIMIZATION ON SEARCH 
RESULTS: THE SEO EFFECT PROJECT* 

S. Schultheiß†, S. Sünkler, Hamburg University of Applied Sciences, Hamburg, Germany

INTRODUCTION 
On search engine result pages (SERPs), numerous actors 

can influence the visibility of results, one of them being 
search engine optimization (SEO). SEO is a multi-billion-
dollar industry and defined as “the practice of optimizing 
web pages in a way that improves their ranking in the or-
ganic search results” [1]. Despite this importance, little is 
known about its impact on result rankings and user per-
spective on SEO, which is what our project SEO Effect1 
addresses. The project has components that focus on users 
and SERPs (Fig. 1), yet they are directly related to each 
other. In the following, we will outline how we have ap-
proached the project goal. 

Figure 1: Project parts within the SEO Effect project. 

MAJOR RESULTS 
Expert interviews 

As a basis for further project parts, we conducted expert 
interviews with stakeholder groups involved in search en-
gine rankings: Search engine optimizers, content manag-
ers, and online journalists [2]. The interviews aimed to 
gather assessments of user perspectives regarding SEO. 
The interviewees assumed that SEO is barely known to the 
users and that the user opinions of SEO strongly depend on 
their SEO knowledge. From these assumptions, hypotheses 
were derived for the online survey described later. The in-
terviews also served the SERPs part of the project, provid-
ing us with valuable clues on how SEO can be identified 
on websites. 

Measurement of the SEO effect 
We developed a multidimensional approach to make the 

SEO effect measurable and implemented this approach in 
a software tool that detects on a URL whether SEO 
measures have been taken [3]. For our approach, we use a 
model of n = 48 indicators based on an extensive literature 

review and the aforementioned interviews with SEO ex-
perts [2]. The model is the basis for a decision tree classi-
fier to determine the probability of SEO.  

Representative online survey 
We conducted a representative online survey with n = 

2,012 German Internet users to get insights into the user 
perspectives on SEO [4, 5]. The results widely confirm the 
assumptions from the interviews. Less than half (43%) of 
Internet users know that ranking improvement is possible 
outside of paid ads, and only 8% are familiar with the term 
“SEO.” Due to this ignorance, SEO was rarely associated 
with organic results on SERP screenshots. With increasing 
knowledge of SEO, a more positive opinion could be ob-
served. In the laboratory study described later, we revisited 
some elements of the survey, such as querying the SEO 
knowledge. 

Analysis of health-related queries 
We applied our approach to determine the probability of 

SEO on several datasets. One of our evaluation was con-
ducted in preparation for our laboratory study. This in-
volved automated analysis of n = 318 health-related search 
queries with a total of n = 22,426 search results from 
Google. The analysis showed that 32.6% of the search re-
sults were most probably optimized, 46.8% were probably 
optimized, and 20.7% were (probably) non-optimized. In 
terms of result positions, the distribution of optimized and 
non-optimized documents is equally distributed. 

Laboratory study 
The aim of the laboratory study is to investigate whether 

and which quality differences users perceive between opti-
mized and non-optimized websites. Thus, this study brings 
together results of both project parts and consisted of eval-
uations of website quality based on various criteria (e.g., 
trustworthiness, expertise) plus think aloud protocols. The 
results show that (probably) non-optimized websites are 
rated as having a higher level of expertise than optimized 
websites. This assessment is independent of the subjects’ 
SEO knowledge and was mainly justified with the compe-
tent and reputable appearance of the operator in the case of 
non-optimized websites (e.g., websites of ministries). 

CONCLUSION 
Both subprojects have directly benefited from each other 

by triangulation of methods. The structure of our project 
thus proved to be fruitful, as we were able to examine the 
SEO effect from multiple angles. Further questions and 
starting points for follow-up projects are derived from the 
results. These include the influence of SEO on users’ 
knowledge acquisition and the development of a more dif-
ferentiated SEO classification. 

 ___________________________________________  

* Funding: This work is funded by the German Research Foundation (DFG 
- Deutsche Forschungsgemeinschaft), grant number 417552432. 
† sebastian.schultheiss@haw-hamburg.de 
1 https://searchstudies.org/research/seo-effekt/
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AVOIDING USELESS CONTENT WHILE CRAWLING THE WEB
O. Behrendt∗, A. Hierle, infotiger UG, Munich, Germany

Abstract
Practical experience with a web crawler showed that while

processing huge amounts of data is not easy, the task of
separating waste from precious information can be even
more challenging. Here we present the basic design of a
real-world web crawler and focus on practical strategies to
deal with useless content.

INTRODUCTION
Crawling the web is a challenging endeavor and as such

an hurdle for start-ups of web search engines (SE). An inde-
pendent, open and freely available web crawler index would
not only strengthen the right of free speech, decrease depen-
dency on monopolies but also triggers innovation. Sadly so
far no such index exists so that crawling is a precondition to
build a SE. In this presentation we focus on adaptive domain
limiting (ADL), a heuristic developed by the authors and
used by the infotiger crawler. We define useless content (web
pages) to be link farms, unlimited subdomains or content not
in the focus of the SE. Obviously this definition is partially
based on subjective choices.

WEB CRAWLER OVERVIEW
Figure 1 shows core components and data flow in a sin-

gle web crawler node. The parser removes HTML mark-up,
decides which text blocks are boilerplate and creates finger-
prints of ”good” text blocks. Trace vectors encode parsed
documents in a semi-metric topic space which serve as input
for similarity search or for categorization (not shown). Link
analysis is used by the SE for ranking but also by the crawler
in context of ADL.

Figure 1: Overview of components and data-flow of a single
web crawler node.

ADAPTIV DOMAIN LIMITS
Experience with simple breadth-first search showed that

the web crawler eventually becomes trapped in useless con-
tent like link spam (compare with [1]). Since a crawler has
to be polite and the number of parallel requests is limited
the download speed will decrease. Consequential impacts
∗ ossym21@infotiger.com

of crawling useless content include inflating the data store
and query index, reducing revisiting frequency and lowering
query precision. Domain limits (DL) appear to be a promis-
ing approach to drastically reduce useless content. ADL
is defined as the maximum allowed number of pages for a
single domain. When starting a new crawl all DLs are set to
a low number like 2000. When the limits are hit, we want
to increase them only for valuable domains. Solely manual
inspection is not feasible due to the number of hit limits
on multiple crawler nodes. Increasing the DLs for domains
with a SiteRank[2] higher than a given threshold (e.g. 90%
if SiteRank is converted to quantiles) proofed to be a good
heuristic to adapt DLs for ”valuable” domains.

Figure 2: Left side: Top ten domains ordered by number
of indexed pages per domain after applying ADL. Right
side: Top ten domains ordered by number of seen links per
domain, which indicate the situation when ADLs were not
applied. Data taken from a single crawler node.

CONCLUSION
We encountered two main problems with the ADL ap-

proach using SiteRank. Firstly it is vulnerable to link spam
and secondly SiteRank cannot identify all useless content.
The first problem could be addressed by a preprocessing step
to detect and remove link spam from the document graph.
The latter problem depends on the definition of useless con-
tent. For example if a SE does not want to index internet
shops, the number of forward links could be a hint for de-
tection, since shops are often bad hubs. For other unwanted
content like advertising spam a deeper content-related anal-
ysis might be needed. Even with limited resources a web
crawler that produces high quality input for a SE can be
successfully implemented. Experience showed that one key
factor are effective heuristics to reduce useless content.

REFERENCES
[1] H.-T. Lee, D. Leonard, X. Wang, and D. Loguinov, “Irlbot:

Scaling to 6 billion pages and beyond,” ACM Transactions on
the Web (TWEB), vol. 3, no. 3, pp. 1–34, 2009.

[2] G. Feng et al., “Aggregaterank: Bringing order to web sites,”
in Proceedings of the 29th annual international ACM SIGIR
conference on Research and development in information re-
trieval, 2006, pp. 75–82.
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PROCESSING CRAWLED DATA
M.A.C.J. Overmeer MSc (Mark)*, MarkOv Solutions, Arnhem, The Netherlands

Abstract
Building  an  internet-wide  search  engine  starts  by

collecting  and  pre-processing  the  content  of  webpages.
There are dozens of initiatives to crawl for page content to
build a  text  search  interface.  However,  there  is  a  huge
difference between performing a text search as such, and
presenting quality search results. To be able to put a label
“best match” on a fragment of text, a considerable number
of additional complex algorithms must be implemented.
Those require far more resources than the full text search
database. 

The “Crawl Pipeline” project combines many kinds of
information collection activities: provides those additional
algorithms with the facts they need for their work. The
Pipeline is also used to collect facts which are not search
engine related, like counting web-server types, detecting
expired certificates, or discovering phishing sites.

PIPELINE
Project “Crawl Pipeline'” provides a base infrastructure

to  extract  information  from web  content.  The  software
may be run as post-processing step on a web-crawler, but
in its  initial  set-up, it  runs on dedicated hardware.  It  is
able to process Terabytes per day per pipeline instance,
potentially with a few dozen pipelines in parallel.

A crawler instance has a list of URLs (pages to visit) as
input.  For  each  URL,  the  crawl  sends  a  request  to  a
website.  The  response  contains  some  data  we  need.
Meanwhile, metadata is collected too. The triplet (request,
response,  metadata)  is  often  written  into  WARC
archives[1],  or  into  a  database.  At  that  moment,  it
becomes a static data-set. The Pipeline transforms those
static data-sets back into a stream of collection actions for
interested parties to filter  and extract  into the data they
need.

The Pipeline spends time to reconstruct the crawl, just
as each user would need when processing the data-set on
their own.  Probably even a bit more time.  But once the
crawl is restored, it is reused for many purposes.  Those
activities  are  abstracted  into  Tasks:  per  end-user a
separate Task.

(EXTERNAL) TASKS
Researchers who need data for their investigations can

submit  “external  Tasks”  for  the  Pipeline.  OSF  search
engine support components will also implement Tasks to
enhance its knowledge.

Each Task description contains:

• filter rules to select answers;
• simple data extraction steps; and
• packaging instructions.

The  Task  will  reduce  the  amount  of  data  for  their
requesters down to only a few percent of the original data
size. Usually from Terabyte down to Gigabyte scale per
day.

Many research projects  can get  their minor subset  of
crawl-data without the expense of processing Terabytes of
data themselves. Besides, they do not need to implement
communication  with  each  crawler  instance  which  will
emerge in the near future.

RUNNING THE PIPELINE
The main components of the pipeline instance are

• incoming feed collects the static crawl data-sets
published by crawlers;

• batch  control  manages  a  set  of  processing
queues;

• each queue reconstructs one crawl result set at a
time;

• each result is passed to each of the defined Tasks
sequentially;

• when a result is selected for a  Task, the related
extract is made;

• after a short time, at most a day, the extracts are
packaged in the way which is also defined in the
Task; and finally

• the packaged results must be retrieved within a
day, otherwise they get lost.

PRESENTING
The presentation will show which kind of  Tasks can be
run on the “Crawl Pipeline”: how can you use the facility
to support your own research. It will also show challenges
and opportunities for (near) future extensions.

ACKNOWLEDGEMENTS
This project is made possible by a generous donation

from the NLnet Foundation.
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FROM WEB GRAPHS TO PRIORITIZING WEB CRAWLS

S. Nagel, Common Crawl

Extended Abstract
This talk describes how web graphs are used at Common
Crawl to prioritize which sites and pages are visited by
the crawler.

The Common Crawl data sets are sample collections of
web  pages  with  no  intention  to  mirror  websites  com-
pletely. In order to achieve a balanced, both diverse and
representative  sample,  the  crawler  is  "steered"  to  web
sites  found  to  be  relevant  by  analyzing  the  hyperlink
structure  of  preceding  crawls.  Harmonic  centrality  and
page rank scores are calculated on hyperlink graphs and
define  the authority  of  a  web site  both on the  level  of
hosts  and  registered  domains.  The  authority  is  then
mapped to a likelihood that a URL from the correspond-
ing site is sampled and to a “crawl budget” which limits
the max. number of pages crawled.

The talk will cover the following points:

1. we start  with  a  short  introduction  of  Common
Crawl,  the  goals  and  give  an  overview  of  the
crawl technology used between 2008 and 2021.

2. we  present  the  Common Crawl  in-house  web-
graphs and rankings (2017 until now) and how
they are constructed, starting from the extraction
of  hyperlinks,  the  aggregation  on  the  level  of
host  and domain names and the transformation
into a numeric graph representation. We will also
look into prior work of building hyperlink graphs
from the Common Crawl: page ranks used in the
2012 crawl and earlier,  the graphs and rankints
from the “Web Data Commons” and “Common
Search”  projects,  and the webgraph framework
developped at the University of Milano.

3. the Common Crawl rankings are compared with
other  open  accessible  web  site  rankings  –  the
top-1-million  sites  published  by  Alexa,  the
“Cisco Umbrella Popularity” list, “The Majestic
Million” and the Tranco list.

4. we show how the authority of a site in terms of
the harmonic centrality rank is used

5. to sample hyperlinks,
6. to  define  a  “crawl  budget”  per  domain  (how

many web pages or subdomains the crawler is al-
lowed to crawl from this domain)

7. and how domain-level score can be projected to
the level of web pages

8. we discuss the challenges associated with the use
of  link-based  centrality  measures,  namely  link
spam and other attempts (eg. aggressive SEO) to
influence the domains ranks by artificially creat-
ing sites, pages and hyperlinks. We look into a
few spam clusters, demonstrate how these can be
identified  and  which  strategies  can  be  used  to
prevent  the  crawler  from  hitting  and  getting
trapped in spam clusters.

9. finally, we evaluate how the usage of centrality
measures impacts the crawled data:

a. we  outline  the  preliminaries  and  constraints  of  the
Common Crawl data sets: the focus on HTML pages and
the 1 MiB content limit, the impact of operating a crawler
from  a  data  center  in  North  America,  the  need  for
sampling and shuffling and the immediate release of the
data.

b. multiple aspects of representativity are discussed in or-
der  to  define  an  evaluation  baseline:  the  domain-level
coverage  compared  to  different  crawling  strategies
(breadth-first,  depth-first),  regional  coverage  (top-level
domains,  content  languages),  the  amount  of  duplicates
and other.

c. we analyze the crawls 2017 – 2021 and evaluate how
the crawled data fits the various aspects of representativ-
ity.

https://doi.org/10.5281/zenodo.6044920
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NEUROPIL – A DISTRIBUTED, PRIVACY-PRESERVING, 
SEARCH INDEX STRUCTURE

Stephan Schwichtenberg, pi-lar GmbH, Cologne, Germany

Abstract
Neuropil  is  an  open-source  de-centralized  messaging

layer  that  focuses  on  security  and  privacy  by  design.
Persons, machines, and applications first have to identify
their  respective  partners  and/or  content  before  real
information  can  be  sent.  The  discovery  is  handled
internally and is based on so called "intent messages" that
are secured by cryptographic primitives. Our project aims
to create distributed search engine capabilities based on
neuropil,  that  enable  the  discovery  and  sharing  of
information with significantly higher levels of trust and
privacy and with more control over the search content for
data owners than today's standard.

Setting The Scene

As  of  now  large  search  engines  have  implemented
"crawlers", that constantly visit webpages and categorize
their  content.  The only  way  to  somehow influence  the
information that is used by search engines is by using a
file  called  „robots.txt“.  Details  about  algorithms  and
especially their parameters are only known to the search
engine  provider.  Furthermore  there  are  a  couple  of
misalignments in this model: Content  hosted at a central
search engine provider is  probably outdated. Any search
engine provider has to grow with the size of the connected
information sources, which triples energy costs: not only
the  data  owner  holds  information  on  his  servers  or
electronic  devices,  the  search  engine  provider  needs  to
crawl  the information and needs to store a copy of the
material obtained. And although all this happens, nobody
can  be  sure  whether  his  information  will  appear  as  a
search  result:  any  search  engine  provider  can  (and  for
some parts must) withhold certain information, e.g. due to
legal constraints.

A Different Approach

The  neuropil  messaging  layer  already  uses  a  highly
standardized "intent" format that protects the real content
of  users,  i.e.  the  public  keys  contained  in  the  intent
messages are used to encrypt before any content is sent.
These  digitally secured  “intent” (loosely modelled after
JWT)  are  the  public  parts  of  the  messaging  layer,  and
therefore can be shared without any impact on copyrights.
Using these “intent” token the above mentioned model is
reversed:  data  owners  define  the  searchable  public
content,  and  data  users  can  discover  available  data
sources. Because data owners would like to be found, we
ask them to host a proportion of our new, distributed data
structure: Based on the available “intent” token we derive
cryptographic  long  term  key  (based  on  CLKHash* /
PPRL**) and a new index hash (based on mmhash / LSH /
LPH),  which  allows  to  distribute  data  in  a  privacy

preserving,  secure  manner  and  thus  enable  each  user  /
data owner to participate and maintain a search index and
contents.  We believe  that  it  is  thus possible  to  build a
distributed search engine database that is able to contain
and  reveal  any  kind  of  information  in  a  distributed,
concise and privacy preserving manner, without the need
for any central search engine provider. 

Status Quo

In 2019 our project has received funding from the NGI
ZeroDiscovery project. As part of this project we have not
only improved the way how discovery  for specific data
models  work,  we  also  have implemented  the  required
search  capabilities  in  terms  of  algorithms  and  data
structures into the Neuropil messaging layer. Our current
experiments simulate a distributed setup ranging form 256
to 4096 nodes, and works well on smaller datasets. On a
standard PC we are able to distribute one million of data
records, and achieve a query time of ten milliseconds, but
our  code  is  running  without  any  optimizations  which
leaves room for improvement.

The Road Ahead
In the upcoming months we would like to utilize larger

datasets,  in  terms  of  “number  of  records”,  “number  of
index entries” and “data size” to validate our distributed
structure. We are also looking out to distribute the created
index structure throughout our Neuropil network. Even if
our index structures is keeping its promises, we already
see  a  couple  of  open  questions  that  we  have  not been
evaluated  yet:  Will  energy  consumption  in  our  fully
distributed  setup  be  really  less  than  crawling  sites?
Managing  trust  in  such  a  setting  will  requires  new
paradigms beyond PKI / Web Of Trust, but as of now we
think  that  TSA (Time  Stamping Authority)  could  be  a
way  to  move  forward.  How  can  a  synchronized
understanding of time between all nodes be established.
And how can illegal content be banned from the search
index?  How  will  it  be  possible  to  establish   such  a
distributed  structure,  when different organizations  and
data-owners  are  co-creating  and  participating  a  fully
distributed setup? As of now we could just end up with a
few more technical capabilities.

Our Presentation
In  our  OSF  presentation  we  will  show  our  work  in

terms of algorithms, data structures  and communication
topologies so far. We hope that we are able to conclude
our  NGI Zero  Discovery  project  until  October,  so  that
participants  can  experiment  and  add  content  with  our
implementation themselves. We  also would like to  give
an outlook how our approach  could work  in alignment
with  other  technical  initiatives  (crawling  /  pipelining  /
preprocessing) in the OSF-Technology working group. 

______________________________________________

* see also https://clkhash.readthedocs.io/en/stable/index.html
** Efficient private record linkage of very large datasets

https://doi.org/10.5281/zenodo.5888198
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INDICO & CITADEL SEARCH: A COLLABORATION CASE STUDY
C. Antunes, P. Lourenço, A. Mönnich, A. Wagner, M. Kolodziejski,

P. Panero, P. Ferreira, CERN, 1211 Geneva 23, Switzerland

Abstract
Modern web applications, and content management sys-

tems, in particular, are expected to provide their users with
simple and efficient methods to query data. While most mod-
ern relational databases do provide full-text indices, those are
often not sufficient for rich querying of application contents,
especially when compound queries are required. Moreover,
they often provide mostly bare-bones functionality which
has to be expanded on by the application developers. It does
then pay off to offload full-text search on specialized systems
which are capable of performing this task efficiently.

This paper introduces one such system, the Citadel Search
service, and documents an attempt to use it to provide an
efficient, transparent and open-source search solution for
Indico - an open-source tool for event organisation, archival
and collaboration built at CERN and deployed around the
world.

For many years, Indico provided no out-of-the-box search
engine and instances relied on locally-developed custom
search strategies or services, often based on paid enterprise
solutions, to fulfil this gap. At CERN, a proprietary search
implementation based on Sharepoint Search 1 was used.
Proven useful in the past, as it relieved the service from
the complexity of maintaining an external search engine, it
had the downside of not being reusable by the community
and being based on a commercial product, which limited its
affordability.

With more than 10 million documents at CERN, including
events, attachments and metadata, Indico needed not only
to preserve the quality of the existing search functionality,
but also provide long-requested improvements on it, such as,
better quality of results and a native interface.

Citadel Search is an open-source enterprise search so-
lution that makes use of state of the art technologies such
as Elasticsearch 2, Tika 3 and the Invenio Framework 4 for
large-scale digital repositories. It is used by several large
document collections at CERN, namely CERN’s Engineer-
ing Data Management Service (EDMS), and by CERN’s
large information space made of more than 14000 Web sites.

Since it was announced [1], the major highlight was the
addition of a new content extraction Application Program-
ming Interface (API) - using Tika and Celery workers, and
deployment templatization of Citadel instances with Helm5,
simplifying the adoption for new users.

1 https://docs.microsoft.com/en-us/sharepoint/dev/
general-development/search-in-sharepoint

2 https://www.elastic.co/what-is/elasticsearch
3 https://tika.apache.org/
4 https://inveniosoftware.org/
5 https://helm.sh/

Citadel focuses on transparency, efficiency and empow-
ering its "user systems" by giving them control over their
data and associated querying strategies. Built with collabo-
ration in mind, it strives to offer to users a flexible solution
for structured searching with document level Access Con-
trol Lists (ACLs), and structured data obtained with a web
crawler. Custom-tailored data models can be created for
different information sources, and fine grain access control
is provided, as to obtain relevant results to search queries.

Our approach details how Indico overcame the challenges
involved in designing a new search module on top of Citadel,
adapting several heterogeneous records into structured doc-
uments, namely: events, contributions and materials. In
addition, we explain how the search engine was adapted to
cover multiple use-cases from a simple text-based search to
advanced aggregations and filters.

REFERENCES
[1] Citadel Search: Open Source Enterprise Search, Open Search

Symposium 2019, Garching / Munich, Germany, Oct. 2019.
https://doi.org/10.5281/zenodo.3581157

https://doi.org/10.5281/zenodo.6168831
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OPEN SEARCH @ DLR - TOWARDS TRANSPARENT ACCESS TO WEB-
BASED INFORMATION IN SCIENCE

S. Voigt1, German Aerospace Center, Oberpfaffenhofen, Germany
T. Hecking, German Aerospace Center, Köln, Germany

D. Jankowski, OFFIS Institute for Computer Science, Oldenburg, Germany
J. Möller, University of Oldenburg, Germany

M. Schwinger, German Aerospace Center, Oberpfaffenhofen, Germany

Abstract
Data  is  the  raw  material  of  the  21st  century  -  for

research,  innovation,  economy  and  society.  Digital
sovereignty requires free, uninfluenced & traceable access
to information - in other words, open Internet search and
systematic  access  to  web  data.  Currently,  there  is  a
monopoly  in  information  search:  In  Europe,  more  than
90% of all  Internet searches are conducted via a single
commercial  and  advertising-optimized  search  engine.
This  holds  immense  potential  for  intentional  or
unintentional manipulation in access to data, information,
technology  and  knowledge  (cognitive/economic  bias).
Especially for science, new concepts for a distributed and
open Internet search infrastructure are needed.

The wealth of data and information on the web must be
rendered more accessible through uninfluenced discovery
of scientific data and information, since it is the basis for
free research and innovation. Against this background, the
German Aerospace Center  (DLR) is contributing to  the
European Open Search Initiative, formed by science and
computing  centres.  Within  the  Open  Search  @  DLR
project,  existing  in-house  capacities  and  know-how  in
data access and search are identified and pooled to set-up
a cooperative crawling, indexing and search capability to
web  data  repositories  –  internal  and  external  to  DLR.
Furthermore, dedicated pilot applications in areas such as
information  retrieval,  knowledge  management  or
information evaluation and transparency, making use of
the infrastructure, are developed in the project.

A primary focus of the Open Search @ DLR project is
networking of  in-house expertise as  well  as  connecting
with the Europe-wide Open Search Initiative.

Within  this  talk  we  present  the  project  layout  and
findings  during  the  first  project  phase.  This  includes
inventorying  of  in-house  data  and  heterogeneous

information repositories,  coordinated crawling,  indexing
and  searching.  We present  architecture  and  set-up  of  a
testbed for  cooperative crawling, where single crawling
nodes  communicate  URLs  to  crawl  in  a  peer-to-peer
fashion as basis for joint assembly of large corpora of web
data. 

In a second part of the talk scientific pilot applications
of an open search infrastructure are discussed, including
the  use  of  georeferenced  data  from web-  and  database
sources,  e.g.  for  monitoring of  news,  events,  geospatial
analysis  and  early  warning.  Furthermore,  open  search
approaches  for  exploring,  linking,  and  indexing  of
information  from  heterogeneous  scientific  data  sources
and public web content are particularly being addressed.
This includes access to (semi-)structured information in
databases  as  well  as  information  extraction  from texts,
e.g. automatic geo-tagging. In this context, especially the
establishment  of  geographical  connections  between
scientific,  structured  databases  and  human-readable
content from the Internet play an important role.

In the last part of the talk first ideas and concepts for a
long-term activity of science and computing centres to set
up an open Internet search ecosystem are discussed. Such
a  shared  activity  should  be  based  on  cooperative
computing,  open-source  software  stacks  and  public
moderation and should involve distributed scientific high-
performance  computing  and  cloud  facilities  forming  a
cooperative open search infrastructure to warrant a long-
term, public and open web search environment.

As long as the digital sphere – the web – exists, free
and  unbiased  orientation  therein  has  to  be  ensured  to
guarantee  free  and  unbiased  access  to  information  for
science, economy and society as a whole. 

1 stefan.voigt@dlr.de

https://doi.org/10.5281/zenodo.6139956
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UNDERSTANDING WEBSITES
M.A.C.J. Overmeer† MSc (Mark), MarkOv Solutions, Arnhem, The Netherlands 
К. Беров* MSc (Krasimir Berov), Studio Berov, Byala Slatina, Vratza, Bulgaria 
R. Lam‡ MSc (Ronny), HNW.NU, Gasselternijveenschemond, The Netherlands

Abstract
Bluntly crawling for all the web-pages you can get has

many  disadvantages.  Unfortunately,  it  is  an  approach
where most existing crawl projects are stuck. Being smart
during crawling and smart while processing the results is
really difficult to achieve: this requires a wide variety of
data which are not readily available at the moment.

To name a few quality enhancing contributions:  how
can  you  stay  away  from phishing  sites,  exclude  erotic
content,  avoid  SEO-spam networks,  or  keep  fake  news
from  polluting your  collection?  How  can  you  crawl
behave kindly for the website, so you are not locked-out
by robots.txt rules? Which websites are better, compared
to websites on the same subject? What are the aliases of a
website,  which  you  do  not  need  to  crawl  again?  How
often should we visit a page, to have fresh data?

We  need  to  know  more  about  a  website  before  we
crawl it.  We need to know more about a website to be
able to present it to a non-research audience.

GOOGLE’S ADVANTAGE
The current situation is that Google has direct contact

with  the  owners  of  millions  of  websites  via  their
"Console" interface. This gives them a big advantage over
the competition.

Part of our project, is an investigation whether Google
or its competitors (like Bing), are willing to participate in
sharing their contacts with website owners.  Ideally,  this
triggers a wide cooperation.

In  any  case,  a  fully  open  platform will  improve  the
quality  of  internet  for  everyone.  We  can  get  rid  of
robots.txt and other ad-hoc information suppliers.

BUILDING AN ALTERNATIVE
In the "Open" spectrum, fact collectors can help with

pieces  of  the  puzzle.  Some players  are  expected  to  be
eager to contribute to the effort.  For instance,  Amnesty
International  can be expected  to maintain a list  of hate
speech,  security  organisations to  publish phishing sites,
media  organisations  to  publish  is  list  of  “do  not  visit
unless license”.

This  project  provides  an  orchestration  of  website
knowledge contributed by many sources: website owners,
their ISPs, detected by crawl related intelligent processes,
added by copyright holders, website users, and so forth.

Collected data is published unbiased: it is up to the user
to  interpret  it.  The  use  of  the  data  is  fully  open:  also
commercial companies are allowed to use it.  Preferably,
they  contribute  to  the  required  infra-structure,
development, and maintenance.

This design must be  capable to work (potentially) on
the full internet scale of a few hundred million websites,
hence  on  a  distributed  cluster  of  servers.  It  needs  to
provide

• an  interactive  interface  for  website  owners:  to
configure  optimal  crawling,  to  see  what  is
published about their website(s);

• an interactive interface for internet provides: to
configure optimal crawling defaults, to monitor
the websites they host;

• an interface for bulk uploads from fact providers:
contributing knowledge.  Data will expire when
not maintained;

• an interface  for  querying for  website  facts,  for
crawlers  and  seach  engine  help,  to  improve
quality;

• an infrastructure to “deep query” fact providers,
for  instance  to  inspect  crawl  failures  and
performance;

• an interface for website visitors to flag and view
website meta-data,  so they can see which links
are  unsave  to  follow,  see  what  other  people
reported, or add tags; and a

• website-owner authentication facility.

Development will focus on designing a save, pluggable
cluster implementation. Most effort is spend in shaping an
open community.  The  interfaces  will  be  created  as
demonstration, to be extended with sub-projects in 2022.

PRESENTATION
The  presentation  will  convince  the  audience  how

important detailed website knowledge is to improve the
required search engine quality.

The  general  design  will  be  presented  on  a  mild
technical level, with some examples of applications. The
algorithmic and legal challenges will be discussed.

ACKNOWLEDGEMENTS
This project is made possible by a generous grant from

the NLnet Foundation.

______________________________________________

†  mark@overmeer.net
* berov@studio-berov.eu
‡ ronlam@hnw.nu

https://doi.org/10.5281/zenodo.6205256
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FASTWARC: OPTIMIZING LARGE-SCALE WEB ARCHIVE ANALYTICS
Janek Bevendorff∗, Martin Potthast†, Benno Stein∗
∗Bauhaus-Universität Weimar, †Leipzig University

Abstract
Web search and other large-scale web data analytics rely

on processing archives of web pages stored in a standard-
ized and efficient format. Since its introduction in 2008,
the IIPC’s Web ARCive (WARC) format1 has become the
standard format for this purpose. As a list of individually
compressed records of HTTP requests and responses, it al-
lows for constant-time random access to all kinds of web
data via off-the-shelf open source parsers in many program-
ming languages, such as WARCIO,2 the de-facto standard
for Python. When processing web archives at the terabyte or
petabyte scale, however, even small inefficiencies in these
tools add up quickly, resulting in hours, days, or even weeks
of wasted compute time. Reviewing the basic components
of WARCIO and analyzing its bottlenecks, we proceed to
build FastWARC, a new high-performance WARC process-
ing library for Python, written in C++ / Cython, which yields
performance improvements by a factor of up to 6x.

INTRODUCTION
The earliest open source implementations of the WARC

format were provided for Java, namely Lin’s ClueWeb Tools3

(initially used by the research search engine ChatNoir),4 fol-
lowed by a more standards-compliant reference implementa-
tion from the IIPC.5 Meanwhile, the IR, NLP, and machine
learning communities have largely transitioned to Python, in-
stead adopting WARCIO as a native implementation in that
language. Processing large samples of the Common Crawl
and web archive data from the Internet Archive, however,
we observed that the library did not match our performance
expectations. Even compiling it to native C code using
Cython yielded only marginal improvements. Analyzing its
bottlenecks, three key causes can be discerned: (1) stream
decompression speed, (2) record parsing performance, and
(3) lack of efficient skipping of non-response records. Our
contribution is to rectify these issues with FastWARC, a
rewrite of the entire WARC parsing pipeline from scratch.

FASTWARC VS. WARCIO
FastWARC is a reimplementation of WARCIO in C++

with Cython, making it both fast and perfectly integrated
into the Python ecosystem, yet allowing for more language
bindings if required. Table 1 compiles detailed performance
comparisons: On an uncompressed WARC file, it gains an
overall 5x speedup over WARCIO, or 3.3x over a naively
“cythonized” WARCIO. With an average processing time
of 1.8 vs. 9 seconds for a single WARC file, this already
saves at least 128 hours of compute time from a recent
Common Crawl with 64 000 individual WARCs (62.5 TiB
1 ISO 28500:2017; https://iipc.github.io/warc-specifications/
2 https://github.com/webrecorder/warcio
3 https://github.com/lintool/clueweb
4 https://chatnoir.eu/
5 https://github.com/iipc/jwarc

Comp. Parser Records/s Speedup

AMD Ryzen Threadripper 2920X (NVMe SSD)

None WARCIO 13 971.5 –
None FastWARC 64 698.0 4.6
None WARCIO+HTTP 13 570.2 –
None FastWARC+HTTP 58 354.0 4.3
None WARCIO+HTTP+Checksum 7 890.9 –
None FastWARC+HTTP+Checksum 11 528.6 1.5

GZip WARCIO 5 898.8 –
GZip FastWARC 8 899.1 1.5
GZip WARCIO+HTTP 5 986.1 –
GZip FastWARC+HTTP 8 659.0 1.4
GZip WARCIO+HTTP+Checksum 4 544.7 –
GZip FastWARC+HTTP+Checksum 5 022.6 1.1

LZ4 FastWARC 36 862.8 6.2∗
LZ4 FastWARC+HTTP 36 327.9 6.2∗
LZ4 FastWARC+HTTP+Checksum 10 110.0 2.2∗

Intel(R) Xeon(R) CPU E5-2620 v2 (remote Ceph storage)

None WARCIO 7 865.7 –
None FastWARC 29 307.7 3.7

GZip WARCIO 3 438.4 –
GZip FastWARC 4 583.3 1.3

LZ4 FastWARC 18 337.0 5.3∗

Table 1: Evaluation of FastWARC and WARCIO on two
systems. Runs are (1) without payload parsing, (2) with
automatic HTTP header parsing, and (3) with record check-
summing. ∗LZ4 speedup is over WARCIO with GZip, since
WARCIO does not support LZ4.

compressed). For better decompression speed of gzipped
streams, FastWARC interfaces directly with zlib, achiev-
ing compute time savings of roughly 2.1 hours per TiB
or 2 200 hours per PiB over WARCIO. The largest perfor-
mance penalty, however, comes from the decompressor itself.
While still saving about 130 hours overall on a Common
Crawl, the relative speedup shrinks to only 1.5x. For this
reason, we decided to add support for the more recent and
much faster LZ4 algorithm and recompressed some of our
WARCs. With LZ4, we can save another 215 hours on top (a
speedup of 4.1x over FastWARC with GZip), or 345 hours
compared to WARCIO (speedup 6.2x).

CONCLUSION
FastWARC can speed up WARC processing significantly,

saving hundreds of hours of compute time on large-scale
web archive analytics. By far the largest speedup, though,
can be gained from using LZ4 over GZip. Considering an
additional storage overhead of only about 30–40 %, recom-
pressing GZip WARCs with LZ4 is certainly an option to
be considered, especially in cases where processing speed
is more important than storage efficiency.

FastWARC is released under the Apache 2.0 license and
can be downloaded from Github6 or PyPi.7
6 https://github.com/chatnoir-eu/chatnoir-resiliparse
7 pip install fastwarc

https://doi.org/10.5281/zenodo.6045231
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URL FRONTIER: AN OPEN SOURCE API AND IMPLEMENTATION FOR 
CRAWL FRONTIERS 

J. Nioche†, DigitalPebble Ltd, United Kingdom 

Abstract 
Discovering content on the web is possible thanks to web 

crawlers, luckily there are many excellent open source so-
lutions for this; however, most of them have their own way 
of storing and accessing the information about the URLs. 

This presentation introduces *[URL Frontier][1]*, a re-
cent open-source project which aims to develop a 
crawler/language-neutral API for the operations that web 
crawlers do when communicating with a web frontier e.g. 
get the next URLs to crawl, update the information about 
URLs already processed, change the crawl rate for a par-
ticular hostname, get the list of active hosts, get statistics, 
etc.  

Such an API can be used by a variety of open source web 
crawlers, regardless of whether they are implemented in 
Java, like [StormCrawler][2] and Heritrix or in Python like 
Scrapy. 

The URL Frontier project also provides a reference im-
plementation of the service. 

One of the objectives of URL Frontier is to involve as 
many actors in the web crawling community as possible 
and get real users to give continuous feedback on our pro-
posals. 

After an overview of the project, we will have a quick 
demo of URL Frontier in action. 

  
 
 

 

REFERENCES 
[1] URL Frontier 

https://github.com/crawler-commons/url-fron-
tier 
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