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Preface

The intent of this book is to bridge the link between experimental obser-
vations and theoretical principles in accelerator physics. The methods and
concepts, taken primarily from high energy accelerators, have for the most
part already been presented in internal reports and proceedings of accelera-
tor conferences, a portion of which has appeared in refereed journals. In this
book we have tried to coherently organize this material so as to be useful
to designers and operators in the commissioning and operation of particle
accelerators.
A point of emphasis has been to provide, wherever possible, experimental

data to illustrate the particular concept under discussion. Of the data pre-
sented, most are collected from presently existing or past accelerators and
we regret the problem of providing original data some of which appear in
less accessible publications – for possible omissions we apologize. Regarding
the uniformity of the text, particularly with respect to symbol definitions, we
have taken the liberty to edit certain representations of the data while trying
to maintain the essence of the presented observations. Throughout the text
we have attempted to provide references which are readily available for the
reader.
In this monologue we describe practical methods for measuring and ma-

nipulating various beam properties, and illustrate these concepts with many
examples, which are taken from our working experience at CERN, DESY,
SLAC, IUCF, KEK, LBNL, FNAL, and other laboratories. In Chaps. 2, 3,
4, 7 and 8 we discuss a present various techniques which can be employed
to verify or correct the transverse and longitudinal optics, to optimize the
beam orbit, and to measure or vary the beam emittances. Other chapters are
devoted to special topics, such as transverse manipulations in photoinjectors
(Chap. 5), beam collimation (Chap. 6), polarization (Chap. 9), injection and
extraction (Chap. 10), and beam cooling (Chap. 11). Some basic knowledge
of accelerator physics is a necessary prerequisite for following the material
presented.
This monologue results from many years of practice in accelerator physics

and from teaching at various particle accelerator schools. We are grateful to
our many students for their enthusiasm and especially for their interesting
ideas and questions. We express our gratitude to Prof. S.Y. Lee, former or-
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ganizer of the United States Particle Accelerator Schools, for suggesting and
encouraging this work.
We thank most gratefully our mentors and colleagues with whom we

had the pleasure to work or who have supported our professional car-
reers, including Chris Adolphsen, Ron Akre, Gianluigi Arduini, Ralph Ass-
mann, Karl Bane, Desmond Barber, Walter Barry, Martin Breidenbach,
Reinhard Brinkmann, Karl Brown, David Burke, John Byrd, Yunhai Cai,
John Cameron, Alex Chao, Ernest Courant, Martin Donald, Frank-Josef
Decker, Martin Donald, Jonathan Dorfan, Don Edwards, Helen Edwards,
Paul Emma, Alan Fischer, Etienne Forest, John Fox, Joseph Frisch, Alexan-
der Gamp, Hitoshi Hayano, Sam Heifets, Linda Hendrickson, Thomas Himel,
Georg Hoffstätter, Albert Hofmann, John Irwin, Keith Jobe, Witold Koza-
necki, Wilhelm Kriens, Alan D. Krisch, Kiyoshi Kubo, S.Y. Lee, Gregory
Loew, Douglas McCormick, Lia Merminga, Phil Morton, Steve Myers, Yuri
Nosochkov, Katsunobu Oide, Toshiyuki Okugi, Ewan Paterson, Nan Phin-
ney, Robert Pollock, Pantaleo Raimondi, Ina Reichel, Tor Raubenheimer,
Burton Richter, Robert Rimmer, Thomas Roser, Marc Ross, Francesco
Ruggiero, Giovanni Rumolo, Ron Ruth, Shogo Sakanaka, Matthew Sands,
Frank Schmidt, Peter Schmüser, John Seeman, Mike Seidel, Robert Sie-
mann, William Spence, Christoph Steier, Gennady Stupakov, Mike Sulli-
van, Nobu Terunuma, Dieter Trines, James Turner, Junji Urakawa, Albrecht
Wagner, Nick Walker, David Whittum, Helmut Wiedemann, Uli Wienands,
Bjorn Wiik, Ferdinand Willeke, Perry Wilson, Mark Woodley, Yiton Yan,
and Michael Zisman.
We would especially like to thank our colleagues who have gratuitously

contributed to the examples and figures presented in this book. Last but
not least, we also thank our editor Dr. Christian Caron and his team
from Springer Verlag including Gabriele Hakuba, Sandra Thoms, and Peggy
Glauch for their patience, continuous encouragement, and valuable help.

Hamburg and Geneva, Michiko G. Minty
April 2003 Frank Zimmermann
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Symbols

Constants

a 0.0011596 anomalous part
of the electron magnetic moment

c 2.9979×108 m/s speed of light in vacuum
Cd 2.1×103 m2 GeV−3 s−1

Cq 3.84×10−1

CQ ≈ 2×10−11 m2 GeV−5

e 1.6×10−19 C electric charge
G 1.79285 anomalous part

of the proton magnetic moment
h 6.626075 ×10−34 J s Planck’s constant
me 511 keV/c electron mass
mp 928.28 MeV/c protron mass
NA 6.0221×1023 mol−1 Avogadro’s number
re 2.817940 ×10−15 m classical electron radius
μB 5.78838×10−11 MeV T−1 Bohr magneton

Frequent Abbreviations

BNS damping named after Balakin, Novokhatsky, and Smirnov
BPM Beam Position Monitor
CCS Chromatic Correction Section
DF Dispersion-Free
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Drift Drift space (a field-free region)
FEL Free Electron Laser
FF Final Focus
IP Interaction Point
Linac Linear accelerator
OTM One Turn Map
Quad Quadrupole magnet (QF focusing, QD defocusing)
SASE Self-Amplified Spontaneous Emission
SVD Singular Value Decomposition
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JLC Japanese or Joint Linear Collider
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KEKB KEK B factory
LBNL Lawrence Berkeley National Laboratory in Berkeley
LEP Large Electron Positron Collider at CERN
LHC Large Hadron Collider under construction at CERN
NLC Next Linear Collider
NLCTA NLC Test Accelerator
PEP Proton-Electron-Positron Project at SLAC
PEP-II SLAC B factory
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PS Proton Synchrotron at CERN
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RHIC Relativistic Heave Ion Collider
SLAC Stanford Linear Accelerator Center near San Francisco
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Tevatron TeV proton collider at FNAL
TRISTAN former electron-positron collider at KEK
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Br, Bφ radial and angular components of magnetic field [T]
B⊥, B‖ components of magnetic fields perpendicular and parallel

to the particle velocity [T]
Bmag mismatch parameter [1]
C circumference of a circular accelerator [m]
D(s) dispersion function [m]
Dx,y Sands’ number for total guide field configuration [1]
E particle energy [GeV]
Ex,y,z transverse and longitudinal electric fields [V/m]
Er, Eφ radial and angular components of electric field [V/m]
f quadrupole focal length [m]
fcoll average bunch collision frequency in a collider [Hz]
frev revolution frequency in a circular accelerator [kHz]
frf accelerating rf frequency [MHz]
fx,y transverse betatron frequencies [kHz]
fs synchrotron oscillation frequency [Hz]
Fx,y,z transverse and longitudinal Lorentz force [N]
Fr, Fφ radial and angular components of Lorentz force [N]
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g Lande g-factor [1]
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h harmonic number, h = frf
frev
[1]

H Hamiltonian [m]
Hx,y horizontal/vertical dispersion invariant [m]
i(t) beam current in time domain [A]
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idc dc component of beam current [A]
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K integrated quadrupole strength [m−1]
L superperiod length in a periodic lattice [m]
L luminosity of a collider [cm−2s−1]
m normalized sextupole strength [m−3]
M integrated sextupole strength [m−2]
mx mass of particle x [GeV/c2]
ns stable spin direction [1]
Nppb number of particles per bunch [1]
Nt number of turns [1]
px, py, pz components of the particle momentum vector [GeV/c]
q overvoltage factor [1]
Q quality factor [1]
Qx, Qy transverse betatron tunes, also called νx,y [1]
Qs synchrotron tune [1]
QI,II eigenmodes of betatron oscillations (for coupled systems) [1]
Q′x, Q

′
y horizontal and vertical chromaticity [1]

R cavity impedance [Ω]
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Vc cavity voltage [MV]
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x, y horizontal and vertical position coordinates [m]
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due to betatron motion [m]
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xmym measured position offset seen by a BPM [m]
X0 radiation length, [m] or [m4/g]
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Z atomic number [1]
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αc momentum compaction factor [1]
αp rate of spin precession [s−1]

αx, αy Twiss parameter, α = −12
dβ
ds
[1]

β relativistic velocity factor, β = v
c
[1]

βc cavity coupling parameter [1]
βx, βy Twiss parameter, beta function [m]
β∗x,y beta function at a collider interaction point [m]
χ2 chi-squared parameter used in minimization algorithms [1]
δ relative momentum deviation from ideal particle [1]
ε strength of depolarizing resonances [1]
εx,y transverse beam emittance [m rad]
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γ Lorentz factor, γ = E

mc2
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λrf rf wavelength, λrf = 2πfrf [m]
μ nonlinear tune shift with amplitude parameter [1/m]
μ particle magnetic moment [MeV/T]
μx,y phase advance argument, μx,y = 2πφx,y [1]
νx,y transverse betatron tunes, also called Qx,y [1]
νs spin tune [1]
ωr angular revolution frequency [s−1]
Ω solid angle [steradian]
Ωx,y transverse angular betatron frequencies [s−1]
Ωs angular synchrotron frequency [s−1]
φb phase of beam relative to rf crest [1]
φl loading angle [1]
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φz tuning angle [1]
Ψ spin wave function [1]
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ρ local bending radius [m]
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σij ij-th element of the beam matrix, Σbeam, [m

2, m, 1]
σδ rms relative momentum spread [1]
σx,y rms transverse beam sizes [m]
σz rms bunch length [m]
Σbeam beam matrix
θ kick angle induced by a corrector magnet [1]
τ beam lifetime [s]
τf fill time of a structure or cavity [s]
τx,y transverse damping times [s]
τδ longitudinal damping time [s]
τq quantum lifetime [s]



1 Introduction

Particle accelerators were originally developed for research in nuclear and
high-energy physics for probing the structure of matter. Over the years ad-
vances in technology have allowed higher and higher particle energies to be
attained thus providing an ever more microscopic probe for understanding el-
ementary particles and their interactions. To achieve maximum benefit from
such accelerators, measuring and controlling the parameters of the acceler-
ated particles is essential. This is the subject of this book.
In these applications, an ensemble of charged particles (a ‘beam’) is ac-

celerated to high energy, and is then either sent onto a fixed target, or col-
lided with another particle beam, usually of opposite charge and moving in
the opposite direction. In comparison with the fixed-target experiments, the
center-of-mass energy is much higher when colliding two counter-propagating
beams. This has motivated the construction of various ‘storage-ring’ colliders,
where particle beams circulate in a ring and collide with each other at one
or more dedicated interaction points repeatedly on successive turns. A large
number of particles, or a high beam current, is desired in almost all applica-
tions. The colliders often require a small spot size at the interaction point to
maximize the number of interesting reactions or ‘events’.
The charged particles being accelerated are typically electrons, positrons,

protons, or antiprotons, but, depending on the application, they can also
be ions in different states of charge, or even unstable isotopes. Often the
beams consist of several longitudinally separated packages of particles, so-
called ‘bunches’, with empty regions in between. These bunches are formed
under the influence of a longitudinal focusing force, usually provided by the
high-voltage rf field, which also serves for acceleration.
If the trajectory of a high-energy electron or positron is bent by a magnetic

field, it emits energy in the form of synchrotron radiation. The energy loss per
turn due to synchrotron radiation increases with the fourth power of the beam
energy and decreases only with the inverse of the bending radius. This limits
the energy attainable in a ring collider. The maximum energy ever obtained
in a circular electron-positron collider – more than 104 GeV per beam –
was achieved in the Large Electron Positron Collider (LEP) at the European
laboratory CERN in Geneva, Switzerland, with a ring circumference of almost
27 km.

This chapter has been made Open Access under a CC BY 4.0 license. For details on rights 
and licenses please read the Correction https://doi.org/10.1007/978-3-662-08581-3_13
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2 1 Introduction

The most promising option for accomplishing electron-positron collisions
at even higher energy are linear colliders, where the two beams are rapidly
accelerated in two linear accelerators (‘linacs’) and collide only once. In or-
der to obtain a reasonable number of interesting events, the spot sizes at the
collision point must be much smaller than those obtained in all previous col-
liders. Design values for the root-mean-square (rms) vertical spot size at the
collision point are in the range 1–6 nm, for center-of-mass energies between
500 GeV and 3 TeV. The one and only high energy linear collider to date is
the Stanford Linear Collider (SLC), which was operated from 1988–1998 at
Stanford University in California. The SLC collided electrons and positron
beams with an energy of about 47 GeV each, and the vertical rms beam size
at the collision point varied between 500 nm and 2 μm. In order to be able to
achieve the small spot size, the beam must have a high density; e.g., a small
emittance.
A positive feature of the synchrotron radiation is that at lower energy

it leads to a shrinkage of the beam volume in a storage ring via radiation
damping. The beam volume is usually characterized in terms of three emit-
tances, which are proportional to the area in the phase space occupied by the
beam for each degree of motion. The radiation damping acts with a typical
exponential time constant of a few ms. This damping property is exploited
in the linear-collider concept by first producing a high-quality dense beam in
a damping ring, at a few GeV energy, prior to its acceleration in a linear ac-
celerator (which consists essentially of a long series of accelerating rf cavities
with intermediate transverse focusing by quadrupole magnets of alternating
polarity) and subsequent collision.
Synchrotron radiation itself is also used directly for numerous applications

in biology, material science, X-ray lithography, e.g., for microchip fabrication,
and medicine, to mention a few. Many synchrotron radiation centers have
been established all over the world. In these facilities, the photon beam quality
depends on the properties of the electron or positron beam stored in the ring,
thus placing high demands on the beam quality and trajectory control, similar
to those required by the colliders.
Recent developments have demonstrated the possibility to produce sub-

stantially (6–7 orders of magnitude) brighter light at even shorter wavelength.
These are based on the coherent amplification of photons spontaneously emit-
ted as an extremely dense beam traverses a series of alternating bending
magnets with short period (an ‘undulator’) in a single pass. This concept
of a free-electron laser (FEL) based on self-amplified spontaneous emission
(SASE) presently draws much attention around the world. While in a con-
ventional light source, the light power increases in proportion to the number
of particles, in a SASE FEL it increases in proportion to its square.
There are many other types of accelerators and their uses, not all of which

can be covered in detail in this book. Noteworthy are perhaps the ion or pion
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accelerators which are used for cancer therapy, and of which there are several
in operation, e.g., in Canada and Japan.
We also note that, unlike the collider operation, in the preparation of high-

intensity proton beams for a fixed target, the emittance is often intentionally
diluted, so that the beam fills the entire available aperture. This ‘painting’
stabilizes the beam and reduces the effect of the beam space-charge forces.
Also in this case performance may further be improved by optics corrections
and by a more precise knowledge of the beam properties.
In Tables 1.1, 1.2, and 1.3 we list a selection of typical parameters for a

few ring colliders, linear colliders, and light sources, respectively.

Table 1.1. Parameters of Storage Ring Colliders

Variable Symbol Tristan PEP-II KEKB HERA LEP LHC

Species e+e− e+e− e+e− pe± e+e− pp

Beam energy Eb 30 9, 8, 920, 104 7000

[GeV] 3.1 3.5 27.5

No. of bunches nb 2 1658 5000 174 4 2800

Bunch popu- Nb 20 2.7, 1.4, 10, 40 11

lation [1010] 5.9 3.3 4 40 11

Rms IP beam σ∗x,y 300, 157, 90, 112, 250, 16

size [μm] 8 4.7 1.9 30 3

Normalized rms γεx,y 6000, 400, 125, 5, 8000, 3.75

emittance [μm] 90 15 (e+) 2.5 (e+) 1000 40

Circumference C 3.02 2.20 3.02 6.34 26.66 26.66

[km]

The reaction rate in a collider, R, is given by the product of the cross
section of the reaction σ and the luminosity L:

R = σL . (1.1)

Considering two beams with Gaussian transverse profiles of rms size σx (in
the horizontal direction) and σy (in the vertical direction), with Nb,1 and Nb,2
the number of particles per bunch per beam respectively, the luminosity for
head-on collisions is expressed by

L =
fcollNb,1Nb,2
4πσxσy

, (1.2)

with fcoll the average bunch collision frequency. In a storage ring, the number
of particles per bunch Nb is related to the total stored current I by
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Table 1.2. Parameters of (Planned) Linear Colliders

Variable Symbol FFTB SLC NLC TESLA CLIC

Beam energy [GeV] Eb 47 47 250 250 1500

No. of bunches / train nb 1 1 190 2820 154

Rep. rate [Hz] nb 10 120 120 5 100

Bunch population [1010] Nb 0.5 4 0.75 0.4

Rms IP beam σ∗x,y 60 (y) 1400, 245, 553, 43,

size [nm] 500 2.7 5 1

Normalized rms γεx,y 2 (y) 50, 3.6, 10, 0.58,

emittance [μm] 8 0.04 0.03 0.02

Luminosity L — 2× 10−4 2 3.4 10

[1034 cm−2s−1]

Table 1.3. Parameters of Light Sources and SASE FELs

Variable Symbol ALS ESRF SPring-8 TTF TESLA

FEL FEL

Beam energy [GeV] Eb 1.5 6 8 1 15–50

No. of bunches nb 300 662 1760 800 11500/

pulse

Bunch population [1010] Nb 0.5 0.5 0.2 0.6 0.6

Rms beam σx,y 200, 400, 150, 50 27

size [μm] 31 20 20

Norm. transv. γεx,y 10, 47, 94, 2 1.6

emittance [μm] 0.7 0.35 0.04

Bunch length [mm] σz 4.0 4.0 4.0 0.05 0.025

I = ntnbNbe
frf
h
, (1.3)

where nt is the number of trains, nb is the number of bunches per train, e is
the electric charge, frf is the accelerating frequency, and h is the harmonic
number. The rms beam sizes σx,y are related to the beam volume, or to the
emittance, and to a focusing parameter βx,y, via σx,y =

√
εx,yβx,y. Hence, for

a linear collider smaller emittances εx,y translate into higher luminosity
1. In

(1.2), we have omitted a number of correction factors, which are sometimes

1 for storage ring colliders this is not necessarily true since Nb/εx,y may be limited
by the beam-beam interaction
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important. For example, if the beta functions at the collision point are com-
parable or smaller than the bunch length, the luminosity is lower than that
predicted by (1.2). This is referred to as the ‘hourglass effect’. In addition,
at high current the focusing force of the opposing beam may significantly
change the single-particle optics. As a result, the beta functions at the inter-
action point either increase or decrease (‘dynamic beta function’), and the
luminosity changes accordingly.
The parameter describing the photon-beam quality of a synchrotron-

radiation light source is the spectral brightness B, which refers to the photon
flux in the six-dimensional phase space. Again considering a Gaussian beam,
and assuming that the beam sizes are above the photon diffraction limit
(εx,y > λγ/4π, where λγ is the photon wavelength), the average spectral
brightness at frequency ω is

B(ω) =
CψEIS(ω/ωc)

4π2εxεy
, (1.4)

where E is the beam energy, I the beam current, Cψ = 4α/(9emec
2) ≈

3.967×1019 photons / (sec rad A GeV), where α is the fine structure constant,

S(ω/ωc) =
9
√
3

8π

ω

ωc

∫ ∞
ω/ωc

K5/3(x̄) dx̄ , (1.5)

and ωc ≡ (3/2)cγ3/ρ the critical photon frequency (where ρ is the bending
radius, and γ the electron beam energy divided by the rest energy mec

2).
The important point is that the average spectral brightness depends strongly
on the beam emittance and on the beam current.
In this book we will describe commonly used strategies for the control of

charged particle beams and the manipulation of their properties. These are
strategies aimed towards improving the accelerator performance and meet-
ing the ever more demanding requirements. Emphasis is placed on relativistic
beams in storage rings and linear accelerators. Only one chapter is devoted
to problems associated with low energy beams. We assume that the reader
is familiar with fundamental accelerator optics as described, for example, in
[1, 2, 3, 4]. In the remainder of this introduction we nonetheless review some
fundamentals of accelerator optics thereby also introducing the notations to
be used in this text. In the following chapters, we discuss basic and advanced
methods for measuring and controlling fundamental beam properties, such as
transverse and longitudinal lattice diagnostics and matching procedures, orbit
correction and steering, beam-based alignment, and linac emittance preser-
vation. Also to be presented are techniques for the manipulation of particle
beam properties, including emittance measurement and control, bunch length
and energy compression, bunch rotation, changes to the damping partition
number, and beam collimation issues. Finally, we discuss a few special topics,
such as injection and extraction methods, beam cooling, spin transport, and
polarization.
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The different techniques are illustrated by examples from various existing
or past accelerators, for example, the large electron-positron collider LEP [5]
at CERN, the SLAC PEP-II B factory [6], the linac of the KEK B factory
[7], the Stanford Linear Collider (SLC) [8, 9], TRISTAN at KEK [10], the
synchrotron light sources SPEAR at SLAC [11] and the ALS at Berkeley [12],
the CERN Low Energy Antiproton Ring (LEAR) [13], the Accelerator Test
Facility (ATF) at KEK [14], the electron-proton collider HERA at DESY
[15], the final-focus test beam at SLAC [16], the CERN pp̄ collider SPS [17],
the ASSET experiment at SLAC [18], the TESLA Test Facility at DESY
[19], the FNAL recycler ring [20], RHIC [21], and the ISR at CERN [22]. At
various places, we also refer to planned or proposed future accelerators, such
as the Large Hadron Collider [23], the Next Linear Collider [24], the TESLA
Linear Collider [25], and the Muon Collider [26].

1.1 Review of Transverse Linear Optics

We can distinguish two types of accelerator systems: rings and transport lines
both with and without acceleration. In a storage ring the optical functions,
such as the dispersion D or the beta function β, are well defined by the
periodic boundary conditions. For a transport line, on the other hand, there is
no such boundary condition, and here it is convention to determine the initial
values of the optical functions from the initial beam size and the correlations
contained in the initial beam distribution (see (1.17–1.19)).
Often a 3-dimensional coordinate system (x, s, y) is employed to describe

the particle motion, where the local tangent to s points in the direction of the
beam line, x is directed in the radial outward direction, and y in the vertical
upward direction. These coordinates are illustrated in Fig. 1.1. In a beam
line without any bending magnets, or if there is bending in more than one
plane, some ambiguity exists in the definition of the x and y. While s gives
the location around the ring, the particle coordinates x and y measure the
transverse distance from an ideal reference particle, e.g., a particle passing
through the center of perfectly aligned quadrupole magnets. Further, it is
customary to introduce a second longitudinal coordinate z = s − v0t where
v0 denotes the velocity of the ideal particle and t the time. The coordinate
z thus measures the longitudinal distance to the ideal reference, which may
be taken to be the center of the bunch. For example, if z > 0 the particle is
moving ahead of the bunch center and arrives earlier in time than the bunch
center at an arbitrary reference position.
In a linear approximation, the transverse motion of a single particle in an

accelerator can be described as the sum of three components [4, 27]

u(s) = uc.o.(s) + uβ(s) +Du(s)δ , (1.6)

where u(s) = x(s) or y(s) is the horizontal or vertical coordinate at the
(azimuthal) location s. Here uc.o. denotes the closed equilibrium orbit (or,



1.1 Review of Transverse Linear Optics 7

Fig. 1.1. Schematic of the reference trajec-
tory and the transverse coordinate system

in a transport line, some reference trajectory), uβ the orbit variation due to
betatron motion (transverse oscillations), and Duδ the orbit change resulting
from an energy offset; Du is the dispersion function, and δ = Δp/p is the
relative deviation from the design momentum given by the difference of the
particle momentum from the design momentum both divided by the design
momentum.
The beam is transversely focused by quadrupole magnets usually of al-

ternating polarity. The linear equation of motion for the horizontal motion
is

d2x

ds2
= −k(s)x , (1.7)

where x is the offset from the quadrupole center. The focusing coefficient k(s)
is given in units of m−2 and is nonzero only in a quadrupole field, in which
it is given by

k =
BT
(Bρ)a

, (1.8)

where BT denotes the quadrupole pole-tip field, a the pole-tip radius, and

Bρ [T−m] ≈ 3.356 p [GeV/c] (1.9)

is the magnetic rigidity in units of Tesla-meters. Often, especially in large
acclerators, one can employ a ‘thin-lens’ or ‘kick’ approximation, and express
the effect of the quadrupole simply by a change in the trajectory slope x′ ≡
dx/ds according to

Δx′ = −Kx , (1.10)

where
K ≡ klquad (1.11)

is the integrated strength of the quadrupole in units of m−1 and lquad is the
quadrupole length. Here and in the following, we use the prime to signify a
derivative with respect to the longitudinal position s.
Note that the strength of other magnets can be normalized to the beam

momentum in a similar way as for quadrupoles. As an example, we consider a
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sextupole magnet. This is a nonlinear element which is often installed in stor-
age rings at a location with nonzero dispersion and is used for correcting the
variation of the quadrupole focusing strength with the particle momentum,
i.e., the chromaticity. The local sextupole field in units of m−3 is expressed
as m = 2BT /(a

2(Bρ)), where BT now denotes the sextupole pole-tip field,
and the integrated sextupole strength becomes M = mlsext. In a kick ap-
proximation, the effect of the sextupole on the horizontal trajectory slope is
Δx′ =Mx2/2.
In the remainder of this section, however, we ignore the effect of nonlinear

elements and restrict the discussion to particle trajectories with small ampli-
tudes, which evolve according to the linear optics. Then, for constant beam
energy, the horizontal or vertical betatron motion, i.e., the solution to (1.7),
can be parametrized by a pseudo-harmonic oscillation of the form [4]

uβ,x,y(s) =
√
2Ix,yβx,y(s) cos(φx,y(s) + φ0) , (1.12)

where βx,y(s) is called the beta function, φx,y(s) the betatron phase (‘an-
gle variable’), and Ix,y is an ‘action variable’. Action variables are known
from classical mechanics. There the Hamiltonian of a harmonic oscillator is
expressed by H(I, φ, θ) = QI, where θ is a time-like variable and Q is a con-
stant equal to the number of oscillations per revolution (in accelerator physics
this is called the ‘tune’). In the absence of nonlinear perturbations and using
a proper choice of coordinates, the betatron motion in an accelerator can be
described by exactly the same Hamiltonian as the harmonic oscillator.
In addition to the beta function β, two closely related functions are often

introduced to characterize the betatron motion. These are

α(s) = −
1

2
β′(s) and γ(s) =

1 + α2(s)

β(s)
, (1.13)

where as before the prime indicates a derivative with respect to the longi-
tudinal position s, and we have dropped the subindex ‘x, y’. Together β, α,
and γ are referred to as the Twiss parameters. Henceforth, we will use x
instead of u, but, here and in the following, the same equations apply in the
horizontal and in the vertical plane. The main difference is that quadrupoles
which are focusing in one plane are defocusing in the other.
The functions φx,y(s) and βx,y(s) in (1.12) vary with the azimuthal lo-

cation s, while the action Ix,y and initial phase φ0 are constants of motion.
The beam is matched to the lattice if the betatron phases are distributed
randomly. In this case, the value of Ix,y averaged over all particles of the
beam is equal to the rms beam emittance. For example, in the horizontal
plane, we then have

εrmsx ≡ σ2x/βx = 〈Ix,y〉 (1.14)

and

Ix =
x2β + (βxx

′
β + αxx)

2

βx
. (1.15)
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The ‘betatron oscillation’ described by (1.12) refers to a particle at a fixed
design energy. Later, we will discuss how the motion is modified if the energy
is not constant, introducing the two concepts of dispersion and chromaticity.
If the beam is accelerated, as in a linac, the beam energy is not constant

and the right-hand side of (1.12) must be multiplied by
√
γ(0)/γ(s), since

the increase in longitudinal momentum ps reduces the transverse beam size
by effectively introducing a damping force d2x/ds2 ≈ −px/p2s dps/ds. Inside
an accelerating structure with energy gradient E′, the formula for α becomes

α(s) = −
β′(s)

2
+
βE′(s)

2E(s)
, (1.16)

E(s) is the beam energy at location s.
The three optical functions β(s), α(s) and γ(s) are proportional to the

three second moments of the beam distribution, with the rms beam emittance
as the constant of proportionality:

〈x2〉s = β(s) ε, (1.17)

〈xx′〉s = −α(s) ε, (1.18)

〈x′
2
〉s = γ(s) ε , (1.19)

where 〈. . .〉s denotes an average over the beam distribution at the location s.
Thus, the actual values of β, α and γ can be deduced from the measured
beam distribution. It is a challenge to the accelerator physicist to make them
coincide with their design values.
In a storage ring, the optical functions α, β and γ are periodic: β(s) =

β(s+C), α(s) = α(s+C), and γ(s) = γ(s+C), where C is the ring circum-
ference. For a transport line, or linac, no such periodic boundary condition
exists; and the values of the optical functions depend on the incoming beam
distribution, e.g., via (1.17), (1.18), and (1.19).
Another description, alternative to the ‘Twiss parameters’ (α, β and γ)

represents the motion of a single particle in terms of a transport matrix
[28, 29]. Here, a trajectory is denoted by a point in the phase space (x, x′)
which is transformed from the initial location i to a new (final) location f
through a linear transformation(

x
x′

)
f

=

(
R11 R12
R21 R22

)
fi

(
x
x′

)
i

. (1.20)

This can also be generalized to a (6×6) transport matrix for motion with
coupling between the horizontal, vertical and longitudinal planes. In the
6-dimensional case, the vector (x, x′) is replaced by (x, x′, y, y′, z, δ), where δ
is the relative energy error and z is the longitudinal distance to a co-moving
reference particle, are the coordinates in the longitudinal phase space.
Let us review a few examples. In lowest-order approximation, for a drift

space of length l, the 2-dimensional transport matrix is
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Rdrift =

(
1 l
0 1

)
. (1.21)

The matrix for a focusing quadrupole of gradient k = (∂B/∂x)/(Bρ) and of
length lq is

Rquad =

(
cosφ sinφ/

√
|k|

−
√
|k| sinφ cosφ

)
, (1.22)

where φ = lq
√
|k|. If we take the limit of vanishing quadrupole length

lquad → 0 while holding the integrated gradient K = |k|lq constant, we arrive
at the matrix for an idealized ‘thin-lens’ quadrupole

Rthin−lens =

(
1 0
−K 1

)
. (1.23)

Thus, the focal length of the thin quadrupole is given by 1/K. The R matrix
for a sequence of quadrupoles and drift spaces is simply the product of the
R matrices for the individual elements.
It is important to note that the description in terms of optical functions

and the Rmatrix formalism are equivalent and complementary. We can trans-
form the optical functions from one location to another using the elements
of the R matrix:⎛

⎝βα
γ

⎞
⎠
f

=

⎛
⎝ R211 −2R11R12 R212
−R11R21 1 + 2R12R21 −R12R22
R221 −2R21R22 R222

⎞
⎠
fi

⎛
⎝βα
γ

⎞
⎠
i

. (1.24)

Alternatively, we can express the elements of the R matrix from i to f in
terms of the optical functions at the initial and final locations,

Rfi =

⎛
⎝

√
βf
βi
(cosφfi + αi sinφfi)

√
βfβi sinφfi

−1+αfαi√
βfβi

sinφfi +
αi−αf√
βfβi

cosφfi
√
βi
βf
(cosφfi − αf sinφfi)

⎞
⎠ ,
(1.25)

where φfi = (φf − φi) is the betatron phase advance between the two loca-
tions.
In a storage ring, one can compute the 1-turn matrix by demanding that

the final location f is equal to the initial one i, after a full revolution. The
matrix (1.25), or one-turn-map (OTM), then simplifies to

Rotm =

(
cosμ+ α sinμ β sinμ
−γ sinμ cosμ− α sinμ

)
, (1.26)

where μ denotes the 1-turn phase advance. The betatron tune Q or ν, is
defined as the number of betatron oscillations per turn. It is related to the
1-turn phase advance μ by Q ≡ ν = μ/(2π).
We note explicitly that the tranport matrices for a single particle and for

the beam centroid are identical at low beam currents and without nonlinear-
ities.
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1.2 Beam Matrix

The beam distribution can be characterized by its first and second moments.
The first moments give the centroid motion. The second moments are com-
bined in a ‘beam matrix’. For example, the beam matrix Σbeam for the hori-
zontal plane is defined as

Σxbeam = εx

(
β −α
−α γ

)

=

(
〈x2〉 − 〈x〉2 〈xx′〉 − 〈x〉〈x′〉
〈x′x〉 − 〈x′〉〈x〉 〈x′2〉 − 〈x′〉2

)
. (1.27)

Here α, β, and γ are the ellipse (e.g., Twiss) parameters (compare (1.17–
1.19), and Fig. 1.2), ε is the beam emittance, and the bracketed terms are
various moments of the beam distribution, i.e., 〈x〉 is the first moment, or
mean, of the distribution in position, 〈x′〉 is the first moment, or mean, of
the distribution in angle, and 〈x2〉, 〈x′2〉 are the second moments of the beam
distribution. Specifically, for a beam intensity distribution f(x),

〈x〉 =

∞∫
0

xf(x)dx

∞∫
0

f(x)dx

, (1.28)

and

〈x2〉 =

∞∫
0

x2f(x)dx

∞∫
0

f(x)dx

. (1.29)

The root-mean-square (rms) of the distribution σx is (usually) the physical
quantity of interest:

σx =
√
〈x2〉 − 〈x〉2 . (1.30)

If the mean of the distribution is neglected (i.e., either disregarding the static
position offset of the core of the beam, or defining the coordinates with respect
to this offset), (1.27) reduces to

Σxbeam =

(
〈x2〉 〈xx′〉
〈xx′〉 〈x′2〉

)
(1.31)

and the rms of the distribution is simply σx = 〈x2〉
1
2 .
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Fig. 1.2. Ellipse parameters
for the beam matrix [28, 29]

The transformation between an initial beam matrix Σbeam,0 to the beam
matrix Σbeam at a desired observation point is

Σbeam = RΣbeam,0R
t , (1.32)

where R is the transfer matrix and Rt is the transpose of R. Here, depending
on how many degrees of freedom are considered, Σbeam and R can be 2× 2,
4 × 4 or 6 × 6 matrices. For an uncoupled system, the 4 × 4 matrix Σxybeam,
characterizing the transverse beam distribution in the horizontal and vertical
phase space, is of block-diagonal form:

Σxybeam =

⎛
⎜⎝
Σ11 Σ12 0 0
Σ21 Σ22 0 0
0 0 Σ33 Σ34
0 0 Σ43 Σ44

⎞
⎟⎠ , (1.33)

and

R =

⎛
⎜⎝
R11 R12 0 0
R21 R22 0 0
0 0 R33 R34
0 0 R43 R44

⎞
⎟⎠ . (1.34)

Note that the Σxybeam-matrix is symmetric with Σ
xy
12 = Σ

xy
21 (cf. (1.27)) but

that, in general, R12 �= R21.

1.3 Review of Longitudinal Dynamics

If the energy of the beam, or of a particle in the beam, differs from the design
energy its trajectory may deviate from the trajectory of an ideal particle
which has the desired energy. In first order, this deviation is linear in the
momentum deviation δ = Δp/p (p here is the nominal momentum). For
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a transport line we can write the horizontal displacement resulting from the
energy error as

Δx(s) = R16δ , (1.35)

where R16 is the (1,6) transport matrix element from the location where the
energy error δ was induced to the location s. In a (planar) storage ring, the
orbit deviation due to an energy offset is given by the periodic dispersion
function Dx(s) as

Δx(s) = Dx(s)δ . (1.36)

Also, in a transport line, the R16 matrix element of (1.35) is often called
dispersion, but it should be kept in mind that this term is not uniquely defined
as the measured values depend on the location where an energy change is
introduced (and may be different from the real energy-position correlation
within the bunch). As a result, the correction of dispersion in a transport
line or a linac can become conceptually quite complicated.
If the beam (or particle) energy is varied, the radius of curvature and,

thus, the path length in the bending magnet changes. The first order path
length change is characterized by the momentum compaction factor αc:

αc =
ΔC/C

δ
=
1

C

∮
D(s)

ρ(s)
ds . (1.37)

If γ > 1/
√
αc, a ring is said to operate ‘above transition’; this is the case for

most electron and high-energy proton rings. For a transport line, one may
replace αc in (1.37) by the R56 matrix element, and Dx by R16, and consider

R56(s) =

∫ s
s0

R16(s
′)

ρ(s′)
ds′ . (1.38)

Just as the beam, or an individual particle in the beam, executes betatron
oscillations, it also performs oscillations in the longitudinal phase space, e.g.,
in a storage ring with nonzero rf voltage. The frequency of the synchrotron
motion is usually much lower than the betatron-oscillation frequencies (one
synchrotron period typically corresponds to 100s of turns). It can be expressed
in terms of a synchrotron tune Qs (which is the synchrotron frequency fs in
units of the revolution frequency frev):

Qs =
fs
frev

=

√
(αc − γ−2)heV̂ sinφs

2πβcp0
, (1.39)

where αc again is the momentum compaction factor, V̂ the amplitude of the
rf voltage (assumed as simply cosine-like: Vrf = V̂ cos(ωrft + ψ)), h the rf
harmonic number (frf = hfrev), e the particle charge, p0 the equilibrium mo-
mentum, c the speed of light, and φs the synchronous phase angle measured
with respect to the crest of the rf. The latter is determined by the equality
eV̂ cosφs = U0, where U0 is the average energy loss per turn, and by the
condition for phase stability is 0 < ψs < π/2 above transition. The transition
energy corresponds to Qs = 0.
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1.4 Transverse and Longitudinal Equations of Motion

The smooth approximation to the beam motion considers only the average
focusing force and ignores the discrete locations of rf cavities or quadrupole
magnets. In the longitudinal plane, we assume further that the oscillations are
small compared with the amplitude of the focusing rf wave so that only the
linear part of the sinusoidal rf force is sampled by the beam. With these ap-
proximations both longitudinal and transverse oscillations are then described
by the equation of a harmonic oscillator.
In the transverse plane

x′′ + (ωβ/c)
2x = 0 , (1.40)

px
′′ + (ωβ/c)

2px = 0 , (1.41)

with px ≡ (αx+βx′), where ωβ/c
2
is the appropriate average of k(s) in (1.7)

and ωβ = 2πQ. In the longitudinal plane

φ′′ + ω2sφ = 0 , (1.42)

δ′′ + ω2sδ = 0 , (1.43)

with φ′ = (αc − (1/γ)2)ωrfδ and ωs = 2πfs.
The second moments of the beam distribution have an immediate physical

significance. For example, σx = 〈x2〉
1
2 is the horizontal rms beam size, σx′ =

〈x′2〉
1
2 the horizontal rms beam divergence, σy = 〈y2〉

1
2 the vertical rms

beam size, σy′ = 〈y′
2〉
1
2 the vertical rms beam divergence, σz = 〈z2〉

1
2 the

rms bunch length (or, in terms of rf phase, σφ = ωrfσz/c), and σδ = 〈δ2〉
1
2

the rms momentum spread.
For completeness we list the beam matrix Σbeam for a transverse (e.g.,

horizontal) plane,

Σxbeam =

(
〈x2〉 〈xx′〉
〈xx′〉 〈x′2〉

)
, (1.44)

and its analogue for the longitudinal one,

Σzbeam =

(
〈φ2〉 〈φδ〉
〈δφ〉 〈δ2〉

)
. (1.45)

The transverse and longitudinal emittances are obtained from

εx =
√
det Σxbeam =

√
〈x2〉〈x′2〉 − 〈xx′〉2 , (1.46)

εy =
√
det Σybeam =

√
〈y2〉〈y′2〉 − 〈yy′〉2 , (1.47)

and
εz =

√
det Σzbeam =

√
〈φ2〉〈δ2〉 − 〈φδ〉2 , (1.48)

where det denotes the determinant of the corresponding matrix. It is common
to consider the normalized emittances εx,y,N ≡ γβεx,y and γβεz which are

constant under acceleration (here β and γ = 1/
√
1− β2 are the relativistic

factors).
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Exercises

1.1 Beam Emittance in Terms of Action Angle Variables

Individual particles within a bunch (index i) perform betatron oscilla-
tions, which can be described in terms of action-angle variables by xi(s) =√
2Ixβx(s) cosφx(s). Consider a beam whose distribution function depends
only on the action variable; i.e., ρ(Ix, φx) = ρ(Ix)/(2π). Define the horizon-
tal emittance as εx = 〈x2(s)〉/βx(s). Show that εx = 〈Ix〉, where the square
brackets denote an average over the beam distribution at location s.

1.2 Projected Beam Emittances

a) Consider now a 2-dimensional particle distribution which is Gaussian
and uncorrelated in the 4 variables x0, x

′
0, y0 and y

′
0 with emittances εx0 and

εy0. Suppose the beam passes a skew quadrupole of strength Ks with beta
functions at the quadrupole equal to βx and βy. Afterwards the coordinates
of the new distribution are x, x′, y and y′. They are correlated as

x′ = x′0 +Ksy0 , (1.49)

y′ = y′0 +Ksx0 , (1.50)

x = x0 , (1.51)

y = y0 . (1.52)

Calculate the beam matrix in terms of the Twiss parameters and the initial
uncoupled emittances.
b) The projected horizontal and vertical emittances are given by the

square root of the determinant of the 2× 2 submatrices. Calculate the pro-
jected emittances and express them in terms of the initial uncoupled emit-
tances, and the skew quadrupole strength Ks.



2 Transverse Optics Measurement
and Correction

In order to preserve the beam quality, accurate knowledge of the transverse
optics and its correction is most often mandatory. For example, if the dis-
tribution of a beam injected into a storage ring is not matched to the ring
optics, the emittance will grow due to filamentation. Or, if there is a signifi-
cant optics error, e.g., induced by a strength error in a quadrupole magnet,
the beam envelope may vary strongly. The resulting reduction in dynamic
aperture may then lead to enhanced beam loss.
There are several approaches for verification of the beam optics. Some of

these are based on exciting the beam using a transverse kicker magnet, others
vary the strength of individual quadrupoles. In either case, the optics can be
evaluated using measurements of the beam response, which is measured on
one or more transverse electrodes (“pick ups”).
In this chapter, we discuss several techniques used to measure the beta-

tron tune, betatron phase advances, and beta functions. We then describe
how the source of an optics error may be localized, and, alternatively, how
an imperfect optics can be matched to the design values by the use of or-
thogonal ‘multiknobs’. We next present general and powerful data processing
techniques. The beam response to (large) transverse deflections is discussed
next which includes a combination of effects including nonlinear detuning,
radiation damping, head-tail damping, and chromaticity. The last section is
devoted to measurements and correction techniques for betatron coupling.

2.1 Betatron Tune

2.1.1 Introduction

In a storage ring the betatron tune, or Q value, is defined as the number of
betatron oscillation periods per revolution1:

Q =
φ(C)

2π
=
1

2π

∮
C

ds

β(s)
, (2.1)

where the integral is taken around the ring of circumference C. A schematic
of a betatron oscillation is shown in Fig. 2.1.

1 often, especially in the American literature, it is also denoted by ν
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Fig. 2.1. Schematic of a betatron oscillation around a storage ring

The integer part of the tune is easily inferred from the orbit distortion
induced by exciting a single steering corrector. The resulting distortion pro-
duces a coherent betatron oscillation and is easily measured by taking the
difference in the orbits as measured using beam position monitors (BPMs)
both with and without the kick; counting the number of oscillation peri-
ods around the ring circumference determines the integer value of the tune.
A more intricate method, discussed in Sect. 2.2, involves performing a har-
monic analysis of the betatron oscillations recorded by multi-turn BPMs. In
this case the betatron phase advance between adjacent BPMs can be de-
termined. The total phase advance around the ring gives the tune. If the
integer part of the tune agrees with model predictions, large optics errors
can be excluded. As important as the integer value of the tune is its frac-
tional part, since the latter can have a strong effect on the beam lifetime or
emittance.
Tune measurements are useful for quite a variety of applications: the

tune shift with quadrupole strength gives the local beta function, the tune
shift with rf frequency the chromaticity, the tune shift with current the ef-
fective transverse impedance, and the tune shift with betatron amplitude

Fig. 2.2. Rms vertical size of the electron beam extracted from the SLC damping
ring as a function of the vertical betatron tune. This measurement was performed
under unusually poor vacuum conditions [1]
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the strength of nonlinear fields. Furthermore, optimizing and controlling the
tunes improves the beam lifetime and the dynamic aperture, and can reduce
beam loss or emittance growth during acceleration. For example, Fig. 2.2
shows the variation of the extracted vertical beam size as a function of the
vertical betatron tune which was measured at the SLC electron damping ring.
Other effects including space charge, ionized gas molecules, the beam-beam
interaction, and radiation damping can affect the tune signal, which may be
seen for example in the shape of the beam response to a swept-frequency exci-
tation. An example showing the dramatic effect of the nonlinear beam-beam
force is shown in Fig. 2.3.
Fast decoherence and filamentation, head-tail damping or instabilities

may make it difficult to extract a clean and reproducible tune signal. Con-
versely, the strong influence of various phenomena on the tune signal also
implies that all these processes can be studied by means of tune measure-
ments.
In the following we will describe three methods of measuring the fractional

part of the tune. These approaches fall into two different categories: (1) preci-
sion tune measurements and (2) tune tracking (the latter aims at monitoring
and controlling fast changes, e.g., during acceleration). For simplicity, the
fractional part of the tune will also be denoted by Q.

Fig. 2.3. Transverse tune measurement (swept-frequency excitation) with 2 col-
liding bunches at Tristan. Vertical axis: 10 dB/div., horizontal axis: 1 kHz/div. [2]
(Courtesy K. Hirata and T. Ieiri, 1998)

2.1.2 Fast Fourier Transform (FFT) and Related Techniques

A common method to measure the fractional part of the betatron tune in-
volves exciting transverse beam motion and detecting the transverse beam
position over a number of successive turns N . The excitation may consist
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either of white noise or of a single kick. Beam oscillations after injection are
also often measured as these are often naturally present so the measurement
does not interfere with accelerator operation. The power density of the de-
tected signal is computed via a Fourier transformation and the betatron tunes
are identified as the frequencies with the highest amplitude peak (this is not
always the case as sometimes the beam is strongly excited at other frequen-
cies). Figure 2.4 shows typical multi-turn BPM measurements. Alternatively,
a spectrum analyzer can be used to frequency analyze the signal detected by
a pick up.

Fig. 2.4. Multi-turn orbit measurement for the motion of a single bunch in a train
of 3 bunches at LEP-I. Shown are horizontal BPM orbit readings as a function
of turn number: (top) BPM in a dispersive arc region; (bottom) BPM in a non-
dispersive straight section. At the start of the measurement the bunch was deflected
by a kicker. The corresponding FFT spectra are displayed in Fig. 2.5 (Courtesy
A.-S. Müller, 2001)
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A Fourier analysis uses a time series x(1), x(2), ..., x(N) of N orbit meas-
urements for consecutive turns as input. This time series is expanded as a
linear combination of N orthonormal functions,

x(n) =
N∑
j=1

ψ(Qj) exp(2πinQj) . (2.2)

where the coefficients ψ(Qj) are calculated from the inverse formula

ψ(Qj) =
1

N

N∑
n=1

x(n) exp(−2πinQj) . (2.3)

The expansion can be done efficiently with a Fast Fourier Transform algo-
rithm. The frequency corresponding to the largest value of ψ is taken as the
approximate tune (see Fig. 2.5). The frequency error is given by the finite
sample size, N .

|δQ| ≤
1

2N
. (2.4)

Thus, to obtain a tune value with a resolution of 0.001 or better requires
orbit data for about 210 ≈ 1000 turns. As an illustration, Fig. 2.5 displays
FFT spectra of the orbit motion measured at the two BPMs of Fig. 2.4. The
FFT confirms that a large part of the orbit motion in the dispersive region
is due to synchrotron oscillations.
The resolution can be improved by an interpolated FFT. If we use a sim-

ple Fourier analysis based on the peak amplitude of ψ in (2.2), typically we
need about 1000 turns of orbit data to obtain an adequate tune resolution.
During this time the beam could filament or the oscillation amplitude could
decrease significantly, giving rise to spurious results. Fortunately, interpolat-
ing the shape of the Fourier spectrum around the main peak improves the
resolution quite dramatically [3]. Thereby the same resolution can be achieved
by processing data over considerably fewer turns.
The underlying assumption is that the shape of the Fourier spectrum is

known and corresponds to that of a pure sinusoidal oscillation with tune Qint,

|ψ(Qj)| =

∣∣∣∣ sinNπ(Qint −Qj)N sinπ(Qint −Qj)

∣∣∣∣ . (2.5)

The formula for the interpolated tune Qint reads [4]:

Qint =
k

N
+
1

π
arctan

(
|ψ(Qk+1)| sin

(
π
N

)
|ψ(Qk)|+ |ψ(Qk+1)| cos

(
π
N

)
)
, (2.6)

where |ψ(Qk)| is the peak of the Fourier spectrum in (2.2), and |ψ(Qk+1)| its
highest neighbor. In other words, instead of using only the peak value of the
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Fig. 2.5. FFT power spectra for the two BPM measurements of Fig. 2.4 in a
dispersive (top) and in a nondispersive region (bottom). The horizontal scale is in
tune units, the vertical scale in arbitrary units (Courtesy A.-S. Müller, 2001)

FFT, one interpolates between the two highest points. For large N the error
decreases as

|δQ| ∝
1

N2
. (2.7)

So, the resolution improves quadratically with the number of turns and al-
ready from a beam signal recorded over 30–60 turns, fairly accurate tune
values can be obtained. For N � 1, (2.6) may be approximated by the sim-
pler form [3]

Qint ≈
k

N
+
1

N
arctan

(
|ψ(Qk+1)|

|ψ(Qk)|+ |ψ(Qk+1)|

)
. (2.8)

A further refinement is an interpolated FFT with data windowing, which
further increases the accuracy of the Fourier analysis [4, 5]. Here, the data
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x(n) are weighted with filter functions χ(n) before the interpolated FFT is
applied. The Fourier coefficients of the filtered signal are

ψ(Qj) =
1

N

N∑
n=1

x(n)χ(n) exp(−2πinQj) . (2.9)

Note that the regular FFT, (2.3), corresponds to (2.9) without filter, or
to χ(n) = 1. Applying instead a Hanning-like filter of order l, χl(n) =
Al sin

l (πn/N), where Al is a normalization constant, in the limit N � 1
the interpolated tune reads

QHan =
k

N
+
1

N

(
(l + 1)ψ(Qk+1)

ψ(Qk) + ψ(Qk+1)
−
l

2

)
. (2.10)

The resolution improves with the (l+2)th power of the number of samples N :

|δQ| ∝
1

N l+2
. (2.11)

An example comparing the precision of different FFT procedures is shown
in Fig. 2.6 [4], which clearly demonstrates the superiority of the interpolated
FFT with data windowing (Hanning filter). Unfortunately, the beneficial ef-
fect of the Hanning filter disappears when the signal contains a small noise
component [4], in which case the resolution decreases as ∼ N−2 only, just as
with the simple interpolated FFT. Another potential problem may arise if
the signal measured in the control room is far from a purely sinusoidal shape,
e.g., due to a nonzero chromaticity, filamentation, or collective effects.

Fig. 2.6. Tune precision vs. number of turns, considering different FFT techniques
applied to tracking data for the 4-D Hénon map [4]. The abbreviation ‘APA’ refers
to a calculation of the average phase advance, which can be computed either in the
original phase-space coordinates or in so-called normal-form coordinates. See [4] for
more details on these alternative methods (Courtesy M. Giovannozzi, 1998)
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Accurate computations of fundamental oscillation frequencies, using tech-
niques similar to those described above, allow for a global view of the under-
lying beam dynamics, and in particular the identification of chaotic region
of phase space. Such ‘frequency map analysis’ [6] has been applied to both
simulation data [7, 8, 9] and measurements [10].
Another approach to obtain higher accuracy than an FFT is Lomb’s

method [11], which was applied at LEP with great success [12]. This method
can be applied to an arbitrary data sample without any constraints on the
number of data points or on the time interval between two successive points.
It weights the data on a ‘per point basis’ and not ‘per time interval’ as an
FFT [12].

Fig. 2.7. Lomb normalized periodogram [12] for the two BPM measurements of
Fig. 2.4 in a dispersive (top) and in a nondispersive region (bottom). The horizontal
scale is in tune units, the vertical scale in arbitrary units (Courtesy A.-S. Müller,
2001)
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ForN data points hi measured at times ti, the so-called ‘Lomb normalized
periodogram’ PN (Q) is defined by

PN (Q) =
1

2σ2

{
[
∑
n cos(2πQ(n− n0))]

2∑
j cos

2(2πQ(n− n0))

+
[
∑
n sin(2πQ(n− n0))]

2∑
n sin

2(2πQ(n− n0))

}
(2.12)

with

dn = hn −
1

N

N∑
n=1

hn , (2.13)

σ2 =
1

N − 1

N∑
n=1

d2n , (2.14)

tan(4πQn0) =

∑
n sin(4πQn)∑
n cos(4πQn)

. (2.15)

For any test frequency Q the Lomb method determines the contents of that
frequency in the data set. The constant n0, which in general is not an integer,
is computed so as to eliminate the phase of the original harmonic in the
expression for the power spectrum PN (Q). Since the phase dependence is
removed, the Lomb periodogram can be more accurate than the FFT.
As an example, Fig. 2.7 displays the Lomb normalized periodograms for

the two LEP data sets of Fig. 2.4. Comparison with the corresponding FFT
power spectra in Fig. 2.5 reveals the higher quality of the Lomb transforma-
tion.

2.1.3 Swept-Frequency Excitation

A different method to measure the tune involves exciting the beam with a
steady sinusoidal wave and detecting the amplitude and phase of the beam
response. The excitation frequency is increased in steps, or at a constant rate.
The strength of the harmonic excitation is adjusted so as to produce beam
oscillations of adequate amplitude at the resonant frequency.
The result of this measurement is a ‘transverse beam-transfer function’,

which is the (complex) response of the beam to a harmonic excitation as
a function of frequency. The beam-transfer function contains important in-
formation, for example, about the transverse impedance or about radiation
damping [13]. It is easy to see from (2.2) that, in frequency domain, the tune
signal from a single bunch repeats itself in frequency intervals corresponding
to multiples of the revolution frequency frev (i.e., a spectrum analysis of the
signal from one pick up contains no information about the integer part of the
tune). If nb equidistant bunches are stored in a ring and the combined signal
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of all bunches is detected, the periodicity of the FFT signal is nbfrev. In addi-
tion, the tune spectrum from 0 to nbfrev/2 and that from nbfrev/2 to nbfrev
are mirror images of each other. Therefore, for the study of multibunch in-
stabilities, it is sufficient to measure the beam transfer function around each
revolution harmonic between zero and nbfrev/2.
The concept of the beam-transfer function can be extended to higher-

order beam excitations. At the CERN Antiproton Accumulator a quadrupole
pick-up was used to measure the quadrupole mode beam-transfer function of
an antiproton beam [14].
The frequency-sweep method as discussed so far requires a relatively long

time in order to measure the response at each frequency with sufficient ac-
curacy. However, there exists a fast version of this method, called a chirp
excitation. Here the frequency of the excitation is ramped rapidly across the
tune resonance, while the beam response is observed [15]. This is useful for
monitoring fast tune changes as is done for example during acceleration in
the SPS [16, 17].

2.1.4 Phase Locked Loop

Exactly at the betatron tune the amplitude of the beam-transfer function
has zero slope as a function of excitation frequency, whereas the phase of
the beam-response exhibits maximum slope. The phase difference between
excitation and beam motion changes from 0 degree to 180 degree when the
excitation frequency is ramped through the resonance. Directly at the be-
tatron tune, the phase difference is 90 degrees. The phase difference can be
monitored continually by a phase locked loop (PLL) circuit (see, for example,
[15, 18]) and may be used in feedbacks which regulate the betatron tune [19].
The signal flow diagram of a phase locked loop is sketched in Fig. 2.8. The

phase detector compares the frequency of a beam position signal, e.g., from
a BPM, with the frequency of a local oscillator. The phase-detector output
voltage is a measure of the frequency difference of its two input signals. After
low-pass filtering and amplification, this signal is used to adjust the frequency

Fig. 2.8. Schematic of phase locked loop for continuous tune control
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of the local oscillator (VCO), such that the oscillator ‘locks’ to the frequency
of the input beam signal. The oscillator frequency serves as the betatron
tune signal which is displayed or processed by the accelerator control system.
Sometimes the oscillator signal is also used to excite the beam, in which case
the phase locked loop becomes part of a ‘lock-in amplifier’. PLL circuits allow
a continuous tracking of the time evolution of the betatron tune.

2.1.5 Schottky Monitor

All the techniques reported so far measure the coherent betatron tune, i.e., the
oscillation frequency of the beam centroid. In the case of unbunched proton,
antiproton or ion beams it is also possible to measure the incoherent betatron
tune, i.e., the oscillation frequency of individual particles in the beam (in the
absence of centroid motion). The incoherent signal is proportional to

√
εNΔf ,

where ε is the beam emittance, N the number of particles in the beam, and
Δf the frequency bandwidth. Though this signal is small, it can be detected
with sensitive ‘Schottky monitors’ [20].

2.1.6 Multi-Bunch Spectrum

Spectrum analysis of the beam position signal reveals differences between
single bunch and multi-bunch operation. For a single bunch, the spectrum
analyzer displays two betatron side bands (upper and lower) at frequencies
nfrev±fβ around each revolution harmonic. There are two sidebands because
negative frequencies are not displayed, and instead appear at positive value
(as mirrored about the zero-frequency axis). All sidebands have equal am-
plitudes. Only at very high frequencies, comparable to the bunch frequency
f ∼ c/(2πσz) does the amplitude decrease.
For nb bunches uniformly distributed around the ring, the different beta-

tron sidebands may have different amplitudes, which are determined by the
strength of different possible multibunch modes. There are a total of nb in-
dependent multibunch modes, which can all be found in the frequency range
extending from 0 to nbfrev/2. The amplitudes of the sidebands are in general
unequal.
In the simplest multi-bunch case, we have two bunches diametrically op-

posed to each other. The position as a function of time seen by a beam
position monitor is

x(t) ∝
∞∑

n=−∞

δ(t−nTrev)e
iωxt+r

∞∑
n=−∞

δ(t−nTrev−Trev/2)e
i(ωxt+φ) , (2.16)

where r is a coefficient which relates the oscillation amplitudes of the two
bunches. We assume that the beam position x(t) is obtained from two pick
ups, which are located on the horizontally inward and outward sides of the
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beam pipe, respectively, by taking the difference signal (A−B) and normal-
izing it by the sum signal (A + B), so that the measurement x(t) does not
vary with the beam current. Without such normalization, the coefficient r
will also depend on the intensity ratio of the bunches.
The Fourier transform of (2.16) is

x̃(ω) ∝
∞∑

k=−∞

δ(ω − ωx − kωrev) (1 + re
i(kπ+φ)) . (2.17)

If r = 1 and φ = 0, the two bunches oscillate in phase. This is the so-called
0 mode or σ mode. If this mode is excited, only betatron sidebands around
the even revolution harmonics are visible. On the other hand if r = 1 and
φ = π/2, the bunches oscillate out of phase. This is the so-called π mode,
related to the odd-harmonic betatron sidebands.
A multi-bunch oscillation mode can be excited and its amplitude grow,

due to an interaction with the accelerator impedance at the mode frequency.
The accelerator impedance entails, e.g., the resistive chamber wall, or cavity-
like objects in the beam pipe. Usually, the dominant impedance has a nar-
row frequency band width, and, therefore, in multi-bunch operation with
nb bunches only a few of the nb multi-bunch modes can be driven by the
impedance.

2.2 Betatron Phase

2.2.1 Harmonic Analysis of Orbit Oscillations

By exciting transverse oscillations, sampling the beam position over N turns,
and performing a harmonic analysis, one can determine the betatron phase
at the location of the pick up as follows [21].
The oscillation detected by the BPM is a harmonic function

xkm = Ak cos(2πQxm+ φk) , (2.18)

where the index k specifies the BPM,m is the turn number, and Ak the meas-
ured amplitude, which depends on the local beta function, on the magnitude
of the oscillation, and on the BPM calibration. Here φk is the measured phase
of the oscillation, which may be aliased (using a single BPM the integer part
of the tune is undetermined).
In the limit of large N , the two Fourier sums

Ck =
N∑
m=1

xkm cos(2πmQx) , Sk =
N∑
m=1

xkm sin(2πmQx) , (2.19)
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approach the asymptotic values

Ck ≈
AkN

2
cosφk , Sk ≈

AkN

2
sinφk . (2.20)

The betatron phase at the kth monitor can therefore be expressed as

φk ≈ tan
−1

(
Sk
Ck

)
. (2.21)

The amplitude is given by Ak ≈ 2
√
C2k + S

2
k/N . Figure 2.9 shows 5 consec-

utive measurements of the betatron phase advance around the PEP-II HER
using (2.21). The phase advance predicted by the model was subtracted from
the measured phase. The figure demonstrates that the measurement is highly
reproducible, and that, for this example, it is in good agreement with the
model. The offset of about 40◦ is due to different reference points in model
and measurement.

Fig. 2.9. Difference between measured and predicted betatron phase advance (in
degrees) as a function of position around the PEP-II HER (BPM number) for 5
consecutive measurements; the 5 curves are superimposed. The total phase advance
around the ring is about 9000◦ (Courtesy M. Donald, 1998)

Application: Transverse Impedance Measurement. Measuring the be-
tatron phase advance for different bunch currents provides information about
the effective transverse impedance, a quantity which describes the electro-
magnetic coupling of the beam to its environment [22]. A measurement of the
current-dependent phase advance around the LEP ring is shown in Fig. 2.10.
Clearly visible as step changes are the locations of the rf cavities in the
straight sections.
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Fig. 2.10. Dependence of the horizontal betatron phase advance on the bunch
current, dφ/dIb/(2π) in units of A

−1, measured at LEP [23] (Courtesy A. Hofmann,
1998)

2.3 Beta Function

2.3.1 Tune Shift Induced by Quadrupole Excitation

Presumably the simplest beta-function measurement is to detect the shift
in the betatron tune as the strength of an individual quadrupole magnet is
varied. This shift can be computed using the ‘thin-lens’ approximation of
(1.10). The tune shift induced by a gradient change for a long quadrupole
can then be obtained by linear superposition.
A focusing quadrupole exerts a restoring force on the particle trajectory.

For example, as discussed in Chap. 1, the linear equation for the horizontal
particle motion inside a quadrupole of strength k is

d2x

ds2
= −kx , (2.22)

where

k =
BT
(Bρ)a

(2.23)

is measured in units of m−2, and BT denotes the pole-tip field, a the
pole-tip radius, and (Bρ) the magnetic rigidity of the beam: Bρ[Tm] ≈
3.356p[GeV/c]. We already mentioned in Chap. 1 that the effect of the
quadrupole can often be integrated over its length, and represented as a
deflection or ‘kick’:

Δx′ = −Kx . (2.24)

The integrated quadrupole strength K, in units of m−1, is obtained by mul-
tiplying k with the length lQ of the quadrupole.
With a quadrupole excitation of ΔK, the 2×2 transport matrix for the

entire ring is the product of the original transport matrix, (1.12), with f = i,
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cos(2πQx,y) + αx,y sin(2πQx,y) βx,y sin(2πQx,y)

− sin(2πQx,y) cos(2πQx,y)− αx,y sin(2πQx,y)

)
, (2.25)

and a perturbation matrix representing the effect of the change in gradient,(
1 0

−(±ΔK) 1

)
, (2.26)

where Qx is the original tune, βx,y and αx,y the optical functions at the
quadrupole, and the plus or minus sign refers to the horizontal and vertical
plane, respectively. The function βx,y is to be determined.
The trace of the product matrix must be equal to 2 cos(2πQ̄x,y), where

Q̄x,y = (Qx,y +ΔQx,y) is the new tune, and ΔQx,y is the tune shift induced
by a quadrupole excitation of ΔK. Explicit evaluation of the trace gives the
equation

2 cos(2π(Qx,y+ΔQx,y)) = 2 cos(2πQx,y)−βx,y(±ΔK) sin(2πQx,y) . (2.27)

Solving for βx,y we find [24, 25]:

βx,y = ±
2

ΔK
[cot(2πQx,y) {1− cos(2πΔQx,y)}+ sin(2πΔQx,y)] , (2.28)

where the ± sign refers to the horizontal and vertical planes, respectively. For
a small tune change, (i.e., 2πΔQx,y 
 1), and far from the integer or half
integer resonance (i.e., cot(2πQx,y) ≤ 1), we can further simplify and obtain

βx,y ≈ ±4π
ΔQx,y
ΔK

, (2.29)

which is commonly applied.
Figure 2.11 illustrates the error involved in approximating (2.28) by

(2.29). The difference between the two expressions becomes important if Qx,y
is close to an integer or half integer resonance, and for large changes ΔK [24].
A recent beta function measurement at the Fermilab Recycler is depicted

in Fig. 2.12. The nonlinear dependence is well described by the complete
(2.28).
Care has to be taken that the applied change in quadrupole strength

does not alter the beam orbit, which happens if the beam is off-center in
the quadrupole whose strength is varied. If the orbit changes, part of the
measured tune shift could then be caused by the closed-orbit variation at
the sextupole magnets elsewhere in the accelerator. If a strong effect on the
orbit is observed, the orbit should first be corrected with the help of steering
correctors before the new (shifted) tune value is measured. Sometimes, several
magnets are connected to the same power supply, and then the strengths
Ki (i = 1, ...,m) of m quadrupoles must be changed simultaneously, all by
the same amount ΔK. The above result is easily generalized to this case:
the induced tune change is related to the average beta function at the m
quadrupoles via 〈βx,y〉m ≈ ±4π ΔQx,y/(mΔK). However, the disadvantage
of averaging over several quadrupoles is that beta beating may be less evident.
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Fig. 2.11. The ratio βcorr/βappr of the correct beta function βcorr, inferred from
(2.28), to the approximation βappr given in (2.29) as a function of the nominal
tune Q. The three curves correspond to different magnitudes of ΔQ

Fig. 2.12. Betatron tunes in the Fermilab Recycler Ring are plotted versus the
strength of quadrupole QT601 [26]. The measurements are compared with the-
oretical predictions using the exact nonlinear dependence of (2.28) [solid lines],
or its linear approximation (2.29) [dotted lines], and taking the beta functions at
quadrupole QT601 to be equal to their design values

2.3.2 Betatron Phase Advance

A different method determines the beta function from betatron oscillations
measured by multi-turn beam position monitors (BPMs). The underlying idea
is to calculate the beta function from the betatron phase advance between
three adjacent BPMs. The betatron phase at each BPM can be obtained with
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a high precision using (2.19) and (2.21) [27]. Since the oscillation amplitude
may be subject to calibration errors, it is not taken as an input to this
calculation. Instead, the computed beta functions can be used to check and
correct the BPM calibration.
The first row of the matrix Rfi in (1.25) can be rewritten as

tanφfi =
R12

R11β(si)−R12α(si)
, (2.30)

Fig. 2.13. Ratio of the horizontal beta function inferred from phase advance meas-
urements to the model beta function: (left column) for the entire PEP-II High
Energy Ring (HER); (right column) for a limited region only; (top row) with all
magnets at nominal strength; (middle row) for an increased strength of a single
quadrupole pair (called QF5) by 0.1%; (bottom row) for a strength increase of
0.15%. The “fliers” evidencing large error bars correspond to either malfunction-
ing BPMs or to a phase advance between successive BPMs equal to 0, π/2 or π
(Courtesy M. Donald, 1998)
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where φfi is the phase advance from monitor i to monitor f , and the Rkl
are transport matrix elements between the same two locations. These matrix
elements can be calculated from the geometry of the beam line assuming
that the quadrupole magnets located between the BPMs are at their nominal
strength. For a set of three BPMs, there are two independent equations of
the form (2.30), which we can solve for the two unknowns α and β [27].
To be more explicit, let us denote the transport matrix from BPM 1 to 2

by M and the matrix from BPM 1 to 3 by N:

M(1→ 2) =

(
m11 m12
m21 m22

)
N(1→ 3) =

(
n11 n12
n21 n22

)
(2.31)

and denote the phase advance from BPM 1 to 2 and that from 1 to 3 by φ21
and φ31, respectively. Applying (2.30) twice, we arrive at two expressions for
the values of α and β at the first BPM [27]:

β(s1) =

(
1

tanφ21
−

1

tanφ31

)/(
m11
m12

−
n11
n12

)
(2.32)

α(s1) =

(
n11

n12 tanφ21
−

m11
m12 tanφ31

)/(
m11
m12

−
n11
n12

)
. (2.33)

Figure 2.13 gives an example of beta functions obtained by this method,
and it also shows the optics correction achieved by changing the strength of a
quadrupole pair. The method encounters numerical degeneracies if the phase
advance between adjacent BPMs is π2 , since then φ31 = π and tanφ31 = 0.

2.3.3 Orbit Change at a Steering Corrector

A simple method to measure the local beta function at a steering corrector
magnet next to a BPM consists of exciting the corrector and detecting the
orbit change at that BPM [28].
The formula for the closed-orbit distortion Δxco of a relativistic beam

induced by a single dipole kick (measured by measuring the difference in
beam orbits obtained with and without the kick) is

Δxco(s) = Δθ

√
β(s)β(s0) cos(|φ(s)− φ(s0)| − πQ)

2 sinπQ

+Δθ
Dx(s)Dx(s0)

(αc − 1/γ2)C
(2.34)

where s is the location of the BPM, C the ring circumference, αc the momen-
tum compaction factor defined as the relative change in circumference per
relative momentum deviation or αc ≡ (ΔC/C)/(Δp/p), and s0 the location
where the kick (Δθ) is applied. The last term is a small correction reflecting
the change in beam energy induced by a kick at a dispersive location, for a
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bunched beam and constant rf frequency. If the locations s and s0 are the
same, and if we ignore the small correction due to the energy change, the
formula simplifies, and the beta function at the BPM-corrector pair can be
obtained from

βBPM/cor ≈ 2 tanπQ
Δxco
Δθ

. (2.35)

2.3.4 Global Orbit Distortions

One can also infer the beta functions at all BPMs simultaneously by mea-
suring the average (static) orbit response to two, or more, steering correctors
[29]. We call xia and xib the orbit change measured at the ith BPM when
deflections θa or θb are applied at the correctors a or b. The beta function is
computed from the relation [29]

βi =
4 sin2 πQ

sin2Δ

(
x2ia
βaθ2a

+
x2ib
βbθ

2
b

−
2xiaxib cosΔ√
βaβbθaθb

)
, (2.36)

where Δ = |φa − φb| is the phase advance between the two correctors, which
should not be a multiple of π. Prior to applying this equation, the three
quantities Δ, θa and θb are determined by fitting a few BPM readings xja,b
in the vicinity of the correctors to the model optics. The computed beta
functions can be verified by exciting other corrector pairs in different sections
of the ring and comparing the results. Figure 2.14 shows an example from
the KEK B factory, where this method was developed.

Fig. 2.14. Beta function measurement at KEKB, based on (2.36). Ratio of meas-
ured β function to the design value is shown before (top) and after optics correction
(bottom) (Courtesy H. Koiso, 2000)
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Fitting difference orbits to a betatron oscillation is a simpler variant,
which has been used at many accelerators. An example from the heavy-ion
collider RHIC is shown in Fig. 2.15.

Fig. 2.15. Measured difference orbit in RHIC (circles) together with a fit using
the online model (dashed line) [30] (Courtesy S. Peggs, 2000)

2.3.5 β∗ at Interaction or Symmetry Point

To determine the beta function at the interaction point of a collider ring,
or at any other symmetry point, e.g., in a light source), one can excite a
pair of symmetrically placed quadrupoles, by an amount ±ΔK (asymmetric
excitation), where K is the integrated quadrupole gradient in units of m−1.
From (2.29), the total tune shift is given by

ΔQtot = ΔQ+ −ΔQ− ≈
ΔK

4π
[〈β+〉 − 〈β−〉] , (2.37)

where 〈...〉 indicates the average over the effective length of the quadrupole
and the ± sign refers to the left or right quadrupole. The advantage of the
asymmetric excitation of two quadrupoles is that if the phase advance be-
tween the two quadrupoles is about 180 degrees, which is usually the case,
almost no beta-beating is induced around the accelerator. In addition, if the
optics is perfect and the beam waist is centered at the collision (or symmetry)
point, the beta functions at the two quadrupoles are the same and, to first
order, there is no net tune change: ΔQ+ −ΔQ− = 0.
The beta function at the collision (symmetry) point β∗ is a quadratic

function of the ratio

η = 〈β+〉 − 〈β−〉 = 4π
ΔQ+ −ΔQ−

ΔK
, (2.38)
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which takes the form [31]

β∗ = β∗design
(
1 + aopticsη

2
)
, (2.39)

where β∗design is the nominal interaction-point beta function. The coefficient
aoptics depends on the optics between the quadrupoles which are being varied
and the interaction point and can be calculated with using an optics program,
e.g., MAD [32]. For the LEP low-β insertions, aoptics ≈ 1/15 [31]. The optics
is optimally adjusted when ΔQtot = 0.

2.3.6 R Matrix from Trajectory Fit

Consider a set of three BPMs, which are not a multiple of π apart in betatron
phase and with nonzero dispersion for at least one. The horizontal orbit
readings at these three BPMs, which we denote by x(1), x(2), and x(3), then
contain complete information about the betatron motion (x and x′) and the
energy offset (δ) of each trajectory. This means we can express the orbit at
every other BPM as a linear combination of the orbit reading for these three
BPMs:

x(s) = B(s)x(1) + C(s)x(2) +D(s)x(3) (2.40)

If the three BPMs are adjacent and the optics between them is known, (2.40)
is equivalent to the more familiar form given in terms of the transport matrix
elements as

x(s) = Rs0→s11 x(s0) +R
s0→s
12 x′(s0) +R

s0→s
16 δ, (2.41)

because then the three variables x(s0), x
′(s0) and δ are known linear combi-

nations of x(1), x(2) and x(3).
If multiple data sets for many different turns (in a ring) or for many

bunch passages (in a transport line) are acquired, the coefficients B(s), C(s),
and D(s), or equivalently the R matrix elements R11, R12 and R16 may be
obtained by a fitting procedure. However, care has to be taken: a simple least
squares fit may produce spurious results if the BPM readings on the left and
right side of (2.41) have noise components.
The effect of the noise in the horizontal coordinates can be illustrated by

a simple example, taken from [33]. Consider a linear fit of the form y = px+q,
where p and q are to be determined and both x and y are smeared stochasti-
cally. Figure 2.16 shows the reconstructed slope normalized to the true slope
as a function of the signal-to-noise ratio in the horizontal coordinate, Rx.
Even for a signal-to-noise ratio of 3 the fitted slope still has a 10% error.
This result is independent of the noise in the y coordinate.
A better approach, which takes into account the noise in the horizontal

coordinates, is to ‘find the principal axes of the set of data points and then
turn the parameter vector parallel to the principal axis along which the data
points fluctuate the least’ [33]. The general problem and its solution are as
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Fig. 2.16. Systematic slope error introduced in a linear χ2 fit of the form y = px+q,
neglecting the noise smearing in the xmeasurement [33]. Shown is the reconstructed
slope normalized to the true slope as function of signal-to-noise ratio Rx in the
horizontal coordinate (Courtesy P. Emma, 1998)

follows [33]. Let xn be a measured variable which is linearly correlated with
(n− 1) other measurements x1, ..., xn−1, and suppose there are a total of N
data sets. Introducing normalized coordinates,

zi =
xi − 〈xi〉

σi
, (2.42)

the fit equation (2.40) or (2.41) may be reexpressed as

uT · z = 0 . (2.43)

Introducing the symmetric covariance matrix

Cij =
N∑
l=1

zlizlj , (2.44)

Equation (2.43) may then be solved in a least squares sense by

C · u = λu , (2.45)

|u|2 = 1 , (2.46)

χ2 = λ , (2.47)

where the solution u is simply the normalized eigenvector corresponding to
the smallest eigenvalue λ of C, where λ gives also the χ2 of the fit.
If we assume that λ = λ1 (the smallest eigenvalue) is not degenerate, and

consider a scalar function f(u) of the fit parameters u, the rms fit error in f
is given by

σ(f)2 = (∇uf)
T ·T · (∇uf) , (2.48)
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where T is a symmetric n× n matrix defined by

Tij =
n∑
r=2

λr + λ

(λr − λ)2
(ur)i(ur)j . (2.49)

In particular, the rms error of the coefficient ui in the normalized equation
(2.43) is σ(ui) =

√
Tii.

The reconstruction of lattice parameters from orbit and energy fluctua-
tions can be studied by computer simulations. Figure 2.17 presents simulation
results for the SLC final focus [33] with an assumed BPM resolution of 20 μm,
employing both a standard χ2 fit and a principal axes transformation. The
results of the former differ strongly from the underlying model parameters de-
spite the good fits and small error bars. The improvement using the principal
axes method shows that the optics are reconstructed almost perfectly.

Fig. 2.17. Reconstructed R matrix element R16 in the SLC final focus from a
sample of 100 simulated trajectories with fluctuations in betatron orbit and energy
assuming a 20 μm BPM resolution [33]: (top) standard χ2 fit; (bottom) principal
axes transformation. The fit results (dashed) are compared to the model used for
the trajectory generation (solid) (Courtesy P. Emma, 1998)

A Fitting Example. As a much simpler illustration, let us consider the
single linear equation

y = px , (2.50)

and assume that N pairs of data (xi, yi) are taken. The slope p is to be
determined from a fit. A standard fit minimizes the χ2 defined as

χ2 =
1

N

N∑
i=1

(yi − pxi)
2 . (2.51)
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Setting the derivative dχ2/dp equal to zero, one obtains∑
i

xiyi =
∑
i

x2i p = 0 (2.52)

or
p =

∑
i xiyi∑
i x
2
i

. (2.53)

In the alternative ‘eigenfit’ method [33] we instead minimize

χ2 =
1

N

N∑
i=1

(u1yi − u2xi)
2 + λ(1− u21 − u

2
2) , (2.54)

where λ is a Lagrange multiplier. Now, three derivatives are set to zero:
dχ2/du1 = dχ

2/du2 = dχ
2/dλ = 0. The last equation constrains the mag-

nitude of the vector u = (u1, u2): u
2
1 + u

2
2 = 1. The others can be written as

a system of two linear equations:( ∑
i y
2
i

∑
xiyi∑

i xiyi
∑
x2i

) (
u1
u2

)
= λ

(
u1
u2

)
. (2.55)

Suppose now that the real slope is p = 1, that the real x assumes the values
+1 and −1 with equal probability, and that the data points for x and y have
a random measurement error of ±1. As an example, this is fulfilled for an
8-component real vector x equal to

x = (−1,−1,−1,−1,+1,+1,+1,+1) , (2.56)

a measured vector xmeas

xmeas = (−2,−2, 0, 0, 0, 0,+2,+2) , (2.57)

and a measured vector ymeas

ymeas = (−2, 0,−2, 0, 0,+2, 0,+2) . (2.58)

The relevant sums over the measured values are
∑
i x
2
i = 16,

∑
i y
2
i = 16,

and
∑
i xiyi = 8. Hence, the standard fit (2.53) yields a slope p = 1/2,

which is off by a factor of two. The eigenfit yields the characteristic equation
(16−λ)2−64 = 0. Choosing the smallest solution λ = 8, one finds u2 = −u1,
from which we can deduce that the slope is 1. This is the correct solution.

2.4 Detection of Quadrupole Gradient Errors

Once the beta functions have been measured and a significant difference from
the model has been found, the source of the discrepancy must be determined.
In most cases, the difference from the model beta function will be a beta beat
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(an oscillation of the measured beta function around the design beta function
at twice the betatron frequency) and the source will be a gradient error in
one (or more) of the quadrupole magnets.
A gradient error ΔK (in units of m−1) at location s0 will result in a beta

beat of the form

Δβ(s) =
β(s)β(s0)

2 sin(2πQ)
ΔK(s0) cos(2|φ(s)− φ(s0)| − 2πQ) . (2.59)

2.4.1 First Turn Trajectories

In a storage ring, a first attempt to find the error may consist of exciting
steering correctors (or changing the amplitude of the injection kicker) and
fitting first-turn difference trajectories to an on-line or off-line optics model.
The difference of two trajectories measured for different injection amplitudes
should match a betatron oscillation as predicted by the model. Using correc-
tor excitations, this method applies also to gradient error detection in linear
accelerators and transport lines.
The initial conditions can be determined by fitting the difference orbit,

using only a few BPMs, to the model. The oscillation so obtained is then
propagated along the beam line. It will agree with the measured difference
trajectory until it passes the location of the gradient error, at which point the
propagated betatron oscillation and the measurement will start to disagree.
The location of the gradient error thus identified can be confirmed by back-
propagating the solution obtained with an independent set of BPMS further
downstream. If the previous hypothesis is correct, the backward fit should
begin to deviate from the model at the same point as the forward fit.
In principle, by analyzing first-turn orbits gross optics errors are easily

identified. In practice, it is not always so simple, as beam loss, BPM spray
(from lost particles), or kicker noise may corrupt the BPM measurements on
the first few turns.

2.4.2 Closed-Orbit Distortion

A variant of this method is to make use of the fact that, except for the
location of the corrector, a closed-orbit distortion for a stored beam has
exactly the same pattern as a betatron oscillation. Thus, in much the same
manner as for the first turn, the model can be used to fit the change in the
closed orbit (with and without corrector excitation) to a betatron oscillation
and then to propagate this oscillation around the ring. Again, the location
where a noticable disagreement starts identifies the magnet with a gradient
error. The excitation of this magnet can be changed, and the measurement
repeated, until the agreement with the model is satisfactory. Figure 2.18
shows an example of this method from the PEP-II commissioning. A gradient
error close to the interaction point was clearly identified.
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Fig. 2.18. Finding quadrupole gradient errors by fitting betatron oscillations to
closed-orbit distortions: an example from the PEP-II HER commissioning using
the codes LEGO [34] and RESOLVE [35]. The induced orbit change is fitted to a
betatron oscillation over a small number of BPMs (towards the left). The betatron
oscillation so obtained was propagated along the beam line using the model optics
(solid line) and compared with the actual orbit variation (symbols). In this example,
the measurements and fit agree well up to a region close to the interaction point,
near s = 700 m on the horizontal axis. It was later verified that two quadrupole
pairs in this region had gradient errors on the order of 0.1% (Courtesy Y. Cai, 1998)

It is possible to considerably extend this simple closed-orbit distortion
scheme. For example, the response of all BPMs to every single steering cor-
rector may be combined into a big matrix, which can be used as an input
to a sophisticated statistical fitting program, such as LOCO [36, 37]. LOCO
then varies the individual gradients of the quadrupoles in a computer model,
e.g., using MAD [32], to find the modified quadrupole gradients that best
reproduce the measured orbit response data. The advantage of using multi-
ple data sets and multiple fits lies therein that the numerical solutions are
overconstrained (which reduces the influence of systematic errors) and that
multiple error sources, if present, can be more accurately ascertained.

2.4.3 Phase Advance

Instead of fitting trajectories, one can also use (2.32) to compute the beta
functions from the measured phase advance around the ring. Then either
the quadrupoles fields may be adjusted in the model or the actual magnet
settings of the accelerator may be changed to improve the agreement between
the measured and predicted phase advance and so identify the source of the
discrepancy.
An example from PEP-II has been presented in Fig. 2.13 [38]. From top

to bottom the improved agreement of model and measurement is clear as
the strength of a quadrupole pair in the interaction region was changed by a
total of 0.15%. For each quadrupole value, the left column shows the entire
ring while the right column shown an expanded view of a particular section.
As can be seen, the final quadrupole strength (bottom) yields a satisfactory
agreement with the model.
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2.4.4 π Bump Method

Another method which can be used to identify local gradient errors is the
π-bump technique applied at Tristan and at the ATF [39, 40, 41]. Here, local
orbit bumps are induced, one by one, across each quadrupole magnet (or
across small groups of quadrupole magnets), and the orbit is measured. A
non-closure of a theoretically closed bump is indicative of an optics error
within the region of the bump. Of course, an error in the calibration of the
bump dipole magnets may also result in non-closure of the bump, but the
effects of dipole errors and optics errors can be separated by their betatron
phase. In particular, for an ideal π-bump, the bump “leakage”, or non-closure,
due to a gradient error and that due to a dipole error are perpendicular to
each other. In more complex situations, computer programs can be used to
process multiple measurements involving overlapping bumps to determine
both the dipole and the focusing errors.

2.5 Multiknobs, Optics Tuning, and Monitoring

A problem frequently encountered in practice is to correct an aberration or to
match one optical function without degrading others. For example, we may
want to cancel a residual dispersion without affecting the beta functions. This
can be done very efficiently by using a “multiknob”, which is a combination of
quadrupoles and skew quadrupoles (or possibly dipole correctors, sextupoles,
even octupoles,...) that are simultaneously changed with the proper ratio and
relative sign in such a way that only the aberration of interest is generated,
i.e., corrected.
Such knobs are very powerful. For example, by scanning a dispersion

knob, one can minimize the beam size on a downstream profile monitor or
wire scanner, thus eliminating any residual dispersion. In a ring, similar knobs
may be used to correct skew coupling and dispersion: by minimizing the beam
size on a synchrotron light monitor with these knobs, the vertical equilibrium
emittance can be reduced.
Multiknobs were used to minimize the spot sizes at the SLC interaction

point (IP) and so produce the maximum luminosity. The spot sizes at the
IP, which could be estimated from scans of the beam-beam deflection an-
gle versus the offset between the two beams [42, 43, 44, 45], were routinely
optimized by correcting the most important low-order aberrations including
the waist shift, dispersion and skew coupling of either beam using the mul-
tiknobs which consisted of orthogonal linear combinations of quadrupoles
and/or skew quadrupoles. For many years, the fine-tuning with colliding
beams was performed on an hourly basis by measuring the spot size for dif-
ferent (typically 5–7 knob values) and adjusting each knob to the best value,
as determined by fitting the square of the measured spot size as a function
of the knob setting to a parabola.
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A typical set of optimization scans for both beams is illustrated in
Fig. 2.19. Small waist shifts were obtained by changing the strength of the last
three quadrupoles (the ‘final triplet’) and of one quadrupole further upstream.
Part of the linear coupling was corrected by means of a skew quadrupole at
the same betatron phase as the final triplet. The residual dispersion at the
IP was corrected using two normal and two skew −I quadrupole pairs in the
chromatic correction system (CCS), excited equally with opposite sign. Chro-
maticity was compensated by the two pairs of CCS-sextupoles. The strength
of these sextupoles could also be varied to minimize the vertical spot size
and, thus, to minimize the change in focusing with particle energy. As it
turned out, the IP spot sizes proved to be relatively insensitive to the exact

Fig. 2.19. Aberration scans at the SLC interaction point. Shown is the square
of the measured horizontal or vertical convoluted spot size of the colliding elec-
tron and positron beams in units of μm2 as a function of the multiknob setting
in arbitrary units. In total 10 aberrations were controlled: the waist position, the
horizontal and vertical dispersion, and the coupling from the horizontal into the
vertical plane (for both beams). All these aberrations were corrected using different
combinations of quadrupole and skew quadrupole magnets, which formed orthog-
onal multiknobs. Each multiknob was adjusted so as to optimize the IP spot size,
which was determined using a parabolic fit to the beam sizes (squared). Until 1997,
the beam size was inferred from the beam-beam deflection scans, with results as
shown in the figure. The errors were significant [46]. In the last years of SLC op-
eration, the aberrations were controlled and the luminosity was optimized using a
new automatic ‘dither’ feedback, which made up/down changes to the multiknobs,
and determined their effect on the luminosity from the correlated variation of the
beamstrahlung-induced energy loss or other luminosity-related signals, such as the
number of radiative Bhabha events [47]
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settings of these chromatic sextupoles. In addition, several normal and skew
sextupoles at non-dispersive locations in the final transformer were used for
the correction of second-order geometric aberrations.
In general, the multiknob coefficients may be calculated in a variety of

ways. A straightforward approach is to use the matching functions of the
MAD program [32] to determine the relative changes in quadrupole strengths,
ΔKi, required to vary the parameter of interest (such as the beta function
or the dispersion at some position).
A second approach to generate multiknobs involves using a singular value

decomposition singular valued decomposition (SVD), which is a procedure
commonly used for solving systems of linear equations with either too many
or too few variables. The problem can be cast into a matrix equation of the
form ⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Δβx
Δαx
Δμx
Δηx
Δη′x
Δβy
Δαy
Δμy
Δηy
Δη′y
. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
s=s0

=

⎛
⎜⎜⎝
B11 B12 . . . B1N
B21 B22 . . . B2N

. . . . . .
BM1 BM2 . . . BMN

⎞
⎟⎟⎠
⎛
⎜⎜⎝
ΔK1
ΔK2
. . .
ΔKN

⎞
⎟⎟⎠ = BK . (2.60)

The sensitivity matrix B may be obtained using an optics model or it may be
determined empirically by measurement. To optimally constrain the solution,
the number of adjustable parameters N should be larger or equal to the
number of constraintsM . So unless there is an optical symmetry that can be
exploited, one should require N ≥M .
We postpone the detailed discussion of the SVD algorithm to Chap. 3.

Here, we only note that an explicit solution using SVD will be presented for
(3.28). Since (2.60) is of exactly the same form, it can be solved accordingly.
If, for example, we want to create a dispersion knob which changes ΔDx by
1 mm at location s = s0 while keeping all other parameters constant, we
can solve this problem by SVD. The latter will determine a set of changes in
the quadrupole strengths (ΔK1, . . . ,ΔKN ), which fulfills the objective and
which simultaneously minimizes the overall magnitude of the changes, i.e.,
the sum

∑
i(ΔKi)

2. This scheme can be generalized to include higher-order
optics in an obvious way.
The knob coefficients are calculated only for small changes to the inter-

mediate optics. If many quadrupoles are part of the knob, the R matrices
between them will change as the knob is being varied. This means the co-
efficients determining the knob are not constant, but change depending on
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the knob setting. If needed, this problem can be overcome by using nonlinear
knobs, where the differential change in quadrupole strengths is recalculated
in many small steps, effectively performing an integration of (2.60), in order
to determine the final quadrupole values at the desired knob setting. Such
nonlinear knobs were developed for the SLC final focus [48].
In many cases, the beam optics varies diurnally, or is sensitive to outside

temperature, air pressure, etc., with associated variations in the accelerator
performance. A continuous optics monitoring on relevant time intervals can
yield a better understanding of the source of the perturbation and may also
serve as a first step towards a stabilizing feedback. As an example, in the SLC
linac a diagnostic pulse was used to monitor, quasi-continuously, the stability
of the linac optics [49]. Every few minutes fast kickers induced betatron oscil-
lations for individual selected bunches, prior to their injection into the linac.
The propagation of the measured betatron oscillations through the linac was
recorded, and then decomposed into an amplitude and a phase component.
The betatron phase advance along the linac, thus inferred, proved a sensitive
indicator of optics changes, which were caused, e.g., by variations in the linac
energy profile due to drifts in the rf phase reference system, or by variations
in beam current, bunch length, and bunch distribution.

2.6 Model-Independent Diagnostics

Some accelerators may be so complex and their optics so variable that it is
not possible to establish a model which reproduces reality sufficiently well
over longer periods of time as to be useful for diagnostics and monitoring
purposes. A good example of such a situation is the SLAC linac. There,
for example, the beam energy profile along the linac, which changed due to
time-dependent drifts in the klystron (power source) phases, was impossi-
ble to determine precisely as the beam energy was measurable only in a few
select locations. Therefore, the required (energy-matched) quadrupole gradi-
ents were not fully determined. Also transverse and longitudinal wakefields
contributed to changes in the beam optics. These depended on the bunch
charge, the bunch distribution, and the beam orbit.
A method employed to evaluate relative changes in the optics (determined

in this case not only by lattice parameters but also by the beam parameters
which were influenced strongly by hard to quantify beam-environment effects)
entailed model-independent analysis of the orbit data. In such applications,
no attempt is made to accurately determine the parameter set for an optics
model, but the beam information and the beam response to certain pertur-
bations are used directly to monitor the accelerator stability, to determine
misalignments of accelerator structures and so on.
An interesting approach has been developed at SLAC by J. Irwin,

C.-X. Wang, Y. Yan et al. [50, 51]. The primary quantity on which the an-
alysis is based is a matrix of BPM readings B, where
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B =

⎛
⎝ b11 b12 . . . b1m. . . . . .
bp1 bp2 . . . bpm

⎞
⎠ (2.61)

has m columns, representing m different BPMs, and p rows, for p different
beam pulses. In an actual application m may be of the order of 100 and p can
be several 1000. There are many contributions to B, for example changes in
the initial conditions, changes in the beamline components, ground motion,
BPM noise etc.
One can assume a linear (or quadratic) expansion of the form

bi = b0 +
S∑
s=1

Δq̂si

[
σs
∂b

∂qs

]
+ noise , (2.62)

where b denotes a row vector of the matrix B, q̂s represents the sth vari-
able affecting the BPM readings (such as an incoming betatron oscillation, or
klystron amplitude), and σs the rms variation of this perturbation. The vari-
able q̂si is normalized so that the rms value over time is one, or 〈q̂

s〉rms = 1,
and 〈Δqs〉rms = σs〈q̂s〉rms = σs.
The above equation can be rewritten in matrix form as

B = Q · Ft + η , (2.63)

where now η represents the statistical variations in the BPM readings, and
the rows of the matrix Ft represent the sensitivity vectors f = [σs∂b/∂q

s],
weighted by the amount of variation (σs) detected in each variable.
The relative contribution of different variables qs to the observed orbit

variation can be identified fairly easily, provided certain tagging signals ti
(e.g., the bunch length, energy, or the incoming betatron oscillation inferred
from the first few BPMs) are available and correlated to one (or more) of
the source perturbations fj . For example, suppose the beam phase (arrival
time) ψ and the current I are the tagging signals, Further suppose that their
mutual correlation is not zero (〈ψI〉 �= 0) and that they are uncorrelated with
all other perturbations. In this case one can multiply the matrix B by the
two normalized tagging vectors (ψ̂, Î), obtaining(

Î

ψ̂

)
B =

(
1 〈̂Iψ̂〉 . . .
〈̂Iψ̂〉 1 . . .

)(
fI
fψ

)
+O

(
σ
√
p

)
. (2.64)

Equation (2.64) can be inverted, up to terms of order σ/
√
p. This inversion

is of great interest because it provides the explicit ‘space pattern’ (shape)
and the magnitude of the two orbit perturbations corresponding to changes
in current or phase: fI, and fψ.
For more refined studies, the SVD technique is again of great use. For

example, via SVD we can decompose the matrix B as

B = U(WVt) , (2.65)
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Fig. 2.20. Horizontal eigenvalues versus BPM number along the SLAC linac. In
this plot 5000 pulses and 130 BPMs were analyzed

where U now represents the ‘time patterns’ (equivalent to Q) and (WVt)
the ‘space patterns’ (equivalent to Ft) [50]. If we calculate the significant
SVD eigenvalues wj of the matrixW for an increasing number of BPMs (in
the order of their position along the beamline), we can find locations where
additional eigenvalues become large. An example is shown [52] in Fig. 2.20.
The large eigenvalues indicate locations where either the trajectory measure-
ment has become faulty or an additional orbit jitter has been introduced.
The latter may be caused for by improper regulation of corrector dipole or
quadrupole fields or by a structure misalignment, which translates an in-
coming bunch length variation into an orbit variation. Online monitoring of
the number of nonzero eigenvalues may prove useful in future accelerators
to, among other things, ensure functionality of the BPMs particularly those
used in orbit feedback.
This method was been applied to determine the alignment of all structures

along the SLAC linac [53]. Similar methods can of course be used at storage
rings.

2.7 Coherent Oscillations and Nonlinear Optics

2.7.1 Beam Response to a Kick Excitation

If a beam is deflected, e.g., by a kicker, a coherent oscillation is observed on
the beam-position monitors. This oscillation will ultimately decrease to zero.
There are at least three effects contributing to this decrease:

• radiation damping in an electron storage ring;
• head-tail damping, if the chromaticity is positive (above transition)



2.7 Coherent Oscillations and Nonlinear Optics 49

• filamentation due to a spread in betatron frequencies within the bunch. If
the frequency spread results from nonzero chromaticity or energy spread,
the signal will recohere after one synchrotron period. Such a frequency
spread may also arise from amplitude-dependent detuning, in which case
there is no recoherence.

2.7.2 Coherent Damping

Beautiful data from LEP are shown in Figs. 2.21–2.24, where the beam was
kicked and the resulting oscillation was fitted to a harmonic function with
exponentially decreasing amplitude, A = A0e

−t/τ and amplitude-dependent
frequency [54]. In LEP the decrease of centroid oscillations was dominated
by the head-tail damping and by radiation damping. The damping rate could
thus be written as

1

τ
=
1

τSR
+
1

τHT
+ . . . , (2.66)

where the head-tail damping rate 1/τHT is proportional to the bunch cur-
rent, the chromaticity and the real part of the impedance. The contribution
from head-tail damping was examined by varying the chromaticity [54]; see
Fig. 2.21. Taking data for various beam currents, and extrapolating to zero
determined the radiation damping time, as illustrated in Figs. 2.21 and 2.22.

Fig. 2.21. Coherent damping rate in LEP as function of bunch current measured
at a beam energy of 45.625 GeV for several chromaticities Q′ [54]. The straight lines
are fits to the individual samples. The table gives measured chromaticities and ‘zero
current’ damping rates (Courtesy A.-S. Müller, 2001)
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Fig. 2.22. Coherent damping rate in LEP as function of bunch current at one
BPM with 60 GeV beam energy [54]. The straight line is a fit to the data (Courtesy
A.-S. Müller, 2001)

2.7.3 Detuning with Amplitude

The tune shift with amplitude conveys information about the nonlinear fields
experienced by the beam. Nonlinear fields have strong influence on beam
stability and on the beam lifetime. Nonlinear fields result in an amplitude-
dependent tune shift, since the average focusing experienced by a particle
executing large betatron oscillations is changed.
Since, unlike filamentation, the radiation and head-tail damping change

the real oscillation amplitude of individual particles, at LEP a single meas-
urement could give the tune at various amplitudes (Fig. 2.23) and, from this,
the detuning (see Fig. 2.24).

Fig. 2.23. Tune evolution inferred from a damped oscillation in LEP [54] (Courtesy
A.-S. Müller, 2001)
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Fig. 2.24. Tune as a function of Courant-Snyder invariant with the 108/90 degree
phase advance optics at an arc monitor in LEP [54]. The straight line is a fit to the
data (Courtesy A.-S. Müller, 2001)

Earlier measurements at LEP and SPEAR also benefitted from the co-
herent damping, and determined the tune shift with betatron amplitude by
applying an interpolated FFT with data windowing [55], as discussed in
Sect. 2.1.2. In these LEP experiments, the beam was kicked in the ver-
tical plane, and the tune was calculated over successive short time win-
dows, of 32 turns each, as the beam oscillation damped rapidly. Figure 2.25
shows a result for LEP at 20 GeV. In Fig. 2.25, the vertical beam po-
sition is displayed as a function of time demonstrating the fast damping,
over 200 turns. The shift of the horizontal and vertical betatron tune with
the vertical action variable, as computed over time windows of 32 turns
in length, is also shown. The vertical action was inferred from the os-

Fig. 2.25. Measurement of tune shift with amplitude in LEP at 20 GeV, using
a high-precision FFT tune analysis [55]: (left) vertical oscillation amplitude after
a kick; (right) horizontal and vertical betatron tunes vs. twice the vertical action
variable Iy of the beam centroid motion. The observed tune shift with amplitude was
consistent with the expected effect of the sextupole and octupole field components
in the dipole magnets (Courtesy R. Bartolini, 1998)
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cillation amplitudes in each time window. The amplitude-dependent tune
shifts calculated by an off-line model and the measurement agreed to with-
in 5%.

2.7.4 Filamentation due to Nonlinear Detuning

In other cases, notably at proton accelerators, the amplitude-dependent de-
tuning will lead to a rapid reduction in the measured oscillation amplitude
due to filamentation. In this case, to extract the amplitude-dependent de-
tuning several measurements with different kick amplitudes may be required,
and care is needed in the analysis of the signal.
An elegant mathematical formalism was developed by R.E. Meller and

coworkers [56]. Considering a beam with a Gaussian transverse distribution,
and further assuming that the decoherence of the centroid oscillation is due
to a quadratic tune shift with amplitude a,

Q = Q0 − μa
2 , (2.67)

where a denotes the oscillation amplitude in units of σ and μ characterizes
the strength of the nonlinear detuning, the centroid oscillation after a kick
Δx′ is

x̄(N) = σxZA(N) cos[2πQ0N +Δφ̄(N)] , (2.68)

where N is the turn number (the kick is applied at N = 0), Z = βΔx′/σx is
the magnitude of the kick in units of σx, A the decoherence factor [56]

A(N) =
1

1 + θ2
exp

[
−
Z2

2

θ2

1 + θ2

]
(2.69)

and φ̄ the centroid phase shift [56]

Δφ̄(N) = −
Z2

2

θ

1 + θ2
− 2 arctan θ . (2.70)

The parameter θ contains the time dependence of the decoherence:

θ = 4πμN . (2.71)

Figure 2.26 shows the decoherence factor A(N), (2.69), as a function of θ
for four different normalized kick strengths. For moderate kicks (up to 1σ),
we can estimate the detuning parameter μ from the number of turns, N1/2,
after which the initial signal amplitude has decreased by a factor of two, as

μ ≈
1

4πN1/2
. (2.72)

For larger kicks, this approximation overestimates the value of μ.
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Fig. 2.26. Decoherence factor A(N) as a function of θ = 4πμN for normalized
kick strengths of Z = 0.2, 1, 2, and 5 (ordered from top to bottom)

2.7.5 Decoherence due to Chromaticity and Momentum Spread

Even without nonlinear detuning the beam signal can decohere due to the
finite energy spread σδ and a non-vanishing chromaticity Q

′ �= 0. In this case,
the amplitude of the centroid motion after a kick, defined in (2.68), evolves
as [56]

A(N) = exp

[
−
2σ2δQ

′2

Q2s
sin2(πNQs)

]
. (2.73)

Note that (2.73) significantly differs from (2.69), so that the two effects can
be experimentally separated. The signal described by (2.73) recoheres every
full synchrotron period. From the signal modulation after a kick, one can
infer the momentum spread if the chromaticity is known, and vice versa. In
the case of chromaticity, the tune does not change: Δφ̄(N) = 0.

2.7.6 Resonance Driving Terms

Nonlinear magnetic fields not only induce a tune shift with amplitude, but
they also excite higher-order resonances, which are visible as additional lines
in the tune Fourier spectrum. A general betatron resonance is defined by the
condition

kQx + lQy = p , (2.74)

where k, l, and p are integers. Spectral analysis in the presence of nonlinear
resonances [57] shows that in the Fourier spectrum of the horizontal coor-
dinate x(n), the above resonance gives rise to lines at the two frequencies
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(k ± 1)Qx + lQy, and in the Fourier spectrum of the vertical signal y(n) it
generates lines at kQx + (l ± 1)Qy. Note that there is no line at kQx + lQy
[57], as one might have naively expected.
From amplitude, phase and frequency of the various spectral lines the

dominant nonlinearities affecting the beam motion can be reconstructed [58,
59]. An example is shown in Fig. 2.27.

Fig. 2.27. Detuning and first-order resonance driving terms, measured at the SPS
[60]. Shown are the betatron tune [top left] and the relative amplitude of several
resonance lines with respect to the main tune line [other] as a function of the
oscillation amplitude. Plotting symbols are experimental data; lines are from a
tracking simulation. 170 turns were sampled per point (Courtesy F. Schmidt, 2000)

The nonlinearities may also be probed by adiabatically exciting large
coherent betatron oscillations using an ac dipole [61]. This second method
will be tested at the Relativistic Heavy Ion Collider (RHIC).

2.7.7 Tune Scans

The beam lifetime is often related to the dynamic aperture of the storage ring,
where the term ‘dynamic aperture’ denotes the maximum stable betatron
amplitude beyond which particles are lost after a certain finite number of
turns. In the case of colliding beams, the lifetime is likely limited by the beam-
beam interaction. Both dynamic aperture and the beam-beam interaction are
sensitive to the value of the betatron tune. Measuring and plotting the beam
lifetime as a function of the horizontal and vertical betatron tunes, Qx and
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Qy, yields a tune diagram, in which higher-order resonances, given by (2.74),
are evident as stripes with reduced lifetime. Figure 2.28 compares a typical
beam-lifetime tune scan performed during the commissioning of the PEP-II
High Energy Ring with the result of a dynamic-aperture simulation [62].

Fig. 2.28. Tune scan in PEP-II centered at Qx = 24.709 and Qy = 23.634 [62]:
(top) simulated dynamic aperture (for a momentum offset Δp/p = 10 σδ, where δ
is the rms momentum spread) as a function of the horizontal and vertical betatron
tunes, Qx and Qy; (bottom) measured beam lifetime as a function of Qx and Qy.
Total scan range is ±0.005 on both axes. The different slope of the resonance line,
as compared with the top figure, is attributed to a miscalibration of the tune knobs
(Courtesy Y. Cai, 1998)
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2.8 Betatron Coupling

Skew quadrupole field errors and detector solenoids generate betatron cou-
pling between the horizontal and vertical planes of motion. Spurious betatron
coupling is a concern, since it may reduce the dynamic aperture [63] and since,
in electron accelerators, it contributes to the vertical equilibrium emittance.
The coupling of horizontal and vertical oscillations generates two new eigen-
modes of oscillation. These eigenmodes are no longer purely vertical or purely
horizontal, but rather they correspond to oscillations whose reference planes
are tilted and rotate with the azimuthal position s. In this case, new coupled
beta functions can be defined [64, 65, 66, 67].
To illustrate the fundamental coupling phenomenon, we consider two cou-

pled linear oscillators described by the equations

d2x

dθ2
+Q20x = −κy ,

d2y

dθ2
+Q20y = −κx , (2.75)

where κ is a constant describing the strength of the coupling. We can decom-
pose the oscillation into two new normal modes. The normal-mode coordi-
nates are

u =
x+ y

2
(2.76)

v =
x− y

2
. (2.77)

Using (2.75) it is easily verified that the normal coordinates fulfill the uncou-
pled equations of motion

d2u

dθ2
+ (Q20 + κ)u = 0 , (2.78)

(2.79)

d2v

dθ2
+ (Q20 − κ)v = 0 . (2.80)

The squared eigenmode frequencies are Q2u = (Q
2
0 + κ) and Q

2
v = (Q

2
0 − κ).

Although the original oscillation frequencies were equal to Q0 in both planes,
x and y, the coupling introduces a frequency split between the two eigenmode
frequencies (Q2u − Qv

2) = 2κ, which is proportional to the coupling param-
eter κ.

2.8.1 Driving Terms

In a storage ring, the coupling between the planes is not constant around
the ring, and as a consequence there are two important coupling parame-
ters. These are the so-called two driving terms for the sum and difference
resonances, which are given by [63, 67, 68]:
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|κ±| =

∣∣∣∣ 12π
∮
ds ks(s)

√
βx(s)βy(s) e

i(φx±φy−(Qx±Qy−q±)2πs/C)

∣∣∣∣ , (2.81)
where ks is the normalized gradient of the skew quadrupole (in units of m

−2),
φx,y the horizontal and vertical betatron phase, C is the circumference, βx,y
are the uncoupled beta functions, and, in (2.81), we assume that the betatron
tunes are near the sum or difference resonance

Qx ±Qy + q± = 0 , (2.82)

where q± is an integer. The dynamic aperture or the beam lifetime of colliding
beams can be increased by measuring and minimizing the two driving terms
|κ±|.
In an electron storage ring, the vertical emittance contribution due to

weak betatron coupling is [69]

γεy =
Cqγ

3

16
∮
G2ds

∮
Hx|G

3|

[∑
±

|W±(s)|2

sin2 π(ΔQ±)

+
2Re

{
W ∗+(s)W−(s)

}
sinπ(ΔQ+) sinπ(ΔQ−)

]
ds , (2.83)

where Cq = 3.84× 10−13 m, Hx is the horizontal dispersion invariant (Hx =
(D2x + (αxDx + βxD

′
x)
2)/βx), G = 1/ρ the inverse bending radius, the star

∗ denotes the complex conjugate, Re gives the real portion of its argument,
ΔQ± = Qx ± Qy + q± characterizes the distance to the resonance (which
should not be too small for the perturbation theory to be valid), and

W±(s) = (2.84)∫ s+C
s

dz ks(s
′)
√
βx(s′)βy(s′)e

i[(φx(s)±φy(s))−(φx(s
′)±φy(s

′))+π(Qx±Qy)]

are the s-dependent driving terms, including all Fourier components. Note
that |W±(0)| = |κ±|2π, if there is a single skew quadrupole in the ring.
Equation (2.83) shows that, in order to minimize the vertical emittance,

the driving terms W±(s), for the two nearest sum and difference resonances,
should be corrected.

2.8.2 First Turn Analysis

Large coupling sources can be identified as locations where a horizontal orbit
change generates a vertical kick and vice versa. In order to find such loca-
tions, the orbit is changed in one plane, by exciting steering correctors or by
changing injection conditions (for example, the kicker amplitude), and the
effect on the orbit in the perpendicular plane is measured. The same type of
analysis can be applied to a transport line.
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Large numbers of orbits and BPM data for excitations of different cor-
rectors can be fitted to determine the skew quadrupole component of each
magnet in the beam line.

2.8.3 Beam Response after Kick

The driving term |κ−| may be measured by first kicking the beam, and then
observing its response in the plane of the kick over many turns.
In the vicinity of the difference resonance, the envelopes of the oscilla-

tions in the horizontal and vertical plane exhibit a beating (energy exchange
between the two planes) with a characteristic total modulation amplitude of
[67, 70]

S =
x̂2min
x̂2max

. (2.85)

Here x̂ denotes the envelope of the betatron oscillation in the plane in which
the kick was applied; x̂min is its minimum value, and x̂max its maximum
value; these two extreme values are assumed alternately, with a modulation
(or beating) period T . The driving term for the difference resonance, |κ−| of
(2.81), is given by [70]

|κ−| =

√
1− S

frevT
. (2.86)

Thus measuring the modulation period T and the squared envelope ratio S
after a kick is sufficient to infer |κ−|.
An example from the ATF Damping Ring is shown in Fig. 2.29. The

frequency spectrum from a horizontal BPM signal is viewed over a wide
frequency range on a spectrum analyzer (top figure), and the frequency of
the betatron signal is identified as the peak of the spectrum. The span of
the spectrum analyzer is then set to zero, and its center set to the betatron
frequency. This produces a signal proportional to the square of the betatron-
oscillation amplitude. The output signal of the spectrum analyzer can be
viewed on an oscilloscope, with results as displayed in Fig. 2.29 (bottom).
The slow oscillation in this picture corresponds to synchrotron motion (the
BPM is at a location with nonzero mismatched dispersion), while the fast
beating reflects the transverse coupling. The picture was taken for a tune
separation of |Qx −Qy + q−| ≈ 0.02. If the two tunes are separated further,
the modulation period increases and the modulation amplitude decreases.
Using (2.86) with T ≈ 17.6 μs and S ≈ 0.3–0.7, we infer a coupling term of
|κ−| ≈ 0.02, consistent with other measurements [71].
It is of course possible to perform a much more detailed analysis of multi-

turn BPM data. For example, one can determine the evolution of the coupled
optical functions (e.g., the tilt angle of the two transverse eigenplanes) around
the ring. An example may be found in [72].
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Fig. 2.29. Monitoring betatron coupling at the ATF Damping Ring [71]. (top)
Frequency spectrum of a horizontal pick up on a spectrum analyzer; (bottom) evo-
lution of the peak signal in the frequency spectrum as a function of time, as viewed
on an oscilloscope; the slow variation reflects synchrotron motion, the fast beating
with a period of about 17.6 μs is due to the transverse coupling; the amplitude and
period of the modulation can be used to determine the driving term |κ−|

2.8.4 Closest Tune Approach

Near the difference resonance, the tunes of the two coupled eigenmodes in
the vertical plane are [67, 70]

QI,II =
1

2

(
Qx +Qy + q ±

√
(Qx −Qy + q)2 + |κ−|2

)
, (2.87)

where Qx and Qy are the tunes which one would expect without coupling.
A similar formula, with the same fractional values of QI,II , describes the
coupled tunes in the horizontal plane. Equation (2.87) shows that the meas-
ured fractional parts of QI and QII are never exactly equal, but can only
approach each other up to a distance |κ−|. Figure 2.30 illustrates this with
an example from the PEP-II High Energy Ring (HER), which is consistent
with our simple example in (2.79) and (2.80). A common technique for cor-
recting the betatron coupling in a storage ring is to minimize the distance of
closest approach using at least two skew quadrupole magnets. It is often the



60 2 Transverse Optics Measurement and Correction

only correction necessary, especially if the tunes are close to the difference
resonance Qx −Qy + q = 0.

Fig. 2.30. Closest tune approach in the PEP-II HER before final correction [73].
Shown are the measured fractional tunes as a function of the horizontal tune ‘knob’
(which would only change Qx if the accelerator were uncoupled), in dimensionless
units. The minimum tune distance is equal to the driving term |κ−| of the difference
resonance (Courtesy Y. Cai, 1998)

2.8.5 Compensating the Sum Resonance

In the vicinity of the difference resonance, while there is a continuous energy
exchange between the two transverse planes, the beam or particle motion
remains bounded. In contrast, close to the sum resonance for which |Qx +
Qy + q| < |κ+|, the motion is unstable. The total width of the stop band
around the sum resonance is equal to twice the driving term |κ+| of (2.81)
[67]. In practice, while perhaps more difficult, than determining the driving
term |κ−| for the difference resonance using the closest-tune approach, the
driving term for the sum resonance |κ+| can be compensated by adjusting
two skew quadrupoles so as to minimize the stop band width.
In order to optimize the vertical emittance in an electron damping ring,

in general it is necessary to correct both driving terms, |κ−| and |κ+|. A min-
imum of six skew quadrupole correctors are needed to correct both coupling
driving terms and the the vertical dispersion function since one sine-like and
one cosine-like corrector are required for correction type of each aberration.
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Even after perfect global coupling compensation, there can be a resid-
ual contribution of local coupling to the vertical emittance. Equation (2.83)
suggests that local correction might be necessary. It is indeed employed at
several light sources, the KEK ATF, and the B-factories.

2.8.6 Emittance near Difference Resonance

A third approach to determine the coupling parameter |κ−| is to measure the
horizontal (or vertical) emittance as a function of the distance from the dif-
ference resonance [71]. Equation (2.83) does not apply close to the resonance.
Instead, near the difference resonance, the horizontal emittance is described
by [74]

εx = εx0
(ΔQ−)

2 + |κ−|2/2

(ΔQ−)2 + |κ−|2
, (2.88)

where εx0 is the unperturbed horizontal emittance without coupling or far
from the resonance. The tune difference ΔQ− = (Qx − Qy − n) function is
related to the measured tune difference ΔQI,II = |QII −QI | via

ΔQ− =
√
ΔQ2I,II − |κ−|

2 . (2.89)

After inserting this into (2.88), the latter becomes

εx = εx0

(
1−

|κ−|2

2ΔQ2I,II

)
. (2.90)

A more recent and different derivation [75] describes the horizontal and
vertical emittances near the difference resonance in the following modified
form:

εx = εx0 − (εx0 − εy0)
|κ−|2/2

(ΔQ−)2 + |κ−|2 +ΔQ−
√
(ΔQ−)2 + |κ−|2

, (2.91)

εy = εy0 + (εx0 − εy0)
|κ−|2/2

(ΔQ−)2 + |κ−|2 +ΔQ−
√
(ΔQ−)2 + |κ−|2

. (2.92)

In an experiment at the KEK ATF, the horizontal emittance εx was in-
ferred from the spot size σx measured with the ATF interferometric monitor
[76], using the formula εx = (σ

2
x−(Dxδ)

2)/βx, where the design beta function
(βx = 0.33 m) and dispersion (Dx = 4 cm) at the point of light emission, and
the calculated energy spread of δ = 7.14× 10−4 were assumed.
Performing a nonlinear fit to (2.90) of the emittance εx obtained for var-

ious tune differences ΔQI,II , the driving term |κ−| can be extracted [71].
Figure 2.31 shows the measured horizontal emittance as a function of tune
separation ΔQI,II . The result of the nonlinear fit is also depicted. The cou-
pling strength of |κ−| ≈ 0.037 inferred from the fit [71] agrees well with the
coupling strength |κ−| ≈ 0.042 obtained from a measurement of the closest
tune approach under the same conditions [77].
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Fig. 2.31. Horizontal emittance as a function of the tune separation ΔQI,II at the
ATF Damping Ring; the measured data [77] as well as the result of a nonlinear fit
to (2.90) are shown; the fitted coupling strength of |κ−| ≈ 0.037 is consistent with
the value |κ−| ≈ 0.042 inferred from a simultaneous measurement of the closest
tune approach [77, 71]

2.8.7 Emittance near Sum Resonance

The driving term of the sum resonance κ+ may also be inferred by measuring
the emittance in the vicinity of this resonance [78]. However, we caution the
reader that experimental experience with this scheme is scarce, and that there
appear to be some uncertainties in the predictions by different theories and
computer simulations.
Using the formulae in [74] and [79], the vertical emittance should depend

on the measured distance to the sum resonance, ΔQI,II,+ ≡ |QI +QII − p|
(where p is the integer which minimizes the expression) as [78]

εy ≈ εx0
2|κ+|2

5|κ+|2 +ΔQ2I,II,+
, (2.93)

while the horizontal emittance should vary as

εx ≈ εx0
3|κ+|2 +ΔQ2I,II,+
5|κ+|2 +ΔQ2I,II,+

. (2.94)

In deriving (2.93) and (2.94), we have used that the actual tune distance to
the sum resonance, ΔQ+ = (Qx+Qy−n), is related to the measured distance
ΔQI,II,+ = |QII +QI − p| via

ΔQ+ =
√
ΔQ2I,II,+ + |κ+|

2 . (2.95)
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2.8.8 Coupling Transfer Function

A different method of measuring the coupling is through the ‘coupling transfer
function’ [80]. Here, the beam is excited horizontally, while detecting the
resulting vertical coherent motion. Such a technique was used to continually
monitor and correct the coupling strength during collisions in the CERN ISR
[80].

2.8.9 Excursion: Flat Versus Round Beams

Frequently the question is asked why flat beams are used in electron-positron
colliders. One answer is that the beams naturally become flat due to syn-
chrotron radiation, as will be discussed in a later chapter. However, as we
have seen, one could make these beams round, by operating close to the linear
difference resonance Qx = (Qy + k), where k is an integer.
In general, whether round or flat beam collisions would give higher lumi-

nosity is not easy to answer. The luminosity is defined as the reaction rate
divided by the cross section. Aside from the beam energy, it is the most im-
portant performance parameter of a high-energy collider. For a ring collider,
assuming Gaussian beam distributions, the luminosity, typically measured in
units of cm−2 s−1, can be expressed as (compare Chap. 1)

L =
N2b nbfrev
4πσxσy

, (2.96)

where Nb is the number of particles per bunch, nb the number of bunches per
beam, and frev the revolution frequency. The beam sizes at the interaction
point (IP), σx,y, can be expressed in terms of the IP beta function and the
transverse emittances as

σx =
√
βxεx , (2.97)

σy =
√
βyεy . (2.98)

The sum of the emittances may be held constant, equal to εx0, while the
ratio of the horizontal and vertical emittance can be varied via the betatron
coupling according to

εx =
εx0
1 + κ

, (2.99)

εy = κ
εx0
1 + κ

. (2.100)

An important constraint of a collider is the beam-beam tune shift, i.e., the
tune shift and tune spread due to the additional focusing at the collision point
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by the field of the opposing beam. The beam-beam tune shift is characterized
by the parameters ξx,y,

ξx,y =
Nbre
2πγ

βx
σx,y(σx + σy)

, (2.101)

where re is the classical electron radius, and γ the relativistic factor. Best
performance is achieved if the vertical and horizontal are both at the maxi-
mum possible value. If we assume that the maximum tune shift parameter is
approximately equal for the two planes, ξx = ξy, it follows immediately that

εx
εy
=
βx
βy
=
1

κ
. (2.102)

Inserting this into (2.96), one can rewrite the luminosity as

L =
1 + κ

2
γξx,y

1

re

Nbfrevnb
βy

. (2.103)

This expression shows that round beams may give two times higher luminos-
ity, thanks to the factor (1 + κ), but only if the horizontal beta function can
be made as small as the vertical, βx = βy/κ = βy.
Recently a transformation was proposed [81] which can convert a round

beam created in a solenoid field into a flat beam outside of the solenoid or vice
versa. As discussed in Chap. 4, the transformation which achieves the conver-
sion can be realized by a combination of skew and regular quadrupoles. As a
practical example, using this scheme the round beam from an rf photoinjector
can be transformed into a beam with a flat emittance ratio εy/εx 
 1, which
is more suitable for a linear collider [82]. A first experiment at the Fermilab
A0 line has demonstrated the viability of this scheme [83] (see Chap. 5). An-
other application is the matching of a flat electron beam to a round proton
beam, e.g., in an electron cooling device.

Exercises

2.1 Schottky Signals

The longitudinal spectrum of a single particle, denoted by k, of an un-
bunched beam circulating in a storage ring, considering positive frequencies
only, is given [84] by

ik(t) = efrev + 2efrev

∞∑
n=1

cos(nωrevt+ φ) , (2.104)

where n represents the turn number and ωrev = 2πfrev is the angular revo-
lution frequency of this particle.
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a) Sketch the current spectrum for this particle in both the time and
frequency domains.
b) Show that summing (2.104) over N particles and averaging in time

gives the dc beam current Idc =
〈∑

N
k=1ik

〉
t
= Nefrev, assuming that differ-

ent particles (index k) have slightly different angular revolution frequencies
ωrev,k and different initial phases φk, and that frev denotes the average rev-
olution frequency.
c) The power spectrum one would measure with a spectrum analyzer is

proportional to the rms current Irms = 〈(
∑
k ik)

2〉t
1
2 . Show that

Irms = 2efrev

√
N

2
. (2.105)

2.2 Betatron Tunes

a) From Fig. 2.5, what was the synchrotron tune in LEP?
b) Suppose that when the quadrupole family for the horizontal tune is

increased in strength, the horizontal tune line is observed to move to the right
in similar measurements. What is the fractional horizontal betatron tune?
c) After how many turns would a particle with the tunes found in a) and

b) return to exactly the same place in the longitudinal or horizontal phase
space?

2.3 Application of Multipole Field Expansion

A useful formula for fields produced by a magnet of order n (n = 0
represents a dipole) is2

By + iBx = B0
∑
n=0

(bn + ian)(x+ iy)
n , (2.106)

where for upright, or ‘normal’ magnets bn �= 0 and an = 0 while for magnets
rotated by 45◦, so-called ‘skew’ magnets, bn = 0 and an = 0.
a) For the case of a upright, or ‘normal’, sextupole (b2 �= 0, a2 = 0), show

that the Lorentz force seen by the particle is

Fx ∝ (x
2 − y2) and Fy ∝ xy . (2.107)

b) For a nondispersive orbit (x = xco + xβ and y = yco + yβ, where the
subscripts co and β refer to the closed orbit and to the betatron orbit), show
that a beam off-axis in x experiences a normal quadrupole field while a beam
off-axis in y experiences a skew quadrupole field.
c) What transverse-to-longitudinal coupling terms arise if the dispersive

contribution to the orbit (xδ = Dxδ and yδ = Dyδ) are also included?

2 We note that (2.106) refers to the American convention, and that in Europe the
exponent of (x+iy) is chosen as (n−1), so that a sextupole field would be given
by b3 and not by b2.
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2.4 Beta-Beat

Consider a quadrupole error. We split the quadrupole into two halves each
of which is parametrized by the usual matrix for a quadrupole

Rq =

(
1 0

−1/(2f) 1

)
. (2.108)

where 1/f ≡ ΔK in a thin-lens approximation, ΔK being the (integrated)
quadrupole strength error. Let the one turn map (OTM) with the field error
be given by R = RqR0Rq (where for algebraic convenience we have taken as
a reference point the center of the quad), where R0 is the OTM for the ideal
ring:

M =

(
cosφ0 β0 sinφ0

−(1/β0) sinφ0 cosφ0

)
. (2.109)

a) Show that the perturbed phase advance φ is given in terms of the
unperturbed phase advance φ0 by

cosφ = cosφ0 −
β0
2f
sinφ0 . (2.110)

b) From the measurement of phase advance errors in Fig. 2.9, estimate
the amplitude of the modulation on the beam size.

2.5 Quadrupole with a Shorted Coil

So-called difference orbit measurements are taken by saving a BPM ref-
erence orbit under nominal conditions, perturbing the beam (for example,
by powering a single corrector) and forming the difference orbit consisting of
measurements of the perturbed orbit minus that of the nominal orbit. This
difference orbit may be easily compared with model expectation. Suppose
such lattice diagnostic measurements are made using a negatively charged
beam and reveal that the beam is errantly deflected up and outboard (away
from ring center) at a focussing quadrupole.
a) Based on these observations, which of the quadrupoles’ coils is suspect

of a turn-to-turn short?
b) With a position resolution of 10 μm at a BPM located l = 1 m down-

stream of the quadrupole, how well can the relative change in the current
through the offending coil be determined assuming K = Blq/((Bρ)a) =
1.0m−1 with a pole tip radius of a = 1 cm?

2.6 Quadrupole Gradient Errors

a) Design a closed π-bump spanning a focussing quadrupole of strength
K assuming perfect calibration of the corrector dipoles.
b) Using this bump, suppose that the orbit is observed not to close with

a residual amplitude A measured using a BPM. Find an expression relating
the measured leakage A to the gradient error ΔK.
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2.7 Multiknobs

A storage ring employs two families of quadrupoles for varying the tran-
verse focussing. As is common, each quadrupole family has influence on both
the horizontal and vertical betatron tunes, Qx and Qy respectively. Design
a multiknob that allows independent control of each of the betatron tunes;
that is, find strength coefficients for each of the quadrupole families for the
cases (i) ΔQx �= 0, ΔQy = 0 and (ii) ΔQx = 0, ΔQy �= 0.
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In practice, there are many uncertainties whose presence must be appreci-
ated when correcting the beam orbit in both linear and circular accelerators.
Such uncertainties include the variations in the electronic and/or mechanical
centers of the beam position monitors (BPMs), in the magnetic center of the
quadrupoles (inside which the position monitors are often mounted), or in
the electromagnetic center of accelerating structures. Consider the case illus-
trated in Fig. 3.1. In this case, the absolute beam position, with respect to a
reference axis, is given by

x = xd + xb + xm , (3.1)

where xd represents the quadrupole offset from the reference axis, xb gives the
offset of the electronic center of the BPM relative to the quadrupoles, and xm
denotes the measurement from the BPM. The reference axis may be chosen to
minimize emittance dilutions in a global sense. In the ideal case for which the
reference axis is straight and in the center of all quadrupoles, a typical most
simple steering algorithm aimed towards zeroing the BPM readings would

Fig. 3.1. Sketch showing relative positions of the BPM, the quadrupole, and the
beam position measurement from an ideal reference axis (Courtesy C. Adolphsen,
1999)
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still place the beam off-axis in the quadrupole if xb �= 0. For accelerators
with tight emittance budgets and correspondingly tight alignment tolerances,
clearly more sophisticated steering algorithms are needed.
If the orbit is off-center in a quadrupole magnet, dispersion is generated,

and, in a ring, also the beam energy may be changed or the polarization may
decrease. An orbit that is off-center in a sextupole induces skew coupling
and/or beta beating. Thus it is very important to center the orbit in these
magnets. The standard tools for correcting the orbit are corrector dipoles.
Of course, such an orbit correction will never be perfect. Figure 3.2 shows
a typical absolute orbit reading from the PEP-II HER, after moderate orbit
correction during commissioning.

Fig. 3.2. Typical commissioning orbit in the PEP-II HER: (top) horizontal or-
bit in mm; (center) vertical orbit in mm; (bottom) intensity in 1010 (Courtesy
U. Wienands, J. Seeman et al, 1998)

We will see that if the BPM offsets are not known, and possibly larger
than the alignment errors, a better strategy for optimal emittance preserva-
tion is to reduce the rms strength of the steering correctors, and to pay less
attention to the absolute orbit reading. In several cases, at the SLC and at
the ATF, this second approach significantly reduced the magnitude of the
residual vertical dispersion [1]. Sometimes other constraints are imposed on
the orbit. For example, a certain orbit amplitude or a certain angle may be
desired near the injection or extraction points, or near a synchrotron light
beamline. In such cases, a constant orbit must be maintained at the adjacent
BPMs.
Increased beam emittances may arise from beam-to-magnet or beam-to-

structure position deviations as shown conceptually in Fig. 3.3. The beam
passing through a single misplaced quadrupole experiences the next lower-
order field namely a dipole field. The misalignment therefore generates a be-
tatron oscillation and dispersion as higher energy particles are less deflected
by the dipole field. Also in the case of a displaced structure a betatron os-



3.1 Beam-Based Alignment 71

Fig. 3.3. Conceptual drawing illus-
trating orbit perturbations due to
misaligned quadrupoles (a) or struc-
tures (b)

cillation is induced, due to the transverse wake field. The deflection caused
by the wake field changes linearly with the beam displacement and with the
bunch charge. In either case, the ensuing orbit is such that further emittance
dilutions may result downstream of the perturbation due to the initial errors.
In this chapter we begin by reviewing beam-based alignment of single

components. Such methods are particularly useful for those components with
tight alignment tolerances, for example, near interaction regions. The tech-
niques presented may be applied to the alignment of any accelerator compo-
nent in general. For large accelerators, for which component-by-component
alignment is too time-consuming or for which the beam trajectories must
be routinely monitored, global orbit measurement and correction techniques
are required. Many such algorithms will be presented in order of increasing
complexity. So-called ‘one-to-one’ steering and R-matrix reconstruction are
typically used not only to correct the orbit, but also to identify optical and/or
instrumental errors. While such simple checks are absolutely mandatory, to
achieve design beam parameters, more advanced tuning algorithms may be
required. Common algorithms will be described including global beam-based
alignment, singular value decomposition (SVD), application of wake field
bumps, and dispersion-free steering.

3.1 Beam-Based Alignment

In many modern accelerators, the alignment tolerances on quadrupole and
sextupole magnets are so tight that they cannot be achieved by state-of-the
art surveying and installation methods. Typical residual alignment errors are
in the range of 100–200 μm while the alignment tolerances may be even
below 10 μm. The standard approach to meet and maintain tight tolerances
is beam-based alignment.
Beam-based alignment determines the relative offset between magnet cen-

ters and nearby BPMs. If these offsets are sufficiently stable, a simple orbit
correction (steering) can maintain a well-centered orbit until the optical align-
ment measurement is repeated at a later time (e.g., after several months).
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3.1.1 Quadrupole Excitation

If the beam is not centered in a quadrupole magnet, and the strength of this
quadrupole is varied, the beam receives a kick. This causes a change in the
beam trajectory for single-turn measurements or a change in the closed orbit
for measurements on a stored beam.
For a single-pass measurement, the dipole kick θ can easily be inferred

by fitting the difference trajectory to a betatron oscillation including one
additional kick at the location of the quadrupole. The dipole kick θ obtained
from the fit is proportional to the quadrupole misalignment xq and the change
in the integrated quadrupole strength ΔK:

θ = ΔK xq . (3.2)

Note that the beam is offset from the center of the quadrupole by −xq, so
that there is no minus sign in (3.2) assuming K > 0 refers to a horizontally
focusing quadrupole.
If beam-based alignment is performed using a stored beam, the additional

kick of the closed orbit induced by the change in quadrupole strength is given
by the sum of two components: the change in field strength and the change
in the closed-orbit offset at the quadrupole. To lowest order [2],

θ ≈ ΔK xq −K Δx , (3.3)

where xq is the original quadrupole offset, Δx the change in closed-orbit
position,K the integrated quadrupole gradient in units of m−1, and a second-
order term (ΔK Δx) has been neglected. Applying the formula for the closed
orbit distortion at the location of the dipole kick, (2.34), with s = s0. Neg-
lecting here the possible small contribution from the dispersion Dx, then

Δx = (ΔK xq −K Δx)

(
β

2 tanπQ

)
, (3.4)

which may be solved for Δx:

Δx = ΔK xq

(
β/(2 tanπQ)

1 +Kβ/(2 tanπQ)

)
. (3.5)

Inserting this back into (3.3) gives the closed-orbit kick induced by a gradient
change ΔK:

θ = ΔK xq

(
1

1 +Kβ/(2 tanπQ)

)
. (3.6)

This is the stored-beam equivalent of (3.2).
The precision of this method is much improved by taking difference orbits

for several quadrupole-to-beam off-sets, Δxq, varied with a local bump [3].
One can also define a merit function

f(Δxq) =
1

NBPM

NBPM∑
i=1

[
xi(ΔK)− xi(−ΔK)

]2
, (3.7)
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where NBPM is the total number of BPMs in the ring and xi(ΔK) are the
BPM readings for a quadrupole strength change of ΔK. The quadrupole off-
set may then determined by minimizing f(Δxq) as a function of the bump am-
plitudeΔxq, using a least-squares parabolic fit. At the Advanced Light Source
(ALS), this procedure allows determination of the center of the quadrupoles
to within ±5 μm [2] (in case of the ALS, the orbit at the quadrupole is varied
with a single corrector and not by a closed bump).
This type of measurement does not require an independent power supply

for each quadrupole to be aligned, but, for several magnets in series, a simple
switchable shunt resistor across each magnet will suffice. Simultaneously, such
shunt resistors allow a measurement of the local beta function, according to
(2.28) or (2.29) of the previous chapter.
Figure 3.4 illustrates the application of this technique at the storage ring

SPEAR. The left figure shows the circuit diagram for a magnet with shunt
resistor, and the right figure presents a typical alignment measurement for a
SPEAR quadrupole. Plotted in the right figure is the orbit shift induced by

Fig. 3.4. Beam-based alignment with quadrupole shunts at SPEAR [4]: (top) elec-
tric circuit with shunt resistor; (bottom) shunt-induced orbit shift at two down-
stream BPMs as a function of the beam-position read back at the BPM nearest to
the quadrupole being varied (Courtesy J. Corbett, 1998)
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the shunt at two downstream BPMs as a function of the orbit at the shunted
quadrupole, which is varied by a local bump. The orbit is centered in the
quadrupole when no orbit shift is induced by the shunt (the intersection of
the two lines).
If the number of BPMs is small and only groups of quadrupoles can be

changed simultaneously, it is still possible to determine the quadrupole mis-
alignments, by applying a statistical fit to a sufficiently large number of tra-
jectories taken for different quadrupole-group excitations, different incoming
conditions and different corrector settings. An interesting example of such an
analysis can be found in [5].

Fig. 3.5. Overview of the TTF linear accelerator including 2 accelerating modules
(ACC1 and ACC2) and a bunch compressor chicane (BC2)

Another application of this method is illustrated for the Tesla Test Facil-
ity (TTF). An overview of part of the linear accelerator is shown in Fig. 3.5.
In this measurement a horizontal corrector located just upstream of the
bunch compressor chicane (BC2) was varied in steps for different settings
of quadrupole settings. In the data shown in Fig. 3.6 the quadrupole of inter-
est was the most upstream quadrupole in the triplet following the chicane.
The next downstream beam position monitor was used for measurement of

Fig. 3.6. Beam-based alignment of a
single quadrupole at the TTF (Cour-
tesy P. Castro, 2000)
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the horizontal displacements. The orbit was centered when variation of the
quadrupole field produced no change in the measured beam position (at the
intersection of the lines).

3.1.2 Quadrupole Gradient Modulation

A scheme which allows continuous monitoring of quadrupole alignment and
BPM offsets was implemented at LEP; see for example [6]. Here the strength
of several quadrupoles was modulated at different frequencies in the range
0.8–15.6 Hz, and the induced oscillation amplitude, of the order of 1 μm was
detected. Figure 3.7 shows the FFT over 4096 data points of this detector
signal, at a time when four quadrupoles were modulated. Clearly visible are
4 peaks in the frequency sprectrum, corresponding to the four different mod-
ulation frequencies. The amplitude of the peak is proportional to the beam
offset in that quadrupole.

Fig. 3.7. FFT spectra with 4 modulated quadrupoles in LEP [6]. The amplitude of
the peaks is proportional to the beam displacement in the 4 quadrupoles (Courtesy
I. Reichel, 1998)

Using this ‘K-modulation’ technique, one could infer the BPM offsets
from the naturally occurring beam-orbit jitter and orbit variation. This is
illustrated in Fig. 3.8. The left figure shows a BPM orbit reading in LEP
during several hours of a luminosity run. The reasons for the slow changes
are not fully understood; the fast steps reflect corrections of the closed orbit.
Making use of this natural orbit variation, one can plot the amplitude of
the beam response to the quadrupole modulation as a function of the BPM
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Fig. 3.8. Determination of BPM offsets using k modulation and natural orbit vari-
ation in LEP [6]: (top) natural orbit drifts and corrections during a LEP luminosity
run at one quadrupole; (bottom) amplitude of beam response to k modulation vs.
BPM orbit reading for the modulated quadrupole. The minimum of this plot gives
the BPM offset. These data were taken continuously during 5 hours of luminosity
run (Courtesy I. Reichel, 1998)

reading for the corresponding quadrupole. The result is a ‘V plot’, as shown
in the right figure. The minimum in this plot determines the BPM reading
at which the beam is centered in the quadrupole.

3.1.3 Sextupole Excitation

In present-day storage rings, it is often assumed that the sextupoles are well
enough aligned with respect to the quadrupoles that only the quadrupole
alignment has to be verified. An orbit off center in a sextupole will result in
vertical dispersion, betatron coupling, or beta beating. Although, in principle,
also the sextupoles in a storage ring can be aligned by changing their strength
and measuring the induced orbit shift (which is a quadratic function of the
excitation) there is little experience with such a scheme. To reach the same
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sensitivity as for the equivalent quadrupole alignment, the change in the
sextupole gradient ΔKs would have to be equal to

ΔKs =
ΔKq
2xs

, (3.8)

where xs is the horizontal orbit offset at the sextupole, and ΔKq the
corresponding change in quadrupole gradient. A different approach, which
was tested at KEK [7], is to equip the sextupole magnets with additional
quadrupole trim windings for beam-based alignment. This is based on the
assumption that the magnetic centers of quadrupole trim coil and sextupole
will coincide. Sextupole alignment with a precision better than 50 μm was
demonstrated [7].
Local orbit bumps across single sextupoles have been used for the pur-

pose of sextupole alignment at KEK [8, 9] and DESY [10]. The strengths of
all sextupoles are changed together by ΔKs and the induced orbit change
is measured. Then the measurement is repeated for a different bump ampli-
tude. The horizontal deflection depends quadratically on the horizontal bump
amplitude, while the vertical deflection is a linear function:

Δθx = −0.5 ΔKs(xbump − xs)
2 , (3.9)

Δθy = ΔKs(xbump − xs)ys , (3.10)

where xbump is the amplitude of the bump, and xs, ys are the sextupole
misalignments. The advantage of this method is that it does not require
individual power supplies for the sextupoles.
The vertical sextupole alignment can be determined in a similar way, but

in this case a (preferably large) horizontal orbit offset x0 at the sextupole
must first be introduced, to enhance the sensitivity. The vertical deflection
angle then varies linearly with the amplitude of a vertical orbit bump at the
sextupole as follows:

Δθy = ΔKs(x0 − xs)(ybump − ys) , (3.11)

where we have also included a residual horizontal misalignment xs. After
measuring the vertical misalignment ys, the original horizontal orbit can be
restored.
Alternative approaches are conceivable: one could vary multiple sex-

tupoles at once, and fit for multiple kicks. Also, one could vary the sextupole
strength and measure the induced tune variation or the tune separation near
the difference resonance [11].
In the final-focus systems of linear colliders, sextupole alignment is essen-

tial. At the SLC final focus, the orbit in the sextupoles was frequently meas-
ured and adjusted to maintain high luminosity. The SLC sextupole alignment
procedure was based on varying the sextupole strength and detecting the in-
duced optics (not orbit) change [12]. If the orbit is off center, the first order
effect of the sextupole excitation is a waist shift (change in the beta function),
skew coupling, or dispersion at the interaction point. These optics changes
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can be quantified easily by reoptimizing the spot-size at the collision point,
after a change in the sextupole strength. This reoptimization is done by scan-
ning a group of quadrupole and skew quadrupole magnets excited together
so that they only affect one optical parameter, e.g., either dispersion, skew
coupling or waist shift. Such combinations of changes in magnet settings are
called multiknobs; see the discussion in Chap. 2. For each setting of the mul-
tiknob, the IP spot size is remeasured with beam-beam deflection scans, and
the magnets are finally set to the value for which the beam size is minimum.
The change in the optimum settings of the multiknobs controlling waist, dis-
persion, etc., as a function of the sextupole excitation is proportional to the
orbit offset at the sextupole. The measured offsets are corrected by means of
closed bumps.
An interesting feature of the SLC final focus is that it comprises 2 pairs

of interleaved sextupoles. The sextupoles in each pair, connected to the same
power supply, are separated by an optical −I transform. Thus, the alignment
procedure actually consists in generating symmetric or antisymmetric orbit
bumps for each sextupole pair, in response to the amount of waist motion or
dispersion etc., induced by a change in the sextupole-pair strength [13].

3.1.4 Sextupole Movement

It is also possible to align the sextupole magnets by detecting the second-order
effect of the sextupole excitation: the induced orbit kick. This method works
well when the sextupoles are installed on precision movers, which can be used

Fig. 3.9. Sextupole alignment in the Final Focus Test Beam (FFTB) [14]. The
downstream orbit variation is measured as a function of sextupole mover position;
the sextupole is aligned at the minimum of the parabola (Courtesy P. Tenenbaum,
1998)
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for both the measurement and the alignment. The measurement principle is
straightforward. Measuring the orbit change downstream as a function of
horizontal or vertical sextupole-mover position results in a parabolic curve.
The sextupole is aligned when the mover position is set to the minimum
of this curve. A sample measurement from the FFTB [14] is displayed in
Fig. 3.9.

3.1.5 Structure Alignment Using Beam-Induced Signals

For future high-gradient linear accelerators operating at even higher accel-
erating frequencies it becomes even more essential to center the beam orbit
in the accelerating structures, thus minimizing the effect of transverse wake
fields on the beam. Alignment techniques have been studied on test struc-
tures for the Next Linear Collider, which were installed in the SLAC linac
as part of the ASSET experiment [15]. These studies demonstrated that the
beam-induced dipole-mode signals can be used to center the beam to the
level of 40μm [16]. The result in Fig. 3.10 shows the amplitude and phase

Fig. 3.10. Amplitude (top) and phase (bottom) of the beam-induced dipole mode
signal in an X-band accelerating structure versus the nominal beam position (ar-
bitrary zero), which was varied by steering correctors [16] (Courtesy M. Seidel,
1998)
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(with respect to a reference phase derived from a BPM signal) of a 15-MHz
wide slice of the beam-induced dipole mode signal, centered near 15 GHz, as
a function of the nominal beam position. The beam position was varied with
dipole steering magnets. Clearly visible is a minimum in the amplitude along
with a 180 degree phase jump. Steering the beam to the position with mini-
mum signal successfully centered the orbit in the structure as was verified by
detecting the deflection experienced by a subsequent witness bunch.
We now turn our attention to global steering algorithms designed to effi-

ciently align the beam relative to offset magnets and accelerating structures
relying heavily on computational techniques. The algorithms are presented in
order of increased complexity. Not by chance, this order coincides to a large
degree with the order of implementation as an accelerator is being commis-
sioned and the beam properties are refined.

3.2 One-to-One Steering

This algorithm aims to steer the beam so that the transverse displacements
measured by beam position monitors (BPMs) are minimized. The BPMs are
typically mounted near the center of quadrupoles since their sensitivity is
highest at large β-function. A conceptual orbit steered one-to-one is shown
in Fig. 3.11. The beam is successfully deflected to pass through the mag-
net center and, assuming that the BPM is not offset with respect to the
quadrupole, the BPM would show zero displacement. Notice however that
one-to-one steering generates dispersion will contribute to emittance dilu-
tions.

Fig. 3.11. Conceptual illustration of a closed bump that would minimize the BPM
reading after one-to-one steering

In a transport line the beam centroid position measured downstream at
location s = j obeys

xj =

j∑
i=0

√
βiβjθi sin(θj − θi) , (3.12)

which has contributions from each dipole kick θi and depends on the β-func-
tions at the location of the initial disturbance (i) and at the observation
point (j). The corrector magnet fields to be applied to minimize the BPM
readings will be solved for assuming linear transport; that is, assuming that
there are no nonlinear magnetic fields and that the measurements are made
at low bunch current so that nonlinear wake field effects may be ignored.
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In matrix form
x =Mθ , (3.13)

where x is the set of measurements from m BPMs, θ is the set of deflection
angles to be applied by n correctors, and M contains the transfer matrix
elements between the correctors and the BPMs:

xt = (x0, x1, ..., xm) , (3.14)

θt = (θ0, θ1, ..., θn) , (3.15)

Mij =
√
βiβj sin(φj − φi) . (3.16)

Solving (3.13), the kick angles to be applied for minimizing the BPM readings
are obtained:

M tx =M tMθ or θ = (M tM)−1M tx . (3.17)

If the number of correctors equals the number of BPMs, then M is a square
matrix. In this case, (3.17) reduces to simply θ = M−1x. Otherwise the
general form is taken. If m > n the matrix is overdetermined. For m < n the
number of unknown corrector strengths exceeds the number of measurements,
so that an independent measurement should be made after changing some
parameter, for example, the beam energy. In a linear accelerator, (3.12) must
be modified [17] to include the energy scaling factor

√
Ei/Ej , which reflects

the transverse damping due to the longitudinal acceleration. This introduces
n additional unknown variables, so that additional measurements are required
to constrain the solution.
As motivation for the algorithms to be used below in the discussion of

beam-based alignment and dispersion-free steering, the solution (3.17) can be
equivalently formulated in terms of a minimization procedure, which is well
adapted to computational evaluation. The function to be minimized, given
by (3.13), is ∑

j

[
xj −

∑
i

Mjiθi

]2
, (3.18)

where xj again represents the BPM measurements and the fitting function∑
iMjiθi contains the unknowns θi. The minimization procedure demands

0 =
∂

∂θk

[∑
j

(xj −
∑
i

Mjiθi)
2
]

= 2
∑
j

[
xj −

∑
i

Mjiθi

]
Mjk , (3.19)

or ∑
j

Mjkxj =
∑
j

∑
i

MjiMjkθi , (3.20)

which is identical to (3.17).



82 3 Orbit Measurement and Correction

One-to-one steering is used routinely during initial commissioning of an
accelerator as it is by far the simplest of all steering algorithms. The pro-
cedure relies on having reasonably well functioning beam position monitors
and may diverge in the presence of either large monitor errors or, possibly,
with multiple smaller errors. A complementary algorithm, presented next, is
useful to help identify BPM errors (polarity, gain, offset, etc.) and to help
localize optical errors as well.

3.3 Lattice Diagnostics and R Matrix Reconstruction

Consider a beam line, without any elements coupling horizontal and vertical
motion, as shown in Fig. 3.12 consisting of dipole and quadrupole magnets,
BPMs and corrector magnet dipoles. The point-to-point transfer map be-
tween any two points (1) and (2) is given by(

x
x′

)
2

=

(
R11 R12
R21 R22

)(
x
x′

)
1

. (3.21)

Fig. 3.12. Simple FODO lattice. Shown are the focussing quadrupoles (QF), the
defocussing quadrupoles (QD), and dipoles (rectangles). The BPMs are usually
mounted within the quadrupoles. Corrector magnets are denoted by triangles

Let the initial point (1) be at a corrector and the final point (2) be at a BPM.
Two measurements are required to determine R12: xBPM with the nominal
beam trajectory and the nominal initial values (x, x′)COR, and with xBPM
for the initial position and slope (x, x′+ θ)COR, i.e., after the beam is kicked
by an angle θ. The difference in xBPM between these two measurements is
R12 = Δx/θ. In practice to decrease sensitivity to measurement error, one
introduces a series of large betatron oscillations by varying the corrector in
steps. The response of the BPM readings to these perturbations [18] is then
measured. The resulting dependence of position on the kick angle θ is fitted
with a straight line as shown in Fig. 3.13.
Shown in Fig. 3.14 is an example of a beam trajectory after excitation

by a corrector magnet and an amplitude fit using many downstream BPMs.
For good viewing conditions the measured trajectory is plotted for the case
of a maximum kick angle θ = θmax. The solid line connects the meas-
urements from each BPM. The dashed line represents the fitted positions
xi = R

θ→i
12 θ + xo,i evaluated at θmax where xo,i is an offset at the ith BPM.
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Fig. 3.13. Example of an R12 meas-
urement: transverse position x ver-
sus

∫
B dl, where the kick angle, in

terms of the magnetic rigidity Bρ, is
θ =

∫
B dl/(Bρ)

Fig. 3.14. Comparison of measured
data (solid curve) and amplitude fit
(dashed curve). Plotted are the hor-
izontal and vertical beam positions
as measured as a function of distance
along the transport line. See also [19]

in the linear fit. A single value of θ and the values of m BPM offsets xo,i are
fitted, so as to minimize the difference between the measured BPM readings
and the model prediction, i.e.,

∑
i(xBPM,i−R

θ→i
12 θ−xo,i)

2. Here Rθ→i12 is the
(1,2) transport-matrix element between the corrector and the ith BPM com-
puted by the optics model. To probe all magnetic elements in the beamline,
a second measurement is required using a second corrector dipole separated
by about 90◦ in betatron phase advance. Discrepancies between the meas-
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urement, xBPM,i and the fit, xi, are used to reveal phase errors, which could
result from a shorted quadrupole magnet, and/or “bad” BPMs for example.
Identification and exclusion of bad BPMs is required for good convergence of
steering algorithms.
Assuming the linear transport matrices between the different correctors

and the transport matrices between adjacent BPMs are known with suffi-
cient accuracy, the R matrix between the correctors and the BPMs can be
determined by a simple least squares fit [18]. Including the additional con-
straint that the R matrix has to be symplectic eliminates several degrees of
freedom, but then the problem must be solved by non-linear regression [18].
Reference [18] describes how a rigorous error analysis allows an estimate of
the unknown systematic errors.
Suppose the agreement between the measured data and fit is unsatis-

factory. In the absence of hardware errors, this may result from systematic
measurement errors or from an incomplete model. Accuracy of the model is
vital for basic optics checkout and requires, for example, accurate represen-
tations of magnetic field strengths.
In a linear accelerator, it may be necessary to take into account the energy

dependence of the point-to-point transfer matrix elements. The change in the
betatron phase Δψ relative to the expected phase ψ is given by

Δψ

ψ
= δξ , (3.22)

where δ is the relative energy deviation and ξ is the chromaticity (in a storage
ring ξ is related to Q′ via ξ ≡ Q′/Q, where Q denotes the betatron tune).
With ξ = −1/π for a 90◦ FODO cell, then a 1% energy error corresponds to
a change in phase advance of Δψ = −0.003ψ per cell.
To take into account the energy dependence of the transport matrix, the

matrix elements may be expanded in a Taylor series. Keeping the linear term
only, the transport matrix from the entrance (‘1’) to the end of the (‘2’) of
the linac can be written as

(
x
x′

)
2

=

Ns∏
k=1

(
R1,1k +

dR1,1k
dEk

ΔEk R1,2k +
dR1,2k
dEk

ΔEk

R2,1k +
dR2,1k
dEk

ΔEk R2,2k +
dR2,2k
dEk

ΔEk

)(
x0
x′0

)
1

, (3.23)

where Ns is the number of regions (‘sectors’, typically taken to be one sector
per power source) into which the accelerator has been subdivided, and the
total R matrix is expressed as a product of the R matrices for the different
sectors. A possible procedure now consists of

1. measuring the transverse position xm after the beam has been deflected,
2. selecting a set of Ek’s,
3. comparing the measured position xm with the expected, or calculated,
position xc by computing
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χ2 =
∑
(xm − xc)

2 , (3.24)

where the sum is over all the BPMs used in the measurement, and
4. iterating steps 2 and 3 to minimize the χ2.

An example of this approach is shown in Fig. 3.15 for the SLAC linear
accelerator [20]. In the top plot an amplitude fit was used without taking
into account any energy deviations (as in Fig. 3.14). In the bottom plot, also
the values of Ek were fitted. The minimum χ

2 corresponded to an energy
error of about 30%, which far exceeded the estimated uncertainty in the
energy. Possible reasons for the discrepancy might include calibration errors
of the quadrupole strengths, random errors in the BPM gains, or wake fields,
which all are not included in the model. Nonetheless, the dynamics were made
more predictable by incorporating the fitted energy errors into the accelerator
model, despite the fact that the actual source of the error (perhaps wake
fields) was different from the assumed one (energy errors).

Fig. 3.15. Comparison of measured
data and fit to betatron amplitude
only (top) or fit to both betatron am-
plitude and energy in the different
linac sections (bottom). Plotted is the
horizontal beam position as a func-
tion of distance along the linear ac-
celerator (Courtesy T. Himel, 1999)

3.4 Global Beam-Based Steering

We next present a more global approach to beam-based alignment than that
discussed previously. We consider beam-based steering algorithms as ones
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which provide information on magnet, BPM, or structure misalignments
using measurements with the beam. With this definition, one-to-one steer-
ing may also be considered a beam-based alignment algorithm since the ap-
plied kicks θ are related to the quadrupole (or BPM) displacements Δx by
θ = KΔx, where K is the integrated quadrupole focussing field.
More generally, we take in this example into account that the electrical

zero of the BPMs may not be coincident with the magnetic center of the
quadrupoles and that the quadrupoles themselves may be displaced with
respect to the reference axis. The coordinate system used is sketched in
Fig. 3.16. Here the beam position x measured with respect to some reference
axis, which is common to all magnets, is given as a sum of the quadrupole dis-
placement xq, the difference in location of the electrical center of the BPM
and the magnetic center of the quadrupole xbpm, and the measured BPM
value xm.

Fig. 3.16. Coordinate system used in the example of beam-based alignment (Cour-
tesy C. Adolphsen, 2000)

The beam position xk and angle xk
′ at quadrupole k, defined with respect

to the reference axis, are given by [21]⎛
⎝ xkxk′
1

⎞
⎠ = k−1∑

j=1

Rj+1,k

⎧⎨
⎩Rj,j+1

⎡
⎣
⎛
⎝ xx′
1

⎞
⎠
j

+

⎛
⎝−xq,j0
0

⎞
⎠
⎤
⎦+

⎛
⎝xq,j0
0

⎞
⎠
⎫⎬
⎭ ,
(3.25)

where ()j gives the beam position and angle with respect to the quad center,
the term in [] is the beam position with respect to the reference axis, Rj,j+1[]
is the beam position with respect to the reference axis transported between
quad j and quad j + 1, and the term in {} is the beam position and angle
with respect to the quad center transported between quads j and j + 1.
Rearranging terms gives⎛

⎝ xkxk′
1

⎞
⎠ = R0,k

⎛
⎝ xx′
1

⎞
⎠
0

+
k−1∑
j=1

(
Rj+1,k −Rj,k

)⎛⎝xq,j0
0

⎞
⎠ , (3.26)
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where the sum is taken over upstream quadrupoles. The function to be min-
imized is then ∑

k

[
xm − (xk − xq − xbpm)

]2
, (3.27)

where xm are the measurements and (xk − xq − xbpm) is the fitting function
with unknowns xq, xbpm and the initial position and angle x0 and x0

′.
The number of measurements is about half the number of unknowns. So

the system is underconstrained. To constrain the solution, two independent
measurements are required. An independent set of data may be obtained by
scaling all the quadrupoles and correctors by a common factor and repeating
the measurements. Multiple such scalings may be used to overdetermine the
system which reduces the sensitivity of the solution to statistical errors.

3.5 Singular Value Decomposition

A common situation is that the BPM offsets are known fairly well and the
orbit already fulfills a number of constraints, but many of the corrector mag-
nets are strongly excited with some of them ‘fighting’ (compensating) each
other. Fortunately, there exists a very powerful technique to reduce the rms
strength of the orbit correctors, while maintaining a set of constraints. This
technique is sometimes called ‘corrector ironing’ [22] and it is based on the
‘singular value decomposition’ (SVD) [23].
The linear equation to be solved is

Δx = A · θ , (3.28)

where the vector Δx = (Δx1, . . . Δxm) may describe the desired correction
(or constraint) at m BPMs, and θ = (θ1, . . . , θn) are the excitation strengths
of n correctors, that we want to determine. If m ≥ n, we can decompose the
matrix A as

A = U ·

⎛
⎜⎜⎝
w1 0 . . . 0
0 w2 . . . 0
. . . . . .

0 0 . . . wn

⎞
⎟⎟⎠ ·Vt . (3.29)

The column vectors of the m × n matrix U and the n × n matrix V are
orthonormal,

Ut ·U = In , (3.30)

Vt ·V = In , (3.31)

where In denotes the n × n unity matrix. The decomposition of (3.29) can
be performed, for example, using the FORTRAN subroutine described in
[23]. An SVD decomposition is also provided in a convenient form by many
mathematical analysis packages, such as MATLAB [24].
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We now consider three different cases: First, we suppose the number of
correctors is equal to the number of BPMs. In this case the matrix A is
square. The formal solution is given by

θ = A−1 ·Δx = V ·

⎛
⎜⎜⎝
1/w1 0 . . . 0
0 1/w2 . . . 0

. . . . . .
0 0 . . . 1/wn

⎞
⎟⎟⎠ ·Ut ·Δx . (3.32)

If none of the wi is zero, this is the unique solution to the problem. If one or
more of the wi are zero, the equation may not have an exact solution, but for
these wi one can simply replace 1/wi by 0, and with this replacement (3.32)
still gives the solution in a least squares sense. This means it minimizes the
distance r = |A·θ−Δx|. Furthermore, the solution vector θ so obtained is the
(either least-squares or exact) solution with the smallest possible length |θ|2.
In other words, the solution derived from the SVD decomposition also mini-
mizes the rms strength of the correctors.
In addition, it is worthwhile to note that the columns of U whose same

numbered wi are nonzero form an orthonormal set of basis vectors that span
the range of the matrix A while the columns of V whose same-numbered
elements wj are zero form an orthonormal set for the nullspace of A.
Next, we consider the case that there are fewer equations than correctors.

In this case, we can simply add rows with zeroes to the vectors and matrices
of (3.28) until the matrix is square, and then apply the SVD formalism, as
described above. In this case, there is (at least) one zero eigenvalue wj for
every row of zeroes added.
Finally, in the case of more BPM constraints than unknown correctors

(m > n), SVD works just as well. In general the wj will not be zero, and the
SVD solution will agree with the result of a least-square fit. If there are still
some small values wj , these indicate a degeneracy inA and the corresponding
1/wj should be set to zero as before. The corresponding column inV deserves
attention, since it describes a linear combination of corrector excitations,
which does not affect the constraints.
The SVD steering algorithm has been used successfully at many accelera-

tors, for example, at the synchrotron light source SPEAR [25], throughout the
SLC, and most recently at LEP. Applications include not only the minimiza-
tion of corrector strengths and the identification of strongly excited correctors
‘fighting’ each other, but also orbit feedback, dispersion-free steering, and the
computation of optical tuning knobs, e.g., for the beta function, dispersion,
or coupling. Multiknobs were discussed in Sect. 2.5.

An Example of SVD. As a more concrete illustration, let us consider two
steering correctors, separated by a betatron phase advance of π, which are
followed by two BPMs at locations 1 and 2, which are also a phase of π apart
from each other.
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After applying a convenient normalization, the matrix equation relating
the corrector strengths θ1 and θ2 with the BPM readings x1 and x2 is(

x1
x2

)
=

(
1 −1
−1 1

) (
θ1
θ2

)
. (3.33)

The 2× 2 matrix A can be decomposed as follows:

A ≡

(
1 −1
−1 1

)
(3.34)

=

(
1√
2

1√
2

− 1√
2
1√
2

)(
2 0
0 0

)(
1√
2
− 1√

2
1√
2

1√
2

)
(3.35)

≡ UWVt , (3.36)

where W denotes the diagonal matrix. Suppose now we want to steer to
xt,1 = 1 and xt,2 = 0. An exact solution does not exist, since there is no
corrector between the two BPMs and the latter are a phase advance of π
apart. However, there is an SVD solution:(

θ1
θ2

)
= VW−1Ut

(
1
0

)
(3.37)

=

(
1√
2

1√
2

− 1√
2
1√
2

)(
1
2 0
0 0

)(
1√
2
− 1√

2
1√
2

1√
2

)
=

(
1
4
−14

)
. (3.38)

Hence, the SVD solution equals θ1 = 1/4 and θ2 = −1/4. For these corrector
settings one obtains the BPM readings x1 = 1/2 and x2 = −1/2, where
indeed the quadratic distance to the target values,

∑
i(xt,i− xi)

2, assumes a
minimum. Not only does SVD determine a pair of corrector settings for which
the BPM readings are closest to the solution looked for, but in addition,
among all possible such solutions (adding any constant to the above values
of θ1 and θ2 would give the same minimum value of

∑
i(xt,i − xi)

2), it finds
that one which also minimizes the corrector strengths, namely the sum of the
squares

∑
θ2i .

3.6 ‘Wake Field Bumps’

Through the early 1990’s emittance dilutions in the SLC linac were con-
trolled by imposing tight tolerances on injection errors as a precursor to BNS
damping [26, 27], steering using both one-to-one correction and localized
beam-based alignment [21, 28], and by invoking BNS damping. The name
BNS damping refers to V. Balakin, A. Novokhatsky, and V. Smirnov, who
in the early 1980s proposed this type of scheme, in which the tail of the
bunch is focussed more weakly than the bunch head in order to compensate
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for the defocusing effect of the single-bunch wake field [29]. At the SLC the
variation of focusing across the bunch was achieved by introducing an energy
difference. More details will be discussed in Chap. 4.
As the beam currents were increased, a more localized emittance preser-

vation technique was developed in which empirically determined trajectory
oscillations (‘bumps’) were used to cancel emittance dilutions from transverse
wake fields and dispersive errors. While the origins of the disturbances could
not be easily localized longitudinally along the linac, the accumulated effects
could be cancelled using such bumps and the emittance dilution could be re-
duced by a factor of almost ten [30]. The effect on the beam was determined
by emittance measurements near the end of the linac.
Two trajectories in both x and y are shown [30] in Fig. 3.17. Both trajec-

tories produced about the same small emittance measured near the end of the
linac. Notice the vertical scale which shows excursions of nearly 750 μm peak-
to-peak. While wake field bumps were used for many years, it became clear as
the currents were increased that this technique was inherently unstable; small
(e.g., thermal) changes in the reference line phase, for example, changed the
phase advance over the bump range so that even this more localized correc-
tion scheme was not sufficiently local to be stable against realistic variations
in the accelerator. Both trajectories in Fig. 3.17 resulted in about the same

Fig. 3.17. Two measured orbits with empirically determined coherent betatron
oscillations used to cancel accumulated wake field and dispersion errors (Courtesy
J. Seeman, 2000)
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final beam emittances indicating that the procedure did not converge to a
unique solution.
Physical insights were gained by simulations carried out using the program

LIAR [31]. The model included representative amplitudes of the wake field
bumps which minimized the relative emittance growth at the locations of
the measurements. The simulated relative growth in normalized emittance
[32, 33] is shown in Fig. 3.18 as a function of position along the linac. Several
important conclusions were drawn from this and other simulation results:

• At the first emittance measurement, the optimization had been made in a
location where the energy spread of the beam was large; that is, a com-
promise was made using wake field bumps between correction of dispersive
and wake field-induced errors.
• Between the emittance measurement stations, there was uncontrolled emit-
tance growth.
• Between the final emittance measurement station and extraction of the
beam from the linac, there was significant emittance growth.
• Most importantly, being nonlocal in nature, small changes in the phase
advance could destroy this delicate cancellation. In practice this caused
significant time-dependent variations in the measured emittances [34, 35,
36, 37].

Fig. 3.18. Simulated emittance growth as a function of position along the linac.
The locations of the feedback loops, which controlled the amplitude of the wake
field bumps, are shown along with the locations of the emittance measurements
(Courtesy R. Assmann, 2000)

3.7 Dispersion-Free Steering

So far we have described one-to-one steering which is a first step in orbit opti-
mization but is imperfect as minimization of the BPM reading in a displaced
quadrupole generates dispersive errors, beam-based alignment of quadrupole
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displacements which works beautifully at low beam currents where there is no
wake field-generated dispersion, and wake field bumps which while more local
than BNS damping is highly sensitive to small perturbations in the electro-
magnetic optics. With perfect implementation of either procedure, dispersive
emittance dilutions may still result. As an example, consider a closed trajec-
tory bump of the kind illustrated in Fig. 3.3. It has been shown [38] using
LIAR and realistic optical parameters of the SLC linac that a closed 100 μm
π-bump at a quadrupole located early in the linac generates nearly 0.5 mm
dispersion at the end of the linac. Naively, about 6 such bumps acting in-
dependently would produce a dispersive emittance contribution equal to the
final emittances typically achieved at the SLC.
Dispersion-free steering [35, 36, 38] is an algorithm which corrects even

more locally the dispersive errors from misaligned quadrupoles and the dis-
persive errors arising from transverse wake fields. For mostly technical reasons
(e.g., data acquisition and processing time) implementation was unduly de-
layed at the SLC. Dispersion-free steering (and rf phase stability [39, 40, 41])
proved crucial for maintaining stable linac emittances at the SLC.
The centroid trajectory1 is given by

xj =

j−1∑
i=1

√
Ei
Ej

√
βiβjθi sin(φj − φi) (3.39)

=

j−1∑
i=1

Rij12θi , (3.40)

where the damping factor
√
Ei/Ej has been included. To constrain the sys-

tem, one can equivalently change the beam energy (which may be difficult
in practice) or scale the strength of the lattice, i.e., the strengths of the
quadrupoles. Then the orbit difference is measured for a deflection applied in
the original lattice and in the scaled lattice. This orbit difference amounts to

Δxj ≈
j−1∑
i=1

[
Rij12 −

√
Ei
Ej

√
βi,κβj,κ sin(φj,κ − φi,κ)

]
θi

=

j−1∑
i=1

Rij12,κθi , (3.41)

where βi,κ and φi,κ denote the beta function and betatron phase in the scaled
lattice, and the change in lattice focussing is expressed by the parameter

κ =
ΔK

K
+ 1 , (3.42)

where K is the quadrupole strength.

1 a warning: intrabunch position-energy correlations, when projected, may result
in measured centroid displacements which underestimate the contributions from
off-axis bunch tails
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The function to be minimized is∑
j

[
xj −

∑
i

Mjiθi

]2
, (3.43)

where xj is an m× 1 vector containing the difference measurements and the
fitting function is given by

∑
iMjiθi where θi is an n×1 vector of unknowns.

In the simplest case, the coefficientsMji represent anm×nmatrix containing

the transfer matrix elements Mji = R
ij
12.

In practice it is not difficult to minimize not only the absolute orbit, but
simultaneously several (k) difference orbitsΔx. In this case xj is a (k + 1)× 1
vector containing the difference measurements and the absolute orbit, Mji
is a (k + 1) × n matrix and θ remains an n × 1 matrix. This approach was
used at the SLC where in addition, to overconstrain the solution and minimize
systematic errors arising from magnet hysteresis, the measurements were per-
formed for k = 4 or 5 values of κ corresponding to energy variations of +5%
to −30%. In later years, the problem of magnet hysteresis was eliminated and
the application became noninvasive as two independent measurements could
be obtained without changing the lattice by measuring independently the or-
bits of the electrons and positrons which passed through the same lattice.
The opposite charge of electrons and positrons was equivalent to a lattice
scaling by −200%.
Shown in Fig. 3.19 are absolute (κ = 1.0) and difference trajectories

(κ = 0.9, 0.8, and 0.7) measured after trajectory steering of the SLC linac
[38] using 20-pulse BPM averaging. With an equivalent energy change of
30% (κ = 0.7), a difference trajectory of up to 1.5 mm was observed. Similar
measurements made after iteration of dispersion-free steering [38] are given
in Fig. 3.20. Iteration proved useful to reduce sensitivity to errors in the

Fig. 3.19. Absolute and difference vertical trajectories measured after trajectory
steering before dispersion-free steering of the SLC linac (Courtesy R. Assmann,
2000)
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Fig. 3.20. Absolute and difference vertical trajectories measured after dispersion-
free steering in the SLC linac (Courtesy R. Assmann, 2000)

assumed optics even though experience showed that the first iteration yielded
the largest improvements. With κ = 0.3, neglecting the errant point due
possibly to a bad BPM near sector 20, the maximum orbit difference after
dispersion-free steering was reduced from 1.5 mm to less than 200 μm. Notice
that the rms of the measurements of the absolute orbit are actually larger
following dispersion-free steering. This suggests that significant BPM and/or
quadrupole misalignment errors were still present.

3.8 Errors

For simplicity of expression, measurement errors have been neglected up to
now. At the SLC, error sources and their typical rms contributions included
BPM resolution errors σ(xj) < 10 μm, BPM misalignments σbpm ∼ 100 μm,
and systematic errors arising from beam jitter and/or slow drifts σsys ∼
20 μm. To propagate the measurement errors used in the minimization pro-
cedures, a weighting function may be defined as

wj =
1∑

j σm,j
2
, (3.44)

where the subscripts m give the different error sources and j is a sum over
the BPM measurements. The functions to be minimized then are (c.f. (3.18),
(3.27), and (3.43))

∑
j

[
xj −

∑
iMijθi∑

m σm,j
2

]2
(one−to−one steering) ,

∑
k

[
xm − (xk − xq − xbpm)∑

m σm,j
2

]2
(beam−based alignment) ,
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∑
j

[
xj −

∑
iMijθi∑

m σm,j
2

]2
(dispersion−free steering) . (3.45)

A goodness of fit parameter, or χ−squared may be correspondingly con-
structed. In the dispersion-free steering example given above for which both
the trajectory and the trajectory differences were to be simultaneously min-
imized,

χ2 =
∑
j

[
xj
2

σbpm2
+
∑
κ

Δxj,κ
2

σsys2

]
, (3.46)

where the second summation over κ corresponds to the difference orbits for
the different energy scalings under which the measurements were made. The
errors from BPM resolution were assumed to be negligible and the summa-
tion over errors has been simplified to reflect the dominating errors; that
is, the systematic errors contribute less than the alignment errors in the
measurements of the absolute trajectories, while in the measurements of dif-
ference trajectories the BPM misalignments cancel and the associated errors
are therefore set to zero.

3.9 Orbit Feedback

Automated feedback systems that continually stabilize the beam orbit are
becoming more common in accelerators. A comprehensive overview of orbit
feedback system design can be found in [42]. A simple orbit feedback main-
tains a constant orbit by adjusting the strength of 2 or 4 steering correctors
based on BPM readings. Many orbit feedback systems employ an SVD algo-
rithm which flattens the orbit while at the same time minimizing the strength
of the correctors.
Slightly more complicated feedback loops are designed so that they main-

tain both the beam orbit and the beam energy. Orbit and energy can be sep-
arated using BPMs at dispersive locations. The orbit is corrected via steering
correctors; the beam energy by adjustments to some upstream rf phase.
The effectiveness of a feedback can be tested by measuring its response

to a step change. An example in Fig. 3.21 shows the response of an SLC
feedback loop to a sudden step change in energy. The picture illustrates the
improvement achieved by increasing the number of feedback BPMs to better
constrain the fit. Specifically, 2 BPMs separated by −I were included so that
the sum of the (difference) signals from the two BPMs gave the dispersive
contribution to the particle orbit independent of the betatron component. In
addition to having a well understood accelerator model, for accelerators with
high repetition frequency (with intra-pulse spacing comparable to the the
response time of the correction magnets) it was found necessary to carefully
match the response times of correction magnets [43].
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Fig. 3.21. Response of the orbit and energy feedback in the ring-to-linac transfer
line of the SLC to a fast step change in energy [43]: (left) before and (right) after
additional BPMs were included in the feedback loop

There are different techniques to calibrate the local transport matrices
between correctors and BPMs within each feedback loop, which are used to
continually compute the excitation of the feedback steering correctors. For
example, the induced change in orbit position and angle can be measured as
a function of the individual feedback corrector strengths.
If there are successive feedback loops on a beam line, these loops could in-

terfere with each other, and cause unwanted orbit oscillations due to “double-
compensation”. This interference can be avoided by one of 4 different ap-
proaches [42]: (1) orthogonality of correction, (2) different feedback response
time, (3) inter-loop communication (feedback “cascades”) and (4) integra-
tion of loops into one global loop. The orbit feedbacks in the SLAC linac are
connected by a so-called adaptive cascade, where each feedback passes its
information to the loop downstream, in order to avoid multiple corrections
of the same perturbation. The linear transport matrix between successive
loops is monitored and updated continuously using the naturally occurring
beam-orbit variation.

3.10 Excursion – AC Dipole

Not always is there a well defined closed orbit in a storage ring which is stable
from turn to turn. As an example of a case without regular closed orbit, we
consider a dipole field that is modulated at a frequency near the fractional
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part of the betatron tune. We assume that the field changes on successive
turns, but has a sinusoidal variation, so that it repeats after a larger number
of turns. In this case there is a new dynamic ‘closed orbit’ which returns to its
starting point after a full modulation period. The amplitude of this periodic
orbit is [44]

x̂ =
βx(Bmodldip)

4π(Bρ)ΔQ
, (3.47)

where Bmod is the amplitude of the dipole-field modulation, ldip the length of
the dipole, (Bρ) the magnetic rigidity, ΔQ = |Qx−Qm−k|, Qx the betatron
tune, Qm the modulation tune, and k an integer which minimizes ΔQ. The
amplitude of the dynamic orbit increases inversely with the frequency differ-
ence of modulation and betatron oscillations. Such a dynamic closed orbit
may be used to increase the strength of spin resonances in order to preserve
the polarization during acceleration [45] (see also the discussion of polariza-
tion in Chap. 9) or it can aid in measuring lattice nonlinearities [44] without
diluting the transverse emittance. First tests were successfully performed at
the BNL AGS [44, 45] and the CERN SPS [46].

Exercises

3.1 Design of an Orbit Feedback Loop

Write an algorithm for orbit correction in one plane assuming uncoupled,
linear transport. Let the beam position and angle be detected using two
BPMs and use two fast corrector dipoles for implementing the desired deflec-
tions. Introduce (assumed known) relative phase advances and beta functions
as needed to take into account phase differences between the correctors, be-
tween the BPMs, and between the correctors and BPMs. Comment on the
optimum phase advances between the correctors and BPMs and comment
on the optimum beta functions at the locations of the measurements and
corrections. Consider
a) a transport line,
b) a circular accelerator.

3.2 Linac Dispersion and Orbit Correction

a) Dispersion for a free betatron oscillation. Consider a beam deflected
by an angle θ at s = 0. In a smooth approximation, and ignoring wake
field effects, the betatron motion of a single particle with relative momentum
deviation δ1 is

x′′1(s) +
k2β
1 + δ1

x1(s) =
θ

1 + δ1
δ(s) , (3.48)

where the last δ(s) is the Dirac delta function, indicating a single deflection
of strength θ at location s = 0, and kβ =

√
K is the wave number of the
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betatron oscillation. Equation (3.48) describes the motion of an individual off-
momentum particle in the bunch, as well as of the bunch centroid if the latter
experiences a momentum offset δ1. The equality of the particle and centroid
motion (for small bunch charges) is an advantage, since the single-particle
dispersion can be measured by observing the response of the centroid motion
to an energy error. Solve (3.48), linearize the solution in δ1 and determine
the dispersion for kβsδ1 
 1.
b) Dispersion behind a π bump. A one-to-one orbit correction can be

thought of as a superposition of π bumps. Calculate the dispersion generated
by a single π bump represented by two kicks θ, at s1 = 0 and s2 = π/kβ.



4 Transverse Beam Emittance Measurement
and Control

The beam emittance εxyz represents the volume of the beam occupied in the
six dimensional phase space (x, x′, y, y′, φ, δ), where x and y are the trans-
verse positions, x′ and y′ are the transverse angles, φ is the time-like variable
representing the relative phase of the beam, and δ is the relative beam mo-
mentum error. Using the notation of the beam matrix Σbeam introduced in
Chap. 1, the 6-dimensional emittance is

εxyz = det Σ
xyz
beam . (4.1)

Considering now only the horizontal plane, the corresponding 2-dimensional
horizontal emittance is obtained from

εx =

√
〈x2〉〈x′2〉 − 〈xx′〉2 , (4.2)

where the first moments have been subtracted, and the average (〈. . .〉) is
taken over the distribution function of the beam; recall also (1.27–1.29). An
analoguous expression holds for the vertical plane. For a coupled system, the
general form of (4.1) must be taken.
Control of the beam emittance and prevention of emittance dilutions are

mandatory for achieving high brilliance in light sources and high luminosity in
colliding beam accelerators. Some sources of emittance dilution, e.g., beam-gas
scattering, are inevitable and can be reduced only via hardware improvements.
In the same vane, processes involving space-charge dilutions, which constitute
a predominant limitation for low-energy ion or proton beams, have after-the-
observation been treated by fundamental changes in the acceleration optics, as
illustrated, e.g., by the FNAL linac upgrade, and a new booster ring at BNL.
Another class of dilutions involving man-made sources, e.g., component vibra-
tion, ground motion, power supply regulation, etc., may be curable using so-
phisticated measurement devices and feedback or feedforward schemes. In this
case, the crucial ingredient leading to improved performance is the detection
of the offending presence, e.g., using model-independent analysis, as discussed
in Chap. 2, or more commonly analyses in the frequency domain.
An interesting example of the latter case is shown in Fig. 4.1. Plotted is

the Fourier transform of pulse-by-pulse BPM measurements from the SLC
linac. The data evidence a strong component at about 1 Hz which seemed
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to partly explain the 1 Hz ‘wave’ in the backgrounds recorded by the SLD
detector. However, at this time, the data acquisition was limited to 30 Hz
(with a beam repetition frequency of 120 Hz). As a result, the sampled data
were aliased; that is, the Fourier line appearing at 1 Hz corresponded actually
to 59 Hz as verified later with a faster (120 Hz) data acquisition speed. The
source of these excitations was eventually traced back to asynchronous (to the
beam) operation of the cooling water pumps for the linac quadrupoles. Once
the disturbance was identified1, corresponding measures were implemented
– in this case, damping of the vibrations resulting from the turbulent water
flow and modifications to the pump impellers – and the impact on the beam
was correspondingly reduced. Identification of the error sources evidenced by
the remaining peaks in Fig. 4.1 was also partially successful [1].

Fig. 4.1. Frequency spectrum of beam motion in the SLC linac, revealing the
contribution of water pumps operating at 59 Hz [1]

Other common situations which lead to emittance dilutions arise from
poor setting of the accelerator including poor “matching” between acceler-
ator subsystems, residual betatron coupling (which may also be caused by
unknown field errors), or spurious dispersion which arises either directly from
magnet misalignments or from imperfect attempts to correct for alignment
errors by one-to-one steering. The latter may arise from insufficient knowledge
of the accelerator optics (as limited by the BPM resolution, for example) or

1 which proved difficult since in fact there actually was at that time a 1 Hz com-
ponent on the beam introduced incorrectly by the orbit feedback loops as these
also reacted on the aliased frequency
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may arise intrinsically from the alignment procedure itself (as is the case,
e.g., of using the one-to-one steering algorithm).
Finally, there are processes which are in practice hard to predict that

also lead to emittance dilutions. Such processes, predominant especially with
high beam intensities, include, at high single-bunch charge both transverse
and longitudinal wakefields effects leading to beam instabilities in circular
accelerators and to beam centroid excursions in linear accelerators, and at
high single-bunch charge and high total current also beam instabilities arising
from ions or electron clouds.
In all the above cases, the diagnosis is precedented by an accurate meas-

urement of the beam emittance. In this chapter, standard emittance meas-
urement techniques will be outlined in a step-by-step manner. Then some
methods used to minimize the beam emittance by changing the underlying
accelerator optics will be reviewed.

4.1 Beam Emittance Measurements

In this section we describe not single particle transport, but transport of
the beam as a whole. The beam quality will be characterized by the beam
emittance which is often measured with reference to a particular plane of
interest; i.e., the horizontal, vertical, or longitudinal emittance. Methods for
measuring the beam emittance and for parametrizing the degree of mismatch
will be outlined.
We note that many novel measurement techniques have recently been de-

veloped for measuring very small beam sizes including interferometric meth-
ods, applied in the beamline at the SLAC final focus test facility [2] or in
the ATF damping ring [3], or tomographic phase space reconstruction ap-
plied at the TTF linac [4]. A recent review of similar topics is given in [5]. In
this section we restrict the discussion to emittance measurement techniques,
which are based on commonly used and relatively simple hardware. For illus-
tration we describe measurements and present experimental data obtained
using wire scanners although the measurement principles have been similarly
applied with the use of fluorescent screens.

4.1.1 Single Wire Measurement

The beam emittance can be measured by varying the field strength of a
quadrupole located upstream of a single wire or screen. In general this will
lead to trajectory and beam-size changes downstream, and, hence, is referred
to as an “invasive” measurement. The measurement could be made less inva-
sive by simultaneously adjusting another quadrupole downstream of the wire
scanner, so as to compensate for the change in the beta function induced by
the first quadrupole. This has been rarely done in the past, but is a proposed
scheme for future linear colliders.
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The total transfer matrix of interest here is R = SQ, where S denotes the
known transfer matrix between the quadrupole and the wire, and Q is the
transfer matrix of the quadrupole:

Q =

(
1 0
K 1

)
, (4.3)

where we have invoked the thin-lens approximation, which is valid if the
length of the quadrupole is short compared to its focal length f = 1/K.
After matrix multiplication, one obtains

R =

(
S11 +KS12 S12
S21 +KS22 S22

)
, (4.4)

where the coefficients Sij are the components of the matrix S. Expanding
the matrix product for the 2× 2 beam matrix Σxbeam = (SQ)Σ

x
beam,0(SQ)

T

and equating the (1,1) elements on both sides, the square of the horizontal
beam size follows as

Σ11(= 〈x
2〉) = (S11

2Σ110 + 2S11S12Σ120 + S12
2Σ220)

+ (2S11S12Σ110 + 2S12
2Σ120)K + S12

2Σ11K
2 , (4.5)

which is quadratic in the field parameter K.
To make use of these results in an emittance measurement, the following

procedure is often employed:
1. For each value of quadrupole field strength K, the wire is scanned and the
amplitude of the response measured by a detector is obtained as a function
of wire position.
2. For each wire scan at fixed K, the distribution is fitted with a Gaussian
of the form

f(x) = f0 + fmaxe
− (x−〈x〉)

2

2〈x2〉 , (4.6)

where f0 is the baseline level offset and fmax is the peak value of the Gaussian
distribution.
3. The fitted beam size 〈x2〉 is plotted as a function of K.
4. The result is fitted with a parabola. One parametrization for the fit [6] is

Σ11 = A(K −B)
2 + C

= AK2 − 2ABK + (C +AB2) . (4.7)

5. The Σ matrix is reconstructed by equating coefficients of (4.5) and (4.7):

A = S212Σ11 , (4.8)

−2AB = 2S11S12Σ11 + 2S
2
12Σ12 , (4.9)

C +AB2 = S11
2Σ11 + 2S11S12Σ12 + S12

2Σ22 , (4.10)
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and solving for Σ11, Σ12 (= Σ21), and Σ22. The results are

Σ11 = A/S12
2 , (4.11)

Σ12 = −
A

S12
2

(
B +

S11
S12

)
, (4.12)

Σ22 =
1

S12
2

[
(AB2 + C) + 2AB

(
S11
S12

)
+A

(
S11
S12

)2]
. (4.13)

6. The beam emittance is then calculated from the determinant of the beam
matrix εx =

√
det Σxbeam and the errors are propagated:

det Σxbeam = Σ11Σ22 −Σ12
2 (4.14)

= AC/S412 , (4.15)

so that
εx =

√
AC/S212 . (4.16)

Fig. 4.2. Example transverse beam
emittance measurements from the
SLC prior to injection into the main
linac using a single wire. The fit pa-
rameters for the horizontal emittance
(top) were A = 3494 ± 52, B =
−118.8 ± 0.03, C = 3.2 × 104 ± 297
with χ2/dof = 1.5 giving εx = 12.9±
0.2 nm-rad or γεx = 30.1 ± 0.4 μm-
rad. In the vertical plane (bottom),
A = 158.5± 3.5, B = −129.3± 0.08,
and C = 5.1× 103± 103 with χ2/dof
= 4.6 giving εy = 1.71± 0.02 nm-rad
or γεx = 3.98± 0.04 μm-rad
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The above results also give the beam-ellipse parameters αx, βx, and γx:

βx =
Σ11
ε
=

√
A

C
, (4.17)

αx = −
Σ12
ε
=

√
A

C

(
B +

S11
S12

)
, (4.18)

γx =
S12

2

√
AC

[
(AB2 + C) + 2AB

(
S11
S12

)
+A

(
S11
S12

)2]
. (4.19)

As a useful check, the beam-ellipse parameters should satisfy (βxγx−1) = α2x.
An example of emittance measurements in the two transverse planes x

and y is shown in Fig. 4.2. Notice that the optics at the wire scanners has
been optimally chosen to allow simultaneous measurement of the beam waists
in both transverse planes.

4.1.2 Multiple Wire Measurement

The beam emittance in a transport line or linac may be measured (in
many applications noninvasively) using multiple wire scanners. Here, the
quadrupole gradients are fixed, but the R matrices between s0 and the dif-
ferent wire scanners (or other beam-size monitors) are different. If there are
no coupling elements, three measurements using three wire scanners are re-
quired. With coupling, four wire scanners are needed (in this case each wire
scanner should be equipped with several wires oriented at different angles in
the transverse plane, e.g., a horizontal, a vertical and a wire oriented at 45◦

in the case of ‘round beams’ with equal horizontal and vertical beam size).
The optimum wire locations for maximum sensitivity (without coupling) are
such that the separation between wires corresponds to a difference in beta-
tron phase advance Δμ of 90◦/Nw, where Nw is the number of wires used in
the measurement.
The matrix equation to be solved is

⎛
⎜⎜⎜⎜⎝
(σx

(1))2

(σx
(2))2

(σx
(3))2

. . .
(σx

n)2

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

(R11
(1))2 2R

(1)
11 R

(1)
12 (R12

(1))2

(R11
(2))2 2R

(2)
11 R

(2)
12 (R12

(2))2

(R11
(3))2 2R

(3)
11 R

(3)
12 (R12

(3))2

. . .

(R11
(n))2 R

(n)
11 R

(n)
12 (R12

(n))2

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎝ β(s0)ε
−α(s0)ε
γ(s0)ε

⎞
⎠ . (4.20)

This equation is applicable for both a multiple wire measurement or for
a quadrupole scan. The superindex within parenthesis refers to the differ-
ent different measurements; i.e., it either corresponds to the setting of some
quadrupole magnet, in the case of a quadrupole scan, or to a different wire
scanner or monitor, in the case of a multi-wire emittance measurement. The
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superindex ‘2’ is meant to denote the square of the quantity. At least 3 meas-
urements are required in order to solve for the three independent parameters
ε, β(s0) and α(s0).
To simplify the notation, let us denote the n × 3 matrix on the right-

hand side of (4.20) as B, the n-component vector on the left side by Σx =

(σ
(1)2
x , ..., σ

(n)2
x ), and the 3-component vector on the far right by

o = (β(s0)ε,−α(s0)ε, γ(s0)ε) . (4.21)

The equation is then
Σx = B · o . (4.22)

The problem of determining the elements of the vector o can be solved
by a simple least-squares fit. We have to minimize the sum

χ2 =
n∑
l=1

1

σ2
Σ
(l)
x

(
Σ(l)x −

3∑
i=1

Blioi

)2
, (4.23)

where σ
Σ
(l)
x
denotes the rms error of Σ

(l)
x = σ

(l)2
x . This error is obtained from

the fit to the lth wire scan which determines the rms beam size σ
(l)
x .

We find it convenient to normalize the coordinates Σ(l) so that the rms
error is 1, introducing

Σ̂(l)x =
Σ
(l)
x

σ
Σ
(l)
x

, (4.24)

and

B̂li =
Bli
σ
Σ
(l)
x

. (4.25)

Forming a symmetric n× n covariance matrix

T = (B̂t · B̂)−1 , (4.26)

the least-squares solution to (4.22) is

o = T · B̂t · Σ̂x , (4.27)

and the error of any scalar function f(o) is given by

σ(f)2 = (∇of)
t ·T · (∇of) . (4.28)

In particular, the errors of the parameters o themselves are

σoi =
√
Tii . (4.29)

Once the components of o are known, we still need to perform a simple
nonlinear transformation to infer ε, β, and α:
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ε =
√
o1o3 − o22 , (4.30)

β = o1/ε , and (4.31)

α = −o2/ε . (4.32)

The error propagation is straightforward, using (4.28).
A possible procedure for the multiple wire emittance measurement is as

follows:
1. Each wire is scanned to obtain detector counts versus wire position x.
2. For each wire scan, the distribution is fit with a Gaussian using (4.6).
3. The Σ matrix is reconstructed using (4.20), the transfer matrix elements
Ri from the model, and the σi from the measurements.
4. The emittance is calculated ε =

√
det Σbeam.

5. The ellipse parameters α = −Σ12/ε, β = Σ11/ε, and γ = Σ22/ε are
calculated, if desired.

4.1.3 Graphics

Increased operational efficiency may be obtained from a meaningful graphi-
cal representation of the experimental data. In the multiple wire emittance
measurement it is useful to project the measurements to a single point along
the accelerator and to plot the normalized phase space. The emittance ε,
multiplied by π, corresponds to the area of the ellipse parametrized by

ε = γxx
2 + 2αxxx

′ + βxx
′2 . (4.33)

Since βγ = 1 + α2,

ε =
1

βx
[x2 + (αxx+ βxx

′)2] =
1

βx
(x2 + px

2) , (4.34)

where px = αxx+ βxx
′ is the coordinate orthogonal to x.

A succinct representation of the measured beam emittances is obtained
by the following procedure (applied at the SLC), which displays the data in
the normalized phase space, so that deviations from the design values are
immediately obvious. The wire orientations are also plotted to indicate the
phase space coverage provided by the wires:
1. Plot the design rms ellipse in the coordinates(

x
√
βx
,
αxx+ βxx

′

√
βx

)
(4.35)

at some reference point s along the trajectory. This results in a circle. Nor-
malize the design ellipse to unit radius.
2. Plot also the ellipse obtained from the measurements of the ellipse param-
eters transposed to the reference point. Apply the same normalization as in
step 1.
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3. Using the lattice model, project each beam-size measurement back to the
reference point and add the result as a line to the figure; that is, for each
point (σx,w, x

′
w), where σx,w is the beam size measured at the wire, apply

an inverse mapping to the reference point:(
x
x′

)
ref point

= R−1
(
σx,w
x′w

)
, (4.36)

where R is the 2×2 transport matrix from the reference point to the location
of the wire. Here x′w represents the undetermined angle variable (divergence)
at the wire which parametrizes the location along the straight line in the
phase space defined by (4.35). The slope of this line is related to the phase
advance between the reference point and the wire.
An accompanying display of numbers should summarize the measure-

ments which might include the measured and expected beam widths at each
of the wires, the measured and design beam emittances, as well as the beam
intensity. In addition, a measure of the degree of “mismatch” is useful. This
will be further discussed in the next section.

Fig. 4.3. Graphics output of multiple-wire transverse beam emittance measure-
ment in the injector linac at the SLC

An example of this graphics is shown in Fig. 4.3. The corresponding raw
data are given in Fig. 4.4. From Fig. 4.3 it is immediately obvious that while
the measured ellipse has roughly the same emittance as the design circle (the
horizontal emittance is 208.8 ± 9.9 [mm-mrad] compared to the design of
200 [mm-mrad], the vertical emittance is 323± 26.7 [mm-mrad] compared to
the design of 200 [mm-mrad]), the ellipse orientation is incorrect. As will be
shown in the next section, if this beam were allowed to propagate uncorrected,
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Fig. 4.4. Raw data showing individual wire scans used in the summary display of
Fig. 4.3 and the “asymmetric Gaussian” fits of (4.37)

the final emittance titled Bmagε would be 390.0 ± 10.2 [mm-mrad] in x and
543.3± 13.2 [mm-mrad] in y. The emittance dilution factor Bmag represents
the degree of the mismatch. From Fig. 4.3 can be deduced immediately the
degree of phase space coverage spanned by the wires. In the horizontal plane,
for example, the wire orientations are about 0◦, −45◦, −22.5◦, and −67.5◦,
which is ideal for a 4-wire emittance measurement.
The “measured ellipse”, that is the ellipse that was reconstructed from the

beam widths obtained by Gaussian fits to the individual wire scans, does not
always represent the true rms emittance of a Gaussian beam distribution.
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This can be seen by inspecting the raw data shown in Fig. 4.4. For more
complex beam distributions, a somewhat better characterization is achieved
by applying an “asymmetric Gaussian” fit to the wire-scan measurement,
in which the left and right hand sides of the measured beam profile are
approximated independently by two separate Gaussians. For example, the
fitting function used at the SLC [7] was

f(x) = f0 + fmax exp

[
−

(x− 〈x〉)2

2〈x2〉(1 + α[sign(x− 〈x〉)]

]
, (4.37)

where α represents an asymmetry factor and is zero for a perfect Gaussian2.
The σ for the left and right hand sides of the fitted distribution are σ =
〈x2〉(1 ± α). For the ellipse reconstruction the average σ was used. When
large tails are present in the raw data this more accurately represents the
beam distribution. Based on the raw data it is clear, however, that even with
the more sophisticated fitting algorithm, the fit only marginally represents
the actual distributions.
For reasonably well “matched” beams, the graphical summary display is

most useful for quick evaluation of the beam. In this example the deviations
between the design and measured ellipse in the graphics suggest that a closer
inspection of the raw data may be warranted. The “double-humps” in the
single-wire measurements are characteristic of an upstream error; a beam,
if kicked transversely, will filament, i.e., it loses coherency due to the natu-
ral spread in the phase advance between particles, resulting in an increased
emittance and the characteristic double humps.
If a wire is mounted at 45◦ with respect to x and y (a “u-plane” wire),

then it is also possible to measure the coupling between the horizontal and
vertical plane. The (4×4) Σ-matrix is

Σxybeam =

⎛
⎜⎝
Σ11 Σ12 Σ13 Σ14
Σ21 Σ22 Σ23 Σ24
Σ31 Σ32 Σ33 Σ34
Σ41 Σ42 Σ43 Σ44

⎞
⎟⎠ , (4.38)

where, for example, Σ14 represents the correlation between x and y
′. No-

tice that Σ14 �= Σ23. Whereas for the single plane uncoupled beam matrix
reconstruction a minimum of 3 measurements are required, to fully recon-
struct the coupled beam matrix a total of 10 measurements is needed. This
includes the 3 measurements in the x plane, 3 in the y plane, and 4 in the
u plane. The raw data used in such a coupled emittance measurement is
presented in Figs. 4.5–4.7. In this case the raw data are well fitted using
Gaussian fits. From these fits, using the uncoupled analysis (with only the x
and y wires) presented previously, γεx = (2.20 + / − 0.01) × 10−5 m-r and

2 with high resolution scanners this parameter may also prove useful for charac-
terizing ‘banana’ beams in future linear colliders
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Fig. 4.5. Raw data in the x-plane for emittance measurement with x−y coupling

Fig. 4.6. Raw data in the y-plane for emittance measurement with x−y coupling

γεy = (1.89+/−0.02)×10−5 m-r. Using the complete data set, and project-
ing the distributions onto the eigenplanes of the tilted beam ellipses, the fits
yielded γε1 = 2.13×10−5 m-r and γε2 = 1.71×10−5 m-r, which is in reason-
able agreement with the results obtained excluding coupling effects indicating
that the coupling is small. However, the error bars were not fully propagated.
Recent experience at the ATF has shown that proper wire orientations are
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Fig. 4.7. Raw data in the u-plane for emittance measurement with x−y coupling

critical for maximizing sensitivity particularly for flat beam measurements.
Moreover, measurement errors can strongly influence the value of the emit-
tance [8] interpreted from the approach given above. More robust tuning
procedures for minimizing the linear coupling are given in [8].

4.1.4 Emittance Mismatch

In this section we begin by explicitly computing, in two dimensions, the
transverse position and angle using the general form of the beam transfer
matrix for a periodic lattice. This result is used to calculate the individual
elements of the beam transfer matrix and to derive an expression for the
mismatch parameter Bmag [9, 10].
The parameter Bmag has an important physical meaning. If a beam is

injected into a ring or linac with a mismatch, the beam will filament until
its distribution approaches a shape that is matched to the ring or the linac
lattice. However, the filamentation causes the beam emittance to increase,
such that, after complete filamentation, the emittance is given by the product
of Bmag and the initial value of ε. The mismatch parameter is well suited for
analysis in circular machines for which the periodicity is implicit. We will see
that the same formalism is useful in describing emittance transport in linear
accelerators and transport lines as well.

Derivation of Beam Matrix Elements. According to (1.27) and after
subtracting the mean values from all coordinates, the beam matrix is

Σxbeam =

(
〈x2〉 〈xx′〉
〈xx′〉 〈x′2〉

)
. (4.39)
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From (1.25), the point-to-point transfer matrix is

Rfi =

⎛
⎝

√
βf
βi
(cosφfi + αi sinφfi)

√
βfβi sinφfi

αi−αf√
βfβi
cosφfi −

1+αfαi√
βfβi

sinφfi
√
βi
βf
(cosφfi − αf sinφfi)

⎞
⎠ ,
(4.40)

where αf and βf are the ellipse parameters at a (final) observation point f
downstream of a reference point, which is denoted by the subscript i. Here
φfi is the phase advance between the reference point and the observation
point and is equal to

φfi =

∫ sf
si

ds

β
. (4.41)

For a periodic lattice for which α = α0 and β = β0, the periodic, one turn
map, transfer matrix Rotm is given by (1.26):

Rotm =

(
cosμ+ α sinμ β sinμ
−γ sinμ cosμ− α sinμ

)
. (4.42)

The beam matrix elements after 1 iteration through the periodic lattice are

〈x2〉n = 〈x
2〉0R11

2 + 2〈xx′〉0R11R12 + 〈x
′2〉0R12

2 , (4.43)

〈xx′〉n = 〈x
2〉0R11R21 + 〈xx

′〉0[R11R22 +R12R21]

+ 〈x′
2
〉0R12R22 , (4.44)

〈x′
2
〉n = 〈x

2〉0R21
2 + 2〈xx′〉0R21R22 + 〈x

′2〉0R22
2 . (4.45)

After substitution of the matrix elements of (4.42) into (4.44–4.45), and using
cos 2ψ = cos2 ψ − sin2 ψ and sin 2ψ = 2 sinψ cosψ,

〈x2〉n =
1

2
[〈x2〉0 + 〈(αx0 + βx

′
0)
2〉]

−
1

2
[〈x2〉0

(
α2 − 1

)
+ 2βα〈xx′〉0 + β

2〈x′
2
〉0] cos 2ψ

+ [α〈x2〉0 + β〈xx
′〉0] sin 2ψ , (4.46)

〈x′
2
〉n =

1

2
[〈x′

2
〉0 + 〈(αx

′ + γx)2〉0]

+
1

2
[〈x′

2
〉0 − 〈(αx

′ + γx)2〉0] cos 2ψ

− [α〈x′
2
〉0 + γ〈xx

′〉0] sin 2ψ , (4.47)

〈xx′〉n =
1

2
[−αγ〈x2〉0 − 2α〈xx

′〉0 − αβ〈x
′2〉0]

+

[
αγ

2
〈x2〉0 + (1 + α

2)〈xx′〉0 +
αβ

2
〈x′
2
〉0

]
cos 2ψ

+
1

2
[−γ〈x2〉0 + β〈x

′2〉0] sin 2ψ . (4.48)
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Next, let

a =
β

2
[γ〈x2〉0 + 2α〈xx

′〉0 + β〈x
′2〉0] , (4.49)

b =
γ

β
a , (4.50)

c = −
α

β
a , (4.51)

and use

c1 cos 2ψ + c2 sin 2ψ =
√
c12 + c22 cos(2ψ − χ), with χ = tan

−1

(
c2
c1

)
.

(4.52)
Then,

〈x2〉n = a+
√
a2 − β2(〈x2〉0〈x′

2〉0 − 〈xx′〉0
2
) cos(2ψ + χ〈x2〉0) , (4.53)

〈x′
2
〉n = b+

√
b2 − γ2(〈x2〉0〈x′

2〉0 − 〈xx′〉0
2
) cos(2ψ + χ〈x′2〉0) , (4.54)

and

〈xx′〉n = c+

√
(〈xx′〉0 − c)2 +

(
−
γ

2
〈x2〉0 +

β

2
〈x′2〉0

)2
cos(2ψ + χ〈xx′〉0) ,

(4.55)
where the angles χ〈x2〉0 , χ〈x′2〉0 , and χ〈xx′〉0 , follow from (4.52), (4.46), (4.47),

and (4.48), respectively. Note that since ε =
√
det σ is an invariant in the

absence of filamentation,

〈x2〉n〈x
′2〉n − 〈xx

′〉2n = 〈x
2〉0〈x

′2〉0 − 〈xx
′〉20 . (4.56)

The Mismatch Parameter [9] Bmag. Dividing both sides of (4.53) by

βε0 = β
√
〈x2〉0〈x′

2〉0 − 〈xx′〉0, we have

〈x2〉n
βε0

=
a/β√

〈x2〉0〈x′
2〉0 − 〈xx′〉0

2

+

√√√√√
⎛
⎝ a/β√
〈x2〉0〈x′

2〉0 − 〈xx′〉0
2

⎞
⎠
2

− 1 cos(2ψ − χ〈x2〉0)

= Bmag +
√
B2mag − 1 cos(2ψ − χ〈x2〉0) , (4.57)

where the mismatch parameter Bmag is defined as

Bmag =
a/β√

〈x2〉0〈x′
2〉0 − 〈xx′〉0

. (4.58)
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With the ellipse parameters α, β, and γ referring to the steady-state or
equilibrium beam distribution, we have

Bmag =
1

2

[γ〈x2〉0 + 2α〈xx′〉0 + β〈x′
2〉0]√

〈x2〉0〈x′
2〉0 − 〈xx′〉0

. (4.59)

Thus, Bmag is the ratio of the area of the decohered beam to the area of the
injected beam. The factor of 2 results from the numerator representing an
rms area.

Examples of Emittance Dilution due to Mismatch. Emittance dilu-
tion results if Bmag �= 1 due to the difference in the transverse phase advance
of the particles within the bunch. There are multiple sources of such phase
advance variations. The two most commonly considered sources depend on
the chromaticity or on the amplitude of the betatron oscillations. The chro-
maticity ξ (≡ Q′/Q) = (Δψ/ψ)/δ characterizes the energy dependence of
the phase advance where Δψ is the difference in the phase advance of a par-
ticle from the mean phase advance of the bunch and δ is the relative energy
deviation of that particle compared to the mean energy of the bunch. The
amplitude dependence of the phase advance due to sextupole or octupolar
magnetic fields is approximately described by

2πψ = 2πψ0 − μa
2 , (4.60)

where ψ0 is the phase advance for a reference particle on the closed orbit,
μ characterizes the strength of the sextupolar or octupolar fields, and a is
the betatron oscillation amplitude of the particle. Less commonly considered
sources for phase advance variations include wakefield focussing or space-
charge defocussing for high current beams, focussing due to ions or electron
clouds, and focussing due to the beam-beam tune shift in colliding beam
accelerators.

a) Periodic Lattice
Let the length of the lattice period be L. Then, as shown in Fig. 4.8,

for Bmag = 1, the beam always fills the same area in phase space after each
lattice period. The rms area of the ellipse after n turns is

〈x2〉n = βε0 , (4.61)

and the beam is said to be matched. Under these conditions, no emittance
dilution will occur. In particular, since 〈x2〉n is independent of the phase
advance ψ, the phase space area is unchanged even if the phase of each of
the particles in the beam advances differently.
For Bmag > 1, then

εn =
〈x2〉n
β

= ε0

[
Bmag +

√
Bmag

2 − 1 cos(2ψ − χ〈x2〉0)

]
, (4.62)
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Fig. 4.8. Horizontal phase space for a matched beam in a periodic lattice. The
emittance is preserved even if the phase advance is different for different particles
(denoted here by the numbers 1 and 2)

as shown in Fig. 4.9. The solid, small ellipse represents the matched ellipse
for which Bmag = 1. The shaded ellipse represents the (1σ) rms distribution
of the mismatched beam. During the first few traversals of identical lattice
segments, the phase advance variations of the different particles may not be
obvious. As n approaches infinity, however, the phase advance variations lead
to a smearing in the transverse phase space resulting in a larger emittance.
This is represented by the area occupied by the hatched ellipse as given by
(4.57).

Fig. 4.9. Schematic of the horizontal phase space for a mismatched beam in a peri-
odic linear lattice after 1, 2, 3 and N � 1 periods. The emittance is not preserved:
the dilution is given by the ratio of the areas of the hatched ellipse to the design
ellipse (for N →∞)

b) Circular Lattice
For a circular accelerator, the periodicity is usually taken to be not the

superperiodicity of the machine (i.e., the number of identical lattice sections),
but the revolution period. The index n therefore represents the turn number.
The mismatch Bmag most often arises from improper orientation of the beam
ellipse at injection. Neglecting the constant phase offset χ〈x2〉0 in (4.57), the
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equilibrium emittance is

εn =
〈x2〉n
β
= ε0

[
Bmag +

√
Bmag

2 − 1 cos(4πν)

]
, (4.63)

where ν is the phase advance per turn. Shown in Fig. 4.10 is the evolution
of the transverse phase space for Bmag along with the projections onto the
horizontal axis. With a turn-by-turn beam size monitor, the mismatch can
be measured directly by detecting the beam size changes at every turn. An
example is given in Sect. 9.6.

Fig. 4.10. Horizontal phase space and x-projection for a mismatched beam in a
circular accelerator

4.2 Beta Matching in a Transport Line or Linac

The beam size (squared) at the location s can be expressed in terms of the
α and β functions and the emittance at an upstream location s0 as

〈x2(s)〉 = R211β(s0)ε− 2R12R11α(s0)ε+R
2
12γ(s0)ε . (4.64)

In a quadrupole scan, the transfer matrix elements R11 and R12 are varied,
by changing the strength of a quadrupole between s0 and s. Beam-size meas-
urements for at least 3 different quadrupole settings are required in order
to solve for the three independent unknown parameters: ε, β(s0) and α(s0).
The fourth parameter, γ(s0) is not free, but determined by α(s0) and β(s0):
γ = (1 + α2)/β.
The deviation of the β, α, and γ from the design parameters βD, αD

and γD is often characterized in terms of the ‘Bmag’ (β matching) parameter
[9, 10] of (4.59), which can also be written as
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Bmag =
1

2
(βγD − 2ααD + γβD) . (4.65)

Once the values of β and α are known, quadrupole magnets can be adjusted
so as to match the optical functions at a selected point to their design value,
which is equivalent to Bmag = 1.
The SLC had more than 10 multi-wire emittance measurement stations,

which monitored the beam emittances in various parts of the machine in
hourly intervals, and were indispensable for emittance control and tuning.
As will be shown in Sect. 4.4.3, in the SLC linac transverse orbit bumps
were intentionally induced as a global correction which cancelled the accu-
mulated local effects of dispersion or wakefields. The bumps were optimized
by minimizing the emittance downstream, as calculated by this measurement
technique.

Example. To illustrate the beta matching method, Fig. 4.11 shows an ex-
ample from the KEK/ATF beam transport line (BT), connecting the S-band
linac and the ATF damping ring. The top picture shows the result of a typ-
ical quadrupole scan at the end of the BT. Plotted is the square of the
vertical beam size versus the strength of an upstream quadrupole, as well as
a quadratic fit to the data. The Twiss parameters deduced from such a fit
can be propagated through the BT, using a model derived from the actual
or the design magnet settings. The bottom picture displays the inferred beta
functions compared to the design optics.

4.3 Equilibrium Emittance

We now discuss different methods for changing and controlling the equilib-
rium emittance in electron or positron storage rings. In these rings, syn-
chrotron radiation gives rise to an equilibrium beam size, which is indepen-
dent of the beam emittance at injection. While at high beam currents, collec-
tive effects and intrabeam scattering may be important as well, at low beam
intensity the value of the equilibrium emittance is determined solely by the
ring optics and the beam energy.
The discreteness and the random character of the synchrotron radiation

increases the beam emittance. The expression for the transverse emittance
growth in the plane u (u = x or y) due to quantum excitation is [12]:

dεu
dt
= cCQE

5

〈
Hu
ρ3

〉
, (4.66)

where the function Hu, introduced by Sands [13], is

Hu(s) =
1

βu

{
D2u + (βuD

′
u + αuDu)

2
}
, (4.67)
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Fig. 4.11. Beta matching in the KEK/ATF beam transport line (BT) [11]: (top)
quadrupole-scan emittance measurement; shown is the square of the vertical beam
size measured using a fluorescent screen vs. the strength of an upstream quadrupole;
(bottom) the vertical beta function obtained by propagating the measured Twiss
parameters (solid) through the actual BT optics is compared with the beta function
expected for the design optics (dashed)

the coefficient CQ is

CQ =
55

48
√
3

reh̄c

(mec2)6
≈ 2× 10−11 m2 GeV−5 . (4.68)

and ρ is the bending radius. The angular brackets denote an average over the
ring.
On the other hand, the average energy loss due to the synchrotron radia-

tion usually leads to damping in all three degrees of freedom. The emittance
decrease due to radiation damping is described by

dεu
dt
= −2εuCdJuE

3

〈
1

ρ2

〉
, (4.69)

where ε is the beam emittance,

Cd =
c

3

re
(mec2)3

= 2.1× 103 m2 GeV−3 s−1 , (4.70)

and Ju is the damping partition number.
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The equilibrium emittance is reached when the quantum excitation and
the damping are equal. It is

εu,∞ = Cq
γ2

Ju

〈
Hu/ρ3

〉
〈1/ρ2〉

, (4.71)

where the new constant Cq is defined by

Cq =
55

32
√
3

h̄c

mec2
= 3.84× 10−13 m . (4.72)

Thus εu is inversely proportional to the transverse damping partition num-
ber Ju. Similarly, the longitudinal emittance is inversely proportional to Jz.
The exponential amplitude-damping time τu is obtained from the equation

1

τu
≡
1

2εu

dεu
dt
. (4.73)

Including also the longitudinal degree of freedom, the exponential damping
times for all three oscillation modes can be written as [13]

τi =
2E0
〈Pγ〉Ji

, (4.74)

where E0 is the nominal energy, and 〈Pγ〉 is the average rate of energy loss.
The latter is given by

〈Pγ〉 =
cCγ
2π
E40

〈
1

ρ2

〉
, (4.75)

where yet another constant is introduced, namely

Cγ =
4πre
3(mec2)3

≈ 8.877× 10−5 m GeV−3 , (4.76)

as defined by Sands [13].
The factor Ji in (4.74) is the damping partition number for the ith degree

of freedom. A general theorem by Robinson [14] states that the sum of the
three partition numbers is a constant:

Jx + Jy + Jz = 4 . (4.77)

A general proof of this theorem is given in Chap. 11. If the ring only contains
horizontal, but no vertical bending magnets, then Jy = 1 and the partition
numbers in the other two planes are related by a term D [13]

Jx = 1−D , (4.78)

Jz = 2 +D , (4.79)
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where

D =

∮
Dx/ρ

(
1/ρ2 + 2k

)
ds∮

1/ρ2 ds
. (4.80)

For separated function magnets k/ρ = 0 and the value of D is typically much
smaller than 1.
It is often desirable to increase one of the damping rates or to vary the

horizontal emittance. For example, in linear collider applications, a fast hori-
zontal damping and a small horizontal emittance are advantageous, whereas
the longitudinal emittance is of less concern. In storage-ring colliders one
may instead want to increase the horizontal emittance near the beam-beam
limit3.
The damping rate and the equilibrium emittance can be changed by ad-

justing the value of D and/or by adding wiggler magnets. Depending on the
application, there are various possibilities to do so. In the following, we de-
scribe the effect of a change in the ring circumference, an almost equivalent
application in which the accelerating frequency is changed, and two different
applications of wigglers.

4.3.1 Circumference Change

If the geometric circumference of the ring is changed by moving the magnet
centers outwards by a stepΔxmag while holding the ring rf frequency fixed (so
as to maintain synchronization with other systems) the quantity D changes
by

ΔD ≈ −

(∑
q

k2qDx,qLq

)
2ρ2

C
Δxmag , (4.82)

where kq is the non-integrated quadrupole gradient, Lq the quadrupole
length, Dx,q the dispersion function at the quadrupole, C the ring circumfer-
ence, and ρ the bending radius of the dipole magnets. The minus sign arises
because the orbit moves inwards with respect to the quadrupole magnets (the
orbit shift is opposite to the displacement: Δx = −Δxmag). Note that the
contributions from focusing and defocusing magnets add, because the effect
is quadratic in k1,q. Note that −2 < ΔD < 1 else beam loss may occur at

3 Near the beam-beam limit, experimental observations [15] have shown that at-
tempts to raise the luminosity by increasing the bunch charge leads to an increase
in the beam size such that the beam-beam tune shift, from (2.101),

ξx = ξy =
re
2πγ

Nb
εx(1 + κ)

(4.81)

(with κ = εy/εx the emittance ratio), remains approximately constant. However,
since L ∝ Nb

2/ε, such an increase in bunch charge and emittance still can result
in a higher luminosity
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the damping poles. The maximum tolerable shift Δx is determined by the
available aperture, and by the beam size at injection.
In 1992, the magnet support girders of the SLC North Damping Ring

were pulled outwards by about Δxmag = 1.5 mm, increasing the geometric
ring circumference by 9 mm. As a result the measured horizontal damping
time decreased [16] from 4.11 ± 0.11 ms to 3.41 ± 0.09 ms, consistent with
predictions.

4.3.2 RF Frequency Change

An equivalent change in D can be achieved with a shift of the rf frequency
by

Δfrf
frf
=
2πΔxmag

C
. (4.83)

More accurately, the orbit shift in the quadrupole is proportional to the local
dispersion function

Δx(s) = −
Dx
αx

Δfrf
frf
, (4.84)

with αc the momentum compaction factor. The change in the partition num-
ber is

ΔD ≈

∮
2k2D2xds∮
ds/ρ2

Δp

p
≡ C0

Δp

p
. (4.85)

However, in practice the rf frequency must be locked to the rf of the injec-
tion (or extraction) system. Therefore, at the SLC damping rings in addition
to the static circumference change a dynamic rf frequency shift was imple-
mented [17]. The dynamic rf frequency shift by up to 100 kHz started about
1.33ms after injection, and was stopped 200 μs before extraction, in order
to stabilize the injected beam and to minimize emittance and extraction jit-
ter, respectively [18]. The total store time was 8.33ms, equal to about 2.5
nominal damping times. For a dynamic frequency shift of 62.5 kHz the nor-
malized emittance of the extracted beam decreased from 3.30 ± 0.07m to
2.66 ± 0.06m. The 20% reduction agreed with SAD calculations [17]. This
example is discussed further in Sect. 8.10 after describing the influence of
heavy beam loading on the rf system.
Emittance control via the accelerating rf has been used already before [19].

More recently it was applied at LEP [20] and in the HERA electron ring [21].
At HERA the associated increase in beam energy spread was compensated
by a larger rf bucket height. With limited rf power, this was achieved by
increasing the transverse focussing thereby reducing the dispersion and hence
the momentum compaction factor.
We note an interesting side effect, remarked by Wiedemann [12]. From

(4.85) the partition number changes with the particle momentum. If a particle
performs synchrotron oscillations
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Δp

p
= δmax sinΩst , (4.86)

its horizontal partition number and damping time vary with the synchrotron
period:

1

τ
=
1

τ0
(1− C0δmax sinΩst) , (4.87)

The equation for the horizontal equilibrium emittance of such particles is
then time-dependent according to [12]

εx(t) = εx,∞ exp

[
2δmaxC0
Ωτ0

(cosΩt− 1)

]
. (4.88)

The effect is largest for particles with large synchrotron oscillations.

4.3.3 Wigglers

A wiggler magnet generates additional synchrotron radiation and, thus, can
enhance the radiation damping and/or change the equilibrium emittance.
The damping time is modified as

τu,w = τu,0
1

1 + 〈1/ρ2〉w/〈1/ρ2〉0
, (4.89)

where τu,x is the damping time in the plane u including the effect of the
wiggler, τu,0 on the right is the damping time for the ring proper, while
on the right-hand side of the equality, the subindex 0 indicates an average
over the ring without wiggler magnets, while the subindex w indicates the
contribution from the wiggler magnets. On the left, τu,x is the damping time
in the plane u, including the effect of the wiggler, and τu,0 on the right is the
damping time for the ring proper.
Similarily, the relative emittance increase due to the presence of the wig-

gler is

εu,w
εu,0

=
1 +

〈
Hu/ρ3

〉
w
/〈Hu/ρ3〉0

1 + 〈1/ρ2〉w /〈1/ρ
2〉0

, (4.90)

where the averages are given, for example, by〈
1

ρ2

〉
w

=
1

C

∮
1

ρ2w
ds , (4.91)

with C the circumference, and ρw the bending radius in the wiggler.
In addition to changing the emittance, wigglers also affect the energy

spread [12]:
σ2δ,w
σ2δ,0

=
1 +

〈
1/ρ3

〉
w
/〈1/ρ3〉0

1 + 〈1/ρ2〉w /〈1/ρ
2〉0
. (4.92)
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Damping Wigglers. If we place a wiggler in a region with no dispersion,
Dx = 0, we might expect that the equilibrium emittance decreases according
to (4.90) with 〈Hw〉 = 0. However this is not completely correct, because the
wiggler itself generates dispersion. As an example, we consider a sinusoidal
wiggler with field

B(z) = Bw cos kpz , (4.93)

where kp = 2π/λp and λp denotes the length of the wiggler period. The
differential equation for the dispersion function reads:

D′′u(z) =
1

ρw
cos kpz , (4.94)

which, assuming Du(0) = D
′
u(0) = 0, can be solved as

Du(z) =
1

k2pρw
(1− cos kpz) . (4.95)

Using
1

ρ
=
1

ρw
| cos kpz| , (4.96)

for each half period of the wiggler we find [12]∫ λp/2
0

Hu
|ρ|3

dz =
36

15

1

βu

1

k5pρ
5
w

+
4

15

βu
k3pρ

5
w

≈
4

15

βu
k3pρ

5
w

, (4.97)

where β is the beta function and we assumed that λp 
 β. Introducing the
deflection angle per wiggler pole θw = 1/(ρwkp), and the number of wiggler
periods Nw, we can rewrite (4.97) as∫

w

Hu
ρ3
dz ≈ Nw

8

15

β

ρ2w
.θ3w (4.98)

Similarily, we find ∫
w

1

ρ2
dz ≈ πNw

θw
ρw
. (4.99)

Finally the emittance ratio, (4.90), becomes

εu,w
εu,0

=
1 + 8

30πNw
βu
〈Hu〉0

ρ20
ρ2w
θ3w

1 + 12Nw
ρ0
ρw
θw

, (4.100)

where 〈Hu〉0 is the average value of Hu in the ring magnets, excluding the
wiggler magnets. The latter can be re-expressed in terms of the emittance
εx0 to yield, e.g., with a vertical wiggler field, the horizontal emittance

εx,w
εx,0

=
1 +

8Cq
30πJx

Nw
βx
εx0ρw

γ2 ρ0
ρw
θ3w

1 + 12Nw
ρ0
ρw
θw

. (4.101)
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The emittance is reduced by the wiggler magnet if

8

15π

Cq
Jx

βx
ε0ρw

γ2θ2w ≤ 1 . (4.102)

In a wiggler-dominated ring the minimum emittance which one might
hope to achieve is still limited. Ignoring the contributions from the arcs,
after traversing a large number of wiggler periods (with intermittent re-
acceleration) the emittance reaches an asymptotic value

εx,w →
16

30π

Cqβx
ρw
γ2θ2w . (4.103)

The horizontal damping time with a wiggler can be written as

τx,w = τx,0
1

1 + 12Nw
ρ0
ρw
θw
. (4.104)

In the limit of an extremely wiggler-dominated ring or a very long wiggler
channel, again assuming intermittent re-acceleration, this simplifies to

τx,w ≈
2ρ2w
CdJxE3

. (4.105)

Equations (4.103) and (4.105) set lower bounds on the emittance and damp-
ing times that can be attained in the damping ring of a future linear collider.

Robinson wiggler. A “Robinson wiggler” is a wiggler consisting of a series
of combined function magnets, arranged such as to increase the horizontal
partition number. Such a magnet was first used at the CEA to convert the
synchrotron (which because D > 1 was horizontally unstable) into a stable
storage ring with 0 < D < 1 [14]. Such a wiggler will change the partition
number according to [22]

ΔD ≈
D̄xLRobk

2π(1 + Fω)

ρ0
ρRob

, (4.106)

where LRob and ρRob are the length and the bending radius of the Robinson
wiggler, D̄x the average dispersion in the wiggler, ρ0 the bending radius of
the main bends, k the magnitude of the wiggler quadrupole gradient (in units
of m−2), and

Fω ≡
1

2
Nw
ρ0
ρw
θw . (4.107)

Unfortunately, the Robinson wiggler not only increases the damping but it
can also blow up the equilibrium emittance, since it is preferably placed at a
location with large dispersion.

Other wigglers. Further applications of wigglers include polarization wig-
glers for electron storage rings. These decrease the polarization time at low
beam energies [23] or invert the spin direction [24].
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4.4 Linac Emittance Control

4.4.1 Introduction

Preservation of the beam emittances in a linear accelerator differs from that
in a lepton storage ring since in a linac there is no or little radiation damping.
The normalized beam emittance therefore may increase due to many different
effects.
In an electron linac, emittance dilutions may occur due to alignment errors

of the accelerator components, which arise from steering the beam through
misaligned structures and quadrupole magnets using beam-position monitors
with residual offset errors [29]. The resulting transverse wake fields and dis-
persive effects increase the beam emittance. Some countermeasures that have
been developed to minimize linac emittance growth are BNS damping, tra-
jectory oscillations or ‘wake field bumps’, and dispersion-free steering, which
we have already encountered in the previous chapter. In this section we dis-
cuss the BNS damping in more detail. We also present a further example
for the application of ‘wake field bumps’ in the SLC, and briefly recall the
underlying concept of dispersion-free steering.

Fig. 4.12. Profile monitor measurements in a region of nonzero dispersion after the
end of the SLC linac and vertical centroid trajectories with a positive purturbation
to the bunch orbit (top), under nominal conditions (middle), and with a negative
perturbation (bottom) (Courtesy J. Seeman, 2000)
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As an example, Fig. 4.12 shows profile monitor measurements and trajec-
tories for three different initial vertical displacements [25] of the linac beam
in the SLC. The middle plots correspond to an optimized orbit. In the top
plots the beam was kicked in one direction and in the bottom plot in the
other direction. The increase in vertical amplitude towards the tail of the
bunch shows the intrabunch particle displacements due to the transverse
wakefields. Also evident from this measurement is a position-energy corre-
lation4. The observed decrease in energy along the bunch depends on the
cancellation between the rf slope due to the induced field and the rf slope of
the accelerating rf (see Chap. 8).
Viewed independently, shown in Fig. 4.13 are the transverse beam profiles

measured at the end of the linac for various initial beam displacements [26].
These measurements were made [27] by deflecting the beam using a fast
kicker magnets located within the linac so that the true transverse profile
y(x) is represented. Notice that while the slice emittances of Fig. 4.12 are
almost constant, the projected emittance is significantly increased as shown
in Fig. 4.13.

Fig. 4.13. Measured beam profiles demonstrating emittance growth due to wake-
fields as a function of increasing oscillation amplitude. From left to right the ampli-
tudes in the applied horizontal trajectory displacement are 0mm, 0.2mm, 0.5mm,
and 1.0 mm. The single-bunch charge was 2×1010 electrons (Courtesy J. Seemann,
2000)

4.4.2 BNS Damping

The wake field effect can be reduced by proper adjustment of the rf phase
profile along the linac. By passing the rf wave off-crest a position-energy

4 these measurements were obtained by deflecting the beam onto a fluorescent
screen using a kicker magnet located in a dispersive region (in the collider arcs)
so that the measured horizontal position indicates an energy deviation; i.e., the
profile monitor shows y(E)
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correlation is generated along each linac bunch, such that the tail particles
have lower energy than the particles in the bunch head. This results in so-
called BNS damping [28], where the defocusing due to the wake fields is
compensated by the stronger focusing for lower-energy tail particles.
To illustrate the mechanism, consider a 2-particle model, each with half

the total bunch charge and a distance z apart. Let the first (head) particle
be at the design energy and assume that the bunch head performs a pure
betatron oscillation,

y1(s) = ŷ cos s/β , (4.108)

with β the average vertical beta function. For simplicity. we here employ a
smooth approximation for the betatron oscillation and the lattice focusing,
i.e., the beta function is constant. Then the equation of motion for the second
particle with a relative momentum deviation δ ≡ Δp/p0 (p0 denotes the
design momentum) is [30]

dy2(s)

ds2
+

1

β2(δ)
y2(s) =

NreW1(z)

2γL
ŷ cos s/β , (4.109)

where W1(z) denotes the value of the transverse wake function per cavity (in
units of m−2), N is the bunch population, and L the cavity period. We have
ignored the effect of acceleration.
Equation (4.109) shows that there exists a value of δ for which, in first

order, the bunch tail exactly follows the bunch head. Writing β(δ) = β(0) +
Δβ(δ) this value corresponds to [30]

Δβ(δ)

β(0)
= −
Nbreβ

2W1(z)

4γL
, (4.110)

a condition which is also known as ‘autophasing’. The relative change in
beta function as a function of energy can easily be expressed using the linac
chromaticity ξ using the relation

Δβ

β
= −ξδ . (4.111)

For an optical FODO cell, we have

ξ = −
2

μ
tan
μ

2
, (4.112)

where μ is the betatron phase advance per cell. In case of an accelerated beam,
the autophasing condition is still given by (4.110), if we simply replace the
factor 1/γ by ln(γf/γi)/γf where γi and γf characterize the initial and final
energies in units of the rest mass.
In practice, BNS damping can only partially be realized, since the energy

spread introduced at low energies must be restored later in the linac to fit
inside the energy acceptance of the downstream beam delivery system.
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4.4.3 Trajectory Oscillations

In addition to BNS damping, empirically distributing a set of short-range
oscillations, or wake-field bumps (see Sect. 3.6), along the accelerator proved
indispensable for SLC operation [29]. Examples of betatron oscillations in-
tentionally induced in the SLAC linac are shown in Fig. 4.14 [29].

Fig. 4.14. Two trajectory ocillations in the SLAC linac, which were used to study
the effect on the downstream emittance (Courtesy F.J. Decker, 1999)

Wakefields and dispersive effects in the linac generate both emittance
growth and a mismatch. The mismatch induced early in the linac has com-
pletely filamented when the beam reaches its end, while perturbations near
the linac end also result in residual unfilamented tails and in a phase-space
mismatch, which is conventionally characterized by the parameter Bmag,
(4.59). This factor specifies the emittance growth after filamentation.
A matched beam fulfills Bmag = 1.
Similarily, trajectory oscillations induced in the early parts of the linac

only change the beam emittance γε, while those in the latter sections also
affect the measured betatron mismatch. This is illustrated in Fig. 4.15, which
displays the measured normalized emittance versus the amplitude of the two
trajectory bumps in Fig. 4.14.
The SLC employed a series of more than 10 orbit feedback loops with

roughly equidistant spacing along the SLAC linac. These feedbacks continu-
ally maintained constant values of offset and slope at certain pairs of beam-
position monitors, by adjusting the strengths of a few steering correctors. The
feedback set points for position and slope were set to empirically determined
target values.
A closed trajectory oscillation was most easily generated by changing a

feedback set point (for either slope or position). The induced trajectory os-
cillation was then automatically taken out by the next feedback downstream,
because the latter attempted to restore the original orbit.
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Fig. 4.15. Change in the normalized emittance as a function of the amplitude of
a trajectory oscillation induced early in the linac (left) and towards the end of the
linac (right). In the first case, the betatron mismatch is constant, and the normalized
emittance decreased by 25% for an oscillation amplitude of about 1.5 mm. In the
lower plot, the trajectory oscillation applied later in the linac did not reduce the
normalized emittance. Instead it enhances the observed betatron mismatch, which
is evident by the separation of the two curves representing γε and Bmagγε (Courtesy
F.J. Decker, 1999)

In the later years of SLC operation, typical oscillation amplitudes were
of the order of 100 or 200 μm, comparable to the presumed misalignments of
the accelerating structures.

4.4.4 Dispersion-Free Steering

A very efficient steering algorithm has been developed in order to minimize
the dispersive emittance growth in a linac. By its effect, this method is known
as ‘dispersion-free steering’ [31, 32]. The detailed algorithm was already pre-
sented in Sect. 3.7, in the context of orbit correction schemes.
The basic idea of this method is to steer the orbit such that the particle

trajectories become independent of the particle energy. In practice this can be
achieved, for example, by exciting the steering coils (orbit correctors), so as
to minimize the orbit response to a constant relative change of all quadrupole
strengths.
During initial studies of this algorithm, the quadrupoles and correctors

were so scaled to mimic the change in beam energy. In later years, instead,
advantage was taken of the fact that both electron and positron bunches
traversed the same linac. As far as dispersion is concerned, a change in the
sign of the charge is equivalent to a 200% energy variation.
The so-called two-beam dispersion-free steering then consisted in mea-

suring the orbit of both electron and positron beams, and correcting the
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absolute orbit offset of one beam as well the difference to the orbit of the
other beam. At the same time, the overall excitation strength of the steering
correctors was also constrained. This steering method was implemented in the
SLC control system by means of an SVD algorithm (SVD or singular value
decomposition was discussed in Sect. 3.5), where weighting factors could be
assigned to the different minimization constraints. Two-beam dispersion-free
steering was also applied with great success at the circular collider LEP [33].

Exercises

4.1 Beta Mismatch

Suppose a beam is injected with a distribution characterized by optical
functions β, α and γ different from the matched values β0, α0 and γ0. Show
that the beam emittance after filamentation is given by ε = Bmag ε0, where
ε0 is the initial emittance of the injected beam, and Bmag was defined in
(4.65). Hint: filamentation corresponds to a randomization of the betatron
phase and ε = 〈I〉.

4.2 Propagation of Twiss Parameters

In Fig. 4.11 the Twiss parameters were measured at a single location
yet the ‘measured’ values were shown as a function of position along the
transport line. Derive the matrix for propagation of the Twiss parameters
from a known location to an arbitrary location along the transport line.
Hint: use the equation for a general phase space ellipse of area ε (not to be
confused with the rms emittance)

γx2 + 2αxx′ + βx′
2
= ε , (4.113)

the relation βγ − α2 = 1, and the 2× 2 transport matrix of the form(
x
x′

)
=

(
C(s) S(s)
C(s)

′
S(s)

′

)(
x0
x0
′

)
. (4.114)

4.3 Static and Dynamic change of Partition Numbers

Assume parameters typical for the SLC damping rings: 40 quadrupoles,
kq ≈ 15 m−2, Dx,q ≈ 0.15 m, Lq ≈ 18 cm, ρ ≈ 1/2 C/(2π), C = 35 m,
harmonic number h = 84, rf frequency frf = 714 MHz, and momentum
compaction α = 0.0147.
a) What is the change in D for an outward shift of all magnets by Δx =

1.5mm?
b) What would be the equivalent change in the rf frequency?
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4.4 Effect of Wiggler on Equilibrium Emittance

Consider a ring which consists mainly of wiggler magnets, with a peak
magnetic field Bw of 40 kG, and a wiggler oscillation period of λp of 20 cm.
Calculate the equilibrium emittance and the damping time in such a ring,
assuming a beta function βx of 5 m, and beam energies of 1 GeV and 5 GeV.
Compare this with a typical damping-ring design for a future linear collider,
where γεx ≈ 3 μm, and τx ≈ 3 ms.

4.5 BNS Damping at the SLC

For the SLAC linac β ≈ 20 m, W⊥(1 mm) ≈ 1 cm−2, L = 3.5 cm,
N = 4× 1010, μ ≈ π/2, with an injected beam energy of 1.2 GeV and a final
energy of 47 GeV. How large is the BNS energy chirp δ over the bunch length
of 1 mm?



5 Beam Manipulations in Photoinjectors

The design of an electron source is a challenging task. The designer must
reconcile the contradictory requirements for a small emittances, a high charge,
a high repetition rate, and, possibly, a high degree of beam polarization.
Electron beams can be generated in a variety of ways. Accordingly a

number of different devices exist which can serve as electron sources for linear
colliders: thermionic guns, dc guns with laser photocathodes (used at the
SLC), or rf guns. In the future, also polarized rf guns may become available.
In this chapter, we first outline the general principle of an rf photoinjector,

emphasizing the limits on the minimum emittance that it can produce. We
then discuss two approaches for manipulating, shaping and preserving the
transverse emittance of the beam generated by such a photoinjector, namely
the compensation of space-charge induced emittance growth using a solenoid,
and the flattening of the beam by the combined action of a solenoid and
subsequent skew quadrupoles.

5.1 RF Photoinjector

In a laser-driven rf gun, or rf photoinjector, a high-power pulsed laser illu-
minates a photocathode placed on the end wall of an rf cavity. The emitted
electrons are accelerated immediately in the rf field. The time structure of
the electron beam is controlled by the laser pulse, and the rapid acceleration
minimizes the effect of space-charge repulsion.
Several effects contribute to the normalized emittance attainable by such

an rf gun [1]:

• The thermal emittance is determined by the initial transverse momenta of
the electrons at the moment of their emission. It can be estimated as

γεthx,y [mm mrad] ≈
1

4

√
kBT⊥
mec2

σx,y [mm] , (5.1)

where kBTe ≈ 0.1 eV represents the thermal emission temperature.
• An rf emittance arises from the time-dependent transverse focusing in the
rf field. At the exit of the rf structure, it is approximately given by
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γεrfx,y [mm mrad] ≈
eErf√
8mEc4

σ2x,yσ
2
zω
2
rf , (5.2)

where Erf denotes the peak accelerating field.
• The space-charge emittance arises from the repelling force between the
equally charged beam particles. Taking into account the focusing compo-
nent of the rf field, the residual space-charge emittance is [2]

γεscx,y [mm mrad] ≈
2Nbre
7σx,yW

exp
(
−3

√
Wσy

) √
σy
σz
, (5.3)

where W = eErf sinφ0/(2mec
2) and φ0 is the rf phase at the beam center.

Since the transverse space-charge force depends on the local charge den-
sity of the bunch, it disorients in phase space the transverse slices located
at different longitudinal positions along the bunch. For round beams this
dilution can be almost fully inverted by properly placed solenoids [3], as
described in the following section.

5.2 Space-Charge Compensation

Nowadays, photoinjectors, rather than thermionic injectors, are used for all
applications requiring the combination of high-peak current and low emit-
tance [3]. After the electron emission from the cathode, at low energies, space
charge forces are very important. Here we follow closely the work of B. Carl-
sten [3].
We first consider the case without compensation and also neglect rf focus-

ing effects. In this case, scaling arguments, supported by simulations, show
that the transverse emittance of a ‘slug’ beam of length L and radius a with
peak current I grows to a value [3, 4]

εxN ≈
eIs

16πε0m0c3γ2β2
G , (5.4)

provided that the bunch does not strongly deform over the drift distance s.
The geometric factor G depends on the beam aspect ratio in the beam frame,(
γL
a

)
, and on the longitudinal distribution. In the long-bunch limit and as-

suming that the radial distribution is uniform, G can be calculated to be
0.556 for a Gaussian longitudinal distribution and 0.214 for a parabolic dis-
tribution.
The radial space-charge force is a function of position within the bunch.

Following [3] we introduce cylindrical coordinates ρ and ξ within the bunch,
ρ = 1 defining the radial edge, and ξ = ±1 the longitudinal ends. There is no
emittance growth if the radial force is linear in ρ and independent of ξ [3],
or, equivalently, if
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Λ(ρ, ξ, t) ≡
eEr(ρ, ξ, t)

m0γ3β2c2
= ρ0Λ0(t) , (5.5)

where we have introduced the normalized force Λ, and Er is the radial electric
field in the laboratory frame.
If the longitudinal bunch density is not a constant, this condition is not

fulfilled, and there will be a growth in the transverse emittance because dif-
ferent slices of the beam experience different radial space-charge forces. It
is the projected emittance that increases, while the emittance of each short
slice remains constant. In phase space the slices rotate against each other.
Now there exists an elegant method by use of a focusing solenoid to realign

the different slices in the same phase space direction, and thus to recover the
original emittance.
We consider again a slug beam. For simplicity, we assume that the space-

charge force does not vary in time. If initially the beam at location z = 0 is
non-divergent and has a radius r0, a point in the slug at coordinates (ρ, ξ)
will execute a non-relativistic transverse motion, so that after a distance z
its radial coordinates will be

r(ρ, ξ, z) = ρr0 + Λ(ρ, ξ)
z2

2
(5.6)

and
r′(ρ, ξ, z) = Λ(ρ, ξ)z (5.7)

after a distance z. We now place a lens (in practice, this lens is a solenoid)
at the position z = zl, and choose its focal length equal to [3]

f =
z2d

2(zl + zd)
, (5.8)

where zd denotes the distance from the lens to a point downstream. At this
point, the ratio of the beam divergence to its radius becomes

r′(ρ, ξ)

r(ρ, ξ)
=
2(zl + zd)

zd(zd + 2zl)
, (5.9)

which is independent of the particle’s motion within the bunch. Thus the
effect of the lens was to back-rotate the slices along the bunch with respect
to each other so that they are again re-aligned after the total distance (zl+zd).
The normalized emittance can be written as [3]

εx,y =
1

2
βγ

√
〈Λ2〉〈ρ2〉 − 〈Λρ〉2

(
2r0(zl + zd)−

z2dr0
f

)
, (5.10)

where r0 is the initial beam radius and the angular brackets indicate an aver-
age over the beam distribution. Equation (5.10) confirms that the emittance
vanishes with the proper choice of lens (focal length f). The compensation
recipe is illustrated schematically in Fig. 5.1.
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Fig. 5.1. Space charge compensation in photoinjectors. The two arrows illustrate
the particle motion at the center (C) and at the end (E) of the bunch: (1) after
initial drift, (2) after solenoid focusing, (3) after final drift until slice emittances
are realigned [3]

In reality the physics is not quite so simple. In particular, the space-charge
force is not constant in time. This complication results in a residual nonzero
emittance. Nevertheless, already in the first beam experiments performed at
Los Alamos [3] the above compensation scheme was shown to reduce the
normalized rms emittance by up to an order of magnitude.
Let us assume the beam is focused to a beam-radius minimum. If the

space-charge forces are weak compared with the external focusing, all par-
ticles cross through the beam’s center. This can be called a crossover [3]. On
the other hand, for strong space-charge forces, the particles will be deflected
away from the center. This may be called a waist [3], but be careful not to
confuse this with the notion of beam waist used to describe a generic position
of minimum beam radius. In general, parts of the bunch will have a high den-
sity and particles there will experience a waist, while particles in the other
parts will crossover. Indeed there exist particles at the border between these
two regions, which are initially extremely close together and later on will be
a finite distance apart. This is called a phase-space bifurcation [3].
The space-charge induced emittance growth can only be compensated for

those particles which do not cross over, and only for those do the above
approximations apply. Therefore, one of the most important design criteria
for photoinjectors is to minimize the fraction of the beam crossing over.
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The technique described here may be generalized to other situations where
one wants to correct a correlated growth in the projected emittances that is
induced by a nonlinear force.

5.3 Flat-Beam Transformation

Linear colliders require flat electron beams at the collision point, in order to
maximize the luminosity while limiting the amount of synchrotron radiation
emitted during the collision in the field of the opposing beam (this radiation
is called beamstrahlung). Unfortunately, electron guns usually produce round
beams.
A scheme by which one can transform a round beam (εx = εy) into a

flat beam (εx � εy) was proposed by Y. Derbenev, R. Brinkmann, and
K. Flottmann in 1999 [5, 6, 7]. We describe the idea following Edwards [8].
The basic scheme consists of two parts:

• the beam from a cathode immersed in a solenoidal field develops an angular
momentum at exit from the solenoid;
• subsequently this beam is passed through a quadrupole (or skew quadru-
pole) channel with 90◦ phase advance difference between the two planes,
and length scale defined by the solenoid field.

Consider electrons moving parallel to a solenoid field whose axis is oriented
in the z direction. Maxwell’s equations imply the presence of a radial magnetic
field at the exit of the solenoid. This radial field gives rise to a transverse
deflection, which depends on the distance from the solenoid axis. For example,
the vertical deflection at the solenoid exit is

Δy′ =
1

Bρ

∫
Bxdz =

1

Bρ

x0
2
Bz , (5.11)

where Bz is the longitudinal field inside the solenoid and x0 the horizontal
offset. A similar expression holds for Δx′. Abbreviating, we write Δy′ = kx0,
Δx′ = −ky0 with k = Bz/(2Bρ). After leaving the solenoid, the beam takes
on a clock-wise rotation ⎛

⎜⎜⎝
x
x′

y
y′

⎞
⎟⎟⎠
0

=

⎛
⎜⎜⎝
x0
−ky0
y0
kx0

⎞
⎟⎟⎠ . (5.12)

We have neglected any initial uncorrelated momenta, assuming that these are
much smaller than kx0 or ky0. However, actually these terms are important,
as they determine the final flat-beam emittance. We will see this below.
Suppose now that the quadrupole channel behind the solenoid produces

an I matrix in x and an additional 90◦ phase advance in y:
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⎜⎜⎝
x
x′

y
y′

⎞
⎟⎟⎠
1

=

⎛
⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 β
0 0 −1/β 0

⎞
⎟⎟⎠
⎛
⎜⎜⎝
x0
−ky0
y0
kx0

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
x0
−ky0
kβx0
− 1
β
y0

⎞
⎟⎟⎠ . (5.13)

If we choose β = 1/k, the final phase-space vector becomes⎛
⎜⎜⎝
x
x′

y
y′

⎞
⎟⎟⎠
1

=

⎛
⎜⎜⎝
x0
−ky0
x0
−ky0

⎞
⎟⎟⎠ . (5.14)

This is a flat beam inclined at 45◦. If one uses a skew quadrupole channel
instead of quadrupole channel, the beam can be made flat in the vertical
plane, as shown next.
The general 4×4 transport matrix from the end of the solenoid through

the skew quadrupole channel can be written as

M = R−1TR (5.15)

with

R =
1
√
2

(
I2 I2
−I2 I2

)
, (5.16)

where I2 is 2× 2 identity, and the matrix T represents a normal quadrupole
channel:

T =

(
A 0
0 B

)
. (5.17)

Combining the above, we write M as

M =
1

2

(
A+B A−B
A−B A+B

)
. (5.18)

The initial state after the solenoid exit is

X ≡

(
x0
−ky0

)
and Y ≡

(
y0
kx0

)
, (5.19)

which we write more elegantly as

Y = SX using S ≡

(
0 −1/k
k 0

)
. (5.20)

The final state is then(
X
Y

)
1

=
1

2

(
{A+B + (A−B)S}X
{A−B + (A+B)S}X

)
, (5.21)

and the condition for a flat beam is Y1 = 0, or I = −(A−B)−1(A+B)S.
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Using the Courant–Snyder parametrization [9] A = exp(Jμ), B =
exp(J(μ+Δ)), where J denotes the matrix

J =

(
α β
−γ −α

)
, (5.22)

the flat-beam condition becomes

I = −
cos(Δ/2)

sin(Δ/2)

(
kβ α/k
−kα γ/k

)
. (5.23)

This is fulfilled for Δ = −π/2, α = 0 and β = 1/k.
Finally, adding a random component to the slope of the initial vector, so

that (5.12) is replaced by⎛
⎜⎜⎝
x
x′

y
y′

⎞
⎟⎟⎠
0

=

⎛
⎜⎜⎝

x0
−ky0 + x′0
y0

kx0 + y
′
0

⎞
⎟⎟⎠ , (5.24)

we can apply the same transformation M as above, (5.18), and, assuming
that the beam at the source is round with σx0 = σy0, σ

′
x0 = σ

′
y0, and no

initial correlation between the two transverse planes (e.g., 〈x′0y
′
0〉 = 0), we

find [6]

εy,1 =
1

2

σ′y0
2

k
(5.25)

and

εx,1/εy,1 = 1 + 4k
2 σ
2
x0

σ′x0
2 . (5.26)

The larger the value of k, i.e., the stronger the solenoid field, the flatter the
beam becomes.
First experimental tests of a flat beam electron source at Fermilab have

demonstrated the viability of this scheme [10]. A similar application, which
employs the inverse (flat-to-round) transformation, is the matching of a flat
electron beam to a round proton beam, e.g., for electron cooling [5].

Exercises

5.1 Solenoidal Focusing

Verify that the ratio of the beam divergence to its radius in an rf pho-
toinjector is given by (5.9).

5.2 Flat-Beam Transformer

a) Calculate the explicit form of the matrix M , (5.18), for μ = 2π, Δ =
−π/2, α = 0 and β = 1/k. See also the definition of A and B above (5.22).
b) Using the result, verify (5.25) and (5.26).



6 Collimation

Particles at large betatron amplitudes or with a large momentum error con-
stitute what is generally referred to as a beam halo. Such particles are un-
desirable since they produce a background in the particle-physics detector.
The background arises either when the halo particles are lost at aperture re-
strictions in the vicinity of the detector, producing electro-magentic shower
or muons, or when they emit synchrotron radiation that is not shielded and
may hit sensitive detector components. In superconducting hadron storage
rings, a further concern is localized particle loss near one of the supercon-
ducting magnets, which may result in the quench of the magnet, i.e., in its
transition to the normalconducting state.
In order to remove the unwanted halo particles, multi-stage collimation

systems are frequently employed. Aside from the collimation efficiency, the
collimators must also serve to protect the accelerator from damage due to a
mis-steered beam. Especially for linear colliders, the collimator survival for
different (linac) failure modes is of interest.
In this chapter we discuss a few sources of beam halo and then discuss

several collimation issues, first for linear colliders and then for storage rings.

6.1 Linear Collider

In general, the beam entering the beam delivery system of a linear collider is
not of the ideal shape, but it can have a significant halo extending to large
amplitudes, both in the transverse and in the longitudinal direction. There
are many sources of beam halo:

• beam-gas Coulomb scattering,
• beam-gas bremsstrahlung,
• Compton scattering off thermal photons [1],
• linac wakefields,
• the source or the damping ring.

The halo generation due to beam-gas Coulomb scattering can be reduced by
using a higher accelerating gradient, while the halo formation due to beam-gas
bremsstrahlung and thermal-photon scattering scales with the length of the
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accelerator. The contributions of linac wake fields and of the injector complex
to the size of the halo depend on many parameters; as a rough approximation,
if measured as a fraction of the bunch population, such contributions could
be considered as constant, independent of energy. A Monte-Carlo simulation
study of beam loss in the next linear collider (NLC) beam-delivery system due
to the first three processes given above and the positive effect of additional
collimators is described in reference [2].
If the halo particles once generated strike the beam pipe or magnet aper-

tures close to the interaction point, or if they traverse the final quadrupole
magnets at a large transverse amplitude, they may cause unacceptable back-
ground. This background can be due to muons, electromagnetic showers, or
synchrotron radiation. In particular, muons, with a large mean free path
length, are difficult to prevent from penetrating into the physics detector.
The muon generation occurs by a variety of mechanisms, the most important
one being the Bethe–Heitler pair production [3]: γZ → Zμ+μ−. On average
about one muon is produced for every 2500 lost electrons. Differential cross
sections for muon production were derived by Tsai [4], and are used in sim-
ulations of the background induced by muons [3, 5]. In the Stanford Large
Detector (SLD) at the Stanford Linear Collider (SLC) 1 muon per pulse
entering the detector corresponded to a marginally acceptable background.
Muons are produced when electrons and positrons impinge on apertures.
At the SLC, collimation upstream of the final focus was found to be

essential for smooth operation and for obtaining clean physics events. In
addition, large magnetized toroids had to be placed between the location
of the collimators and the collision point to reduce the number of muons
reaching the detector. When a muon passes through such a toroid it scatters,
loses energy, and its trajectory is bent. A complex collimation system and
muon toroids, whose length scales at least linearly with energy [6], will also
be indispensable for future linear colliders [7, 8].
A conventional collimation system proposed for future linear colliders

consists of a series of spoilers and absorbers. This collimation system serves
two different functions: removing particles from the beam halo to reduce
the background in the detector, and also protecting downstream beamline
elements against missteered or off-energy beam pulses. The spoilers increase
the angular divergence of an incident beam so that the absorbers located
downstream can withstand the thermal loading of an entire bunch train [7].
A schematic is shown in Fig. 6.1.
Collimator shape (surface angle) and material should be chosen to mini-

mize the fraction of re-scattered particles [9]. A further design criterion con-
cerns wake fields generated by the collimators themselves [10]. An important
criterion, which has influence on the length of the collimations system, re-
quires that the collimators survive the impact of an entire bunch train. This
implies that the collimators are located at positions where the β function is
large. The correspondingly large area of the beam should ensure that the col-



6.2 Storage Rings 143

Fig. 6.1. Schematic of a conventional collimation system, consisting of a series of
spoilers and absorbers. The lengths of the spoilers and absorbers are approximately
1/4 and 20 radiation lengths (r.l.), respectively

limator surface does not fracture or melt somewhere inside its volume in case
it is hit by a mis-steered beam. For the NLC parameters, fracture and melting
conditions give rise to about the same beam density limit (roughly 105 e− per
μm2 for a copper absorber at 500 GeV [7]). While the surface fracture does
not depend on the beam energy, the melting limit does, since the energy of an
electromagnetic shower deposited per unit length increases in proportion to
the beam energy. Therefore, for energies above a few hundred GeV, the beam
area at the absorbers must increase linearly with energy. Since, in addition,
the emittances decrease inversely proportional to the energy, the beta func-
tions must increase not linearly but quadratically. Assuming that the system
length l scales in proportion to the maximum beta function at the absorbers,
this results in a quadratic dependence of the system length on energy: l ∝ γ2.
Including both sides of the interaction point, the NLC collimation system is
5 km long. At 5 TeV the length of a conventional collimation system could
approach 50 km.
Therefore, ideas for shorter and indestructible collimation schemes have

been pursued, such as nonlinear collimation [11], laser collimation [12], plasma
collimation [13], or nonlinear resonant collimation [14].

6.2 Storage Rings

Also the performance of storage rings can be limited by beam halo. At elec-
tron or positron rings the halo arises from beam-gas Coulomb scattering,
beam-gas bremsstrahlung, beam-beam resonances, small tune drifts, and at
high energies also from Compton scattering off thermal photons. In the case
of proton or ion rings, halo may be caused by space-charge forces, injec-
tion errors, intrabeam scattering (multiple collisions of beam particles with
each other), Touschek effect (single collision of particles within a bunch),
diffusion driven by magnet nonlinearities or by the beam-beam interaction.
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A collimation system proved invaluable at the HERA proton ring [15], and
an advanced two-stage collimation system is contemplated for the LHC [16].
Here, the collimation also protects the superconducting magnets against lo-
cal particle losses. The halo normally extends in both transverse and in the
longitudinal direction, and collimation may be needed in all three planes.
The performance of LEP1 at 45.6 GeV (Z production) was limited by un-

stable transverse tails generated by the beam-beam interaction. Associated
with these tails were a drop in the beam lifetime and background spikes (in-
volving electromagnetic showers and hard synchrotron radiation from low-β
quadrupoles), which frequently tripped the experiments. The partial cure
consisted in changing the betatron tunes and the chromaticity, increasing
the emittance (via a shift in the rf frequency), and opening the collimators.
A lesson learned was that scraping into the beam halo close to the experi-
ments had to be avoided.
For the higher energies and shorter damping times at LEP2 (80–100 GeV),

background spikes were no longer observed. Stationary tails due to beam-
gas scattering and thermal-photon scattering however were still present.
Figure 6.2 compares a measurement of the beam tails in LEP using mov-
able scrapers and the result of a Monte-Carlo simulation.

Fig. 6.2. Beam tails in LEP2 at 80.5 GeV: (left) measurement with collimation
retracted (circles) and using movable scrapers at dispersive (squares) and nondis-
persive (triangles) locations, and (right) result of Monte-Carlo simulation [17, 18]
(Courtesy H. Burkhardt, 1999)

An important scattering process for electron beams is beam-gas brems-
strahlung. The differential cross section for this process is

dσ

dk
=

A

NAX0

1

k

(
4

3
−
4

3
k + k2

)
, (6.1)
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where k denotes the ratio of the energy of the emitted photon and the beam
energy: k = Eγ/Eb, X0 is the radiation length (X0 ∝ A/(Z(Z + 1)) or
roughly σ ∝ Z2). For carbon monoxide molecules: A/(NAX0) = 1.22 barn,
and the total cross section for an energy loss larger than 1% amounts to
6.5 barn (2.9% barn for an energy loss larger than 10%) [9]. For a gas pres-
sure of 1 nTorr at a temperature of 300 K, the scattering probability is
2× 10−14 m−1.
The effect of elastic Coulomb collisions can also be significant. Here, the

incident particles can scatter off residual nuclei or atomic electrons. In the
first case, the energy change of the incident particle is relatively small and
the primary effect is an angular deflection that may cause the particle to
exceed the beam-pipe aperture. On the other hand, the energy change can
be comparatively more important when scattering off the atomic electrons.
The differential cross-section for Coulomb scattering off atomic nuclei can be
written:

dσen
dΩ

=
4F 2(q)Z2r2e

γ2
1

(θ2 + θ2min)
2
, (6.2)

where θmin is a function of the screening due to the atomic electrons, equal
to θmin ≈ (h̄/pa) where p is the incident particle momentum and a is the
atomic radius: a ≈ 1.4λ̄e/αZ1/3. In addition, F (q) is the nuclear form factor
which for relatively small scattering angles can be approximated by 1 and we
have neglected the recoil of the nucleus; both of these later effects reduces
the large angle scattering thus causing a slight overestimate of the scattering
effect.
The second type of Coulomb collision is the elastic scattering off the

atomic electrons. Here, the angular deflection can be roughly accounted for
by replacing Z2 with Z(Z + 1) in (6.2); again this will over-estimate the
scattering, but the correction is small. In this case, however, the recoil of the
electron cannot be neglected as it can result in a significant change in the
energy of the incident particle. The differential cross-section for a relative
energy change of δ is [19]:

dσee
dδ
=
2πZr2e
γ

1

δ2
(6.3)

and the cross section for scattering beyond a limiting energy aperture δmin
is:

σδmin =
2πZr2e
γ

1

δmin
. (6.4)

At energies higher than a few 10s of GeV, also the Compton scattering off
thermal photons becomes significant [1, 20]. The photon density from Planck
black-body radiation is

ργ =
2.4(kBT )

3

π2(ch̄)3
≈ 20.2

[
T

K

]3
1

cm3
, (6.5)



146 6 Collimation

or, at room temperature,

ργ(T = 300K) ≈ 5× 10
14 m−3 . (6.6)

The scattering cross section is of the order of the Thomson cross section,
σT ≈ 0.67 barn. If all scattered particles are lost, the beam lifetime would be

τbeam ≈
1

ργcσT
. (6.7)

Another important source of backgrounds is synchrotron radiation gener-
ated in the focusing optics near the interaction point in lepton accelerators.
At both LEP and the SLC the synchrotron radiation was minimized by weak-
ening the last bending magnets closest to the interaction point by a factor
∼10, which reduced the critical energy of the emitted photons as well as the
number of photons emitted per unit length. In addition, radiation masks were
installed to absorb the synchrotron radiation from the weak bend and from
the upstream strong bending magnets. The layout of bends and synchrotron
masks for LEP is illustrated in Fig. 6.3.

Fig. 6.3. Layout of the straight section around IP4 or IP8 in the horizontal and
vertical planes. Shown are the quadrupoles (QS), electrostatic separators (ES), and
collimators/masks (COLH, COLV, COLZ). The solid lines mark the inner vacuum
chamber radii for the LEP1 layout [9, 21] (Courtesy H. Burkhardt, 1999)

Radiation collimators and masks around each LEP experiment provided
complete shielding against direct photons and also against singly scattered
synchrotron radiation, as illustrated in Fig. 6.4. For this reason, residual
background at LEP arose mainly from multiply scattered radiation. Specular
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Fig. 6.4. Schematic of the synchrotron radiation masks around a LEP IP, indicating
the constraints for mask solutions: (1) to stay outside the required LEP aperture
(solid lines), (2) to cast a shadow over the entire unshielded IP beampipe length
for small angle backscattered photons (dashed), (3) to stay outside of the very
intense beam of direct photons collimated by the (8.5 m) synchrotron radiation
collimator, when closed to 12 σ of the transverse beam distribution [9, 21] (Courtesy
H. Burkhardt, 1999)

reflection of soft X rays is close to 100% at angles of incidence smaller than
a so-called critical angle θc, where the angle is measured between the photon
direction and the plane of impact. The critical angle is roughly

θc ≈ 30 mrad
keV

Eγ
. (6.8)

For a photon energy of 30 keV it is equal to about 1 mrad. Photons of this
energy would still have a 95% chance of penetrating through a 1-mm Be layer.
Multiple photon reflection can be reduced by coating or roughening of the
vacuum chamber surface. In the LHC arcs, photon reflection will be reduced
by impressing a sawtooth pattern on the beam screen which is installed inside
the cold magnets [22].

Exercises

6.1 Scattering off Thermal Photons

Estimate the beam lifetime due to scattering off thermal photons:
a) in LEP at T = 300K, and
b) for a storage ring with a vacuum chamber cooled to 4K.
c) Consider an NLC-like beam with 1012 electrons per bunch train. How

many particles per train are scattered on thermal photons (T = 300K) over
a linac length of 10 km?





7 Longitudinal Optics Measurement
and Correction

Longitudinal focusing for a bunched beam is provided by both the change
in path length with particle energy and by the time-dependent accelerating
voltage. Usually one employs a smooth approximation, i.e., one ignores the
discrete locations of the rf cavities, in describing the particle motion. The
longitudinal motion can then be modelled by second order differential equa-
tions. For small oscillation amplitudes these equations simplify to those of
harmonic oscillators.
The longitudinal optics and dynamics are closely linked to the transverse

plane, so that ‘cross-diagnostics’ are possible. For example, an energy oscil-
lation of the beam will result in a transverse oscillation at all places with
nonzero dispersion; the signals recorded by a transverse pick-up therefore
provide valuable information about the longitudinal dynamics. In analogy to
the transverse motion (see Sect. 1.4), the oscillation frequency of the longi-
tudinal or synchrotron motion is characterized by the number of oscillations
per turn, which, in the longitudinal plane, is called the synchrotron tune.
In contrast to the transverse motion, there is an inherent strong nonlin-

earity which arises from the sinusoidal shape of the accelerating voltage. As a
consequence the synchrotron tune decreases with oscillation amplitude and is
zero at the separatrix. The separatrix describes the outer boundary of the rf
bucket in phase space, beyond which particles are no longer contained longi-
tudinally. In electron storage rings, particles outside the rf bucket are quickly
lost, since they emit synchrotron radiation and lose energy. In proton storage
rings such particles lose the time structure of the bunched beam forming a
dc current. This phenomenon, seen at the Tevatron and HERA, has come to
be called ‘coasting beam’ [1][2].
Observables which have a strong influence on the beam dynamics in-

clude the dispersion function, the momentum compaction factor, and the
chromaticity. The values of the dispersion function together with the local
bending radius determine the change in path length with beam energy, i.e.,
the momentum compaction factor. The change in the betatron tune with the
beam energy, the chromaticity, may also couple the transverse and longitu-
dinal degrees of freedom.
In this chapter, we discuss various techniques for measuring the syn-

chrotron tune, the dispersion, the momentum compaction factor, and the
chromaticity.

This chapter has been made Open Access under a CC BY 4.0 license. For details on rights 

© The Author(s) 2003  
M. G. Minty et al., Measurement and Control of Charged Particle Beams,
https://doi.org/10.1007/978-3-662-08581-3_7

and licenses please read the Correction https://doi.org/10.1007/978-3-662-08581-3_13



150 7 Longitudinal Optics Measurement and Correction

7.1 Synchronous Phase and Synchrotron Frequency

In a storage ring the equations of motion for small deviations from the ideal
case can be expressed in terms of the phase difference of a particle within
the bunch from the synchronous phase φs and the relative momentum error
δ = Δp/p. The synchrotron phase is defined such that a particle without
momentum error launched at this phase, with respect to the accelerating
rf wave, will arrive at the same phase on all subsequent turns. In linear
approximation, the equations of motion are

dφ

dt
=

(
αc −

1

γ2

)
ωrfδ , (7.1)

where ωrf is the angular accelerating frequency, αc the momentum com-
paction factor (compare (1.37)), γ the particle energy in units of the rest
mass, and

dδ

dt
≈

eV̇

ωrfβ2ETrev
, (7.2)

where the dot denotes a derivative with respect to time, E is the beam energy,
and β = v/c is the particle velocity in units of the speed of light. The mo-
mentum compaction factor αc is a property of the magnetic focussing lattice
of the accelerator (which is typically in the range of 10−4, for high brightness
accelerators and future storage rings, and is about 10−2 in existing storage
rings). Note that the phase variation dφ/dt vanishes for γ = γt ≡ 1/

√
αc,

which is referred to as the transition energy. At this energy the beam is par-
ticularly susceptible to perturbations and instabilities. In addition, particular
rf manipulations are required during ‘transition crossing’, such as a π phase
jump of the accelerating rf wave. For these reasons, several accelerator com-
plexes avoid this point of operation, by transferring beam from one ring with
a small momentum compaction factor, operating below transition, to a second
ring, where the energy of the injected beam is already above transition.
The quantity V̇ represents the restoring force supplied by the cavity.

Specifically, for a low current particle beam, V̇ is the slope of the accelerat-
ing rf voltage evaluated at the particle position. For Vrf(t) = V̂ cos(ωrft+ψ),
where ψ is the phase with respect to an arbitrary reference point, the slope
is given by

V̇ = −ωrf V̂ sin(ωrft+ ψ)|ωrf t+ψ=φb(t) = −ωrf V̂ sinφb(t) , (7.3)

where φb(t) the phase of a particle with respect to the crest of the cavity
voltage V̂ . In the steady state, the phase of the beam centroid is approxi-
mately equal to the synchronous phase, i.e., 〈φb(t)〉 = φs, where the angular
brackets indicate an average over the beam distribution. In general, since
both the external rf wave and the beam-nduced (‘wake fields’) are nonlinear,
this relation is not exactly fulfilled.
The synchronous phase corresponds to the phase at which the energy gain

from the accelerating cavities exactly compensates the energy lost per turn.
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The total energy loss is
∑
U = U0 + Uhom + Upar, where U0 is the energy

loss per turn per particle due to synchrotron radiation, Uhom is the loss due
to higher order modes in the cavities, and Upara represents all other losses
arising, for example, from the interaction of the beam with components of the
vacuum system. Taking as a zero phase reference the crest of the accelerating
voltage, we have

eV̂ cosφs =
∑
U (7.4)

or

φs = cos
−1

(∑
U

eV̂

)
. (7.5)

With this definition of φs (note that often the synchronous phase is defined
with respect to the zero crossing instead), a synchronous phase of φs = π/2
corresponds to zero energy loss.
A further word of caution may be in order. Equation (7.2) is based on

a smooth approximation, which does not take into account the discrete lo-
cation of the rf cavities used for restoring the particle energy. A more exact
treatment would employ difference equations instead. For large high-energy
storage rings, such as LEP, where the synchrotron tune may approach the
half integer, the exact calculation can become necessary [3, 4].
The overvoltage factor q = eV̂ /

∑
U is useful for parametrizing the energy

acceptance of an electron storage ring. As shown in reference [5], the low
current energy aperture for a sinusoidal accelerating voltage is given by

δmax =

√
U0

π(αc − 1/γ2)hE
F (q) , (7.6)

where F (q) is the aperture function

F (q) = 2

[√
q2 − 1− cos−1

(
1

q

)]
(7.7)

and h the harmonic number. The harmonic number h follows from the accel-
erator circumference C, the rf frequency frf , and nominal particle velocity v,
via

h =
frfC

v
=
frf
frev
, (7.8)

where frev is the revolution frequency.
Equations (7.1) and (7.2) can be combined to give a second order, uncou-

pled equation, which for small amplitudes φb or δ further simplifies to the
equation of a harmonic oscillator (see (1.43)). The harmonic solutions to this
equation are represented by the small amplitude contours in the phase space
(φ−δ) plot. For small oscillation amplitudes, the constant energy trajectories
are ellipses centered about the synchronous phase and energy. The oscilla-
tion frequency is called the synchrotron frequency and, at small amplitudes,
is given by



152 7 Longitudinal Optics Measurement and Correction

fs =
ωs
2π
=

√
(αc − 1/γ2)heV̂ frev

2 sinφs
2πβ2E

. (7.9)

It is convenient to define the synchrotron tune Qs by normalizing the meas-
urable synchrotron frequency fs to the beam revolution frequency frev as

Qs =
fs
frev

=

√
(αc − 1/γ2)heV̂ sinφs

2πβ2E
. (7.10)

For small amplitude oscillations a particle or bunch returns to the same place
in phase space every 1/Qs turns.
If the beam centroid performs synchrotron oscillations, the arrival time

of the particle at a beam position monitor (BPM) is modulated at the syn-
chrotron frequency and synchrotron sidebands will appear around every har-
monic of the revolution frequency. Stronger sidebands are observed with
BPMs located at places with nonzero dispersion, due to the modulation of the
transverse beam position at the synchrotron frequency. An example of meas-
ured synchrotron sidebands about a revolution harmonic is shown in Fig. 7.1.
Note that a nonzero chromaticity gives rise to additional synchrotron side-
bands around the betatron tune (not shown).

Fig. 7.1. Measurement of multiple synchrotron sidebands at injection in the SLAC
electron damping ring. The synchrotron frequency is given by the difference in
frequency between the fundamental and the nearest synchrotron sideband

In a manner quite similar to the measurement of the betatron tunes, turn-
by-turn BPM measurements may be recorded and Fourier analyzed to detect
the modulation of the beam signal due to synchrotron oscillations, e.g., if the
selected BPM is in a region of nonzero dispersion. A typical example was
shown in Fig. 2.5.

7.2 Dispersion and Dispersion Matching

The horizontal dispersion Dx describes the transverse displacement x(s) of a
particle as a function of its relative momentum deviation δ, via

x(s) = Dx(s)δ . (7.11)
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The vertical dispersion is defined analogously. Superimposed on the energy-
dependent displacement of (7.11) could be a fast betatron oscillation (cf.,
(1.6)).

7.2.1 RF Frequency Shift

In most storage rings the dispersion function is inferred from the orbit change
induced by a shift in the rf frequency. This measurements makes use of the
fact that a frequency shift Δfrf changes the relative momentum deviation of
the beam centroid by an amount

δ = −
1

αc − γ−2
Δfrf
frf
≈ −

1

αc

Δfrf
frf
. (7.12)

The last approximation, which ignores the change in particle velocity, is usu-
ally applicable for electron rings, where γ � 1.
Combining (7.11) and (7.12), we can relate the dispersion to the measured

orbit change:

D(s) =
(
γ−2 − αc

) Δx(s)

Δfrf/frf
. (7.13)

This ‘static’ dispersion measurement is quite simple. It requires the capability
of being able to smoothly change the ring rf frequency (e.g., to ‘unlock’ it
from the injector rf using an independent voltage controlled oscillator, for
example) and a reasonably large energy aperture. By energy aperture we
here refer to the range over which frf can be changed without beam loss. The

Fig. 7.2. Static dispersion measurement on the PEP-II HER: the orbit change
induced by a 2 kHz shift in rf frequency. The nominal rf frequency is 476 MHz, the
harmonic number h = 3492, and the momentum compaction factor αc ≈ 0.0024
(Courtesy U. Wienands, J. Seeman et al., 1998)
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residual vertical dispersion is obtained from the vertical orbit shift, in quite
the same way as for the horizontal plane.
As an illustration, Fig. 7.2 shows a static dispersion measurement at the

PEP-II HER, and Fig. 7.3 a dispersion measurement at the KEK/ATF Damp-
ing Ring before and after applying a correction based on exciting steering
magnets.

Fig. 7.3. Vertical dispersion measured via a ±5 kHz rf frequency ramp at the KEK
ATF Damping Ring before [top] and after correction [bottom] [6]; a dispersion of
Dy = 5 mm corresponded to an orbit change of Δx ≈ 15 μm (Courtesy J. Urakawa,
2000)

7.2.2 RF Modulation

In very large rings, operating at high energy, the above method may not
be applicable because of a finite energy aperture and the lack of orbit re-
producibility. Therefore, at LEP, a dynamic measurement was occasionally
applied [7], where the phase of the rf voltage was harmonically modulated at a
frequency close to the synchrotron frequency. Fourier-analysing turn-by-turn
BPM data, the frequency component of the induced (resonant) orbit varia-
tion at the synchrotron frequency could be inferred, which is proportional to
the dispersion at the BPM.
The result of such a dynamic dispersion measurement is displayed in

Fig. 7.4. If the dispersion at the cavities is nonzero, the dynamic measure-
ment will give a result different from the static measurement [8]. The reason
is that, for nonzero (horizontal) dispersion or nonzero slope of dispersion, an
energy change (Δδ) due to the rf modulation induces a horizontal betatron
motion via Δxβ = −Dx Δδ and Δx′β = −D

′
x Δδ. This additional or ‘spuri-

ous’ component of the measured response in amplitude propagates around
the ring like a betatron oscillation. In principle, a precise phase measurement
from BPM to BPM can be used to correct for this effect.
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Fig. 7.4. Dynamic dispersion measurement at LEP [7]: the rf voltage was modu-
lated at the synchrotron frequency and the dispersion was deduced by a harmonic
analysis of the beam response at each BPM (Courtesy C. Bovet, 1998, G. Morpurgo,
2002)

In the arcs, the maximum value of the spurious dispersion arising from
nonzero dispersion at the rf cavities is given by [8]:

|ΔD|x,y;max =
√
βx,yHx,y

∣∣∣∣ sin(2πQs) sin(πQx,y)cos(2πQs)− cos(2πQx,y)

∣∣∣∣ , (7.14)

where Qx,y and Qs are the betatron and synchrotron tune, respectively,
Hx,y = (D2x,y+(αx,yDx,y+βx,yD

′
x,y)

2)/βx,y is the dispersion invariant [5] in
the straight section, and βx,y the beta function in the collider arcs.

7.2.3 RF Amplitude or Phase Jump

Similar dynamic schemes have been tested at the SLC and at the ATF damp-
ing rings. In both these rings, a longitudinal oscillation can be induced by a
shock excitation: either a sudden step-change to the rf voltage (at the SLC
[9]) or a fast phase jump (at the ATF [10]). Like the rf modulation technique,
these methods can also give spurious results, if there is residual dispersion
at the rf cavities. On the other hand, the dynamic schemes may be used to
correct the synchrobetatron coupling, which arises from nonzero dispersion
at the rf cavities, by empirically minimizing the spurious dispersion.

7.2.4 Resonant Correction of Residual Dispersion

Since betatron oscillations and residual vertical dispersion propagate around
the ring at the same (betatron) frequency, a closed-orbit distortion can res-
onantly generate a significant dispersion. For this reason, the Fourier spec-
trum, with respect to the azimuthal position around the ring, of the residual
dispersion (normalized to the square root of the local beta function),

D̃y(k) =
∑
l

Dy(sl)√
βy(sl)

e
−ik

μ(sl)

Qy , (7.15)
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usually contains a large peak at k equal to the integer part of the betatron
tuneQy. In (7.15), the sum is over the ring BPMs, which are located at sl, and
μ(sl) denotes the betatron phase at the lth BPM. This ‘resonant’ dispersion,
corresponding to the peak of the Fourier spectrum, can be compensated by
special orbit bumps across arcs, as also demonstrated in LEP [11]. Consider
an orbit bump of normalized amplitude Y extending over one arc

yco = Y
√
β(s) sin [μ(s)− μ(si)] , (7.16)

where si denotes the start of the arc. The associated dispersion is

Dy(s) = − yco −
Y
√
β(s)

2 sin(πQy)

∫
bump

ds′ [β(k1 − k2Dx,0)]s′ cos [πQy

− |μ(s)− μ(s′)|] sin [μ(s′)− μ(si)] . (7.17)

Here, k1 is the quadrupole strength, k2 the sextupole strength, and Dx,0 the
nominal horizontal dispersion. With a phase advance of 90◦ per cell, and two
families of sextupoles placed near the focusing and defocusing quadrupoles,
respectively, from (7.17) the generated dispersion is [11]

Dy(s)/
√
β(s) ≈ AY sin [πQy − μ(s) + μ(si)] , (7.18)

where A denotes the amplification factor for a single arc, and is given by

A =
πNcellQ

′
cell

sin(πQy)
, (7.19)

where Ncell is the (even) number of regular arc cells covered by the bump,
and Q′cell the chromaticity of a single FODO cell.
Bumps across various arcs can be combined in a symmetric or asymmetric

manner, so as to cancel and control either the dispersion or the slope of the
dispersion at the collision points [11].

7.2.5 Higher-Order Dispersion in a Transport Line or Linac

In a manner similar to that applied in circular accelerators, the dispersion
or, more precisely, the R16 matrix element in a transport line can be inferred
from the measured variation of the beam orbit as a function of the incoming
beam energy.
We note that in a transport line the dispersion is not uniquely defined,

but depends on the location at which the beam energy is varied. The disper-
sion or R16 (R36) measured in this way does not necessarily correspond to
the energy-position correlation within the beam, i.e., for a transport line or
linac, in general, we expect that R16 �= 〈xδ〉/〈δ2〉, where the angular brack-
ets denote an average over the beam. A procedure which directly measures
the correlation 〈xδ〉 in the beam distribution is described in [12]. It employs
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two wire scanners at dispersive locations, separated by an optical −I (minus
identity) transformation.
We can extend the concept of dispersion or R16 matrix element by in-

cluding higher-order nonlinear terms1, of the form:

Δx(s) = R16(s)δ + T166(s)δ
2 + U1666(s)δ

3 , (7.20)

Δx′(s) = R26(s)δ + T266(s)δ
2 + U2666(s)δ

3 . (7.21)

Fig. 7.5. Evidence of 3rd order dispersion in the SLC ring-to-linac transfer line
(RTL) [14]: (top) Horizontal beam position versus beam energy; (bottom) 3rd order
dispersion inferred for all BPMs in the RTL and in the early linac. The 3rd order
dispersion in the linac is fitted to calculate the magnitude of the U1666 and U2666
matrix elements (Courtesy P. Emma, 1998)

1 Here we adopt the notation from TRANSPORT [13].
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Sufficiently large energy changes allow a measurement not only of the first-
order dispersion matrix element, R16, but also of the 2nd and 3rd order
contributions, T166(s) and U1666(s).
Such measurements have been performed at the North ring-to-linac trans-

fer line (NRTL) of the SLC. Under normal operation, the phase of the rf
compressor at the entrance to the RTL is set so that the beam center passes
at the zero crossing of the rf wave. For a dispersion measurement, the phase
is shifted such that the beam center is positioned at the top of the rf crest,
and the beam energy is varied by changing the amplitude of the rf volt-
age.
Figure 7.5 (top) shows the beam position on one of the RTL BPMs as a

function of the beam energy. Clearly visible is a nonlinear dependence, which
indicates the presence of 3rd order dispersion. The value of the 3rd order
dispersion at this BPM can be obtained by fitting a 3rd order polynomial to
the measurement. Plotted in the bottom figure is the 3rd order dispersion
function obtained from multiple BPMs as a function of position along the
RTL and in the early part of the SLAC linac.
The large 3rd order dispersion led to undesired and irrecoverable emit-

tance growth. To correct this, in 1991 two octupole magnets were installed
which cancelled the U1666 and U2666 terms of (7.20) and (7.21). The optimum
octupole strength was found by minimizing the linac emittance as a function
of the octupole excitation. Such a measurement is shown in Fig. 7.6. The

Fig. 7.6. RTL emittance minimization using an octupole for correction of the 3rd
order dispersion. Shown on the horizontal axis is change in the octupole strength in
units of the generated 3rd order dispersion (ΔU1666). The vertical axis represents
the product of Bmag (cf. (4.65)) and normalized emittance. The octupole strength
for which the emittance is minimum agrees with the magnitude of U1666 estimated
from the fit in Fig. 7.5 (bottom) (Courtesy P. Emma, 1998)
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octupole setting for minimum emittance and the corresponding U1666 value
are in good agreement with the 3rd order dispersion inferred from the BPM
readings, which was depicted in Fig. 7.5 (bottom).

7.3 Momentum Compaction Factor

It is sometimes of interest to measure the momentum compaction factor αc,

αc =
ΔC/C

δ
=
1

C

∮
Dx(s)

ρ(s)
ds , (7.22)

for example, in storage rings operating near αc = 0 or as a basic check of the
accelerator optics. We next present several methods with which to do so.

7.3.1 Synchrotron Tune

If the rf voltage is well calibrated, one can invoke the definition of the syn-
chrotron tune, (7.10), to infer the momentum compaction factor from the
measured dependence of the synchrotron tune on V̂ , taking into account
that the synchronous phase angle φs is also a function of the rf voltage V̂ .
However, often the rf voltage calibration is not very accurate. In addition, if
the ring accommodates several rf cavities, these may not be optimally phased
with respect to each other, complicating the calculation of the total rf volt-
age. It is then advantageous to confirm the momentum compaction without
having to assume a value for the rf voltage.
Despite the aforementioned difficulties, the synchrotron tune contains in-

formation on a variety of parameters, which may be extracted by a judicious
choice of measurements and proper fitting strategies. For example, the longi-
tudinal loss factor U may be obtained by measuring the synchrotron tune Qs
as a function of rf voltage V̂ for various beam currents, and fitting the result
to

Q2s =
(αc − 1/γ2)h

2π

(
g2e2V̂ 2

E2
+Mg4V̂ 4 −

1

E2
U2

)1/2
, (7.23)

where the V̂ 4 term is included to account for the discrete locations of the rf
cavities. The coefficient M can be computed from the ring optics [3, 15]. An
example of a loss-factor measurement using (7.23) is given in Fig. 7.7. From
the fit also αc was determined with a precision better than 10

−3 (see [15]). In
addition, if the beam energy is known at one point, e.g., on a spin resonance,
the Qs vs. V̂ curve can be used to calibrate the rf voltage (Fig. 7.8) [15].
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Fig. 7.7. Synchrotron tune Qs as a function of total rf voltage in LEP; the two
curves are fits to the 640 μA and 10 μA data. The difference due to current-
dependent parasitic mode losses is clearly visible. Here the nominal beam energy
Enom was 60.589 GeV [15] (Courtesy A.-S. Müller, 2000)

Fig. 7.8. Beam energy fitted from Qs vs. V̂ measurement as a function of rf voltage
calibration factor g; the dotted line indicates the known energy value, determined
independently by resonant depolarization [15] (Courtesy A.-S. Müller, 2000)

7.3.2 Bunch Length

The rms bunch length in an electron or high-energy proton ring can be in-
ferred from the duration of the synchrotron-light pulse using a streak camera.
The rms bunch length σz is proportional to αc and to the rms energy spread
[5], namely

σz =
c(αc − 1/γ2)

2πQsfrev
σδ , (7.24)
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where c is the speed of light and frev is the revolution frequency. The rms en-
ergy spread can either be deduced from the measured decoherence of a trans-
verse oscillation due to nonzero chromaticity and its subsequent recoherence
after one synchrotron period (see also (7.36)) [16], or it can be calculated
from [5]

σ2δ =
Cq〈G3〉γ2

Jε〈G2〉
, (7.25)

where Cq = 3.84 × 10−13 m, G = 1/ρ the inverse bending radius, 〈. . .〉
indicates an average over the ring, γ is the beam energy in units of the particle
rest mass, and Jε the longitudinal damping partition number. The value
for the latter can be verified by measuring either the horizontal emittance
(which is inversely proportional to the horizontal partition number Jx, where
Jx = (3 − Jε) for a planar accelerator) or the longitudinal damping time
(cf. (4.74)).
Plotting the measured bunch length as a function of the inverse syn-

chrotron tune immediately gives the value of αc as the slope [17] from (7.24).
Note that the synchrotron frequency fs = ωs/2π can be measured very pre-
cisely. Figure 7.9 shows a measurement of bunch length vs. synchrotron tune
in PEP-II.

Fig. 7.9. Rms bunch length in the PEP-II HER as a function of the inverse syn-
chrotron tune [18]. The fitted slope determines the momentum compaction fac-
tor αc, if the rms energy spread is known (Courtesy A. Fisher, 1998)

7.3.3 Lifetime

A different approach [17] for determining αc, applicable for electron rings, is
to measure the quantum lifetime [5],

τq =
τδ
2

eξq

ξq
, (7.26)
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where τδ is the longitudinal damping time, and ξ the ratio of the energy
aperture δmax and the rms relative energy spread σδ:

ξq =
δ2max
2σ2δ

. (7.27)

A formula for the rms relative energy spread σδ was given in (7.25). At low
current, the energy aperture, δmax, if limited by the rf bucket size, is (see also
(7.6) and (7.7)) [5]

δmax ≈

(
U0

π(αc − 1/γ2)hE
F (q)

)1/2
, (7.28)

with
F (q) = 2

(√
q2 − 1− cos−1(1/q)

)
(7.29)

and

q =
eV̂

U0
. (7.30)

The term U0 = CγE
4L〈G2〉/(2π) is the energy loss per turn, and Cγ =

8.85× 10−5 m GeV−3.
We may express σδ in terms of σz using (7.24), and in addition replace

the rf voltage V̂ in the definition of q by Qs and αc, making use of (7.10).
We then arrive at an equation for the quantum lifetime τq in terms of the
measurable quantities Qs and σz, and the unknown parameter αc. The latter
can then be obtained from a fit to data taken at different rf voltages [17].

7.3.4 Path Length vs. Energy

The momentum compaction factor or, in a transport line, the R56 matrix
element can also be measured directly by changing the beam energy at the
entrance to the beamline of interest, and observing the shift in arrival time
at the end of that section.
Such measurements were performed to fine-tune the optics in the nomi-

nally achromatic arc of the KEKB linac. The time of arrival at the exit of the
arc was measured by a streak camera, which converts the time structure of a
pulse of synchrotron radiation from a bend, or of optical transition radiation
from a target, into a vertical deflection at the CCD camera.
During commissioning of the KEKB linac, the streak camera trigger signal

was locked to the linac rf frequency upstream of the arc. The beam energy
was varied by adjusting the voltage of the last klystrons prior to the arc.
Figure 7.10 shows two measurements of the R56, performed before and after
the strengths of a few quadrupoles were adjusted to match the dispersion, as
inferred from the energy dependence of the orbit. Figure 7.10 demonstrates
that the dispersion match also eliminated the linear component of R56; the
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Fig. 7.10. R56 measurement for the asynchronous arc of the KEKB linac, be-
fore and after dispersion correction. A streak camera was used to measure the
arrival time (vertical axis) as a function of the beam energy (Courtesy H. Koiso
and K. Oide, 1998)

remaining path length dependence on energy is purely quadratic. In the fu-
ture, it is planned to reduce this quadratic component, as well as the second
order dispersion, by adjusting sextupole magnets.

7.3.5 Beam Energy via Resonant Depolarization

In storage rings with polarized beams the beam energy can be determined
with a very high precision, using a resonant depolarization technique. The
spin tune (see Chap. 10) for an electron is given by

ν0 = aeγ =
E [MeV]

440.6486 [MeV]
, (7.31)

where ae is the electron anomalous magnetic moment. If a radially oscillating
field generated by a coil is in resonance with the fractional part of the spin
tune, the effect of the field adds up over many turns and the nominally vertical
spin vector may precess towards the horizontal plane. The exact value of the
resonance frequency determines the beam energy via (7.31).
With this technique, it is possible to precisely measure the energy varia-

tion induced by a change in the rf frequency. The slope of this measurement
gives the momentum compaction factor:

Δp

p
=

1

γ−2 − αc

Δfrf
frf
≈ −

1

αc

Δfrf
frf
. (7.32)

An application of this technique at LEP is shown in Fig. 7.11.
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Fig. 7.11. Change of beam energy E as a function of the rf frequency frf in LEP
[19]. Only the last four digits of the rf frequency are shown (the nominal value is
frf = 352 254 170 Hz). Several strong spin resonances are indicated by the dotted
lines. From this measurement the momentum compaction factor was determined to
be (1.86±0.02)×10−4, which compared well with the calculated value of 1.859×10−4

(Courtesy R. Assmann, 1998)

7.3.6 Change in Field Strength for Unbunched Proton Beam

The energy of an unbunched proton beam is constant (neglecting energy losses
due to synchrotron radiation for ultrarelativistic beams). If the strength of all
magnets (dipoles and quadrupoles) is increased by a factor ΔB/B, the orbit
moves inwards and the revolution time is reduced. This change in revolution
period Δt can be detected with a Schottky monitor [20]. The momentum
compaction factor αc then simply follows from the relation

ΔT

T
= −

(
αc − 1/γ

2
) ΔB
B
, (7.33)

where T denotes the revolution period.

7.4 Chromaticity

The dependence of the focusing force on beam energy is generally referred
to as chromaticity. In a storage ring this is characterized by the energy de-
pendence of the betatron tunes, which is denoted as ξ = (ΔQ/Q)/(Δp/p) or
Q′ = ΔQ/(Δp/p). Note that ξ is the normalized chromaticity, related to Q′

via ξ = Q′/Q.
The natural chromaticity due to the energy dependence of the quadrupole

focusing is usually compensated by means of two or more sextupole families
at locations with nonzero dispersion. Often a total chromaticity close to zero
is desired as this minimizes the tune spread induced by a finite energy spread,



7.4 Chromaticity 165

and also the amount of synchrobetatron coupling. The chromaticity should
be slightly positive to avoid the head-tail instability. Since a positive chro-
maticity gives head-tail damping, sometimes Q′ is intentionally increased in
order to counteract beam instabilities.

7.4.1 RF Frequency Shift

The total chromaticity can easily be determined by measuring the tune shift
as a function of the rf frequency frf using

Q′x,y =
ΔQx,y
Δp/p

= −

(
αc −

1

γ2

)
ΔQx,y
Δfrf/frf

, (7.34)

where αc is the momentum compaction factor. As an example, Fig. 7.12 shows
a chromaticity measurement performed at LEP.

Fig. 7.12. Horizontal tune as a function of the change in rf frequency measured
at LEP [21]. The dashed line shows the linear chromaticity as determined by the
measurements at Δfrf = ±50 kHz (Courtesy H. Burkhardt, 1998)

7.4.2 Head-Tail Phase Shift

Deflecting the beam transversely and measuring the oscillation of the bunch
head and bunch tail separately over a few hundred successive turns also allows
the determination of the chromaticity. The underlying relation is [22]
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ξx,y =
(αc − 1/γ2)Δφ(n)

Qx,yωrf Δτ [cos(2πnQs)− 1]
, (7.35)

where Qx,y is the betatron tune, ωrf the angular revolution frequency, Δτ
the sample time delay between head and tail signal, and Δφ(n) the phase
difference at turn n. After every full synchrotron period, n = ns, the head
and tail are again in phase and Δφ(ns) = 0.
The phase at each turn is obtained by a sweeping harmonic analysis, i.e.,

fitting an oscillation to sets of consecutive data points. The phase difference
is determined by simply subtracting the phases of head and tail measured
using a wide-band pick-up on each turn. Figure 7.13 shows an example meas-
urement from the CERN SPS, where for technical reasons the phase shift
between the head and center of the bunch was detected. The advantage of
this method is that it is fast. It will be used to correct rapid changes in
the chromaticity at the start of acceleration in the LHC, due to persistent
currents in the superconducting magnets.

Fig. 7.13. Chromaticity inferred from measurements of the phase shift difference
between the head and center of a bunch at the CERN SPS [22]. Top left : head
oscillation after applying a kick (a.u.); top right : center oscillation after the kick
(a.u.); bottom left : phase of head φh and center φc as well as their difference Δφ
(with 1.34 radians full scale); bottom right : the chromaticity inferred for each turn
(with 16.3 units full scale). In all plots the full scale of the horizontal axis is 409
turns (Courtesy R. Jones, 2000)
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7.4.3 Alternative Chromaticity Measurements

Other possibilities of measuring the chromaticity include the detection and
analysis of synchrobetatron sidebands in the tune spectrum [23] or, as studied
at Novosibirsk [24], of the impulse excitation of the beam and the ensuing
reversible decoherence due to the chromatic phase.
Due to chromatic beating, the centroid of the ‘beam arc’ (referring to the

beam shape in the transverse phase space) oscillates at the synchrotron fre-
quency. After a vertical impulse excitation, the dipole signal at the betatron
frequency is of the form [16]

A(t) ∝ e−
t2

2τ2 e
−

(
Q′y
Qs
σδ

)2
(1−cosΩst)

, (7.36)

where τ is the decoherence time due to the betatron tune shift with am-
plitude (anharmonicity), and σδ is the rms energy spread. For Q

′
y ≥ σδQs

separate peaks were seen in the experiment [16]. The width of the peaks is
τ−1E = Q′yσδω0, which allows measuring either Q

′
y or the energy spread σδ

[16]. We note that in the Novisibirsk experiment, the beam oscillations and
decoherence were measured by detecting the synchrotron-radiation photons
passing through a limiting half-aperture.

7.4.4 Natural Chromaticity

The natural chromaticity is the chromaticity that derives from the energy
dependence of the quadrupole focusing. In other words it is the chromaticity
the ring would have without sextupole magnets. Fortunately, to measure the
natural chromaticity, it is not necessary to turn off the sextupoles, which
might be impossible. Rather the latter can be obtained by detecting the
variation of the betatron tune as a function of the main dipole field strength.
For an electron beam since the rf frequency is constant, the total path length
is constant and the orbit at the sextupoles remains unchanged. The sextupoles
therefore do not contribute to a change in tune. (This is a good assumption
for FODO lattices, however, it is conceivable that for certain low-emittance
lattices the orbit in the sextupoles might change when the dipole field strength
is varied. This effect can be estimated with computer codes. One can also
monitor the orbit stability at the sextupoles when the dipole field is varied.)
In this case, the absolute beam energy E varies in proportion to the field

change: ΔE/E = ΔB/B. Thus, the natural chromaticity Q′
nat
x,y is given by

Q′
nat
x,y ≈

ΔQx,y
ΔB/B

. (7.37)

A typical measurement, from the PEP-II High Energy Ring (HER), is de-
picted in Fig. 7.14.
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Fig. 7.14. Measurement of the natural chromaticity in the PEP-II HER. Shown is
the horizontal tune as a function of relative variation in the main dipole field. The
slope of −33.9 is the natural chromaticity inferred from this measurement (Courtesy
U. Wienands, J. Seeman et al., 1998)

Similarly, the natural chromaticity can be measured for a proton beam.
However, for protons, the rf frequency must be changed in proportion to the
dipole field as Δω,rf/ωrf = (1/γ

2)ΔB/B, in order to maintain a constant
orbit in the sextupoles.

7.4.5 Local Chromaticity: dβ/dδ

Measuring the beta functions (e.g., with the tune shift method of (2.29)),
and using

βx,y ≈ ±4π
ΔQx,y
Δk

, (7.38)

or its more precise equivalent, (2.28), for different values of the rf frequency
yields informations on the local chromaticity. This can help to identify the
origin of chromatic errors or to find sources of chromatic nonlinearities.

7.4.6 Chromaticity Control in Superconducting Proton Rings

In superconducting proton rings the natural chromaticity is small compared
with the chromaticity arising from the persistent-current sextupole compo-
nents in the dipole magnets. For example, in the HERA superconducting
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proton ring the sextupole component in the dipoles contributes a chromatic-
ity that is 5 times larger than the natural chromaticity. At injection energy,
a significant part of the persistent current decays in time, causing a large
variation in chromaticity. This is illustrated in Fig. 7.15, which also shows
the effect of an automatic correction system used at HERA. The correction
is done locally by exciting sextupole correction coils mounted inside all bend-
ing magnets. The excitation for these correction magnets is determined from
the instantaneous sextupole field measured using rotating coils in two refer-
ence magnets, which are connected in series with the main superconducting
magnet circuit.

Fig. 7.15. Variation of chromaticity in time, due to persistent-current decay with-
out (left) and with (right) chromaticity control based on continuous measurements
of the sextupole fields in two dipole reference magnets at the HERA proton ring
[25]. The horizontal axis is the time in units of 3 minutes per division. The vertical
axis refers to the horizontal (upper trace) and vertical chromaticity (lower trace) in
dimensionless units (Courtesy B. Holzer, 1998)

At HERA, the persistent-current sextupole field in the dipole magnets de-
cays during injection at 40 GeV. It is reinduced by the change in dipole field
at the start of acceleration, resulting in large variations of the chromaticity.
Figure 7.16 shows and example of the change in chromaticity during acceler-
ation from 40 GeV to 70 GeV. The figure compares the actual chromaticity,
i.e., the change in tune detected per relative rf frequency change, (7.34),
measured without continuous correction; the chromaticity predicted by the
reference magnets; and the chromaticity measured with a correction derived
from the reference magnets [26].
Another noteworthy feature of the persistent-current sextupole field is

that it is not very reproducible from cycle to cycle. At HERA, after each
magnet cycle, with the ring magnets set for the injection energy, the chro-
maticity is first corrected manually by means of a direct measurement (tune
shift versus rf frequency). Subsequently, the chromaticity is held constant
using the automatic control based on the reference magnets.
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Fig. 7.16. Variation of the chromaticity in the HERA proton ring during acceler-
ation from 40 GeV to 70 GeV [26]: (a) measured chromaticity without correction;
(b) change in chromaticity expected from the reference-magnet measurements; (c)
measured chromaticity with correction (Courtesy O. Meincke, 1998)

7.4.7 Application: Measuring the Central Frequency

Measuring the chromaticity for different sextupole strengths determines the
‘central frequency’. This is the rf frequency for which the orbit on aver-
age passes through the center of all sextupoles [27, 28]. An example of
such a measurement is shown in Fig. 7.17. Usually adjacent sextupoles and
quadrupoles are well aligned with respect to each other, so that one can ex-

Fig. 7.17. LEP chromaticity measurements for different sextupole excitation pat-
terns with net chromaticities in the range Q′ = −10 to +40 [21]. The intersection
of the different lines determines the central frequency, where the orbit is on average
centered in the sextupoles (Courtesy H. Burkhardt, 1998)
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pect that at the central frequency the beam also passes (on average) through
the center of the quadrupoles.
More specifically, four different center frequencies can be measured by

changing the strength of the horizontal or vertical sextupole families and by
measuring the resulting change in the horizontal or vertical tune, respectively.
In most cases, the four central frequencies so obtained are found to be the
same, supporting the hypothesis that the magnets are usually well aligned
on short length scales.
One can then monitor changes of the beam energy, using the relation

Δp

p
=

(
1

γ−2 − αc

)
Δfrf
frf
. (7.39)

This energy-monitoring technique was applied at BEPC [29] and LEP [30].

Exercises

7.1 Review of Fourier Transformations and an Application

a) Calculate the Fourier spectrum of the current signal for two bunches
of equal charge and asymmetric spacing in a storage ring. Assume that the
particle distribution of each bunch can be represented as a δ-function, and
that the bunches have equal synchrotron oscillation amplitudes. That is, in
the time domain, take the current distribution to be

i(t) = Q
∞∑

n=−∞

δ (t− nT − τa cos(ωsnT ))

+ δ

(
t− nT −

T

2
−Δt− τa cos(ωsnT + φ)

)
, (7.40)

where Q is the individual bunch charge, T is the revolution period, τa is the
synchrotron oscillation amplitude, ωs is the angular synchrotron frequency,
Δt is the relative timing offset between the bunches, and φ is the relative
phase between the two bunches.
Some useful properties of Fourier transformations are:

The Poisson sum rule

1

2π

∞∑
n=−∞

e−2πin(ω/ωr) = ωr

∞∑
n=−∞

δ(ω − nωr) , (7.41)

A Property of Delta-functions∫ ∞
−∞
f(t)δ(t− x)dt = f(x) , and (7.42)
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The Bessel function sum rule

eiz cosα =
∞∑

k=−∞

ikJk(z)e
ikα . (7.43)

b) Considering dipole mode oscillations only, sketch the frequency spec-
trum assuming Δt = 0 for “0-mode” oscillations (bunches oscillate in phase,
that is φ = 0) and for “π-mode” oscillations (for which the bunches oscillate
out of phase; i.e., φ = π). Show that these two normal modes of oscillation
can be distinguished from one another by measuring the frequency spectrum.
c) (Optional) Suppose you wanted to build a passive cavity to damp

the π-mode oscillations. (At high beam currents the 0-mode oscillations are
Robinson damped.) What would be suitable choices2 of resonant frequency
for the passive cavity assuming (i) and equal bunch spacing (Δt = 0) or (ii)
an unequal bunch spacing. Comment on how the optimum frequency depends
on the bunch spacing.

7.2 Adjusting the Incoming Beam Energy

An off-energy beam will have orbit contributions Δx = Dxδ similar to
that shown in Fig. 7.2. For a proton beam, the dispersive offset will change
on successive turns according to the net bending field and the rf frequency.
For electrons the beam will slowly be damped to the on-energy equilibrium
orbit due to synchrotron radiation. In either case, describe a procedure using
difference orbits at fixed rf frequency for correcting the energy of the incoming
beam. Hint: consider a beam injected perfectly into the center of an rf bucket
and determine, at which turn one is maximally sensitive to beam energy
deviations.

7.3 Resonant Depolarization

Resonant depolarization at the IUCF cooler ring was initially observed
at a driving frequency slightly different from expectation assuming the beam
energy. Using well-known kinematic reactions with an internal target, the
beam energy was precisely determined. Show that the apparent discrepancy
can be explained by a small adjustment to the assumed orbit circumference.

7.4 Approximate Expression for the Momentum Compaction
Factor

a) Using the approximate formula for the average dispersion function

〈Dx〉 ≈
〈βx〉

Qx
, (7.44)

and (7.22), show that a good approximation for the momentum compaction
factor is given by α ≈ 1/Q2x. Give a numerical example.
b) Find an analogous expression for the transition energy γt using these

approximations.

2 we recognize F. Pederson for pointing out the important consequences of unequal
bunch spacing in application at the SLC damping rings
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7.5 Achieving Design Parameters in the Presence of Unknowns

Suppose upon initial commissioning of an electron storage ring, the beam
energy E in the ring, the ring circumference C, and main dipole field B are
known to only about ±(1−2)%. Describe a strategy for setup that ensures the
desired beam energy, a dipole field strength matched to this energy, and that
dictates the required rf frequency to center the beam in the quadrupoles.
Assume that the energy of the injected beam can be determined with a
good resolution. Which additional observables could one use to simplify this
problem?

7.6 Chromatic Phase Advance3

Maintaining the second order driving terms in Hill’s equations for the
particle motion, we have

x′′ + kx = kxδ −
m

2
(x2 − y2) ,

y′′ − ky = −kyδ +mxy , (7.45)

where m is the sextupole strength in units of m−3 introduced in Chap. 1
(behind (1.11)).
a) Assuming horizontal dispersion (Dx) only show that

xβ
′′ + kxβ = (k −mDx)xβδ ,

yβ
′′ − kyβ = −(k −mDx)yβδ , (7.46)

where the higher-order, so-called geometric aberrations, have been set to zero.
b) Noting that the perturbation in betatron tune may be expressed as

ΔQ = −
1

4π

∫
β(s)Δk(s)ds , (7.47)

where Δk(s) represents the focussing error in units of m−2 and β(s) the beta
function at the location of the error, show that the chromatic phase shifts
Δφx,y over one revolution period for a relative momentum offset δ are given
by

Δφx = −
δ

2

s+C∫
s

βx(k −mDx)ds ,

Δφy =
δ

2

s+C∫
s

βy(k −mDx)ds , (7.48)

where C is the ring circumference.

3 from text in [31]
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c) Using the definition of tune and chromaticity, show that

Q′x = −
1

4π

∫
βx(k −mDx)ds ,

Q′y =
1

4π

∫
βy(k −mDx)ds . (7.49)

The first term on the right-hand side of the last two equations represents the
natural chromaticity while the second term shows the additive contributions
arising from the sextupoles.
Taking into account the second order expansion of the dispersive trajec-

tories (see (1.6)): ⎛
⎜⎝
x
x′

y
y′

⎞
⎟⎠ = δ

⎛
⎜⎝
D1
D2
D3
D4

⎞
⎟⎠ . (7.50)

the chromatic phase shifts for an arbitrarily coupled lattice may be derived.
As shown in [32] the chromatic phase advances are given by

Δφx = −
δ

2

∫ s+C
s

[
βx(Kx

2 + k − λD1) + 2αxKxD2 − γx(KxD1 +KyD3)
]
ds ,

Δφy = −
δ

2

∫ s+C
s

[
βy(Ky

2 + k − λD1) + 2αyKyD4 − γy(KxD1 +KyD3)
]
ds ,

where λ is an eigenvalue of the one-turn transfer matrix and γx,y is the usual
Twiss parameter defined in the plane (x or y) of interest.
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In this chapter we describe various techniques used to control the longitu-
dinal properties of particle beams. We concentrate on the manipulation of
the second moments of the longitudinal distribution; that is, on the bunch
length and energy spread. As will be shown, the bunch length can be varied
using accelerating cavities to compress, coalesce, split, and lengthen stored
bunches. The energy spread of the beam can also be adjusted (usually to be
a minimum) by proper phasing of the rf, by invoking cancellations between
the applied and beam-induced rf, and by more sophisticated techniques for
the case of long bunch trains. A practical application of the use of rf systems
to affect the beam’s transverse emittance is presented lastly.

8.1 Bunch Length Compression

Bunch length compression using dedicated accelerating structures and beam-
lines is common to all linear collider designs [1, 2, 3] and FEL linac drivers
[4, 5]. Compression is usually performed in two or more steps. First an rf
section (for example an accelerating structure) is used to introduce a correla-
tion between the particle energy and position within a bunch. In the second
step the beam passes through a transport line with nonzero dispersion (i.e.,
bends) where the actual compression occurs due to the energy dependence of
the particle trajectory.
If the bunch is made to arrive near a zero crossing of the rf wave with the

voltage decreasing from positive to negative values, the longitudinal phase
space through the compressor evolves then as follows. Let (z1, δ1), (z2, δ2),
and (z3, δ3) denote the longitudinal position z and relative energy δ at the
entrance of the compressor, downstream of the compressor rf structure, and
at the end of the compressor, respectively. A particle within the bunch is
transported through the compressor cavity as

z2 = z1

δ2 = δ1 −
eVrf
E
sinφ , (8.1)

where e is the particle charge, Vrf is the compressor voltage, E is the beam en-
ergy, and φ is the relative phase of the particle with respect to the zero cross-
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ing of the compressor voltage. A particle arriving earlier (φ < 0), will acquire
a higher energy (δ2 > δ1). The phase φ can also be written as φ ≡ φ1 − φc,
where φ1 is the phase of the particle and φc the phase of the compressor rf
voltage, both with respect to a common reference.
For simplicity, in this section we consider an ultrarelativistic particle, trav-

elling at the speed of light, and thus, we do not distinguish between relative
momentum deviation and relative energy deviation. Under this assumption,
after passing through the dispersive downstream arc, the longitudinal posi-
tion of a particle is

z3 = z2 +R56δ2
δ3 = δ2 . (8.2)

A particle, which after the compressor cavity has a higher energy than nom-
inal (δ2 > 0), will be slowed down, i.e., z3 < z2, provided R56 is less than
zero, as is the case for a regular arc. For a non-relativistic particle, (8.2) must
be modified to include an additional factor β = v/c (velocity divided by the
speed of light) and a term representing the effect of the change in velocity.
Combining (8.1) and (8.2), the particle’s longitudinal position and energy

at the exit of the compressor are given in terms of its initial values by

z3 = z1 +R56

(
δ1 −

eVrf
E
sinφ

)

δ3 = δ1 −
eVrf
E
sinφ . (8.3)

The phase φ is related to the initial longitudinal position via φ = −ωrfz1/c
(a positive z indicates a position ahead of the bunch center). If the phases
are small compared with π, we may linearly expand the sine function, and
(8.3) can be approximated by

z3 ≈

(
1 +R56

eωrfVrf
cE

)
z1 +R56δ1

δ3 ≈ δ1 −
eVrfωrf
cE

z1 . (8.4)

Then the final bunch length is

σz,f = 〈z3
2〉1/2 ≈

√(
1 +R56

eVrfωrf
Ec

)2
σ2z,0 +R

2
56σ

2
δ,0 , (8.5)

where σz0 is the initial bunch length and σδ,0 is the initial beam energy
spread. In the approximation it has been assumed that the incoming beam
distribution has no energy-position correlation (〈δ1z1〉 = 0). If the rf voltage
is adjusted to give

−R56
eVrfωrf
Ec

= 1 , (8.6)



8.1 Bunch Length Compression 177

then the final bunch length is minimum, equal to R56σδ,0 and is independent
of the initial bunch length, σz0. This is called the condition for full compres-
sion. If the voltage is smaller, one operates with undercompression, and for
higher rf voltage one has overcompression.
According to (8.5), a larger compressor voltage and a smaller value of R56

may provide shorter bunches. However, as can easily be inferred from (8.3),
for large rf voltages the final energy spread increases roughly in proportion
to the rf voltage. Given a limited momentum acceptance in the downstream
system, a compromise has to be made, which introduces a lower limit on R56.
Phase errors and phase fluctuations may be critical in a compressor, par-

ticularly if the compression takes place upstream of a linear accelerator with
strict tolerances on the injection phase1. For the (single-stage) compressor
scheme described above with φ = −ωz/c, the resulting beam phase φ3 in
terms of the initial beam phase φ1 is

φ3 = φ1 −R56
ω

c

[
δ1 −

eVrf
E
sin(φ1 − φc)

]

≈ −R56
ω

c
δ1 +

[
1 +R56

ωrf
c

eV

E

]
φ1 −R56

ωrf
c

eVrf
E
φc , (8.7)

where ωrf is the angular accelerating frequency of the structure. Assuming
that the errors in the injected beam phaseΔφi and the compressor phaseΔφc
are independent, and that the initial momentum deviations are independent
of these phases (dδ1/dφ1 = dδ1/dφc = 0) we find

dφ3
dφc
= η and

dφ3
dφ1
= 1 + η , (8.8)

where we have defined η ≡ (−R56
ωrf
c
eV
E
). Combining the two contributions

of (8.7) in quadrature gives for the final phase error

(Δφ3)
2 = η2(Δφc)

2 + (1 + η)2(Δφ1)
2 . (8.9)

In particular, for η = −1 (full compression) the final phase is independent of
the initial phase error Δφ1.
An example of a bunch compressor designed for the Next Linear Col-

lider [6] is shown in Fig. 8.1. This design comprises a two-fold compression
scheme. The principle of the first bunch compressor (BC1) is as described
above, but with an energy-dependent path length generated by a wiggler
magnet with R56 < 0. At higher energy, the second bunch compression (BC2)
is performed, which consists of an arc, a second rf section, and a magnetic
chicane. In BC2 a net 360◦ phase space rotation is used to minimize the sen-
sitivity to incoming energy errors, which might arise either from phase errors
at the entrance to BC1 of from beam loading in the linac located between
BC1 and BC2.
1 at the SLC, the phase stability at injection into the main linac required for
imperceptible influence on the luminosity was < 0.1◦, or < 1 ps, at the linac
frequency of 2856 MHz
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Fig. 8.1. Schematic of an NLC bunch compressor [6]

8.2 Bunch Length Precompression

Bunch precompression by means of rf systems is frequently used for reducing
the bunch length (at the expense of an increased energy spread) for transferral
of particle beams from one accelerator to a downstream accelerator operating
at higher rf frequency. Bunch precompression has also been used to alleviate
the consequences of current-dependent bunch lengthening (i.e., beam loss) in
lepton accelerators.
For a relativistic beam (αc − 1/γ2 ≈ αc), the equation of motion for the

bunch length, σz = σφ(c/w), is obtained as follows. Using a dot to denote a
derivative with resepct to time, i.e.,

(̇) ≡
d

dt
() and (̈) ≡

d2

dt2
() , (8.10)

and the equalities

〈φ̇2〉 = 2〈φφ̇〉 ,

〈φ̇δ〉 = 〈φδ̇ + φ̇δ〉 ,

〈δ̇2〉 = 2〈δδ̇〉 , (8.11)

one finds

〈φ̈2〉 =
d

dt
2〈φφ̇〉 = 2αω〈φ̇δ〉 using (7.1)

= −
2αeV̇

ET
〈φ2〉+ 2(αω)2

[
1

〈φ2〉

(
ε2 +

〈φ̇2〉2

(2αω)2

)]

= −
2αeV̇

ET
〈φ2〉+

2(αω)2

〈φ2〉
ε2 +

1

2

〈φ̇2〉2

〈φ2〉
, (8.12)

where we have used the definition of the longitudinal emittance ε

ε2 = 〈φ2〉〈δ2〉 − 〈φδ〉2 . (8.13)
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Using
d2

dt2
σ2φ = 2(σφσ̈φ + σ̇

2
φ) , (8.14)

the equation of motion for the bunch length (in phase units) is

σ̈φ = −
αceV̇

ET
σφ +

(αcωrf)
2ε2

σφ3
, (8.15)

where V̇ was given in (7.3). A similar analysis for the rms energy spread is
likewise calculable. The results are summarized [7] as

σ̈φ − ωs
2σφ = (αωs)

2 ε
2

σφ3
,

σ̈δ − ωs
2σδ =

(eV̇ )2

EωT

ε2

σφ3
. (8.16)

Bunch rotations are used for better capture efficiency of the proton beam
at HERA [8, 9]. There two schemes were tried to shorten the bunch at
extraction from the upstream PETRA ring. Initially, the bunch rotation was
made by introducing a 180◦ phase jump in the accelerating rf which places the
beam distribution next to an unstable fixed point. The ensuing slow motion
of particles along the separatrices translates into a mismatch. The phase was
then restored to its original setting and the beam was extracted about a
quarter of a synchrotron period later. Beam loading effects however caused
bunch shape distortions during the phase jump [8].
Presently bunch precompression at HERA is achieved by amplitude mod-

ulating the rf system to induce a quadrupole mode oscillation. A similar
scheme was used at the SLC damping ring primarily for reducing transmis-
sion losses in the downstream transport line [7]. Here bunch precompression
was implemented in a two step process (see Ex. 8.2). The first step change in
the requested cavity voltage resulted in a longitudinal phase space mismatch
which elongated the bunch. The resulting beam phase oscillation was then
eliminated while amplifying the bunch length oscillation by application of a
second, appropriately timed, step change to the cavity voltage.
Figure 8.2 shows diagnostic measurements illustrating bunch precompres-

sion from the SLC. Plotted are the cavity voltage (measured using a diode
detector), the bunch length (obtained from a peak current measurement,
which is inversely proportional to the bunch length, using a single stripline of
a position monitor), and the mean energy of the beam. The centroid energy
was measured using a horizontal beam position monitor in a region of high
dispersion in the damping ring. The peak-current signal at extraction was
increased, corresponding to a shorter bunch.
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Fig. 8.2. Bunch precompression in
the SLC damping rings: (a) meas-
ured cavity voltage [50 kV/dvsn,
10 μs/dvsn], (b) peak current
[10%/dvsn, 5 μs/dvsn], and (c) cen-
troid energy [50 μm or 0.77%/dvsn,
20 turns or 2.34 μs/dvsn]

8.3 Bunch Coalescing

Bunch coalescing, used primarily in hadron accelerators, consists of combin-
ing multiple bunches into a single bunch in order to achieve a high peak
intensity. At Fermilab two types of coalescing are used [10]: standard coales-
cing for the low intensity antiprotons and ‘snap’ coalescing for high intensity
proton beams.
Experimental data from the Fermilab Main Ring are shown in Fig. 8.3

which demonstrate the bunch coalescing concept. The different traces corres-
pond to different times. Initially there were 11 bunches captured in 53 MHz rf
buckets. The vector sum of the rf voltages was then adiabatically reduced, or
‘paraphased’ by shifting the relative phases between the accelerating cavities,
which lengthens the bunch while preserving the longitudinal beam emittance.
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Fig. 8.3. Experimental data from the Fermilab main ring showing multiple bunches
being coalesced into a single bunch. Successive traces are spaced by 6.8 ms intervals
(Courtesy P. Martin, 1999)

The bunches were next subjected to a higher voltage 2.5 MHz rf system. The
bunches rotate with the synchrotron frequency in this low frequency rf poten-
tial. In practice [11], a 5 MHz rf is also applied to help linearize the rotation.
When the bunches were vertically aligned in the 2.5 MHz rf bucket, they are
finally captured in a single 53 MHz rf bucket.
The snap coalescing scheme replaces the adiabatic voltage reduction from

above with a phase space rotation. Here the coalescing procedure is initiated
with a fast reduction of the primary rf amplitude. The beam is then longitu-
dinally mismatched and shears in longitudinal phase space. After one quarter
synchrotron oscillation the low frequency rf systems are turned on and the
bunches are recaptured back into the primary rf bucket. Simulations [10] have
shown that the capture efficiency of snap coalescing is about 10% less than
with the adiabatic coalescing. However, at high currents, beam instabilities
have been observed during adiabatic paraphasing of the 53 MHz rf systems.
This is avoided with snap coalescing..
Two practical issues associated with bunch coalescing are the increased

longitudinal emittance (minimized by adjusting the amplitude of the rf dur-
ing initial bunch lengthening) and the production of satellite bunches (i.e.,
particles in neighboring rf buckets) which can arise during the recapturing
process due to rf nonlinearities. The satellite bunches, which can cause detec-
tor backgrounds, may be eliminated using a longitudinal damper to discard
the offending bunches [12]. Recently new 2.5 MHz cavities have been installed
in the main ring allowing for a threefold increase in the vector voltage at this
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lower frequency. The coalescing efficiencies were increased by 14% for the an-
tiproton beam and 10% for the proton beam and the satellite bunches were
eliminated using the new cavities [13].

8.4 Bunch Splitting

The LHC beam may consist of bunch trains of 72 bunches each containing
about 1011 protons with a 25 ns bunch-to-bunch spacing. The original con-
cept for producing these bunch trains in the proton synchrotron (PS) was
to debunch 6 or 7 highly intense bunches and then to recapture the beam
using a higher frequency rf system. A longitudinal microwave instability arose
during the debunching and rebunching process [14] however and resulted in
non-uniform beam distributions.
An alternate solution was adapted consisting of splitting of bunches using

additional harmonic cavities in the injection chain for the Large Hadron Col-
lider (LHC) [15]. To produce as many bunches as possible, the bunches are
split in the upstream PS accelerator in a 2 step process. First, at low proton
momentum (3.57 GeV/c) each of the 6 bunches from the booster ring is split
into 3 as shown in the simulation results of Fig. 8.4. Then, after ramping to
high momentum (26 GeV/c) the bunches are further split into 4, as shown in
Fig. 8.5. On the left of these figures is shown the relative amplitude of each
of the different harmonic rf systems as a function of time during the bunch
splitting process.
Such bunch splitting has first been experimentally demonstrated [17] in

the PS booster at CERN in application to neutrino experiments. Shown in
Fig. 8.6 is the measured evolution of the longitudinal distribution using tomo-
graphic measurement techniques [18, 19] from the CERN PS [15, 19]. Plotted

Fig. 8.4. Simulation of bunch triple splitting in the CERN PS at low energy (3.57
GeV/c) in preparation for injection into the LHC. Compare with the measurements
shown in Fig. 8.7 (Courtesy R. Garoby, 1999)
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Fig. 8.5. Simulation of further bunch splitting in the CERN PS at high energy
(26GeV/c) in preparation for injection into the LHC. Compare with the measure-
ments shown in Fig. 8.8 (Courtesy R. Garoby, 1999)

Fig. 8.6. Tomographically reconstructed phase space showing bunch splitting in
the CERN PS booster ring after acceleration with 3 × 1012 protons (Courtesy
R. Garoby, 1999)

is the phase space at the indicated times, and the corresponding amplitudes
of the primary and harmonic cavity voltages are indicated below each pic-
ture.
After a series of hardware upgrades the feasibility of the bunch filling

scheme required for the LHC has been demonstrated [14] in the CERN PS
ring. First the triple-splitting scheme was verified experimentally [20], and
then the newly installed harmonic cavities operating at 40 MHz (h = 84)
and 80 MHz (h = 168) were used to accommodate also bunch quadruple-
splitting and bunch rotation [16]–[21]. In the triple-splitting scheme, the 10
ferrite-loaded cavities of the PS were tuned before the splitting process as
follows: 4 inactive, 2 at h = 7, 2 at h = 14, and 2 at h = 21. After splitting,
as shown in Fig. 8.7, all cavities were tuned on h = 21 to allow full rf voltage
for further acceleration.



184 8 Longitudinal Phase Space Manipulation

Fig. 8.7. Measured bunch triple-splitting at the CERN PS (E = 1.4 GeV, Ip =
8 × 1012, 400 revolutions per trace). Compare with Fig. 8.4 (Courtesy R. Garoby,
2001)

The quadruple splitting was achieved in two steps as shown in the meas-
ured results of Fig. 8.8. The bunches were then rotated in longitudinal phase
space using the 40 and 80 MHz cavities to match into the acceptance of
the downstream Super Protron Synchrotron (SPS) accelerator. This bunch
splitting technique is used in routine operation of the CERN PS for the pro-

Fig. 8.8. Subsequent quadruple splitting at the CERN PS (E = 25 GeV, Ip =
8× 1012, 1250 revolutions per trace). Compare with Fig. 8.5 (Courtesy R. Garoby,
2001)
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duction of an LHC type beam which is sent to the SPS, where it is further
accelerated up to the LHC injection energy of 450 GeV.
At the IUCF Cooler Ring, using a different technique proton bunches were

observed to split by application of either a phase [22] or an amplitude [23, 24]
modulation of the rf signal driving the accelerating cavities. An example is
shown in Fig. 8.9. In this case, longitudinal modulation resulted from appli-
cation of a sinusoidal field variation close to the synchrotron frequency to a
transverse dipole located in a region of high dispersion. Since the time these

Fig. 8.9. Longitudinal beam profile observed using an oscilloscope (top) and the
rf wave form (bottom) during rf modulation of proton bunches in the IUCF Cooler
Ring (Courtesy S.Y. Lee, 1999)
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data were taken, further experiments at the Advanced Light Source (ALS)
with electron beams have included the use of streak camera for a more direct
measurement of the evolution of the bunch length [25].

8.5 Harmonic Cavities

The use of additional rf cavities for longitudinal phase space manipulation
has a variety of applications – we have already seen two such examples for
bunch coalescing and splitting. Applications of harmonic cavities to reduce
emittance growth when crossing transition (see Sect. 7.1) has been demon-
strated at the Fermilab Main Ring [26, 27] and at BNL [28]. In this section
we describe the use of harmonic cavities for lengthening the bunch. This ap-
proach has been adopted at various synchrotron light sources [29, 30] in order
to either avoid intrabeam scattering effects and so increase the beam lifetime,
or to increase the bunch length to avoid longitudinal beam instabilities, for
example, at DAPHNE [31, 32] and as once proposed at LEP [33, 34].
Electron beam lifetimes at energies of the order 1 GeV or below may

be dominated by large-angle intrabeam scattering otherwise known as Tou-
schek [35] scattering. This process refers to single collisions between particles
inside the same bunch, in which sufficient energy is transferred from the trans-
verse to the longitudinal direction, such that particles are scattered outside
of the ring energy acceptance. The energy acceptance is either equal to the
height of the rf bucket, or given by a physical aperture at a position with
large dispersion, whichever value is smaller.
In a somewhat simplified picture, the beam lifetime τ is approximately

given by
1

τ
=
σc

N

∫
ρ2dV , (8.17)

where σ is the cross section for scattering beyond the energy acceptance, ρ is
the bunch particle density, N the total number of particles in the bunch,
and V represents the volume. For a constant beam energy and charge, the
lifetime can be increased by increasing the bunch length and thus reducing the
volume density ρ (nominally not coupled to the transverse emittances so that
the transverse brightness remains unchanged). We note that a more accurate
expression of the Touschek beam lifetime can be obtained by integrating
the differential cross section over the momentum distribution of the beam,
taking into account the correlations between position and momentum and
between the different degrees of freedom as well as the variations of the
optical functions around the ring, and always weighting with an appropriate
convolution of two beam distribution functions [36, 37].
The increase of the bunch length using higher harmonic rf systems can

be easily understood from Fig. 8.10. Here a third harmonic cavity is added
to the primary rf such that the vector voltage seen by the beam is constant
over the length of the bunch.
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Fig. 8.10. Conceptual illustration of bunch lengthening with a higher harmonic
cavity (Courtesy J. Byrd, 1999)

For electrons with nonzero synchronous phase, the total voltage is given
by

V (t) = V̂
[
sin(ωrft+ φ1) + k sin

(
n(ωrft+ φh)

)]
, (8.18)

where ωrf and V̂ are the angular rf frequency and voltage of the fundamen-
tal rf, n is the ratio of higher harmonic to main accelerating cavity frequencies,
k is the desired net voltage ratio for the two rf amplitudes, φ1 is the phase
of the primary rf system measured with respect to the zero crossing, and φn
the harmonic phase. We assume that the bunch center arrives at time t = 0.
Note that in (7.5) we defined the synchronous phase φs with respect to the
crest of the rf, so that φs = φ1 − π/2.
Then, we must have eV (0) = U , where U is the energy loss per turn

(taken here to be dominated by synchrotron radiation). For optimum bunch
lengthening both the slope and the curvature of the net voltage at the position
of the bunch are zero, i.e.,

dV

dt

∣∣∣∣
t=0

= 0 and
d2V

dt2

∣∣∣∣
t=0

= 0 . (8.19)

The potential seen by the beam with and without a third harmonic rf system
is shown in Fig. 8.11.
Equations (8.18) and (8.19) determine the optimum amplitude and phase

of the harmonic cavity (see also [30]):

k2 =
1

n2
−
(U/(eV̂ ))2n2

(n2 − 1)2
,

tanφh =
nU/(eV̂ )√

(n2 − 1)2 − (n2U/(eV̂ ))2
,

sinφ1 =
n2

n2 − 1

U

eV̂
. (8.20)
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Fig. 8.11. Potential seen by circulating bunch with and without a harmonic cavity
for the parameters of the ALS (Courtesy J. Byrd, 1999)

Simulations for the expected longitudinal density distribution are shown for
the case of the ALS in Fig. 8.12.
The third harmonic RF system at the APS [29] consists of five single-

cell copper 1.5 GHz cavities which are driven passively by the beam. With
the resulting decreased peak charge density, an increase in beam lifetime
exceeding a factor of two has resulted [38].
The beam current distribution, or fill pattern, has been shown to strongly

affect the obtainable beam lifetimes [38] due to transient beam loading effects.
Transient beam loading effects arise, because the beam is not a continuous
current, but consists of bunches, and often these bunches are not uniformly
distributed around the rings. A frequent beam pattern is one or several trains
of equally spaced bunches, separated by ‘gaps’ without any bunches. Such
gaps may be introduced, for example, to remove ions or photo-electrons,
which otherwise are attracted and trapped by the beam electric field.

Fig. 8.12. Bunch length with and without a third harmonic cavity at the ALS
(Courtesy J. Byrd, 1999)



8.5 Harmonic Cavities 189

Fig. 8.13. Beam phase modulations measured at the ALS with a large (17% gap,
top) and a small (2.4% gap, bottom) in the beam fill pattern (Courtesy J. Byrd,
2001)

Streak camera measurements of the longitudinal distribution versus bunch
number are shown in Fig. 8.13 for the case of a large gap (17%) and for a small
gap (2.4%) in the fill pattern. To date, simulation results of the variation in
synchronous phase show good qualitative agreement with the measurements,
yet do not explain the measured increases in the bunch length and beam
lifetime [38].
The implications of phase variations along the fill pattern are two-fold.

Most importantly, the gain in bunch-by-bunch feedback loops is reduced by
such a phase variation. On the other hand, the increased interbunch or in-
trabunch phase spread contributes to increased Landau damping.
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8.6 Energy Spread

As compared with the other 5 dimensions of a beam’s phase space, the sec-
ond moment corresponding to the beam energy spread is perhaps the most
difficult to measure and control. In circular accelerators, lepton beams are
naturally radiation damped to the limit of quantum fluctuations. Hadron
beams on the other hand experience emittance dilutions particularly if sub-
jected to internal targetry. For this reason various cooling mechanisms (see
chapter 11) have been devised to combat large energy spreads.
Experience at both lepton and proton accelerators with high beam cur-

rents has shown that as the currents are increased, single-bunch instabilities
due to longitudinal wake fields, dominated by the so-called microwave insta-
bility, can lead to an increase in the beam energy spread. Measurements at
the SLC damping ring made with a wire scanner in a region of high dispersion
in the extraction line are shown in Fig. 8.14. These measurements demon-
strated a dramatic increase in the bunch energy spread beyond currents of
about 1.5×1010 particles per bunch [39]. While relatively unimportant pro-
vided that the distribution remains stable from pulse-to-pulse, observations
have shown that the increased energy spread is often associated with random
turbulent bunch lengthening. Detailed analyses of this yet not fully under-
stood phenomenon are beyond the scope of this book. Rather we will focus on
methods for preserving, controlling, and minimizing the beam energy spread
in linear accelerators and transport lines, assuming a constant incoming en-
ergy spread. We have already seen one example whereby the energy spread
of a beam is increased as the bunch length is decreased using bunch precom-
pression and bunch compression.

Fig. 8.14. Measured energy spread of beams exiting the SLAC electron damping
ring as a function of beam current. The total cavity voltage in this measurement
was 945 kV
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In a linear accelerator, the energy of the particles with longitudinal density
distribution ρ(z) is a sum of the injected beam energy E0, the energy gained
in acceleration from each klystron ΔEi, and the losses from longitudinal wake
fields W‖ [40, 41]:

E(z) = E0 +

Nklys∑
i=1

[
ΔEi cos(φi + φ(z)) +ΔsiNbe

∫ ∞
z

W i‖(z
′ − z)ρ(z′)dz′

]
,

(8.21)
where φi is the klystron phase (i.e., referring to the arrival time of the
beam with respect to the crest of the rf in the ith acceleration section),
φ(z) = 2πz/λrf , λrf = c/frf the rf wavelength at frequency frf , Nb the bunch
population,W‖(z) is the longitudinal wake function per unit length in units of
eV/(Cm) as a function of particle distance z, ρ(z) is the normalized longitudi-
nal beam density, and Δsi gives the distance between successive accelerating
sections powered by different klystrons.
The energy spread of the bunch σE is obtained by averaging over the

particle distribution after subtracting out the mean energy 〈E〉 of the bunch.
Normalized to the mean energy of the bunch

〈E〉 =

∫ ∞
−∞
E(z)ρ(z)dz , (8.22)

the relative energy spread is

σE
E
=
1

〈E〉

[∫ ∞
−∞

(
E(z)− 〈E〉

)2
ρ(z)dz

] 1
2

. (8.23)

In the low-current limit, the beam does not take away any energy from the
accelerating structures and the beam is placed on the crest of the rf wave to
achieve both maximum acceleration and minimum energy spread within the
bunch. At higher beam currents while invoking BNS damping, the klystrons
in the first part of the linac are phased to impart relatively higher energy to
the head of the bunch while in the latter part of the linac the klystrons are
phased to restore the energy spread to less than the energy acceptance of the
downstream target area or beam-delivery system.
At even higher bunch currents, one must carefully balance the two terms in

square brackets in (8.21), that is cancel the energy variation along the bunch
arising from the slope of the rf and that from the longitudinal wake field.
Shown in Fig. 8.15 are sketches illustrating such cancellation. The effective rf
gain representing the vector sum of all accelerating stations is plotted versus
time (left) together with the projection of the charge distribution which shows
the resultant energy spread of the bunch (right). At low current, a bunch
placed on crest has minimum energy spread. Off crest, a position-energy
correlation is introduced and the energy spread is increased. At high current,
due to longitudinal wake field, or beam loading, a bunch placed on crest has a
large energy spread. For short, high intensity bunches, the energy spread may
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Fig. 8.15. Effective energy gain
(left) and energy spread (right) for
low (a) and high (b) current bunches
illustrating optimum phasing of the
rf structures for minimum energy
spread

be minimized by placing the beam off-crest as shown. In this case the beam-
induced wake field (dotted line) exactly cancels the slope of the rf across the
bunch.
The energy spread can also be modified by changing the longitudinal beam

distribution in the linac. A clever technique of adjusting the bunch shape in
the SLC linac consisted in raising or lowering the compressor voltage, relative
to the ideal case of maximum compression (see Sect. 8.1). These two modes
of operation are called overcompression or undercompression, respectively.
Although the same rms bunch length can be obtained with either mode, the
shape of the bunch is quite different, which is partly due to an initial distor-
tion caused by impedance effects in the upstream damping ring. Operation
with overcompression produced the desired forward-peaked distribution [42]
and was used to avoid undesirable energy tails at the end of the linac [43]
(see also Fig. 8.20).
Simulation results using (8.3) are shown in Fig. 8.16. While perhaps nonin-

tuitive, simply by ‘overcompressing’ the bunch, the tails in the energy spread
distribution could be eliminated without diluting the longitudinal beam emit-
tance. Measurements of the beam at the end of the SLC linac in a dispersive
region are shown [43] in Fig. 8.17 with undercompression (left) and with
overcompression (right). The absence of the low energy tails in the latter
case justified the routine use of over-compressed beams at the SLC.
In linear accelerators with high current bunches the longitudinal den-

sity profile can be further adjusted (so-called bunch shaping) to minimize
transverse emittance dilutions arising from short-range wake fields and/or
dispersion. This is particularly useful since the outgoing energy spread, and
especially energy ‘tails’, often cause even further emittance dilutions down-
stream due to chromatic aberrations in the final focus systems.
Minimization of the energy spread depends critically on the single-bunch

charge. In the single particle approximation, the energy gained through an
accelerating structure is
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Fig. 8.16. Longitudinal phase space (top) and projections onto time axis (bottom)
with undercompression (left) and with overcompression (right) (Courtesy F.-J.
Decker, 1999)

Fig. 8.17. Measurements of the beam profile at a dispersive location at low com-
pressor voltage (left) and with bunch overcompression (right) (Courtesy F.J. Decker,
2000)

eV = EkLk cosφk , (8.24)

where Ek is the accelerating gradient in units of MeV/m, Lk is the length
of the accelerating region, and φk is the time-like variable representing the
phase of the particle relative to the crest of the rf. The magnitude of Ek
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and the definition of the phase φk include possible effects of klystron phase
errors.
For a bunch of particles, the energy seen by a given particle is reduced

due to loading of the accelerating structure by leading particles within the
bunch. Letting φ0 represent the phase at the head of the bunch with respect
to the crest of the rf, the total energy gain at the end of the linac becomes

eV (φk) = EkLk cosφk +Nbe

φ0−φk∫
0

ρ(φ′)W‖(φ0 − φk − φ
′)dφ′ , (8.25)

where ρ(φ′) represents the bunch charge distribution, and W‖ is the wake
function for the entire accelerator and is given by the product of the single-
bunch wake field times the number of accelerating structures.
Minimum energy spread within the bunch requires that V (φk) is indepen-

dent of φk; that is
∂V (φk)

∂φk
= 0 . (8.26)

It has been shown [42] that there exists a solution for the bunch charge
distribution ρ(φ) which satisfies this criterion, and which can be obtained by
numerically solving

ρ(x) =
EkLk
W‖(0)

sin
(
φ0 − φ̃

)
+Nbe

φ̃∫
0

∂W‖

∂φ̃

(
φ̃− φ′

)
ρ(φ′)

W‖(0)
dφ′ , (8.27)

Fig. 8.18. Optimum bunch shape for beam loading compensation in the SLC linac.
The bunch head is on the left (Courtesy G. Loew, 1999)
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where φ̃ ≡ (φ0 − φk). The interpretation of (8.27) is quite analogous to that
shown in Fig. 8.10. Only in this case, the voltage provided by the higher
harmonic cavity is replaced by the decelerating voltage induced by beam
loading of the leading particles within the bunch.
The solution given in (8.27) is shown in Fig. 8.18 for the SLC linac. The

horizontal axis shows the phase angle of particles within the bunch measured
with respect to φ0 with the leading particles located at zero phase angle.
The different curves labelled by φ0 designate the position of the head of the
bunch with respect to the crest of the rf in units of degrees, and the points
marked ‘T ’ indicate where the integrated bunch charge reaches the design
single bunch population of Nb = 5 × 1010 particles per bunch. As can be
seen, for minimum energy spread, the preferred charge distributions tend in
general to have a steeply rising edge.

Fig. 8.19. Conceptual illustration for optimizing the relative phase of the beam
for the case of very long bunches. The accelerating field Erf and the longitudinal
wake fieldW‖ are shown in (a). The longitudinal profiles and their projections onto
the energy axes are shown for different relative phases (between the beam and the
rf wave) in (b)–(d) (Courtesy J. Seeman, 1999)
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The tradeoff between bunch length and energy spread in a linear accelera-
tor is illustrated in Fig. 8.19, which shows the effect of the combined voltages
from the power source ERF and the longitudinal wake field W‖. On the left
is depicted the longitudinal phase space of a long bunch while the projec-
tion onto the energy axis is given on the right. In the limit of long bunches
one can see that a ‘double-horned’ distribution produces the minimum rms
energy spread.
Measured energy spread profiles taken at the end of the SLAC linac are

shown in Fig. 8.20. A wire scanner located in a dispersive region of a down-
stream transport line was used to measure the profile σw. The energy spread
σδ was inferred by subtracting out, in quadrature, the contribution from the
betatron beam size σβ =

√
εxβx:

σδ =
√
σw2 − σβ2 . (8.28)

The angle φ denoted in the figure shows the BNS phase angle at the time of
the measurement. These data show clearly the effects of not only misphasing
the linac, but the additive contributions of the short-range longitudinal wake
field and have been used together with simulation [44, 45] to determine the
longitudinal bunch distribution at the SLC.

Fig. 8.20. Energy spread measurements taken at the end of the SLAC linac for
different BNS phases (φ) (Courtesy K. Bane, 1999)
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8.7 Energy Compression

The energy spread of a single bunch can be made smaller (at the expense of in-
creased bunch length) using reverse application of a bunch length compressor.
In this case, the beam first passes through a region with an energy-dependent
path length, in which the particles of different energy are separated in time.
Following this is an accelerating section which decelerates and accelerates
the high and low energy particles, respectively. Energy compression for sin-
gle bunches was designed and implemented [46] for the positron transport
line into the SLAC positron damping ring. The net increase in particle yield
was observed to be about 10%.

8.8 Beam Loading and Long-Range Wake Fields

In the quest for obtaining ever-increasing total beam currents, both newly
constructed and future accelerators have in common bunch trains consisting
of multiple, closely spaced, high-current bunches. In both linear and circular
accelerators this may lead to a relative phase shift between the bunches of a
bunch train (an example was shown in Fig. 8.13).
When a beam passes through an accelerating cavity, it induces a voltage

Vb,m in each mode m of the cavity. The induced voltage is always retard-
ing; that is, the beam-induced voltage always acts to decelerate the beam.
Expressed another way, the beam always takes energy away from the cavity.
This is refered to as beam loading.
The fundamental theorem of beam loading [47] is relevant on short time

scales (i.e., for a single pass through an accelerating cavity). The theorem
states that the voltage that a test particle would experience when trailing
a (point) source particle at time t0 > 0 is exactly twice its beam induced
voltage at t0 = 0. More generally, the induced voltage, or wake potential,
Vδ is given by

Vδ(t0) = 0 for t0 < 0

= −kq for t0 = 0

= −2kqe
−
t0
τf cosωrft0 for t0 > 0 , (8.29)

where τf = 2Q/ωrf is the fill time of the cavity and Q is the cavity quality
factor. Here, the variable

k =
ω

2

(
R

Q

)
(8.30)

is called the loss parameter which tends to be determined by the structure
geometry close to the beam. In practice, k is often calculated for each cavity
mode using numerical programs, e.g., MAFIA. The wake potential describes
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the electromagnetic field that the point-like beam generates as it interacts
with its surroundings and how this field acts back on the beam, thus per-
turbing its motion.
We consider next the effect of multi-bunch or multi-turn beam loading,

which is caused by the interaction of the beam with the fundamental ac-
celerating mode of the rf cavity on successive bunch passages. In addition,
there is also a short-range effect, which consists of the superposition of many
higher-order cavity modes. These higher-order modes are usually damped, so
that the short-range wake field quickly decays. The fundamental mode on the
other hand is used for the acceleration, and, hence, it necessarily exhibits a
weak damping, or a high Q value.
In a circular accelerator containing a single accelerating cavity and a single

particle bunch, the steady-state (t � τf ) beam-induced voltage Vb is given
by summing over the contribution from all previous turns. For short bunches,
using (8.29) with Trev denoting the revolution frequency,

Vb = −kq − 2kq
∞∑
n=1

e
−
t0
τf cosωtoδ(t0 − nTrev)

= −2kq

[
∞∑
n=0

e
−
t0
τf cosωto +

1

2

]
δ(t0 − nTrev)

= −2kq

[
∞∑
n=0

e
−nTrevτf cosnωTrev +

1

2

]
. (8.31)

Driving the cavity near its resonance frequency, i.e., taking ω = ωrf , and
noting that cos(nωTrev) = 1 for all n, we can simplify this expression and
find

Vb = −2kq

[
∞∑
n=0

e−
nωrf
2Q Trev +

1

2

]

= −2kq

[
1

1− e−
nωrf
2Q Trev

+
1

2

]
. (8.32)

Neglecting the small self-loading term (factor 1/2), and applying

1

1− e−x
≈
1

x
for x =

ωrfTrev
2Q


 1 , (8.33)

we then obtain

Vb = −2kq

(
2Q

ωrfTrev

)
, k =

ω0
2

(
R

Q

)
= −2qfrevR

= −IbR . (8.34)



8.8 Beam Loading and Long-Range Wake Fields 199

This simple result shows that with the cavity tuned to resonance, the beam-
induced voltage is simply given by the beam current at the resonance fre-
quency (Ib = 2Idc) times the cavity impedance. (Note that this is the loaded
impedance, i.e., the combined impedances of the cavities, the connecting wave
guides and rf power source, and the possible influence of rf feedback loops.
The minus sign, again, indicates that the beam takes energy away from the
accelerating cavity.
Application of (8.29 and 8.34) to the transport of high current particle

beams is a subject of great interest in modern accelerators. In the extreme
short-range limit (t < σzω/c), the variable t0 may represent the time inter-
val between particles within a single bunch in which case, by causality, the
charge q represents the charge of all preceding particles within the bunch. As
the beam current is increased, eventually, as many experimental and theo-
retical studies have shown, the ensuing motion can become unstable. BNS
damping in a linac is used, for example, to avoid the beam breakup instability
associated with short-range wake fields.
At the SLC high beam currents were achieved using BNS damping and

single, widely spaced bunches each of high charge (about 4 × 1010 particles
per bunch). At such high bunch charges, the effects of long-range wake fields
(t ∼ τbb, where τbb is the spacing between bunches) were also observed. Shown
in Fig. 8.21 is a measurement [48] showing the orbit oscillation induced after
changing τbb by 1 (of about 170) rf buckets. Using similar measurements with
variable bunch spacings, the frequency of the driving mode could be roughly
determined and compared with numerical models. Interestingly, the simplic-
ity of the SLC (FODO) lattice and the different sign of accelerated particle
species was such that the deflections due to the higher-order wake fields added
coherently along the SLC linac. To minimize this resonant build-up, the sym-
metry of the focussing was changed using a so-called ‘split-tune’ lattice [48].

Fig. 8.21. Measured vertical difference orbit of the trailing electron bunch (solid
line) after displacement of the leading positron bunch by 1 rf bucket (dashed line)
in the SLC linac
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Here the horizontal and vertical phase advances were changed so as not to
be equal. In this way, resonant excitation of the leading positron bunch had
less influence on the trajectory of the trailing electron bunch (the horizon-
tal phase advance of the electrons equals the vertical phase advance of the
positrons). The pulse-by-pulse jitter of the electron bunch was reduced [48]
by about 15% horizontally (from 0.4σx to about 0.35σx) and 30% vertically
(from 0.75σy to about 0.50σy).
The preferred way nowadays to achieve even higher beam currents, while

avoiding intrabunch beam instabilities arising from increased single-bunch
beam currents, uses multiple bunches (often called a bunch train) each with
lower single-bunch beam currents. In this case, t0 in (8.29) refers to the
spacing between appropriate bunches. Now the beam-induced voltage expe-
rienced by a particular bunch is given by the sum of the voltages induced by
all preceding bunches each obtained by evaluating (8.29) at the appropriate
time t0 = Nτbb, where N denotes the number of bunch spacings to the pre-
ceeding bunch of interest. In future linear collider designs with multi-bunch
beams, research and development in the design of the accelerating structures
aims towards minimizing the strength of the offending modes. An example,

Fig. 8.22. Horizontal (crosses) and vertical (diamonds) wake field measurements
and predictions (solid lines) in the X-band structure test at ASSET at SLAC (cour-
tesy C. Adolphsen, 2002)
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from the Accelerator Structure Setup (ASSET) facility at SLAC, is shown in
Fig. 8.22 [49]. Here again, the spacing between the drive and trailing bunches
was varied and the particle orbits were recorded and analyzed to give deflec-
tion seen by the trailing bunch and so determine the strength of the transverse
wake field.
In existing circular accelerators operating already with high current,

multi-bunch beams, much effort has been devoted to carefully developing
and testing new cavity and feedback designs. At KEKB novel ARES [50]
energy-storage cavities, super conducting cavities, and multi-bunch feedback
are used to minimize the effect of wake fields. At PEP2 higher-order mode
dampers and both multi-bunch and rf feedback are used. While bunch-to-

Fig. 8.23. Measured beam currents and beam phases for the PEP-II electron and
positron beams (Courtesy P. Corredoura, 2000)

Fig. 8.24. Measured phase difference between the PEP-II electron (HER) and
positron (LER) beams (Courtesy P. Corredoura, 2000)
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bunch stability at both accelerators is excellent, even at total currents in the
range of Amperes, beam loading is still an issue.
As an example, measured phase changes across the bunch fill patterns

are shown in Fig. 8.23 from the PEP2 B-factory. The bunch distribution was
uniform with a 5% gap in the fill pattern. This nonuniformity in the fill results
in a change in cavity voltage along the bunch train and, from (7.5), a change
in synchronous phase. This phase variation leads to a reduction in gain of
the feedback loops. In addition, the phase difference between the two trains
must be minimized to ensure the desired (longitudinal) collision point and
hence the highest possible luminosity. The difference in the phase transients
of the two beams is shown in Fig. 8.24.

8.9 Multi-Bunch Energy Compensation

Two methods, known as Δf and Δt compensation have been proposed to
combat multibunch phase transients in linear accelerators. Shown in Fig. 8.25
is the principle of Δt compensation [51]. Here the voltage Vk represents the
voltage response of a finite bandwidth accelerating structure to a step func-
tion input pulse. The lower curve represents the beam-induced voltage Vb
of the entire bunch train. By injecting the beam prior to the time the linac
structure is at peak voltage, the vector sum Vk+Vb is observed to be flat
over the duration of the bunch train. The projected energy spread is there-
fore minimized and the phase relationship between the bunches is constant.
The principle of the Δf compensation is illustrated [52] in Fig. 8.26. In

this design from the ATF in Japan, some fraction of the many accelerating
structures are slightly detuned by±δf . The different bunches therefore obtain
a different energy gain which depends on their location within the train.

Fig. 8.25. Conceptual diagram illustrating multi-bunch, Δt beam loading and
energy compensation
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Fig. 8.26. Conceptual diagram illustrating multi-bunch, Δf beam loading and
energy compensation [53] (Courtesy J. Urakawa, 1999)

With some structures detuned by +δf and some by −δf the position-energy
correlations introduced by the slope of the rf cancels. In this way, not only is
the projected energy spread along the bunch train minimized, but the energy
spread of each bunch is also preserved.
Beam loading compensaton using the Δt method may be advantageous

since the correction may be applied locally at each accelerating section. On
the other hand it is anticipated [51] that about 10% more power is required
relative to the Δf compensation scheme.

8.10 Damping Partition Number Change
via RF Frequency Shift

The generation of small emittance beams is a key issue for synchrotron light
sources, collider rings, and for future linear colliders. Dedicated accelerators
have been designed to produce such beams, but techniques to further reduce
the design emittances would yield immediate improvements. At injection into
such accelerators, the transverse beam emittances are large and often fill a
large fraction of the dynamic aperture. For lepton beams, at later times after
the beam has radiation damped, the horizontal damping time and equilibrium
emittance may be reduced by shifting the rf frequency, such that the particle
orbit moves inwards. By passing off-center through the quadrupoles in regions
of nonzero dispersion, the horizontal partition number Jx is changed. This
reduces both the horizontal damping time and equilibrium emittance. In
addition, to the extent that the vertical emittance is determined by betatron
coupling, the reduction in horizontal emittance may be accompanied by a
corresponding reduction in vertical emittance.
The horizontal damping time and beam emittance are both inversely pro-

portional to the horizontal partition number Jx = 1−D, where [54]
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D =

∫
DxG(G

2 + 2k)ds∫
G2ds

. (8.35)

Here Dx is the horizontal dispersion, G = 1/ρ and k describe the inverse
bending radius in m−1 and the quadrupole focusing gradient m−2, respec-
tively, and the integrals are evaluated around the ring circumference. For the
non-combined function magnets in the SLC damping ring, Gk ≈ 0.
For a beam orbit offset Δx in the quadrupoles, the change in D is given

approximately by

ΔD ≈
2k2Dx,qLqNq
2π/ρ

Δx , (8.36)

where k = ec
E
(∂B
∂x
) with e = 1.6× 10−19 C, c = 3× 1010 m/s, E = 1.19 GeV,

ρ is the local bending radius, Dx,q is the dispersion at the quadrupoles, and
Lq andNq are respectively the quadrupole length and number of quadrupoles.
The orbit may be offset in the quadrupoles by either changing the acceler-

ating frequency or by physically displacing the magnet support girders. Emit-
tance optimization using the accelerating frequency has been used in e+e−

storage rings previously [55] and is used routinely at LEP [56]. The effect of
changing the geometric ring circumference was already dicussed in Sect. 4.3.1.
The circumference adjustment is applicable provided that the transverse ac-
ceptance is not limited and that the injected beam energy spread is small
compared to the energy acceptance. At the SLC, the electron damping ring
was ’stretched’ [57] in 1992 by 9 mm for a 15% increase in Jx. In doing so, the
energy aperture at injection was reduced yet without any loss in transmitted
beam current. For the case of the positron damping ring, the incoming beam
filled the entire aperture so stretching the accelerator was not an option.
Shown in Fig. 8.27 is a calculation of the horizontal emittance γεx as

a function of time for 4 different frequency offsets for the case of the SLC
damping rings. It is assumed that the beam is injected at the nominal rf
frequency of 714 MHz with an initial emittance of 20× 10−5 m-r. The accel-
erating frequency is increased after 1 ms (dashed line) for which the longitu-
dinal emittance has damped by about a factor of 2. The simulations (using
SAD [58]) with a trapezoidal approximation for the bending magnet fringe
fields show a half unit reduction (i.e., 15–20%) in normalized emittance with
a 100 kHz frequency change, while the damping time reduces from 3.4 ms to
3.0 ms.
At storage rings and colliders, there is no tight tolerance on maintaining

the desired rf frequency. In a damping ring, the time required to reset the
frequency and relock the beam phase to the desired extraction phase is critical
since the frequency must be ramped back to nominal just before extraction
in order not to introduce any energy and/or phase errors in downstream
subsystems (in our example, the SLC bunch compressor and the SLC linac).
Minimizing this time [59] is critical since reverting to the nominal rf frequency
is associated with corresponding antidamping of the beam.
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Fig. 8.27. Normalized horizontal beam emittance as a function of store time for
different frequency shifts calculated for the SLC damping rings. The full store time
is shown with an expanded view near beam extraction at 8.33 ms shown in the
insert. The curves, when viewed from top to bottom, correspond to frequency shifts
of 0, 50, 100, and 150 kHz, respectively

As a practical point, with a change in accelerating frequency, the acceler-
ating cavities are detuned by an amount characterized by the tuning angle φz
which is given by

φz = tan
−1

[
2Q

(
f0 − frf
f0

)]
, (8.37)

where Q is the loaded cavity quality factor, f0 is the resonant frequency of
the cavity, and frf is the frequency of the applied rf. With the cavity tuners
fixed, the new tuning angle φz

′ corresponding to the new applied rf frequency
frf
′ = frf + δfrf is given by

tanφz
′ = 2Q

[
1− (1−

1

2Q
tanφz)

frf
′

frf

]
. (8.38)

An example is shown in Fig. 8.28(a). Typically, the tuning angle is set for
minimum reflected power:

φz|φl=0 = −
IbR

V̂
sinφb , (8.39)

where Ib is twice the dc beam current, R is the total loaded impedance, V̂ is
the total cavity voltage in units of V, and φb is the synchronous beam phase
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Fig. 8.28. Cavity tuning considerations. The initial and final tuning angles at frf
and frf

′ = frf + 100 kHz, respectively, are shown in (a). The stability boundary
for cavity voltage regulation at 600 kV is given by the two solid curves in (b). The
dashed curves show the loading angle φl which is measured and regulated by the
tuner feedback loops. At zero beam current the loading angle is equal to the tuning
angle

measured with respect to the crest of the accelerating rf. The loading angle φl
is related to the tuning angle φz by

tanφz =

(
1 +
IbR

Vc
cosφb

)
tanφl −

IbR

Vc
sinφb . (8.40)

In the case of the SLC, at zero beam current the cavity detuning exceeded
the power capabilities of the power source as indicated by the lower solid
curve in Fig. 8.28(b).
Assuming sufficient frequency aperture, which may be restricted, e.g., by

transverse betatron resonances that can be encountered during the frequency
ramp with nonzero chromaticity or by a physical aperture in a region with
nonzero dispersion, the maximum frequency change may be limited by either
available rf power as discussed above or by the damping poles [60] at which
the damping rate becomes zero.
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Fig. 8.29. Nominal emittance at in-
jection to the SLC linac without an
rf frequency shift in the upstream
damping ring. The measured normal-
ized emittance was 3.30± 0.07 m

Fig. 8.30. Normalized emittance
measurement at injection to the SLC
linac with a 62.5 kHz frequency shift
in the upstream damping ring. The
normalized emittance was reduced
from 3.30± 0.07 m to 2.66± 0.06 m
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Measurements [61] showing the effect of a frequency ramp in the SLC
positron ring are given in Figs. 8.29 and 8.30. In this experiment, the down-
stream compressor was turned off in order to more cleanly detect the ef-
fect of the frequency shift on the beam emittance. From Fig. 8.30, with a
62.5 kHz shift, the reduction in normalized emittance was from 3.30±0.07 m
to 2.66± 0.06 m. For the electron damping ring, the frequency shift reduced
the horizontal normalized emittance from 3.22 ± 0.08 m to 2.93 ± 0.07 m.
We expected that the emittances at the entrance of the final focus would be
reduced by a similar amount to γεx = 5.2× 10−5 m and γεy = 1.1× 10−5 m,
and, using the 1997 SLC interaction point parameters with rms angular di-
vergences of θx = 450 μrad and θy = 250 μrad, the corresponding rms beam
sizes at the collision point were estimated to be σx = 1.3 μm and σy = 0.5 μm.
With a 1 mm bunch length and 4× 1010 particles per bunch, the luminosity
was computed by the code Guinea-Pig [62] to be 4.3 × 1032 m−2 per colli-
sion. This corresponded to an estimated increase of over 40% in luminosity
by application of the frequency shift in the damping rings. Unfortunately, no
rigorous study was undertaken to experimentally quantify the effect of the rf
frequency shift on the SLC luminosity.
Decreasing the beam emittance by changing the damping partition num-

bers is also part of the HERA luminosity upgrade [63]. To maintain matched
beam sizes, with a reduced proton beam size resulting from the modified
optics at the interaction points of HERA, the electron beam size must be
reduced. The approach that was taken is twofold: stronger focussing in the
arcs, which reduces the horizontal equilibrium emittance, and a +200 Hz rf
frequency shift, which changes the damping partition numbers.

Exercises

8.1 Phase Tolerances in a Bunch Compressor

Consider a 1.2 GeV electron beam passing through a 2856 MHz compres-
sor cavity and a transport line with R56 = −0.6 m. Sketch the error in the
final phase as a function of injection phase error for different accelerating
voltages. At which compressor voltage is the final beam phase, behind the
compressor region, minimially sensitive to initial phase errors?

8.2 Bunch Precompression

a) Describe (or sketch) the motion of the beam centroid in longitudinal
phase space for the following process:

V̂ = V0 for t < t0

= 0.75V0 for t0 < t < t1 =
τs,l
8

= V0 for t1 < t < t2 =
τs,h
4
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= 0.75V0 for t2 < t < t3 =
τs,l
8

= V0 for t3 < t < t , (8.41)

where τs,l is the synchrotron period at the lower voltage and τs,h is the
synchrotron period at the higher voltage.

b) Taking into consideration a multiparticle beam, describe the particle
distribution in phase space during the process given by comparing initial and
final states. Show that the the bunch length is compressed (at the expense
of increased energy spread).

8.3 Harmonic Cavities

a) Verify the equations given in 8.20.
b) Sketch the relative phase between the two rf systems of Fig. 8.10 as the

ratio of radiative losses to primary rf voltage varies from zero (proton beam
limit) to slightly less than one.

8.4 Minimum Voltage Required for Beam Storage

The power Pγ radiated due to synchrotron radiation per turn by an elec-
tron or positron may be expressed [54] as

Pγ =
cCγ
2π

E4

ρ2
, (8.42)

where c is the speed of light, Cγ = 8.85 × 10−5 m-GeV−3, E is the beam
energy in GeV, and ρ is the local radius of curvature of the bending magnets.
a) For an accelerator (without insertion devices) with ρ = 2 m and E =

1GeV, what is the total radiated power for 1011 particles?
b) With a 100 ns particle revolution period, at what voltage could the

beam no longer be captured? What is the synchronous phase at this voltage?
Assume that there are no other energy loss sources.
c) For low current beams, the electron bunch length scales with the total

accelerating voltage V as V −
1
2 . What is the disadvantage of lowering the

cavity voltage for increased bunch length compared with the use of harmonic
cavities?

8.5 Phase Shift along a Bunch Train

The cavity fill time τf describes the time evolution of the cavity voltage
in response to a step function. For example, if a cavity initially at amplitude
V0 has suddenly its power source turned off, then the cavity voltage decays
as

V̂ (t) = V0e
− t
τf , where τf =

2Q

ωrf
. (8.43)

For the case of a storage ring with fast feedback, estimate the change in
synchronous phase across a 500 ns long bunch train of 100 mA average beam
current along the train, and cavities with a loaded Q of Q = 3000, a total
impedance of 5 MΩ, an rf frequency of 476 MHz, and an external rf voltage
of 10 MV.





9 Injection and Extraction

In transferring the beam from one accelerator to another, preservation of
the beam properties is essential. Injection should be accomplished with min-
imum beam loss and often minimal emittance dilution. Single-turn injection,
in which a single bunch of particles is injected into a single empty rf bucket,
is usually straightforward. In many cases, however, to attain higher bunch
currents, one may also wish to accumulate beam in a storage ring by reinject-
ing different beam pulses into the same rf bucket. This is called multi-turn
injection. In addition to conventional schemes, there are several new or more
exotic injection techniques, devised to control and improve the properties of
the stored beam.
Extraction refers to the removal of beam from an accelerator. It is roughly

the reverse process of injection. One difference is that usually at extraction
the beam energy is higher. Thus space charge effects are less important,
but the hardware requirements for the septa and kicker magnets are more
challenging. A high extraction efficiency is necessary to avoid activation of
accelerator components and also to make optimum use of the accelerated
beam, e.g., to achieve the maximum luminosity. Which extraction procedure
is chosen depends on the specific application. Fast one-turn extraction is used
for transferring bunches between different circular machines in an accelerator
chain. For fixed-target experiments, slow extraction by the controlled excita-
tion of nonlinear betatron resonances is a common technique, which provides
a slow uniform depletion of particles in the ring, i.e., ‘spill’. Again, several
novel extraction schemes are being studied, for example, extraction using a
bent crystal.
A good overview of conventional beam injection and extraction can be

found in [1] and [2].

9.1 Transverse Single-Turn Injection

For single-turn injection, the beam is brought onto the central orbit using a
septum magnet and a fast kicker element, as illustrated in Fig. 9.1. In the
following, we assume that the injection is performed horizontally. The expres-
sions derived can be extended easily to the vertical case, or to a combined
horizontal and vertical injection.
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Fig. 9.1. Schematic of single-turn
injection with septum and kicker:
(top) magnet arrangement, (bottom)
phase-space diagram. The septum
strength is adjusted to place the
beam onto the line describing an an-
gle μ (the phase advance from sep-
tum to kicker) with respect to the
vertical [1]

At the exit of the septum, the injected beam must be at a horizontal
distance xsep from the center of the machine aperture:

xsep ≥ nxiσxi + nxsσxs +Dx

(
Δp

p

)
i

+ xco,rms + xi,rms + dsep , (9.1)

where σxi, σxs are the rms beam sizes of the incoming beam and of the
stored beam, respectively, nxs is the beam stay-clear in the ring required
for sufficient beam lifetime or negligible injection losses in units of the rms
beam size of the stored beam (e.g., reasonable values may be nx ≥ 8 for
electron rings, and nx ≥ 4 for proton rings), nxi is the beam stay-clear for
the injected beam also in units of its rms beam size, (Δp/p)i the relative
momentum deviation of the injected beam with respect to the ring energy,
Dx the dispersion function, xco,rms the rms closed-orbit offset at the location
of the septum, xi,rms the rms orbit variation of the injected beam, and dsep
the thickness of the septum. For simplicity in (9.1) we have assumed that the
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injected and the stored beam have the same beam stay-clear, in units of their
rms beam size.
The injected beam must be positioned at the center of the aperture when

it reaches the kicker. Let R denote the 2 × 2 transport matrix between the
septum and the kicker. Requiring that the beam be on-axis at the kicker,
the condition xkic = R11xsep +R12x

′
sep = 0, where xkic denotes the position

of the beam with respect to the center of the kicker magnet, determines the
correlation of angle x′sep and offset xsep of the injected beam at the exit of
the septum:

x′sep = −
R11
R12

xsep = −
αsep + cotμ

βsep
xsep , (9.2)

where μ denotes the phase advance from septum to kicker, and αsep and
βsep are the beta and alpha function at the septum. The angle x

′
sep can be

adjusted by changing the strength of the septum magnet, in order to meet
condition (9.2).
Using (9.2) the slope of the injected beam at the kicker is

x′kic = R21xsep +R22x
′
sep =

(
R21 −

R11
R12
R22

)
xsep = −

1

R12
xsep . (9.3)

To position the injected beam on the design orbit in the ring, the kicker must
apply the opposite angular deflection, which is

θkic = −x
′
kic =

xsep√
βsepβkic sinμ

. (9.4)

A large value of the beta function at the kicker, βkic, reduces the kicker
strength, and a large value of βsep reduces the relative contribution to
θkic which arises from the septum thickness dsep (see (9.1) and recall that
σxi, σxs ∝

√
βsep).

In case of a FODO lattice, the septum and kicker are best placed down-
stream of a focusing quadrupole, where the beta functions are close to max-
imum. In the particular case that the phase advance μ is π/2, the above
formulae simplify to x′sep = −αsepxsep/βsep, θkic = xsep/

√
βsepβkic.

The septum may consist of either dc septum magnets or dc electrostatic
wires. In either case, the stray or leakage fields of the septum are a concern.
These nonlinear fields can affect the quality of the stored beam. The stray
fields may be reduced by a magnetic shielding, which extends beyond the
septum ends.
The kicker magnets must be fast, since their rise and fall times often deter-

mine the minimum size of the gaps between bunches or between bunch trains
in the ring, which in turn may depend on the repetition rate of the accelera-
tor. Typical time constants are tens of nanoseconds, and voltage and current
levels of 80 kV and 5000 A, with fields of 500 Gauss, are not uncommon.
Frequently ferrites are used for field containment, and sometimes a ceramic
vacuum chamber is inserted between ferrite and the beam, with a conducting
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layer deposited on the inside of the ceramic. The coated ceramic reduces the
impedance seen by the beam, as well as the associated heating of the ferrite.
It is remarkable that the conducting layer can be much smaller than the skin
depth and still provide adequate shielding of the beam fields, since shielding
occurs already when the thickness of the metal coating is larger than the
square of the skin depth divided by the thickness of the ceramic [3]. The
coupling impedance experienced by the beam should be measured prior to
installation of the kicker chamber. As an example, measurements for a pro-
totype LHC kicker chamber are documented in [4]. A non-flat shape of the
kicker pulse results in unequal deflections for different bunches in the beam. If
necessary, a double-kicker system can relax the tolerance on the pulse shape
(see the discussion of the KEK/ATF extraction scheme in Sect. 9.7).
Other important injection issues include transient beam loading and

phase-space matching. Reference [5] gives a thorough review of beam loading
compensation in storage rings, including a discussion of direct rf feedback and
of problems that can arise from klystron power limititions. Horizontal and
vertical dispersion and beta functions, as well as the ratio of bunch length
and energy spread must be matched to the ring (or linac) optics. The trans-
verse optics is matched by varying the strength of quadrupole magnets in the
injection line, and, in case of dispersion, possibly also the strength of steering
magnets. The longitudinal matching can be achieved by optimizing the am-
plitude of the storage-ring rf voltage, or, in certain cases, via bunch rotation,
bunch compression, or energy compression prior to injection (cf. Sect. 8).

9.2 Multi-Turn Injection

For many applications, the beam is first accumulated in a ring, to increase its
intensity, before it is further accelerated or sent towards its final destination.
Typically a current-limited cw beam from the injector is thereby converted
into a pulsed beam at higher-intensity and energy. The accumulation requires
multi-turn injection.

9.2.1 Transverse Multi-Turn Injection

Multi-turn injection usually employs a ramped orbit bump in the vicinity of
the septum, i.e., a slow change in the position of the ring closed orbit from
turn to turn, instead of a fast kicker. The injection scheme is different for
electrons and for protons or heavy ions.
In case of electron rings, radiation damping is utilized. First, a single

bunch is injected. Then the orbit bump is reduced over a few revolution
periods. After a few damping times, when the beam size has shrunk to its
small equilibrium value, the orbit bump is reintroduced, and another bunch



9.2 Multi-Turn Injection 215

is injected into the same bucket. Similar schemes, though usually in the syn-
chrotron phase space (see below), are employed for accumulation of electron
cooled proton beams and stochastically cooled antiproton beams.
For proton or heavy ions beams, the orbit bump is reduced slowly in time,

and bunches are injected into different regions of the ring acceptance, so that
the early bunches occupy the central region, and the later ones the outer
parts of the acceptance. Some emittance dilution is inherent to this scheme.
If beam is injected over Nt turns (‘Nt-turn injection’), the final emittance
can be estimated from the rough formula [1]:

εf > 1.5Ntεi . (9.5)

Much larger emittance dilutions arise at low beam energy or high intensity,
when space charge effects are important.

Fig. 9.2. Injection process for PEP-II [6] (Courtesy M. Donald, 2002)
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It is also possible and indeed more elegant, to install two kickers in the
ring, powered in parallel by the same pulser. They are arranged such that only
the second kicker of the pair deflects the injected beam, while both kickers act
on the stored beam. If the phase advance between the two kickers is π or 2π,
and the sign of the kick appropriately chosen, the kicker deflections generate
a closed bump for the circulating beam. The advantage is that in this case
the rise and fall times of the kicker do not have to be smaller than the bunch
spacing, but can be on the order of the revolution time. The requirements on
the kickers can be further alleviated by a dc orbit bump, which brings the
stored beam closer to the septum prior to the injection. Figure 9.2 illustrates
such a scheme, which is used at PEP-II [6].

9.2.2 Longitudinal and Transverse Multi-Turn Injection

The accumulation efficiency can be increased by combining transverse and
longitudinal injection. This option was studied for LEAR [7], where the in-
jected bunches come from a linac, which allows for an easy variation of their

Fig. 9.3. Plots of the simulated hori-
zontal phase space for multiturn injec-
tion into LEAR [7]: (top) 10 turns af-
ter start of purely transverse injection
and (bottom) 20 turns after start of com-
bined longitudinal transverse injection.
Each bunch is represented by three el-
lipses with slightly different momentum
deviations. The two vertical lines on the
right represent the thickness of the sep-
tum (Courtesy Ch. Carli, 2002)
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energy. As in the purely transverse multi-turn injection scheme, a local or-
bit bump is created and then decreased during the injection of successive
bunches. At the same time the linac energy is ramped such that, at the injec-
tion septum, the closed orbit corresponding to the instantaneous linac energy
remains constant. In other words, the change in the bump amplitude xbump(t)
and the simultaneous variation of the momentum δ(t) are related by

Dxδ(t) = −xbump(t) + x0 , (9.6)

where x0 is a constant and Dx the horizontal dispersion at the injection
septum. In this scheme, the final transverse emittance is smaller than for
the conventional multi-turn injection at the expense of an increased momen-
tum spread. Figure 9.3 compares simulated phase space distributions [7] for
transverse and combined injection into LEAR. Figure 9.4 shows the predicted
improvement in the accumulation efficiency [7].

Fig. 9.4. Effective number of turns neff stored in LEAR as a function of the
number of injected turns ninj [7]. The solid lines represent the combined transverse
longitudinal injection scheme, for three different LEAR optics (crosses: standard
optics; triangles: improved optics with large beta functions at the electron cooler;
squares: improved optics with intermediate beta functions at the electron cooler).
For comparison, the dashed line is for a purely transverse injection and the standard
optics (Courtesy Ch. Carli, 2002)

9.2.3 Longitudinal Multiturn Injection

If for an electron ring the time between subsequent injections is short com-
pared with the radiation damping time, multiturn transverse injection be-
comes difficult. In such a case, longitudinal injection offers a solution. Here
the circulating beam is brought close to the septum with an ac bump and the
incoming beam is injected with a negative energy offset such that the product
of this offset in energy and the dispersion is equal to the distance between
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the newly injected and the stored beam. The injected bunches execute slow
synchrotron oscillations.
Consider as an example the injection scheme employed at LEP [8]. Half a

synchrotron period after the first bunch is injected, the next injection occurs.
At this time, the first bunch is at its maximum distance from the septum.
The situation is illustrated in Fig. 9.5. Similarily one could conceive injecting
every 1/4 oscillation period, thus accumulating 4 injected bunches in one rf
bucket. An advantage of longitudinal injection is a factor two faster radiation
damping of the injection oscillations, since the longitudinal damping partition
number is twice the transverse (Jz ≈ 2Jx; compare Sect. 4.3). A possible
disadvantage is that the acceptable time separation of successive injections
is constrained by the synchrotron frequency.

Fig. 9.5. Double injection into the same rf bucket; bunches are injected off-energy
at a point with dispersion [8]. Time between the two injections is half a synchrotron
oscillation period modulo a full period (Courtesy P. Baudrenghien and P. Collier,
2001)

9.2.4 Phase-Space Painting

For proton and ions beams, the multi-turn injection is often described as
“phase-space painting” [9, 10]. This term refers to the injection of many
small (linac) bunches into different spots of a 2- or 6-dimensional storage-ring
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phase space, so as to generate a desired beam distribution, e.g., an approxi-
mately uniform distribution with reduced space-charge effects. The combined
longitudinal-transverse injection into LEAR discussed in Sect. 9.2.2 can be
considered as an example of phase-space painting. In the simplest case the
beam is injected at a fixed position in the longitudinal (or transverse) phase
space, and the painting is done automatically by the synchrotron oscillations.
During the injection process, the position of the injected beam in phase

space can also be moved adiabatically, i.e., at a speed which is slow compared
with the synchrotron oscillations. The injected phase-space density P (r) and
its projection p(x) are related via

p(x) = 2

∫ R
x

rP (r)dr
√
r2 − x2

, (9.7)

where R denotes the maximum radius in phase space at which bunches are
injected. From a desired function p(x), the corresponding radial density P (r)
can be computed using (9.7). The radial increment in the injected beam
position between two successive bunches is [9]

Δr ≈
1

2πrP (r)Ninj
, (9.8)

with Ninj the total number of injected bunches.
More complicated schemes are frequently used. Similar to the above

horizontal-longitudinal injection for LEAR, one can also combine horizon-
tal and vertical painting. For example, at Rutherford Appleton Laboratory
(RAL) a vertical steering magnet in the injection line is ramped, while the
guide field in the ring is decreased [10]. Initially, there are small horizontal
and large vertical oscillations, while at the end of the injection the situation is
reversed. Instead of the vertical steering in the injection line, a programmable
vertical orbit bump in the ring could be employed alternatively.

9.3 H Charge Exchange Injection

The principle of injection usingH− exchange originated in Novosibirsk [11]. It
is now the preferred injection scheme for proton machines [1]. In this scheme
H− ions are accelerated by a linac and are stripped to protons, when they
traverse a thin foil during injection into the ring [1, 12], as illustrated in
Fig. 9.6.
The stripping of theH− ions to protons occurs within the ring acceptance.

Since during the stripping the particles change their charge, Liouville’s the-
orem on the conservation of the beam density in phase space does not apply,
and, thus, in principle, a high proton density could be attained by injecting
successive bunches into the same region of phase space. In most practical ap-
plications, however, vertical steering in the injection line is combined with a
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Fig. 9.6. Schematic of H− stripping
injection

ramped horizontal orbit bump in the ring in order to provide a very uniform
filling of the phase space and to minimize space-charge effects.
The heating of the stripping foil and stripper scattering effects limit the

foil thickness. Typical thicknesses range between 50 and 200 μg cm−2 (less
than 1 μm), with stripping efficiencies of 98% for 50 MeV protons [1]. As
foil materials, polyparaxylene, carbon and aluminum oxide have been used.
The rms scattering angle for a single foil traversal is typically on the order
0.2mrad. The total scattering angle increases as the square root of the average
number of passages through the foil. The stripping foils are supported at three
edges, so that vertical beam motion cannot does not reduce the number of
foil traversals.
Stacking simultaneously in both betatron and synchrotron phase space re-

duces the number of foil traversals, however. This can be achieved by changing
the magnitude of an orbit bump, while also ramping the frequency and phase
of the rf system during the injection cycle. The following lattice parameters
at the location of the foil are considered advantageous [1]: D′x = 0, αx = 0,
and D(Δp/p) >

√
Aβ, where Δp/p is the momentum acceptance and A is

the transverse acceptance (in emittance units). A location between two sym-
metric defocusing quadrupoles is suitable for meeting these conditions. The
second quadrupole assists in deflecting the unstripped H− ions.
Stripping foils are used for heavy ions as well. The final charge distribution

of the ions depends on the foil thickness and on the particle energy [13]. In
the extreme case, the ions can be fully stripped.
Foils are also used for extracting H0 atoms or protons from H− storage

rings, where the neutral atoms are generated by capturing electrons from the
foil. For these applications, also a gas jet or a laser beam [14] can facilitate
the extraction in a similar way.

9.4 Resonant Injection

Another injection scheme worth mentioning is a proposal for resonant injec-
tion [15]. Here ‘bumper’ magnets with dipole, quadrupole and octupole fields
are excited to produce a separatrix with two stable regions in phase space;
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the stored beam is in one region, and a bunch is injected into the other re-
gion. Afterwards, the fields are adjusted to merge the two parts of the beam.
Then the injection condition is reestablished.

9.5 Continuous Injection

Continuous injection has been proposed as a means for maximizing the lumi-
nosity of a circular collider [16]. The motivation is obvious; if the stored beam
could be continually replenished so that the current per bunch stays constant,
then the average luminosity would roughly equal the peak luminosity. Contin-
uous injection also reduces fill-to-fill variations and avoids transient phenom-
ena, e.g., transient beam loading, thereby establishing quasi-static conditions,
which is of interest not only for colliders, but also for light sources. Finally,
in a colliding-beam storage ring the beam lifetime τ decreases inversely with
the luminosity L,

1

τ
= −

1

N

dN

dt
∝
L

N
. (9.9)

Thus, continuous injection supporting a much reduced lifetime could provide
a substantial gain in average luminosity.
As an example, taking all these effects together, continuous injection is

estimated [16] to potentially increase the average luminosity of the PEP-II B
factory by about a factor of 5, assuming that each bunch in both rings can
be replenished every 2.1 s. In this example, a 67-ns long orbit bump would
move the injected bunches transversely to about 4σ from the stored beam
core. This is done so that the injected bunches have an unobstructed passage
through the physics detector. The effective minimum beam lifetime which
can be supported is given by [16]

τ =
Nb
ΔNb

Δt , (9.10)

where Nb is the nominal number of particles per bunch, ΔNb is the number
of particles added into a single bunch per injection, and Δt the time period
between successive injections into the same bunch. Extreme parameters for
PEP-II are [16] Nb ≈ 1.2 × 1011, ΔNb ≈ 109, and Δt ≈ 2.1 s, yielding a
minimum supportable beam lifetime of τ ≈ 4.2 minutes.

9.6 Injection Envelope Matching

At injection into a storage ring, if the incoming beam distribution is not
properly matched to the ring optics, the beam envelope in phase space will
rotate around the matched design envelope. This oscillation will result in
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turn-to-turn beam-size variations, which can be measured using a synchrotron
light monitor and a fast-gated camera.
An injection-mismatch measurement from the SLC damping ring [17, 18]

is shown in Fig. 9.7. The different pictures correspond to successive turns
after injection, at the indicated turn number. Each picture is an average over
8 individual images. Clearly visible is a variation of the bunch shape from
turn to turn.

Fig. 9.7. Beam images of the first twelve turns after injection into the SLC damping
ring, illustrating the effect of an injection mismatch [17, 18]. These are pictures from
a synchrotron light monitor taken with a gated camera. Each image is an average
over 8 beam pulses. The beam-size variation from turn to turn is an indication of
injection mismatch
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At the SLC damping ring, the matching of the injected beam distribution
consists of minimizing the measured beam size after 1250 turns, by varying
several quadrupoles at the end of the injection beam transport line. A number
of 1250 turns was chosen, because at this time the initial beta and dispersion
mismatch has completely filamented. Since, on the other hand, the time scale
is much shorter than the radiation damping time, the emittance is given
directly by (Bmag · ε), where ε is the emittance of the injected beam, and
Bmag the mismatch factor defined in (4.59).
The beam size variation can be analyzed in the frequency domain by a

Fourier transform to determine the amplitude of the mismatch factor and
ultimately, for a well calibrated monitor, the beam emittance at injection.
A beta mismatch will appear as a frequency line at twice the betatron tune,
while a horizontal dispersion mismatch will be evident as a line at the beta-
tron tune itself [18]. If only a beta mismatch is present, the ratio ρ of the dc

Fourier component and the component at 2Qx is equal to (Bmag/
√
B2mag − 1).

From this, Bmag = 1/
√
1− ρ−2 can be determined [18, 19].

Figure 9.8 shows the beam size squared for the first 100 turns after in-
jection, as well as the FFT (multiplied with γ/βx where γ is the relativistic
Lorentz factor and βx the beta function). Clearly visible are peaks at 2Qx in
the horizontal signal and at (1−2Qy) in the vertical one. The final emittance
after filamentation, (Bmag · ε), is given by the dc component of the FFT.

Fig. 9.8. Horizontal (top) and vertical (bottom) beam sizes for the first 100 turns
after injection into the SLC damping ring (left) and their FFT (right) [18]. Clearly
visible in the frequency spectra are lines at 2Qx (top) and at (1 − 2Qy) (bottom),
whose amplitude is a measure of the amount of beta mismatch
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Fig. 9.9. Same as Fig. 9.8, after beta matching [18]. The peaks at twice the betatron
tune have disappeared

The standard matching procedure reduces the FFT signals at 2Qx,
(1− 2Qy) and Qx, as illustrated in Fig. 9.9.

9.7 Fast Extraction

Fast extraction is similar to single-turn injection. Orbit bumps are generated
which move the stored beam close to a septum magnet. Then a fast kicker is
fired, which deflects the next bunch, or group of bunches, into the extraction
channel. If only one kicker is used, the kicker rise time must normally be
smaller than the separation between two circulating bunches (or groups of
bunches). The pulse length and fall time of the kicker are determined by the
number of bunches to be extracted, and by the ring fill pattern. From (9.4),
the minimum deflection angle required is

θkic =
xsep√

βsepβkic sinμ
, (9.11)

where βsep and βkic are the beta functions at septum and kicker, μ is the phase
advance between these two elements, and xsep is the minimum displacement
at the septum required for clean extraction. The initial orbit bump reduces
the value of xsep. In a FODO lattice with a phase advance per cell of, e.g.,
90◦, the kicker can be positioned just upstream of the focusing quadrupole,
and the septum at the identical position one cell downstream. In this way,
the beta functions are maximized, and so the deflection angle required for
the kicker is minimized.
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For extraction from the damping ring of a linear collider, it is extremely
important that the deflection imparted by the kicker has a very small pulse-
to-pulse fluctuation (‘jitter’) and is sufficiently flat over the length of a bunch
train. In order to confine the orbit variation at the interaction point (IP) to
0.1σ∗ (σ∗ is the IP spot size), the orbit variation at the septum should be
smaller than 0.1σsep. The tolerance on the relative deflection error then is
Δθkic/θkic < 0.1σsep/xsep, where σsep is the rms beam size at the septum,
and xsep the transverse displacement of the kicked beam. Without fast orbit
bumps, this can also be rewritten as [20]

Δθkic
θkic

≤
1

10

√
εextβsep

dsep + ns
√
εinjβsep

, (9.12)

where εinj and εext are the injected and extracted beam emittances, βsep the
beta function at the septum, and ns the distance between the closed orbit
and the septum plate in units of the injected rms beam size, when the beam is
largest (i.e., the injected beam size enters, because the aperture at the septum
must be large enough to accommodate the injected beam). For electron rings,
one must have ns ≥ 7. Using typical parameters for a linear-collider damping
ring, the relative jitter tolerance for the kicker, Δθkic/θkic, is on the order of
a few 10−4, and it is mainly determined by the ratio of the extracted beam
emittance to the injected emittance [20]. A possible solution is the use of a
double kicker system, separated by a betatron phase advance of π, to cancel
the jitter [20, 21]. This compensation scheme is illustrated in Fig. 9.10. One
kicker would be placed before the septum and the other in the extraction
line. If a pulser feeds both kickers in parallel, with appropriate cable delays,
kicker pulse errors in the first magnet are canceled by those in the second

Fig. 9.10. Damping ring extraction with double kicker system, for reducing down-
stream beam orbit fluctuations. A change in the pulse shape alters the deflection
from both kickers equally. The R matrix between the two kickers and cable delay
times are chosen such that the effects of the two deflection errors cancel exactly,
and the final beam trajectory is unchanged
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magnet. A double-kicker system of this type has been built and installed at
the KEK ATF damping ring [22].
Similar techniques can be applied to compensate for drifts of the septum

field. For example, the NLC design contemplates the use of a compensating
bending magnet in the extraction line, which is powered in series with the
septum and placed such that field fluctuations will cancel [21].

9.8 Kickers

There are several different types of kicker magnets [6, 23] such as: (1) a current
loop inside the vacuum, (2) a terminated transmission line inside the vacuum,
(3) a ferrite magnet outside the vacuum, and (4) a multi-cell transmission
line with ferrite flux returns [21]. As an example, Fig. 9.11 shows the ferrite
kicker and the kicker pulser circuit adopted for PEP-II [6].

Fig. 9.11. Schematic of PEP-II kickers [6]: (top) kicker magnet cross section; (bot-
tom) pulsing circuit with FET switch (Courtesy M. Zisman, 2002)

Typical kicker rise and fall times are 50–150 ns (SLC and NLC design:
60 ns, PEP-II: 120 ns). For a fast horizontal kicker with ferrite yoke, the char-
acteristic time constant of the kicker scales as lw/g, where l is the length,
w the width, and g the vertical gap of the kicker. This time constant can
be reduced by dividing the kicker into several segments of shorter length.
The kicker magnets are powered by kicker pulsers, usually based on thyra-
tron cable discharges. The pulse shape can be modified by adding filters and



9.8 Kickers 227

capacitors in parallel with the charge line. Spark gaps and solid-state FETs,
such as in Fig. 9.11, are thyratron alternatives with potentially shorter rise
and fall times [21].
For many future applications with closely spaced bunch trains, shorter

kicker time constants are desired. A very fast counter-travelling wave kicker
was designed and built for the TESLA project [24]. This kicker scheme uses
two parallel conducting plates or electrodes. These are excited by short pulses
from a generator, generating an electromagnetic wave which travels in a di-
rection opposite to the beam, and produces a horizontal kick. At the end of

Fig. 9.12. Very fast kicker prototype [24]: (top) layout; (bottom) measured output
rf pulses (Courtesy V. Shiltsev, 1998)



228 9 Injection and Extraction

the kicker plates, the wave passes into two ceramic outputs, in which ideally
it is fully absorbed without reflection. For a beam travelling opposite to the
wave the effects of the magnetic and electric forces add, while they cancel
each other for a beam moving in the same direction. The maximum integrated
kicker strength in units of voltage is given by

S0 ≈
2Uml

a
, (9.13)

where Um is the maximum pulse voltage at each plate, a is the half aperture,
and l the length. A kicker was tested with Um = 2 kV, a = 25 mm, and
total length l of 0.5m. Figure 9.12 shows output pulses measured on this
kicker prototype, demonstrating a zero-to-zero pulse length of about 6 ns.
The maximum pulse height corresponds to the predicted kick strength of

Fig. 9.13. Beam-beam kicker: ‘head-on’ (top) and ‘cross’ scheme (bottom) [25]
(Courtesy V. Shiltsev, 1998)
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80 kV, or 2.76Gm. For electron or positron beams with E = 3.3 GeV, this
would amount to a deflection angle of 24 μrad.
An ultrafast beam-beam kicker was proposed [25], in order to provide even

faster kicker pulses. Here, a wide high-charge low-energy bunch traverses the
beam pipe either parallel to the beam direction or perpendicular to it. The
electro-magnetic or electric field of this bunch is used to deflect (and extract)
a bunch circulating in the ring. The pulse length of the beam-beam kicker is
determined by the length of the low-energy bunch and can be on the order
of 2 ns. Figure 9.13 illustrates two possible geometries.

9.9 Septa

As we have seen in (9.1) and (9.4), a small septum thickness dsep reduces the
requirements on the kicker and increases the extraction efficiency. For this
reason, electrostatic wire septa have been employed since many years, for
example, during fast extraction at the Fermilab Tevatron [26]. The Tevatron
electrostatic septum consists of two 354 cm long sections with 86 cm space
in between, made from 75% tungsten and 25% rhenium wires of 0.002 inch
diameter and 0.1 inch spacing with an angle of 25 μrad between sections. The
voltage of 93 kV results in an electric field of 83 kV/cm [26]. Very similar
electrostatic deflectors have been proposed for the muon collider [27]. At
high energies, the integrated strength of a wire septum often cannot provide
a deflection angle large enough for clean extraction, and, in such cases, an
additional thin septum magnet is positioned immediately downstream.
In general, two types of septum magnets are widely used [28]: Lambert-

son iron septum dipoles and current-carrying septum dipoles. A Lambertson
magnet is illustrated in Fig. 9.14. The triangular cut-out in the window frame
leaves space for the circulating beam. As shown, a kicker deflects the beam
horizontally into the septum, by which it is then bent vertically.
Figure 9.15 depicts a current sheet septum. A current carrying septum

with thickness d and current density J generates a field B = μ0Jd. For d of
the order of a millimeter, the septum is used in a pulsed mode to provide

Fig. 9.14. Schematic of Lambertson septum iron
magnet [2]; the symbol c represents the circulating
beam, the symbol e the extracted beam
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Fig. 9.15. Cross section of current sheet septum [6] (Courtesy M. Zisman, 2002)

enough field strength. For larger thicknesses, dc operation is common. Septum
leakage fields which affect the circulating beam are a concern. In addition to
normal dipole and higher order fields, the septum stray field may contain a
skew quadrupole component.

9.10 Slow Extraction

The beam can be slowly extracted by exciting a third order nonlinear reson-
ance, using sextupoles. Also a second order linear resonance can be used, in
combination with octupoles. The extraction efficiency depends on the ratio
of the betatron amplitude growth per turn and the septum thickness. It can
be improved with a high-beta insertion at the septum.
Figure 9.16 depicts the phase space near the 3rd order resonance, excited

by sextupole magnets. Particles inside the inner triangle are stable. Outside
the triangle the oscillation amplitude of a particle grows exponentially. There-
fore, particles in this region are rapidly lost, along a particular direction in
phase space (in this example, towards the right). The size of the triangle
depends on the strength of the sextupoles and on the betatron tune.
Near the third-integer resonance, (3Q−q) ≈ 0, with integer q, the particle

motion can be described by a Hamiltonian of the form

H(I, ψ, ϑ) = (Q− q/3)I +
1

24
(2I)3/2|K̃s| sin(3ψ + θ0) , (9.14)

where ϑ is the azimuthal position around the ring, which acts as the time-like
variable, and I and ψ are the action-angle variables, which are related to the
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Fig. 9.16. Phase space schematic for slow extraction near the 3rd integer resonance
(axes in arbitrary units). The sextupole excitation pattern around the ring is chosen
such that the maximum excursion in the horizontal coordinate x occurs at the
location of the septum. The position of the septum wire is indicated as a vertical
line close to the unstable fixed point

transverse particle coordinates at the septum via xsep =
√
2βsepI cosψ and

x′sep = −
√
2I/βsep sinψ−α

√
2I/β cosψ. The term |K̃s| is the absolute value

and θ0 the complex phase of the resonant Fourier harmonic of the sextupole
distribution around the ring appropriately weighted by the beta function:

|K̃s|e
−iqθ0 =

1

2π

∫ 2π
0

ks(θ)β
3/2(θ)e−iqθ dθ . (9.15)

Here θ is the azimuthal angle around the ring, and the sextupole strength (in
units of m−3) is given by ks(θ) = ∂

2Bz(θ)/∂x
2/(Bρ), with Bρ the magnetic

rigidity.
Suppose the tune is slightly below the 3rd integer resonance, (3Q−q) < 0.

Then a corner point of the separatrix coincides with the horizontal position
coordinate xsep at the septum, if θ0 = π/2. Above the resonance, (3Q−q) > 0,
the optimum choice would be θ0 = −π/2. The value of θ0 can be adjusted
by changes to the sextupole configuration, or by changes to the ring optics.
The particles arrive at the septum with a large amplitude on every 3rd turn.
The amplitude growth over three turns, for a particle near the unstable fixed
point (at the asymptotic angle ψ = π/6), is approximately

Δxsep ≈
3πx2sep|K̃s|

4β
1/2
sep

. (9.16)

This shows that large sextupole strengths and a large beta function at the
septum (since xsep ∼

√
βsep) are advantageous.

A slow spill can be controlled by adjusting either the strength of the sex-
tupoles or the betatron tune. Extraction may also involve beam steering. Also
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making use of chromaticity, particles of different momenta can progressively
be brought onto the resonance. Extraction starts when the beam particles
at one end of the momentum distribution fill the triangular stable area in
phase space. The stable area then shrinks to zero for these particles, and
subsequently particles of different momenta are extracted.
To achieve a slow extraction efficiency greater than 98%, the thickness of

the septum must typically be of the order of 100 μm.

9.11 Extraction via Resonance Islands

A novel method for multi-turn extraction from a circular particle accelerator
was explored at the CERN PS [29, 30]. Here, in addition to fast or slow
extraction an intermediate extraction mode is needed, which is called multi-
turn extraction. The PS serves as injector to the SPS. The latter has an 11
times larger circumference. In order to fill the SPS ring with only two ‘shots’
from the PS, each PS beam is extracted over 5 turns.
The conventional technique used for this extraction is called the ‘continu-

ous transfer’ (CT). The principle is illustrated in Fig. 9.17. The tune is moved
closed to the quarter integer resonance. Then the beam is deflected so that
a fraction of it is shaved off at the electrostatic septum blade. Three other
slices are transferred on subsequent turns. The central part is extracted last
during the fifth turn, by applying a larger deflection. Since during extraction
the beam is cut into 5 transverse pieces, the slices transferred ideally have a
five times lower transverse emittance than the original beam.
However, there are various problems with this approach: (1) beam losses at

the septum are unavoidable; (2) the extracted slices do not match the natural
circular shape of the phase-space trajectories which implies emittance growth

Fig. 9.17. Principle of the conven-
tional ‘continuous-transfer’ extrac-
tion from the CERN PS ring. The
beam is shaved by means of an elec-
trostatic septum [29, 30]. The hori-
zontal tune of the PS is set to 6.25
(Courtesy M. Giovannozzi, 2001)
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in the downstream SPS; (3) unequal emittances of the extracted slices. For
these reasons the CT extraction is not particularly suitable for the CERN
neutrino to Gran Sasso (CNGS) proton beam [31].
The alternative novel scheme [29] makes use of stable nonlinear resonance

islands. By exciting sextupole and octupole magnets, islands are created in
phase space. The position and width of the islands are controlled by moving
the betatron tune across the quarter-integer resonance. Initially, the islands
are introduced adiabatically near the origin. The beam is thereby split into
5 components, all round in shape, and well matched to the circular phase
space structure. Then the tune is shifted away from the resonance, so that
the islands separate and approach larger amplitudes. Now the beam can be
deflected as in the conventional CT scheme described above.
In this case, however, beam losses can be avoided by deflecting an empty

region of phase space (between the resonance islands) onto the septum blade.
Each slice is well matched, and, hence, the emittance growth is negligible.
Finally, by properly adjusting the island parameters, the slices can be equally
populated and be produced such that their emittances are equal. Figure 9.18
shows the proposed tune evolution for this extraction scheme, and Fig. 9.19
the simulated beam distribution at various times of the trapping process. At
the end of the process, the islands are well separated. In the simulation, no
particles are lost, neither during the island creation (‘capture process’) nor
when shifting the island positions.
Open questions concern the quantitative relation between slice emittance

and island parameters, the optimization of the tune change, and the ro-
bustness against perturbing effects such as tune modulation, e.g., caused by
power-supply ripple.

Fig. 9.18. Variation of the small-amplitude tune Q as a function of turn number n
during resonant multiturn extraction [29]. The solid squares refer to tune values
for which phase-space portraits are shown in Fig. 9.19 (Courtesy M. Giovannozzi,
2001)
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Fig. 9.19. Simulated evolution of the beam distribution during the trapping process
of resonant multiturn extraction (axes in arbitrary units) [29]. The different plots
correspond to the tune values which are represented by solid squares in Fig. 9.18.
Each plot represents 2.25× 104 points (Courtesy M. Giovannozzi, 2001)

9.12 Beam Separation

A problem similar to injection and extraction is the beam separation near the
collision point of a collider, or the beam (re-)combination before and after
the arcs of a recirculating linac.
To illustrate the concept and a possible approach, we describe a design

example for horizontal beam separation at a Very Large Lepton Collider
(VLLC) [32]. The purpose of the beam separation is to feed the two beams
into the two separate magnet channels of the collider arcs. The separation
is launched in the straight section close to the collision point. The optical
lattice in the straight is assumed to be the same FODO lattice as in the arcs,
with a cell length Lp and quadrupole focal length f .
An electrostatic separator is placed next to a horizontally focusing quadru-

pole. Its field is chosen such that the beam are offset by ±Nσ rms beam sizes
at the next quadrupole downstream, which is horizontally defocusing. The
separation NσσD (where σD denotes the rms beam size at the quadrupole),
the deflection angle φe and the integrated strength of the septum are related
via [32]

φe =
2NσσD
Lp

, (9.17)
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where
Exle = φeE , (9.18)

in which Ex denotes the (horizontal) electric field and E the beam energy. A
LEP separator consists of 4-m long electrodes, and provides a nominal field
of 2.5 MV over a gap of 0.11 m [33]. About two of these separators would
be needed for the VLLC application (beam energy 184 GeV) [32]. The defo-
cusing quadrupole enhances the slope between the two beams. Downstream
are dc magnetic septum magnets with opposite vertical fields on either side
of a current sheet. They add enough slope to the beam that they may be
brought into separate channels at the next focusing quadrupole. We denote
the half separation of the two channels at that (focusing) quadrupole by dm,
the deflection angle of the magnetic septum by φm, its integrated magnetic
field by Blm, and the electrostatic separation at the intermediate defocusing
quadrupole with focal length f by xs. The required deflection by the magnetic
septum is then given by

φm =
2(dm − xs)

Lp
− (φe + xs/f) . (9.19)

The deflection φm is generated as

φm = Blmc/Eb , (9.20)

where B is the septum field and lm the septum length. For a length of 10 m,
a septum field of about 0.25 T is required, which could be produced by
a septum of thickness 7 mm, assuming a current density of 60 A/mm2 in
the septum sheet, which is the operation value for the d.c. septum at the
SPS. The entire beam separation is illustrated schematically in Fig. 9.20.
Dispersion generated by the separation is compensated in the arc dispersion
suppressors.

Fig. 9.20. Schematic of beam separation at the VLLC as described in [32]
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9.13 Crystal Extraction

Crystal extraction is conceptually quite different from the extraction meth-
ods. It was first studied at Dubna and Protvino [34], and later tested exten-
sively at the CERN SPS [35, 36] and at the Fermilab Tevatron [37]. Here,
particles in the transverse beam halo, entering a crystal placed close to the
beam, are trapped between the crystalline planes [38]. If the crystal is slightly
bent, the particles can be deflected outwards, and subsequently be trans-
ported to a fixed-target experiment. Figure 9.21 shows a schematic view of
crystal extraction.
Crystal extraction is foreseen as an option for the LHC. It would be

parasitic to the normal collider operation, and re-utilize the halo particles
which do no longer contribute to the collider luminosity.

Fig. 9.21. Extraction from the transverse halo of a circulating proton beam by
means of a bent crystal. Particles incident with a large impact parameter are chan-
neled and deflected outwards. Particles hitting the inefficient crystal surface layer
experience multiple scattering, and may be channeled on a later turn; this is called
multi-pass extraction

Channeling occurs if the incident angle of the particles is smaller than the
Lindhard critical angle [38]. The critical angle depends on the orientation of
the crystal and on the material. The crystal orientation can be defined with
respect to an axial direction [ijk] or with respect to a plane (ijk)1. For the
(110) planar direction in silicon the critical angle is [38]

Ψcrit ≈ 5 μrad

√
Z√

p[TeV/c]
, (9.21)

where p is the momentum of the incident particle and Z is its charge in units
of the electron charge.

1 In a crystal with cubic symmetry, a vector [ijk] with components along the three
orthogonal symmetry axes has a perpendicular atomic plane, which is denoted
(ijk).
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Thermal vibrations, the discreteness of the crystal lattice, and the pres-
ence of the electrons in the target all increase the transverse energy of a
channeled particle, and can ultimately lead to dechanneling. This is approx-
imated by an exponential depletion of the number n of channeled particles
with the traversed distance z:

n = n0 exp(−z/L0) . (9.22)

The empirical parameter L0 is called the dechanneling length, and it increases
linearly with momentum. For silicon, we have [38] L0 ≈ 0.9 m p[TeV/c]. Since
scattering on nuclei is an important dechanneling process, the channeling can
be improved by cooling of the target.
Another concern are imperfections on the crystal surface. These give rise

to an inefficient surface layer, typically a few micrometers thick, in which no
channeling takes place. To be extracted in a single pass, a particle must enter
the crystal with an impact parameter larger than the thickness of the surface
layer. On the other hand, particle passing through the surface area experience
multiple scattering, and can re-enter the crystal on subsequent revolutions,
this time at a larger impact parameter and under the right conditions to be
channeled and extracted.
Channeling is possible only for bending radii larger than a minimum ‘crit-

ical’ radius, whose value depends on the crystal, its orientation, and the beam
energy. For a proton beam incident parallel to the (110) plane2 of a silicon
crystal, this critical radius is [38]

Rc ≈ 0.4 m p [TeV/c] . (9.23)

The efficiency of cystal extraction is defined as the number of particles
extracted divided by the number of particles lost. Proton extraction efficien-
cies up to 18% have been obtained [36]. Using a crystal coated with a 30 μm
amorphous SiO layer, pure multi-pass extraction with an efficiency of 4–7%
was demonstrated [36]. The importance of multi-pass extraction implies that
not only the initial impact parameter, but also machine parameters such as
the beta function at the crystal and the betatron tune play an important role
for the overall efficiency.
Finally, in addition to protons also heavy ions can be extracted by a bent

crystal. For fully stripped Pb ions (Z = 82) at 22 TeV, an extraction efficiency
of 10% was achieved at the SPS [36]. This value was slightly lower than for
protons of equivalent energy per nucleon.

2 In a crystal with cubic symmetry, every vector [ijk] defines a perpendicular
atomic plane (ijk).
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Exercises

9.1 Septum Fields for Injection and Extraction

Suppose that the minimum beam separation at the septum is xsep > nsσx.
Derive an expression for the integrated kick strength BkicLkic, with Bkic the
kicker magnetic field and Lkic its length, as a function of normalized emittance
εx,N and energy for a proton beam.
Assume ns = 10, β = 100 m, μ = π/2, a kicker length of Lkic = 5 m,

and a normalized emittance εx,N = 4 μm. Compute the magnetic field Bkic
required at a beam energy of 10 GeV and at 10 TeV.

9.2 Emittance Dilutions due to Injection Errors

Consider injection into a storage ring with a 1mm orbit error at β =
100m, in both betatron phases.
a) Estimate the corresponding (growth in) normalized emittance after

complete filamentation for proton, muon and electron beams at 10GeV and
at 1TeV. Compare this with the design normalized emittances of the LHC
(3.75 μm), the multi-TeV Muon Collider (50 μm), and the NLC (3 nm verti-
cally). Note that mec

2 = 511 keV, mpc
2 = 938MeV, and mμc

2 = 105.7MeV.
b) In general the orbit error results in emittance growth comparable to

the design emittance when it is of the same order as the rms beam size.
Calculate the rms beam sizes for a 7-TeV proton beam (LHC), a 500-GeV
electron beam (NLC) and a 2-TeV muon beam (MC) at β = 100 m.

9.3 Filamentation

Consider a point bunch which is injected somewhere in phase space at
a radius r. Compute the projected beam density p(x), normalized to unity,
after filamentation.

9.4 Particle Impact for Slow Extraction

Derive (9.16).

9.5 Crystal Channeling

What is the maximum bending angle over a length of 3 cm, for the LHC
beam energy of 7 TeV?



10 Polarization Issues

The study of spin dynamics in synchrotrons has evolved over the years as
has the desire for achieving polarized particle beams of the highest possible
beam energies. A selection of reviews of the dynamics of polarized beams
may be found in [1]–[9]. In this chapter, we focus on experimental data and
describe spin transport in circular accelerators and transport lines. Except
where explicitly mentioned, radiative effects in electron accelerators or very
high energy proton accelerators are not treated here. We begin with a review
of the Thomas-BMT equation for spin motion. This will be given in terms
of the SU(2) spinor representation. Spinor algebra will be introduced and
applied in the description of techniques used for preserving the beam po-
larization during acceleration through depolarizing resonances at moderate
beam energies.

10.1 Equation of Spin Motion

The concept of particle spin was first introduced by Uhlenbeck and Goudsmit
in 1926 to explain certain features of atomic spectra. They presupposed that
the (in this case) electron of mass m and charge e, possessed both a magnetic
moment μ and the spin angular momentum s, related to one another by

μ =
ge

2m
s , (10.1)

where g is the gyromagnetic ratio whose value was empirically taken to
be 2 for electrons to explain certain experimental observations. In 1927
Thomas [10] showed that once a relativistic kinematic effect was taken into
account, the value of g = 2 was consistent with the atomic spectra measure-
ments.
The equation of motion for the spin angular momentum in an external

magnetic field [5] is given, in the particle rest frame, by

ds

dt
= μ×B

= Ω × s , (10.2)
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where the angular velocity of the spin precession is

Ω = −
ge

2m
B. (10.3)

In the above equations, the spin angular momentum s of a single particle
takes on discrete values of magnitude |s| = h̄/2 for spin-12 particles (i.e.
electrons and protons). It is convenient to normalize s and work with the
spin vector S, with |S| = 1, defined as the normalized spin expectation value
in the rest frame.

10.2 Thomas-BMT Equation

In the laboratory frame, the spin precession for a relativistic particle in ex-
ternal electromagnetic fields is given by the Thomas-BMT equation [10]–[13]:

dS

dt
= −

e

γm

[
(1 + aγ) B⊥ + (1 + a) B‖ +

(
aγ +

γ

γ + 1

)
E × v

c2

]
× S ,

(10.4)
where B⊥ and B‖ represent the magnetic fields perpendicular and parallel
to the particle velocity respectively, β = v/c with v the particle velocity, and

γ = 1/
√
1− β2 the Lorentz factor or ratio of the particle energy to mass.

The factor a in (10.4) is the gyromagnetic anomaly of the electron. It is

a =
g − 2

2
= 0.00115966 , (10.5)

and deviates from zero due to radiative corrections. For protons, which are
composite, we replace a with the symbol G, where

G =
g − 2

2
= 1.792846 . (10.6)

For many practical applications there are no significant electric fields1,
and the Thomas-BMT equation is simply

dS

dt
= −

e

γm

[
(1 + aγ)B⊥ + (1 + a)B‖

]
× S . (10.7)

From this equation applied to protons, the spin precession due to transverse
magnetic fields depends on the particle energy through the factor 1/γ + G
while the amount of precession due to a longitudinal magnetic field scales as
(1+G)/γ. We will see later that this has implications for spin rotator design.

1 More precisely, the term β × E is nearly zero since the electric fields in an
accelerator are usually parallel to the particle velocity.
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10.3 Beam Polarization

The polarization P of a bunch is defined as the ensemble average over the
spin vectors S of the individual particles:

P = 〈S〉 =

∣∣∣∣∣ 1N
N∑
p=1

Sp

∣∣∣∣∣ , (10.8)

where N denotes the number of particles in the bunch.
As an illustration of the formulae presented so far, we calculate the beam

depolarization due to spin precession and energy spread in a transport line
neglecting radiation effects. We suppose a transverse magnetic field bends an
electron orbit by the angle θ. Then, according to (10.4) one finds that the
electron spin direction precesses by φ = (aγ)θ relative to the orbit in the
laboratory frame. Considering a relativistic electron beam of many particles
with a finite energy spread, the spin vectors of different electrons in the
beam precess by different angles, since φ depends on the particle energy. If
the initial beam polarization is longitudinal with magnitude P0 and the beam
is bent horizontally by an angle θ, not only is the final polarization vector Pf
rotated by an angle aγ0θ, but also its magnitude is reduced as

Pf = P0e
−(aγ0σδθ)

2/2 , (10.9)

where γ0 is the Lorentz factor corresponding to the mean energy of the beam,
and σδ the rms relative momentum spread assuming a Gaussian momentum
distribution. Equation (10.9) is strictly valid, if the orbit is bent in one plane.
The same formula was also used to model the spin transport and the depolar-
ization in the SLC North Collider Arc [14, 15], which constituted a nonplanar
transport line with horizontal and vertical bends used to follow the terrain
of the SLAC site. In this application, an ‘effective’ bending angle θ, entering
in (10.9), was determined by measuring the final direction of the polarization
vector as a function of the beam energy [15].

10.4 Spinor Algebra Using SU(2)

We can use methods of quantum mechanics [5] to describe spin transport.
It is mathematically advantageous to do so since transporting 2 component
spinors (Ψ) is simpler than transporting the 3-dimensional spin vector S. The
relationship between the two is given by

Si = Ψ
†σiΨ , (10.10)

with the Pauli matrices defined2 as
2 Caution. Different authors adopt different conventions; here we adopt the con-
vention (specified in the introduction; c.f. Fig. 1.1) that x is radial, s is longitu-
dinal, and y is vertical. A cyclic permutation may be used to transform between
conventions.
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σx =

(
0 1
1 0

)
, σs =

(
0 −i
i 0

)
, σy =

(
1 0
0 −1

)
. (10.11)

Together with the 2 × 2 identity matrix I2, these 4 matrices generate an
irreducible representation of the SU(2) group.

10.5 Equation of Spin Motion

For generality we can reexpress [1] the equation of spin motion (10.2) in terms
of a time-like variable θ defined as

θ =

∫ s
0

ds′

ρ(s′)
, (10.12)

which is equal to the accumulated bending angle or so-called orbital angle.
Then, as we will show below, the equation of spin motion (10.2) is equivalent
to

dΨ

dθ
=
i

2
HΨ , (10.13)

where H = Ω̃ ·σ denotes the effective spin Hamiltonian, which is represented
here as a matrix [5] with

Ω̃ = Ω/
dθ

dt
. (10.14)

In the absence of depolarizing resonances (see Sect. 10.7), for a particle circu-
lating in the horizontal plane under the influence of vertical magnetic fields
only, H may be expressed as

H =

(
−κ 0
0 κ

)
, (10.15)

with κ = Gγ for protons and κ = aγ for electrons.
Equation (10.13) may be expressed as

dΨ

dθ
= −i

λ

2
(σ · b̂)Ψ , (10.16)

where λ = |Ω̃| denotes the amplitude of the precession frequency and depends
in general on the particle coordinates (to concentrate on the underlying prin-

ciples, we defer the explicit expressions until needed in Sect. 10.12) and b̂ = Ω̂
is a unit vector aligned with the precession axis. The vector b̂ and λ depend
on the longitudinal coordinate and on the position of the particle in the six-
dimensional phase space [7]. Therefore b̂ may have different orientations at
fixed orbital angle θ on subsequent turns.
The solution of (10.16), which defines the spinor transformation ma-

trix M , is
Ψ(θ) =MΨ(0) . (10.17)
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If λb̂ is constant along a section of the orbit, then

M = e−i(
λ
2 )(σ·b̂)θ . (10.18)

Using the algebra of the σ matrices, after expanding the exponential, the
solution for the spinor is

Ψ(θ) =

[
cos

(
λθ

2

)
− i(σ · b̂) sin

(
λθ

2

)]
Ψ(0) . (10.19)

To complete this section we use the Pauli algebra to confirm that the
equation of motion for the spinor Ψ (10.13) indeed leads to the equation of
motion for the spin vector S. Since the components of the spin are given by
the expectation value of the Pauli spin matrices (S = Ψ†σΨ), the equation of
spin motion for the polarization vector is obtained by taking the derivative
of the latter expression

dS

dθ
=
dΨ†

dθ
σΨ + Ψ†σ

dΨ

dθ
. (10.20)

Using (10.16) and its Hermitian conjugate, dΨ
†

dθ = i
λ
2Ψ
†(σ · b̂), one finds

dS

dθ
= i
λ

2
Ψ†[(σ · b̂)σ − σ(σ · b̂))]Ψ . (10.21)

Making use of the Pauli algebra σiσj = 1 for i = j and σiσj = iεijkσk for
i �= j, one can show that

[σ · b̂,σ] = 2i(b̂× σ) . (10.22)

Therefore, we may write

dS

dθ
= −λΨ†(b̂× σ)Ψ = −λb̂× (Ψ†σΨ) = −λ(b̂× S) , (10.23)

which may be compared with (10.4).

10.6 Periodic Solution to the Equation of Spin Motion

The first step for studying spin motion in a circular accelerator is to find the
periodic solution to the equation of spin motion on the closed orbit. Here
we write a spin transfer matrix M as a product of n precession matrices,
each of which characterizes a section of constant magnetic field causing spin
precession; i.e., M =M1M2 · · ·Mn.
The transfer matrix corresponding to one turn around the accelerator is

refered to as the one turn spin transfer map denoted by M0. For the closed
orbit M0 is periodic: M0(θ + 2π) = M0(θ). Because the norm of the vector
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in the precession equation is an invariant, M0 is unitary so that it may be
expressed as

M0 = e
−iπν0(σ·n̂0) = I2 cosπν0 − i(σ · n̂0) sinπν0 , (10.24)

or

M0 =

(
cosπν0 − i sinπν0 cosαy − sinπν0 cosαs − i sinπν0 cosαx

sinπν0 cosαs − i sinπν0 cosαx cosπν0 + i sinπν0 cosαy

)
,

(10.25)

The unit vector n̂0 is the precession axis for the one turn map M0. It is
periodic and fulfills the Thomas-BMT equation [5]; a spin set parallel to n̂0
at orbital location θ will, after one turn (θ+2π), also be parallel to n̂0. Thus
n̂0 is refered to as the ‘stable spin direction’ on the closed orbit and may be
described by direction cosines:

n̂0 = (cosαx, cosαs, cosαy) (10.26)

with normalization cos2 αx + cos
2 αs + cos

2 αy = 1.
The parameter ν0, called the spin tune, represents the number of times

the spin of a particle on the closed orbit precesses about the stable spin
direction in one turn around the ring. The fractional part of the spin tune
may be obtained from the trace of the (periodic) spin precession matrix:

Tr M0 = 2 cosπν0 or

ν0 =
1

π
cos−1

(
Tr M0
2

)
. (10.27)

For the spin motion of particles not on the closed orbit, M is in practice
not periodic since accelerators are not typically operated on resonance (for
which the particle returns to the same point in phase space after an integer
number of turns). The unit vector b̂ in the equation of spin motion (10.16)
may therefore have different orientations at fixed orbital coordinate θ on
subsequent turns (θ, θ + 2π, θ + 4π,...).

10.7 Depolarizing Resonances

The spin of a particle executing synchro-betatron motion around the closed
orbit is perturbed by magnetic fields sampled at the betatron and synchrotron
frequencies which are characteristic of the particle motion. Since the particles
within a bunch have generally different amplitudes and phases, the pertur-
bation to the spin is different for different particles resulting in a spread of
the particle spins and thus a lower polarization.
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Depolarizing resonances occur whenever the spin tune beats with any of
the natural oscillation frequencies of the orbital motion; that is when the spin
tune, ν0, equals a resonance tune, νres, by satisfying

ν0 = νres ≡ m+ qQx + rQy + sQs , (10.28)

where Qx and Qy are the horizontal and vertical betatron tunes, Qs is the
synchrotron tune, while m, q, r,and s are integers3. Here m is the product of
an integer times the periodicity of the lattice. The quantity |q| + |r| + |s| is
called the order of the resonance.
The general resonance condition specifies the criteria for many different

types of resonances. Imperfection depolarizing resonances, for which

ν0 = νres = m = integer , (10.29)

arise, for example, from horizontal magnetic fields experienced by the or-
biting particle due to magnet imperfections, dipole magnet rotations about
the beam direction, and to vertical quadrupole magnet misalignments. Low-
est order intrinsic resonances, which result from the horizontal fields of
quadrupoles, occur if

ν0 = νres = m+ rQy . (10.30)

In practice, the above two types of resonances have proven the most signifi-
cant in the energy regimes of existing accelerators with polarized beams.
Other higher order spin depolarizing resonances may occur for any combi-

nation of integers which satisfy (10.28). Studies have shown that higher-order
intrinsic resonances of the form

ν0 = νres = m+ rQy + sQs . (10.31)

become increasingly important at higher beam energies. Due to the inter-
action with the particle longitudinal momentum, such resonances are also
refered to as synchrotron sideband depolarizing resonances.
Resonant spin motion has been observed in many accelerators. Interest-

ingly, it was observed in the SLC collider arcs [14], through which bunches
pass only once. The 1 mile arcs were used to transport 45.6 GeV polarized
electrons from the linac to the interaction point where they collided head-on
with positrons. The arc consists of 23 achromatic sections with a 108◦ phase
advance per cell. The vertical beam trajectory and the components of a spin
vector are shown in Fig. 10.1 assuming an initial vertical offset of 0.5 mm and
random quadrupole misalignments. For the nominal SLC operating energy,
the phase advances of (betatron) orbit and spin in the SLC arcs were almost
identical. In Fig. 10.1 this equality is seen to contribute to a net tilt of the
spin vector as evidenced by the increase in the vertical component of a spin
along the arc. In practice, vertical bumps were used to optimally align the
polarization to be longitudinal at the interaction point.

3 For particles in the bunch with large orbital amplitudes, ν0 in (10.28) should be
replaced by spin tune of the individual particle ν [7]–[9].
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Fig. 10.1. Beam orbit (solid line) and spin transport in the SLC collider arc
(Courtesy P. Emma, 1999)

10.8 Polarization Preservation in Storage Rings

For proton and deuteron accelerators, for which the polarization of the beam
is produced at the particle source, the first requirement of maintaining a
beam’s polarization is preserving this polarization at injection into down-
stream accelerators. Ignoring synchro-betatron motion, this is easily achieved
by orienting (using upstream spin rotators) the beam polarization so that it
is aligned with the stable spin direction of the downstream transport line or
storage ring.
A mismatch at injection results in a cosine-like reduction of the time-

averaged beam polarization. Letting (cosαx, cosαs, cosαy) denote the orien-
tation of the injected polarization Pinj and (cosβx, cosβs, cosβy) the orien-
tation of the stable spin direction n̂0 in the laboratory reference frame, then
the projection of the injected polarization vector Pinj onto n̂0 is

‖P‖ = Pinj · n̂0
= Pinj(cosβx cosαx + cosβs cosαs + cosβy cosαy) . (10.32)

The components of the time-average polarization one would measure at the
injection point are then obtained by projecting the polarization onto the three
coordinate axes:

Py = ‖P‖ cosβy, Px = ‖P‖ cosβx, Ps = ‖P‖ cosβs . (10.33)

A conceptual illustration is given in Fig. 10.2. At other locations in the ring,
the measurable polarization components are obtained by performing a second
projection using ‖P‖n̂0(s) where n̂0(s) is the stable spin direction at the
point of interest.
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Fig. 10.2. Graphical representation show-
ing the projection of the injected polariza-
tion Pinj onto the stable spin direction n̂0 at
the injection point. The time-averaged ver-
tical polarization one would measure at that
point in denoted by Py

Once the beam is successfully injected without loss of polarization, it
must be ramped to high energy thereby encountering numerous depolarizing
resonances along the energy ramp. With considerable effort, polarized proton
beams were accelerated through many intrinsic and imperfection depolariz-
ing resonances to GeV energies at the ZGS [16], Saturne [17], the AGS [18],
and KEK [19]. The methods employed were based on overcoming each depo-
larizing resonance individually. In this section we review techniques used to
overcome these resonances. In the next section we describe ‘siberian snakes’
which are used for preserving the beam polarization during the energy ramp.
Proof of principle experiments with snakes were initially carried out at the
Indiana University Cyclotron Facility (IUCF) [20]–[22]. Siberian snakes are
now used in routine operation during acceleration of polarized protons at
RHIC [23] and constitute the preferred method of polarization preservation
for future high energy hadron accelerators.

10.8.1 Harmonic Correction

Harmonic correction of imperfection depolarizing resonances was used at the
AGS [18] to ramp vertically polarized proton beams to about 22 GeV. There
96 correction dipoles were employed whose currents were programmed dur-
ing the acceleration process such that the Fourier harmonics of the radially
outward and longitudinal fields in the measured particle trajectories for the
most nearby resonances were minimized. The Fourier harmonics are given
by an cosnθ+ bn sinnθ, where n denotes the resonance harmonic of interest.
As will be shown later, the resonance strength depends on the vertical beam
displacement (in quadrupoles, for example, the nominally vertical polariza-
tion experiences a radial precession field with an off-axis beam). To eliminate
depolarization, the coefficients an and bn were experimentally adjusted to
minimize the horizontal magnetic fields causing each imperfection resonance.
Shown in Fig. 10.3 are traces on an oscilloscope from the AGS [18] showing
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Fig. 10.3. Oscilloscope traces showing the currents in pulsed magnets during the
energy ramp to 16.5 GeV/c at the AGS. Shown are the pulsed dipole currents (top),
the pulsed quadrupoles currents (middle), and the main dipole current (bottom)
(Courtesy A. Krisch, 1999)

the corrector dipole currents (top trace) and the main dipole current (bottom
trace), which is proportional to the beam energy.
Harmonic correction methods [24]–[26] were also applied in the case of

high energy electron beams at both HERA [27]–[29] and, deterministically,
at LEP [30]. In electron accelerators, an initially unpolarized beam may after
some time become polarized due to the emission of synchrotron radiation.
This is known as the Sokolov–Ternov effect [31] which also predicts a maxi-
mum possible beam polarization of 92.4% for electrons. In practice however
this level of polarization is not reached due to spin-orbit coupling caused by
the trajectory oscillations which result from photon emission [3]. Minimizing
the strength of the harmonics nearest the beam energy thus minimizes the

Fig. 10.4.Measured transverse beam polarization at HERA showing improvements
gained using harmonic correction (Courtesy of the HERMES experiment, 2002)
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influence of the depolarizing effects due to synchrotron radiation. At HERA
and LEP, instead of empirically varying the whole closed orbit, closed orbit
bumps were used to minimize the strength of the nearest imperfection reson-
ances. A recent result from HERA is shown [29] in Fig. 10.4 obtained after
implementing a new optic as intended for the HERA upgrade.

10.8.2 Adiabatic Spin Flip

The method of adiabatic spin flip, which was also used at the AGS, is based
on the results of Froissart and Stora [32]. The Froissart–Stora formula, which
describes the spin transport through a single, isolated imperfection or lowest-
order intrinsic resonance, is

Py(∞) =

(
2e−

π|ε|2

2α − 1

)
Py(−∞) , (10.34)

where ε is the resonance strength (see Sect. 10.12 and [1]), α = dν0/dθ, and
Py(−∞) or Py(∞) refer to the initial and final polarizations, respectively.

Fig. 10.5. Spin flip of a vertically polarized beam at the IUCF with kinetic energy
105.4 MeV and a frequency sweep range of 2 kHz. The estimated resonance strength
at 15 kV applied voltage is 1.9×10−4 (Courtesy A. Krisch, 1999)

The Froissart–Stora formula mandates that the spin of the orbiting par-
ticle will flip if the passage is slow and the resonance is strong (the argument
in the exponent of (10.34) is large). This behavior has been verified by ex-
periment [17, 33, 34]. An example taken from the IUCF cooler ring [34] is
shown in Fig. 10.5. Here a solenoid was used to produce a sinusoidally vary-
ing longitudinal magnetic field of frequency frf and peak amplitude Vsol. This
served to create a depolarizing resonance such that
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ν0 ≈ c1 ±
frf
frev

= c2 ±

(
frev − frf
frev

)
, (10.35)

where c1 and c2 are integers. In these measurements a frequency sweep of
span 2 kHz centered about the revolution frequency was used. After each
data point, the beam was dumped and a new beam was injected. The curves
in Fig. 10.5 show the prediction by the Froissart–Stora equation computed
for the measured resonance strength for two different ramp rates.

10.8.3 Tune Jump

Intrinsic depolarizing resonances were overcome at the AGS using the method
of tune jump [18]. From the Froissart–Stora relation, if the resonance is
crossed sufficiently quickly (the exponent approaches zero), then the polariza-
tion will be preserved. Therefore, as the spin tune ν0 = Gγ increases during
acceleration, the resonance can be traversed without loss of polarization by
rapidly shifting the vertical betatron tune, νy. A classic example [18] from the
AGS was shown in Fig. 10.3 in which the current of the pulsed quadrupoles
(middle trace) is depicted. To achieve this, strong pulsed quadrupoles and
special ceramic beam pipes (to allow passage of the field) were required.

10.9 Siberian Snakes

The above mentioned correction schemes were anticipated to be of limited
applicability when accelerating polarized beams to very high energies. The
harmonic correction employed at the AGS was complicated and time con-
suming; the empirically found corrections also depended on the closed orbit
of the accelerator, which was observed to drift with time and change between
running periods. At very high energies, where the resonances will be over-
lapping due to an increase in the resonance strength with increasing energy
(see (10.49) below), the method of adiabatic spin flip fails [35]. The method
of tune jump is stopband limited since, for a very strong intrinsic resonance,
the vertical betatron tune shift required to overcome the resonance may ex-
ceed the separation between the machine betatron resonances. Finally, the
number of resonances to be crossed increases with energy. At the SSC, where
there would have been more than 104 imperfection and first-order intrinsic
resonances, overcoming each resonance individually clearly would have been
impractical.
An ingenious arrangement of magnets was proposed [36, 37] by Derbenev

and Kondratenko in 1976 (see also [13]). Use of this technique4 would simul-
taneously overcome all imperfection and lowest-order intrinsic resonances by
making the spin tune energy independent. A so-called type-1 snake rotates

4 This scheme was dubbed ‘siberian snake’ by E. Courant.
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the spin of each proton by 180 degrees about the longitudinal axis on each
turn around the ring without changing the closed orbit outside of the snake.
This forces the spin tune to be 1/2 and the stable spin direction n̂0 to lie
in the horizontal plane. The resonance condition of (10.29) and (10.30) can
therefore never be satisfied regardless of the beam energy: the condition for
imperfection resonances with integer spin tune (10.29) is never satisfied and,
for betatron tunes not equal to 1/2 (corresponding to half integer orbit res-
onances), intrinisic resonances (10.30) are also avoided. A type-2 siberian
snake precesses the spin about the radial direction. A type-3 siberian snake
precesses the spin about the vertical direction.
The most cost-effective construction of a siberian snake depends upon the

energy range of interest. A siberian snake consisting of a solenoidal field (and
skew quadrupoles for coupling correction) requires a field strength (given here
for protons) of ∫

B‖ dl =
mcβγ

(1 +G)e
ψ , (10.36)

in which ψ (= π for a full siberian snake) is the angle through which the spin
is precessed. In this case, the required field integral depends linearly on γ.
Due to technical constraints the field strength and magnet length cannot
be increased indefinitely. Therefore siberian snakes made with solenoids are
better suited for low energy operation.
Alternatively a ‘conventional’ siberian snake consisting of eight transverse

field dipoles each of which precesses the spin by π2 requires a field strength of∫
B⊥ dl =

mcβ

Ge
ψ (transverse snake) , (10.37)

which is independent of γ. This type of siberian snake therefore has the
advantage that a single set of dipole operating currents suffices for all beam
energies once the relativistic factor β is close to 1. However, in a dipole
magnet, the orbit deflection angle is ψ/Gγ and so depends on the energy.
For low beam energies (γ < 10), a siberian snake consisting of dipoles would
thus require the construction of large and costly dipoles. Siberian snakes
consisting of dipole magnets are therefore more suitable for operation at high
beam energies.
With a single type-1 siberian snake, the one-turn spin transfer matrix

evaluated at the orbital angle θ is

M = e−iπν0(n̂0·σ) =
[
e−i

Gγ
2 (π−θ)σye−i

η
2 σs

] [
e−i

Gγ
2 (π+θ)σy

]
, (10.38)

where η gives the spin precession about the longitudinal in radians. Taking
the trace of (10.38), the particle spin tune is

cosπν0 = cos (πGγ) cos
(η
2

)
. (10.39)
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If the siberian snake is off (η = 0), then ν0 = Gγ as expected. With the snake
fully turned on (η = π), then cosπν0 = 0 and ν0 = 1/2 (modulo 2π).
For a siberian snake design optimum for high beam energies, the use of

transverse magnetic fields for spin precession has the unfortunate consequence
of also deflecting the particle orbit. The design of a siberian snake therefore
uses closed horizontal and vertical bumps so that the orbit outside of the
snake region is unchanged (optical transparency). However this is achieved
only at the expense of increased snake length which may become costly.
Many different snake designs have been proposed. Some of the earlier designs
by Steffen are given in [38]–[40] and the design currently used at RHIC is
described in [41, 42] have been proposed. Shown in Fig. 10.6 is one such
design consisting of alternating horizontal and vertical dipoles. This design
is conveniently expressed as

V
(π
2

)
V
(
−
π

2

)
H
(π
2

)
V
(
−
π

2

)
H(−π)V

(π
2

)
H
(π
2

)
, (10.40)

where H and V represent horizontal and vertical dipoles rotating the spin
through the angle of the argument.

Fig. 10.6. A design of a type-1 siberian snake showing the geometry (top) and
the design orbit in the vertical (middle) and horizontal (bottom) planes. The beam
moves from the left to the right (Courtesy A. Chao, 1999)

In addition to preserving the polarization, it is often desirable to rotate
the spin from vertical to longitudinal [4] at one of possibly many interaction
points in a storage ring as is done at HERA [43], for example. An optically
transparant spin rotator which does that was proposed by Montague [5, 44].
The spin rotation matrix R is given by

R = V (α)V (−α)V
(
−
π

4

)
H(−π)V

(π
4

)
XV

(
−
π

4

)
H(π)V

(π
4

)
, (10.41)

where α is an arbitrary precession angle and ‘X’ indicates the location of the
interaction point. For transverse magnetic fields, the orbital bending angles
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are obtained by the precession angle divided by Gγ. In contrast to spin trans-
formations for which the transfer matrices of each magnet do not commute,
the small orbital deflections do essentially commute and are seen to sum to
zero.
Radiation in strong vertical bending magnets, used in spin rotators for

example, in an electron storage ring can cause excitation of vertical betatron
motion which may then lead to depolarization due to the radial component
of quadrupole fields [5]. In addition, when rotators are used to precess the
polarization into the longitudinal direction, the horizontal motion excited
by radiation in the arcs can cause depolarization in the vertical fields of
the quadrupoles in the interaction regions. These depolarization mechanisms
may be avoided by invoking spin matching conditions to obtain spin trans-
parency [4, 26, 45].

Fig. 10.7. Measurements of time-averaged radial polarization at the IUCF near a
Gγ = 2 imperfection resonance (at about 106.4 GeV) at 5 different beam kinetic
energies with a 100% siberian snake on (left) and off (right)
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Fig. 10.8. Measurements of time-averaged vertical polarization at the IUCF near
a Gγ = 2 imperfection resonance (at about 106.4 GeV) at 5 different beam kinetic
energies with a 100% siberian snake on (left) and off (right)

Interestingly, it was not until 1989 that the siberian snake concept was
tested experimentally [20, 21]. Shown in Figs. 10.7 and 10.8 are measure-
ments which demonstrated the use of siberian snakes for control of the beam
polarization. Plotted are the time-averaged vertical and radial polarization
measured at different beam kinetic energies in the vicinity5 of the Gγ = 2
imperfection resonance. The horizontal axis shows the strength of an error
field introduced diametrically opposite to the siberian snake. In these meas-
urements, the error field was set, the beam was injected, the polarization was
measured, and then the beam was dumped. The polarization of the injected
beam was always oriented to match the stable spin direction at the injection
point; i.e. in the horizontal plane with the snake turned on or vertically with

5 From the figures, the resonance was found to lie between 105.9 MeV and
107.8 MeV rather than at kinetic energy (2 − G)/mG = 108.4 MeV one might
expect using Gγ = 2. This was later explained by the presence of an uninten-
tional type-3 snake in the accelerator.
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no snake. From Fig. 10.7, with the snake turned on, the radial polarization
was not affected by the nearby resonance. From Fig. 10.8, with the snake
turned off, the measured time-averaged vertical polarization was observed to
be less near the resonance. The curves in Figs. 10.7 and 10.8 were obtained
using the periodic solution to the equatio of spin motion taking into account
the presence of the type-3 snake.
It is worth mentioning that the presence of a siberian snake in an acceler-

ator may introduce a new kind of resonance dubbed a snake resonance [46].
The snake resonance condition is given by uνres = ν0 + n in which ν0 (=

1
2 )

is the spin tune determined by the snake and u and n are integers. These
are relevant when the fractional betatron tune Q is 1/integer, which is not a
condition under which an accelerator is typically operated. Nonetheless, the
presence of snake resonances has been both predicted and verified experimen-
tally [47].

10.10 Partial Siberian Snakes

In 1989 Roser [48] proposed an elegant and intuitive variant of the siberian
snake called a partial siberian snake. These are magnetic devices which enable
the polarization to be maintained when accelerating through imperfection
resonances. They rotate the spin by a small fraction of π around a horizon-
tal axis and have the advantage of reduced cost and less required space. At
low beam energies, a partial snake consisting of dipoles does not induce too
large an orbit excursion, while a solenoidal partial snake requires significantly
less magnetic field than a full snake. As mentioned above the disturbance to
the polarization at imperfection resonances can be minimized by minimizing
certain harmonics in the fields on the closed orbit. Partial snakes imply the
opposite approach, namely the snake induces a large predetermined imper-
fection onto the spin motion which dominates all other imperfections. Then
during normal acceleration with the large resonance strength, the Froissart–
Stora formula guarantees a full spin flip without loss of polarization. The
polarization will flip again after passage through the next imperfection res-
onance.
The expression for the dependence of the spin tune on energy and the

precession per turn was given in (10.39) and is shown in Fig. 10.9 for different
percentages of applied longitudinal field (η = π denotes a full snake which is
designated in the figure by 100%). The diagonal line shows the spin tune with
no snake. As can be seen, even a relatively weak (∼ few %) snake can cause a
significant deviation of the spin tune from Gγ during acceleration and a large
spin tune gap thus avoiding the imperfection resonance at ν0 = n = integer.
An example showing the first demonstration of the ability of partial

siberian snakes to avoid imperfection depolarizing resonances, in this case
at fixed beam energy, is shown in Fig. 10.10. With a 10% snake full polar-
ization was maintained despite the applied error field. At the AGS a 5%
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Fig. 10.9. The dependence of the spin tune on Gγ for various snake strengths
(indicated by percentage of full 180 degree spin precession)

Fig. 10.10. Demonstration from the IUCF of polarization preservation in the vicin-
ity of an imperfection resonance using a 10% partial siberian snake (left) and loss
of polarization without the partial snake (right). In these measurements the kinetic
energy of the beam was fixed at 105.9 MeV

partial siberian snake has been installed and is used routinely to ramp po-
larized protrons through numerous imperfection resonances to the required
transfer energy (∼ 25 GeV) for injection into RHIC [49, 50]. Note that for
fixed beam energy, once the betatron tunes are known, the strength of the
partial siberian snake could be set such that a nearby intrinsic resonance is
also avoided.
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10.11 RF Dipole

At the AGS, the many intrinisic resonances not avoidable the energy ramp
are now overcome using an rf dipole magnet [51] (see also Sect. 3.10). From
the Froissart–Stora equation (10.34), full spin flip may be expected if the res-
onance strength is large. The resonance strength may be artificially increased
(see (10.48) below) by exciting a coherent vertical betatron oscillation thus
inducing a complete spin flip [52]. If the location of externally induced reson-
ance is placed close to an intrinsic resonance, then depending on the relative
tune separation, phase, and strength, the induced resonance can be made to
dominate the spin motion and full spin flip can be achieved [51]. At the AGS,
the rf dipole is adiabatically turned on and off to avoid the emittance growth
that would be observed with a pure impulse excitation [51].

10.12 Single Resonance Model

Until now we have avoided the use of complicated formulas and have pre-
sented basic concepts useful for practical applications of spin transport and
preservation. In this section we define the resonance strength parameter ε
used previously and show explicitly, for the case of an isolated resonance in
the absence of siberian snakes, its effect on the beam polarization.
We rely on the work of Courant and Ruth [1], who expressed the magnetic

fields in the Thomas-BMT equation in terms of the particle coordinates. They
found that the equation of spin motion reduces to

dSx
dθ
= −κSs − rSy;

dSs
dθ
= +κSx − tSy;

dSy
dθ
= +rSx + tSs , (10.42)

where κ, r, and t are functions of the transverse coordinates of the particle
orbit. In the cartesian coordinate system (with x̂ radially outward, ŝ along
the beam direction, and ŷ vertical) and ρ the local radius of curvature of the
reference orbit, these variables are given by [1]

κ = Gγ − (1 +Gγ)ρx′′ ≈ Gγ

r = (1 +Gγ)y′ − ρ(1 +G)

(
y

ρ

)′
t = (1 +Gγ)ρy′′ , (10.43)

where the derivatives are with respect to the longitudinal coordinate s.
Equation (10.42) can then be transformed [1] into an equivalent spinor

representation, for which
dΨ

dθ
=
i

2
HΨ . (10.44)
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Here H is the spinor precession matrix given by

H =

(
−κ −t− ir
−t+ ir κ

)
, (10.45)

and Ψ is a two component complex spinor. In first approximation the func-
tion H is uniquely determined by the properties of the synchrotron. In the
preceding analyses we have assumed that the function H is piecewise con-
stant. As before the spin components are obtained by taking the expectation
value of the Pauli matrix vector, σ, i.e.,

Si = Ψ
†σiΨ . (10.46)

Due to the periodic nature of a synchrotron, the coupling term of (10.45)
may be expanded in terms of the Fourier components, i.e.,

t+ ir =
∑
k

εke
−iν±res,kθ , (10.47)

in which θ is the particle’s orbital angle, ν±res,k = k for imperfection reson-
ances, ν±res,k = k ±Qy for the first order intrinsic resonances, and εk is the
resonance strength which is given by the Fourier amplitude

εk =
1

2π

∫
(t+ ir)eiν

±
res,kθ dθ . (10.48)

For the case of an imperfection resonance, the resonance strength is given ap-
proximately by summing over the radial error fields encountered by a particle
on the closed orbit in one turn around the ring:

εk ≈
1 +Gγ

2π

∑
l

Δsl
∂Bx/∂y

Bρ
yeiνres,kθ , (10.49)

where y is the transverse amplitude with respect to the magnet center, and
Δsl is the length of the lth integration step around the ring.
As an illustration of the previous results, we now show that a transverse

imperfection resonance can also shift the spin tune ν0. In the single resonance
approximation [46, 53], the spin equation in the laboratory frame is given by

dΨ

dθ
= −

i

2

(
Gγ −ζ
−ζ∗ −Gγ

)
Ψ, with ζ = ε · e−iνresθ , (10.50)

in which ε is the resonance strength, νres is the resonance tune, and θ is
the particle orbital angle around the accelerator. The spin motion near the
imperfection resonance can be visualized by transforming the spin equation
to the resonance precession frame (i.e., the reference frame in which the
polarization vector does not precess if the spin tune is exactly equal to the
resonant tune). Thus, considering

Ψk = e
i νresθ2 σyΨ , (10.51)
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we obtain an expression for the effect of the imperfections,

dΨk
dθ
= −

i

2

(
−δ ε
ε∗ δ

)
Ψ1 , (10.52)

with δ ≡ (νres −Gγ). This can also be written as

dΨk
dθ
=
i

2
(δσy + εRσx − εIσs)Ψk , (10.53)

where σi are the Pauli matrices and ε = εR + iεI the complex resonance
strength. Equation (10.53) can be integrated easily to yield

Ψk(θf ) = e
i
2 (δσy+εRσx−εIσs)(θf−θi)Ψk(θi) . (10.54)

Then transforming back to the laboratory frame, we obtain

Ψ(θf ) = e
−i
νresθf
2 σye

i
2 (δσy+εRσx−εIσs)(θf−θi)ei

νresθi
2 σyΨ(θi)

= T (θf , θi)Ψ(θi) . (10.55)

By expanding the exponential, the spin transfer matrix T (θf , θi) for a single
resonance may be calculated [46, 53]:

T (θf , θi) =

⎛
⎜⎝ aei

(
c−

νres(θf−θi)

2

)
ibe
−i

(
d+

νres(θf+θi)

2

)

ibe
i

(
d+

νres(θf+θi)

2

)
ae
−i

(
c−

νres(θf−θi)

2

)
⎞
⎟⎠ , (10.56)

with

b =
|ε|

λ
sin
λ(θf − θi)

2
, a =

√
1− b2,

c = arctan

[
δ

λ
tan
λ(θf − θi)

2

]
, d = arg(ε∗),

δ = νres −Gγ, λ =
√
δ2 + |ε|2 . (10.57)

The spin tune on the closed orbit can be obtained from the trace of the
one turn transfer map, T (θ + 2π, θ) of (10.56), i.e.,

cosπν0 = a cos(c− ν0π) . (10.58)

Figure 10.11 shows the spin tune shift, δν = Gγ−ν0, as a function of Gγ−2
for the special cases where |ε| =

√
ε2R + ε

2
I = 0.0008 and |ε| = 0.0015. In

both cases, for Gγ far away from the resonance tune, νres, one has δ � |ε|
and a ≈ 1, so that ν0 ≈ Gγ. As Gγ approaches the resonance tune, the spin
tune is shifted from Gγ by Δν0 = −|ε| below the resonance and by Δν0 = |ε|
above the resonance, i.e., the spin tune is always shifted away from the res-
onance tune. Therefore at a given energy, the observed width of the vertical
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Fig. 10.11. Spin tune shift (ν0 −Gγ) versus (Gγ − 2) near an imperfection reson-
ance, according to (10.58). The dashed curve corresponds to a resonance strength
of magnitude 0.0008. The solid curve results for a resonance strength of 0.0015

polarization (in Fig. 10.8, for example) would always be increased when the
effect of the imperfection resonance is included. The observed slope of the
radial polarization at the fully compensated field value would also be less-
ened in magnitude. Figure 10.11 indicates that the effect of the imperfection
resonance becomes important only in very close proximity to the resonance.
The solution of (10.52), decomposed into two eigenmodes, is

Ψ± = e
±iλθ2

⎛
⎝ ε
|ε|

√
λ±δ
2λ

∓
√
λ∓δ
2λ

⎞
⎠ , (10.59)

where λ =

√
δ2 + |ε|2. The particle spin is given by a linear combination of

the eigensolutions,
Ψ1(θ) = C+Ψ+ + C−Ψ− , (10.60)

normalized such that |C+|
2
+ |C−|

2
= 1. The component along the y axis is

Sy = Ψ
†σyΨ

= Ψ1
†σyΨ1

=
δ

λ

(
|C+|

2 − |C−|
2
)
+
2|ε|

λ
Re[C+C−

∗eiλθ] . (10.61)

For an initially vertically polarized particle, the time-averaged vertical
polarization is found to be

〈Sy〉 =
δ

λ
(|C+|

2 − |C−|
2
) =
δ2

λ2
=

δ2

δ2 + |ε|2
, (10.62)

which is less than the initial polarization by an amount that depends on the
resonance strength ε.
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Exercises

10.1 Electrostatic Lenses and Muon Storage Rings

The muon anomolous magnetic moment, aμ, now recognized to be about
0.001166, can be measured very accurately using electrostatic lenses with a
transverse electric field. In the rotating reference frame, the spin precession
is given by

Ω = −
e

mγ

(
aμB⊥γ + (1 + aμ)B‖ +

(
aμγ −

γ

γ2 − 1

)
E × v

c2

)
. (10.63)

Show that even the transverse electric field E does not contribute to spin
precession when the Lorentz factor is6

γ =

√
1 +

1

aμ
. (10.64)

10.2 Spinors

This exercise provides practice with spinor-matrix algebra.
a) Using (10.10) find the spinor wave function for the spin basis S =

[Sx,Ss,Sy] with Sx = [1 0 0], Ss = [0 1 0], and Ss = [0 0 1].
b) Show that the Pauli matrices are unitary (σjσ

†
j = I) and Hermitian

(σ†j = σj) with σ
† · σ = 3I.

c) Verify the compact form of the commutation relations:

σjσk = δjkI + iΣmεjkmσm, (10.65)

where

δjk = 1 if j = k
= 0 if j �= k (10.66)

and εjkm is the Levi-Civita tensor defined by

εjkm = 0 if any two indices are equal
= +1 for even permutation of indices
= −1 for odd permutation of indices . (10.67)

10.3 Spin Precession in Solenoidal Fields

Consider a vertically polarized beam traversing (β = βŝ) a longitudinal
solenoid of field B = Bz ŝ of length l in the absence of any electric fields.

6 Adapted from lecture notes of A. Chao (1999)



262 10 Polarization Issues

a) Show that the spin precession φ after traversal of the solenoid is given
by

φ = −
e

γmc2
l

β
(1 +G)Bz . (10.68)

b) Suppose this solenoid is in a circular accelerator. By equating the
centrifugal and Lorentz forces on the particle show that the magnetic rigidity
is

Bρ =
βE

ec
, (10.69)

where B is the vertical magnetic dipole field, and reexpress (10.68) in terms
of the rigidity.
c) For spin polarization in a storage ring we have seen that spin preces-

sion by π per turn helps cancel various spin resonances. For the case of a
proton beam with 100 MeV kinetic energy specify the required integrated
field strength to achieve this.

10.4 Periodic Spin Motion

Using the expansion of the exponential

eiασj = cosα+ iσj sinα where j = x, s, y , (10.70)

verify (10.25).

10.5 SLC ‘3-state experiment’

Assuming no resonant depolarization (that is pure spin precession) in the
SLC arcs, show that the magnitude of the polarization at the interaction point
(IP) can be obtained from three successive measurements of the longitudinal
polarization at the IP by proper orientation of the incoming polarization with
each measurement.

10.6 Type-3 Snakes

Let L represent a precession about the longitudinal axis.
a) Show that the configuration[
V

(
−
φ

2

)
L
(
+
χ

4

)
V

(
+
φ

2

)]
L
(
−
χ

2

) [
V

(
−
φ

2

)
L
(
+
χ

4

)
V

(
+
φ

2

)]
(10.71)

is does not introduce a net deflection, but produces a net spin precession
about the vertical axis.
b) Draw the spin orientation and the particle orbit for the given magnet

configuration.
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Many applications of particle accelerators require beam cooling, which refers
to a reduction of the beam phase space volume or an increase in the beam den-
sity via dissipative forces. In electron and positron storage rings cooling natu-
rally occurs due to synchrotron radiation, and special synchrotron-radiation
damping rings for the production of low-emittance beams are an integral
part of electron-positron linear colliders. For other types of particles different
cooling techniques are available. Electron cooling and stochastic cooling of
hadron beams are used to accumulate beams of rare particles (such as an-
tiprotons), to combat emittance growth (e.g., due to scattering on an internal
target), or to produce beams of high quality for certain experiments. Laser
cooling is employed to cool ion beams down to extremely small temperatures.
Here the laser is used to induce transitions between the ion electronic states
and the cooling exploits the Dopper frequency shift. Electron beams of un-
precedentedly small emittance may be obtained by a different type of laser
cooling, where the laser beam acts like a wiggler magnet. Finally, designs of
a future muon collider rely on the principle of ionization cooling. Reference
[1] gives a brief review of the principal ideas and the history of beam cooling
in storage rings; a theoretical dicussion and a few practical examples can be
found in [2].

11.1 Damping Rates and Fokker–Planck Equation

In the presence of cooling and in the absence of any excitation by noise, the
evolution of a beam distribution function f(x, x′, t) for one degree of freedom,
here for the horizontal plane, is described by the differential equation [2]

df(x, x′, t)

dt
= λf , (11.1)

with the solution
f(x, x′, t) = eλtf0(x0, x

′
0) , (11.2)

where the subindex 0 characterizes the initial distribution f0 or the initial
phase-space variables. The latter, x0 and x

′
0, are related to x and x

′ by
the equation of motion including the damping. Note that the phase space
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density about each particle increases exponentially. Without a cooling force,
the system would be Hamiltonian and the local phase-space density conserved
(df/dt = 0), so that λ = 0 in this case.
It is common to introduce action-angle variables I and ψ (where I is

proportional to the square of the oscillation amplitude) via the relations

x
√
β
=
√
2I cosψ , (11.3)

√
β

(
x′ + α

x

β

)
= −
√
2I sinψ , (11.4)

where α and β are the usual alpha and beta function describing the linear
optics (cf. Chap. 1). The angle variable ψ can be identified with the betatron
phase, The distribution in the angle ψ is often uniform and random. In these
case, the beam distribution function f only depends on the action variable I
and, possibly, on the time, i.e., f(x, x′, t) = f(I, t). Indeed, in earlier chap-
ters, e.g., Sect. 4.1, we have implicitly taken the randomness of the betatron
phase as the definition of a ‘matched’ beam. For a mismatched or oscillat-
ing beam, the initial beam distribution is not uniform in the angle ψ, but
any spread of the betatron frequencies results in a phase ‘randomization’,
after a time roughly equal to the inverse of the frequency spread. A spread
in the betatron frequency is always present. It arises, e.g., from a nonzero
chromaticity and a finite energy spread, or from a dependence of the be-
tatron tune on oscillation amplitude. Our following treatment assumes that
this ‘randomization time’ is much shorter than the cooling time. The phase
randomization and the cooling can then be mathematically decoupled, e.g.,
by averaging the equations describing the time evolution of the action over
the betatron phase.
Cooling in the three phase-space dimensions results in an exponential

damping of the 3 action invariants:〈
∂İi
∂Ii

〉
= −λi , (11.5)

where i = (x, y, z). The angular brackets in (11.5) denote an average over
both the angle variables and the azimuthal position around the storage ring,
θ, i.e.,

〈...〉 =

∫ 2π
0

dψ

2π

dθ

2π
(...) (11.6)

and the λi are the damping rates in the three planes.
Denoting the physical momenta by pi = γmcvi (vi is the velocity for

the ith degree of freedom in units of m/s, m the particle mass, and γ the
relativistic factor) and considering a ‘cooling force’ F which changes the
particle momenta according to ṗk = Fk, some algebra yields
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∑
i

〈
∂İi
∂Ii

〉
=
∑
i

〈∑
k

∂

∂Ii

∂Ii
∂pk
Fk

〉

=
∑
i

〈∑
k

∂

∂Ii

∂Ii
∂pk
Fk +

∂

∂ψi

∂ψi
∂pk
Fk

〉

=

〈∑
k

∂Fk
∂pk

〉
, (11.7)

where we have made use of the fact that the average over ψ of any derivative
with respect to ψ is zero. The sum of the action damping coefficients is

λx + λz + λs = −

〈
∂Fx
∂px

+
∂Fz
∂pz
+
∂Fs
∂ps

〉
= 〈−∇pF 〉 , (11.8)

independent of any coupling between the three planes of motion.
As an example, cooling due to synchrotron radiation and due to ionization

cooling is approximately described by a cooling force that is anti-parallel to
the particle velocity v [2],

F = −av , (11.9)

where the coefficient a may depend on the particle energy. The cooling is
accompanied by a particle energy loss rate W ,

dE

dt
= −W = F · v = −av2 , (11.10)

which can be compensated by an rf system. Assuming ultrarelativistic par-
ticles (v ≡ |v| = c), the cooling force of (11.9) may be rewritten in terms of
the energy loss as F = −vW/c2, and direct evaluation then yields:

−∇p · F =

(
W

pc

)[
2 +
∂ lnW

∂ ln p

]
. (11.11)

By inserting this expression into (11.8) the total decrease rate in phase-space
volume can be calculated. Equations (11.8) and (11.11) state that the sum
of the three damping rates is a constant, only depending on the total rate of
energy loss. In the special case of synchrotron radiation, this is known as the
‘Robinson theorem’.
One might think it would be possible to produce a beam of nearly zero

temperature by cooling for a very long time. However, there is always some
noise exciting the beam, which prevents reaching this limit and gives rise
to an equilibrium emittance. In the case of synchrotron radiation this noise
is due to quantum fluctuations, for ionization cooling it is due to multiple
scattering, and in the case of stochastic cooling there is electronic noise in the
detector-amplifier chain and Schottky noise arising from the finite number of
particles in the beam.



266 11 Cooling

With such noise sources present, the evolution of the distribution function
f(I, t) is no longer described by (11.1), but by a Fokker–Planck equation of
the form

∂f(I, t)

∂t
=
∂

∂I

(
−

〈
ΔI

Δt

〉
f(I, t)

)
+
1

2

∂2

∂I2

[(〈
(ΔI)2

Δt

〉
f(I, t)

)]
, (11.12)

where now the angular brackets denote an average over the entire beam
distribution, including the action variables, and over the noise. For example,
if the Fokker–Planck terms 〈ΔI〉 and 〈(ΔI)2〉 are linear in I and constant,
respectively, the equation reduces to

∂f

∂t
=
∂

∂I

(
λIf +

D

2

∂f

∂I

)
, (11.13)

where λ = 〈ΔI/Δt〉/I, and D ≡ 〈(ΔI)2/Δt〉. The beam then asymptotically
approaches the distribution, f∞ ∝ exp(−I/I∞), with the equilibrium emit-
tance (for the equality of rms emittance and average action see (1.14) and
Ex. 1.1)

ε = 〈I〉t=∞ = I∞ =
D

2λ
. (11.14)

Using (11.13), this distribution is easily shown to be stationary: ∂f∞/∂t = 0.
The cooling of various particles can be coupled, e.g., in stochastic cooling

the time resolution may be limited by the amplifier bandwidth, and on each
passage through the cooler only the average position of several particles is
measured and damped. Under these circumstances, the beam is fully cooled
only if the individual particles exchange their positions within the beam,
so that on successive turns the measured average position, which is damped,
refers to different combinations of particles. This process of particle exchange
is called ‘mixing’.

11.2 Electron Cooling

Electron cooling was proposed in 1966 by G.I. Budker [3]. The first experi-
ments of electron cooling were performed at the NAP-M storage ring at the
INP in Novosibirsk, where a 65-MeV antiproton beam was cooled down to
a final momentum spread of 1.4 × 10−6 and to an angular divergence of
12.5 μrad, much smaller than the 3 mrad angular divergence of the 0.3-A
50-keV electron beam. Cooling times of the order of 25 ms were achieved [2].

11.2.1 Basic Description

Electron cooling is based on the heat exchange between a stored hadron beam
and an accompanying electron beam via Coulomb collisions. The temperature



11.2 Electron Cooling 267

of the electron beam is held constant and lower than the temperature of the
hadron beam to be cooled. This is easily fulfilled since for equal ion and
electron velocities, ve ≈ vi, the temperature of the electron beam is

Te ≈
me
M
Tion , (11.15)

whereM and me denote the ion and electron masses, respectively. Because of
their mass ratio, the temperature of the ion beam is much larger than that of
the electron beam. The average velocities of the hadron and electron beams
should coincide in the cooling interaction region, in order to maximize the
Coulomb cross section, which depends on the relative velocity. Viewed in the
electron rest frame, moving with the electron beam, the ions are ‘stopped’
similarly to the slowing down of charged particles traversing matter, because
in the Coulomb collisions energy is transferred from the ions to the electrons.
The typical layout of an electron cooler and a photo of the electron cooling
system at LEAR are depicted in Figs. 11.1 and 11.2, respectively.

Fig. 11.1. Schematic of electron cooling for an ion storage ring

Transverse and longitudinal temperatures, T⊥ and T‖, of the ion beam
can be defined by analogy with kinetic gas theory:

T⊥ =
M〈u2⊥〉

kB
, (11.16)

and

T‖ =
M〈Δu2‖〉

kB
, (11.17)

where M is the ion mass, u the ion velocity, and kB the Boltzmann con-
stant. The velocity components 〈u2⊥〉

1/2 and 〈Δu2‖〉
1/2 refer to the transverse
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Fig. 11.2. Electron cooling system at LEAR (Courtesy M. Chanel, 1999)

and longitudinal rms velocity spread, repectively. The longitudinal velocity
is taken to be the difference from the mean velocity of the ion beam, which is
indicated by the prefix Δ. The transverse and longitudinal temperatures are
usually not the same. Electron-beam temperatures are defined in the same
way.
The cooling stops when the temperatures of the electron and ion beam

are equal. The velocity of a cooled coasting ion beam (without rf) is equal to
that of the electron beam, vion = ve. This provides a useful tool for tuning
the ion beam energy. For a bunched beam, the rf frequency must be adjusted
in order to match the revolution frequency of the ions as determined by the
electron beam.

11.2.2 Estimate of the Cooling Rate

The cooling force may be estimated by considering the collision of a single
ion with a single electron in a reference frame where the electron is at rest
before the collision [2].
To this end, we split the collision into two steps. During the first step,

the electron and ion approach each other, and in the second step they are
separating again. We assume that during the first part the electron is accel-
erated by the field of the ion and that it moves in the direction of the impact
parameter. The duration of either time step is of the order Δt ≈ ρ/u, where
ρ is the impact parameter and u the velocity of the ion. The situation is
sketched in Fig. 11.3.
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Fig. 11.3. Collision of one ion and one elec-
tron during electron cooling [2]

The ion with charge Ze moves from left to right and approaches the elec-
tron with an impact parameter ρ. The electron, initially at rest, is accelerated
by the ion field. At the end of the first time step, the electron velocity in the
direction of the closest approach is

Δve =
Zrec

2

ρu
. (11.18)

At this time the electron has moved by about a distance

Δρ ≈ ΔveΔt ≈
Zrec

2

u2
. (11.19)

Integrating over the value of the initial impact parameter, the average change
of the ion momentum in the direction u is〈

dpu
dt

〉
= unemec

2

∫ ρmax
ρmin

(
Zrec

ρu
−

Zrec

(ρ−Δρ)u

)
2πρ dρ (11.20)

where ne denotes the local density of the electron beam, and me the electron
mass. The limits of integration ρmax and ρmin refer to the maximum and
minimum impact parameter. Expanding in powers of Δρ and keeping only
the leading contribution, one finds〈

dpu
dt

〉
=
2πner

2
eZ
2mec

4

u2
LC (11.21)

where we have introduced the Coulomb logarithm LC ≡ ln (ρmax/ρmin). As
an upper integration limit ρmax we may take the Debye shielding length of
the electron beam:

rD ≈

[
kBT

4πmec2nere

]1/2
. (11.22)

A lower limit ρmin can be determined, e.g., from the maximum momentum
transfer to the electron (classical head-on collision):

ρmin =
Zrec

2

u2
. (11.23)

In numerical estimates, LC is usually taken to be constant, on the order of 10.
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Averaging (11.21) over the electron velocity distribution function fe re-
sults in the cooling force

Fel =

〈
dp

dt

〉
= 2πZ2r2emec

4LC

∫
d3vefe(ve)

v − ve
(v − ve)3

. (11.24)

The result of a more precise evaluation of the cooling force starting from the
Rutherford cross section agrees within a factor of 2 with (11.24) [4].
The cooling time τel follows from [5]

1

τel
=

∣∣∣∣ 1u dudt
∣∣∣∣ =

∣∣∣∣ FelMu
∣∣∣∣ . (11.25)

In the laboratory frame the cooling time is larger by a factor γ due to time
dilation (there is a further factor of γ due to Lorentz contraction if the dis-
tribution function fe is taken to be that in the laboratory frame). In the
limit of large ion velocities, the electron velocity may be replaced by a delta
function; in the opposite limit an isotropic Gaussian distribution is assumed.
The cooling time in the two limits is [5]:

τ =
γ2

ηel

M

me

1

Z2r2ec
4

1

ρLLC

{ 1
4πu

3 for u� ve,rms
3

2
√
2π

(
3
2kBTe
me

)3/2
for u < ve,rms

(11.26)

where ηel is the ratio of the cooling section length to the ring circumference,
and ρL the electron beam density in the laboratory frame. The equation
shows that electron cooling becomes inefficient for high energies, γ � 1, and
that the cooling time is short for light ions of high charge. The cooling time of
hot beams scales as u3, while the cooling time of cold beams is independent
of the ion velocities and only depends on the electron temperature.
Figure 11.4 shows a schematic of the transverse and longitudinal cooling

forces, illustrating the two different cooling regimes incurred for high and low
ion velocities.
Example parameters for electron cooling are kBTe ≈ 0.2 eV, nL = 3 ×

108 cm−3, LC = 10, η = 0.05, γ = 1, and Z = 1, which results in a cooling
time of 40 s.
In reality, there are two additional effects which considerably help to re-

duce the cooling times: First, the electron velocity distribution is not Gaus-
sian, but Maxwellian, and due to acceleration in the electron gun, the dis-
tribution is compressed in the longitudinal direction. This compression of
the longitudinal velocity spread leads to shorter longitudinal cooling times.
Second, a longitudinal magnetic field is employed to guide and confine the
electron beam. This results in a cyclic motion of the electrons. If the cyclo-
tron period is small compared with a typical ion-electron collision time, the
cyclotron motion decreases the effective transverse temperature of the elec-
tron beam, and can reduce the cooling times, to values below one tenth of a
second [2, 6, 5].
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Fig. 11.4. Cooling force Fel = Mu/τel in a flattened electron beam as a function
of ion velocity u in units of the rms electron velocity in the beam frame ve,rms.
The dashed curve corresponds to the asymptotic formulae derived in the text. The
difference between the transverse and longitudinal plane is due to the tempera-
ture difference, which arises from the longitudinal acceleration. Picture is redrawn
from [5]

To relate electron cooling times for different types of particle beams, we
note that the cooling rate scales like [1]

1

τ
∝
Z2

A
, (11.27)

where A is the atomic mass of the ion, and Z the atomic number (i.e., the ion
charge in units of the electron charge). We thus expect that cooling is faster
for highly charged ions. However, these ions can also more easily capture a
cooling electrons, thereby changing their charge, and get lost. The rate of
recombination due to radiative electron capture scales approximately as [1]

1

τr
∝ Z2 . (11.28)

It is also worth mentioning that for relativistic energies electron cooling
becomes less efficient; see, e.g., (11.26), where the cooling time τ increases
as γ2. In addition, higher electron-beam energies would be required in the
cooling system.

11.2.3 Optical Functions at the Electron Cooler

If the electron beam temperature is low compared with that of the ion beam,
the electron cooling rate varies as

1

τ
∝
1

u3
∼
1

θ3x,y
, (11.29)
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where θx,y =
√
ε/βx,y is the transverse rms divergence of the ion beam, and

βx,y here the lattice beta function at the cooler (we assume that αx ≈ 0).
One might thus imagine that a large value of βx,y would give the best cooling
results. However, for a large value of βx,y also the beam size is large, and
the ions sample the nonlinear space-charge field of the electron beam. This
space-charge effect complicates the electron-ion velocity matching. In addi-
tion, a large ion beam may only incompletely overlap with the electron beam.
For this reason, an intermediate beta function turns out to be optimal, where
the ion beam is slightly smaller than the electron beam.
One would also expect that the cooling rate increases in proportion to the

electron beam current. In practice, however, for larger current one observes
a tendency of saturation. Again, the limit arises from the space-charge force
in the electron beam.
Let us take a closer look at the electron space-charge effects, and, in doing

so, also explore the effect of a nonzero dispersion function at the electron
cooler. Consider a cylindrically symmetric electron beam of radius a with a
uniform transverse distribution and with a longitudinal density λ = I/(eβc),
where I is the current, e the electron charge, and c the speed of light. For a
uniform charge distribution the space charge force is linear for radial positions
r < a:

Er =
λe

2πε0a2
r . (11.30)

Sufficiently far away from the gun, the electron beam reaches an equilibrium
state where the sum of kinetic and potential energy is a constant for all
electrons and where the electron energy depends on the radial position as [7]

mec
2γ(r) = mec

2γ(0) + e

∫ r
0

dr′ Er(r
′) (11.31)

or

γ(r) = γ(0) + λre
r2

a2
, (11.32)

where γ(r) is the Lorentz factor characterizing the energy of electrons at
radius r, and re is the classical electron radius. Since

Δv(r)

v
=

1

γ2 − 1

γ(r)− γ(0)

γ
=

1

γ2 − 1

λrer
2

γa2
, (11.33)

the velocity distribution in the electron beam is roughly parabolic as a func-
tion of the radial position. For high currents, the increase in the velocity
spread of the electron beam degrades the cooling force. The situation is il-
lustrated in Fig. 11.5, which shows the velocity of electron and ion beams
as a function of radial position. From the figure, it is evident that a nonzero
dispersion at the electron cooler can reduce the average velocity difference
between electrons and a beam which is injected off-momentum, thereby im-
proving the performance. In Fig. 11.5, the part of the beam which has already
been cooled – the ‘stack’ – has zero momentum offset.
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Fig. 11.5. Longitudinal velocity versus horizontal position of the electron and ion
beams. Due to space charge the electron velocities lie on a parabola; the ion velocity
varies linearly with a slope inversely proportional to the dispersion. Because of
betatron oscillations, ions occupy a large area in phase space, as indicated [8, 9, 10]
(Courtesy Ch. Carli and M. Chanel, 2002)

The optimum value of the dispersion function scales as [8, 9]

D ∝

√
Ua2

I(Δp/p)rms
, (11.34)

where U is the accelerating voltage of the electron beam, I the electron
current, (Δp/p)rms the rms momentum spread of the ion beam, and a the
electron beam size. The positive effect of a nonzero dispersion was confirmed
by observations [8, 9].

11.2.4 Outlook

For the cooling of high-energy beams, it has been proposed to store the
electron beam in a storage ring, sharing a common straight section with the
ion or proton storage ring, where the cooling takes place [11, 12].
The emittance of the electron beam is then maintained by radiation damp-

ing. In such scheme, the bucket spacing of the electron storage ring should
be an integral multiple of the bucket spacing of the ion storage ring [12]:

Ce
he
= n
Ci
hi

(n integer) , (11.35)

where he and hi denote the harmonic numbers for the electron and ion ring,
respectively, and Ce and Ci the ring circumferences.
Recently, a novel scheme of high-energy electron cooling was proposed for

the Relativistic Heavy Ion Collider (RHIC). The concept includes accelera-
tion in a superconducting recirculating linac, strong solenoidal fields in the
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cooling-interaction region, and energy recovery from the electron beam after
its passage through the cooling section [13, 14].

11.3 Stochastic Cooling

Excellent rewiews of stochastic cooling are available [1, 5, 15, 16, 17]. Stochas-
tic cooling was conceived in 1968 by van der Meer. Proton beam Schottky
noise was first observed at the ISR in 1972, and first experimental demonstra-
tion took place in 1975, also at the ISR. In the period 1977–83, cooling tests
were performed at CERN, FNAL, Novosibirsk and INS-Tokyo. In the 1977
cooling experiment ICE at CERN the momentum spread of 5× 107 particles
was reduced from 3.5× 10−3 to 5× 10−4. At LEAR, in 1985, the momentum
spread of 3×109 particles was reduced from 4×10−3 to 1.2×10−3 in 3 min-
utes of cooling [1]. At the CERN AA a factor 3× 108 increase in phase-space
density was achieved [1].

11.3.1 Basic Description

Figure 11.6 shows the process of stochastic cooling. A transverse pick up de-
tects the displacement of a particle and feeds a signal related to the measured
displacement through an amplifier to a kicker. The kicker applies a deflection
which corrects the particle trajectory and reduces its betatron oscillation.
The signal pulse induced by an off-axis particle and arriving at the kicker is
of length Ts ∼ 1/(2W ), where W is the bandwidth of the cooling system.
The smallest fraction of beam that can be observed, the sample, is

Ns =
NTs
T0
=

N

2WT0
, (11.36)

where T0 is the revolution time, and N the total number of beam particles.

Fig. 11.6. Schematic of stochastic
cooling
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If the offset of the test particle is x, the applied correction is −λx where
λ is related to the sensitivity of the pick up, the strength of the kicker, and
the amplification in the cooling loop. The corrected position after the kick is

xc = x− λx−
∑
sample′

λxi , (11.37)

where the sum with superindex ′ is over all particles in the sample except for
the test particle. This can be rewritten as

xc = x− λNs〈x〉s = x− g〈x〉s , (11.38)

where 〈x〉s ≡
∑
sample xi/Ns, and g ≡ Nsλ is the fractional correction, also

called the gain.
If the sample contains only the test particle, and assuming g = 1, the

cooling time can be roughly estimated as [5]

1

τx
≡ −
1

x

dx

dt
=

1

NsT0
= 2
W

N
. (11.39)

More rigorously, one computes the emittance damping rate

1

τx2
≡
1

εx

dεx
dt
=
W

N

[
2g − g2(M + U)

]
, (11.40)

where M ≥ 1 is a ‘mixing’ term, describing the exchange of particle posi-
tions between successive revolutions, and U denotes the noise-to-signal ratio.
Simplified one might say that in practice [1]

1

τx2
≈
1

10

W

N
. (11.41)

A typical time constant is τ ≈ 1 s for N ≈ 107 andW ≈ 100 MHz. In (11.40),
we have ignored an additional small mixing occurring between the pick up
and the kicker.
Comparing (11.41), with the equations for electron cooling we observe

that electron cooling works best for cold beams, and stochastic cooling works
best for large (hot) beams, where the signal-to-noise ratio is large (U small),
and for a small number of particles (small N). Thus stochastic cooling is
good for ‘halo cleaning’, electron cooling for ‘core freezing’.
Stochastic cooling for bunched beams has not yet been demonstrated. For

this application a much higher bandwidth would be required. In addition,
there are large signals at multiples of the revolution frequency, which must
be avoided by operating at frequencies well above the (1/e) fall-off frequency
of the bunch power spectrum, fb ≈ βc/σz. However, at these high frequen-
cies unexpectedly strong coherent signals were observed, which obstruct the
observation of Schottky noise and thus the cooling [1, 18].
A promising alternative for bunched beams may be ‘optical stochastic

cooling’, at much higher frequencies and bandwidths [19, 20].
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11.3.2 Application: Emittance Growth from a Transverse Damper

It is interesting that the formalism of the stochastic-cooling equations can
also be used to estimate the emittance growth induced by the transverse
feedback system in a proton storage ring, such as the LHC [21].
We first need to modify (11.40) so as to more accurately include the

response of the particle distribution to the cooling (‘closing the loop via the
beam’) and convert the description into the frequency domain. Ignoring the
mixing term and only keeping the Schottky noise contribution, the cooling
equation becomes [21, 22]

1

τx2
=
1

2

f0
N

∞∑
n=−∞

[
2
gn
1 + Sn

−
Ung

2
n

(1 + Sn)2

]
, (11.42)

where f0 is the revolution frequency, N the total number of particles, gn the
‘reduced’ feedback gain, Sn the ‘feedback via the beam’ factor Sn ≈ gn/(4δQ)
[17], where δQ is the total ‘tune spread’ (depending on the shape of the
distribution approximately equal to 2–3.5 times the rms tune spread), and
Un the ratio of noise and Schottky signal for full mixing. The sum extends
over all ‘Schottky bands’ inside the bandwidth of the system, which, for a
bunch-to-bunch damper is W = 1/(2Tb), where Tb is the bunch spacing. In
the frequency domain, there are two betatron bands per revolution harmonic
and, thus, the total number of beam Schottky bands is nb = 2W/f0.
The Schottky signal power per band is

dx2

df

∣∣∣∣
signal

=
σ2

Nf0
, (11.43)

where σ denotes the rms beam size. Assume that the amplifier noise is dom-
inated by the quantization of the digital processing, and that the least sig-
nificant bit of the ADC corresponds to a fraction α of the beam size. Then
the amplifier noise is

dx2

df

∣∣∣∣
noise

=
α2σ2

12W
. (11.44)

Dividing this by the Schottky signal power gives

Un =
dx2/df |noise
dx2/df |signal

=
α2

12
N
f0
W
. (11.45)

If N is very large, we can neglect the damping term in (11.42) – the first
term in the square brackets –, and consider the amplifier-noise component
alone. In that case, the above equation yields the emittance growth rate [21]

1

τx2
= −
4

3
f0α

2δQ2 , (11.46)
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where a negative sign of τx2 indicates growth. As an example, using LHC
parameters, f0 = 11 kHz, δQ ≈ 10−3 (due to beam-beam collisions), and
α = 1/512 (i.e., a 10 bit effective ADC within ±σ), one finds τx2 ≈ 50 hours
[21]. A similar treatment can be applied to estimate the impact of other noise
perturbations, e.g., ground motion.
Without feedback, the beam becomes unstable, if the imaginary tune shift

due to an impedance ΔQ⊥ exceeds the total tune spread divided by π, i.e., if
ΔQ⊥ > δQ/π [7]. To obtain a stable beam, the gain gn of the feedback must
be larger than about 4(πΔQ⊥−δQ), where ΔQ⊥ denotes the imaginary tune
shift due to an impedance [7, 21].

11.4 Laser Cooling

11.4.1 Ion Beams

Laser cooling of atoms held in electromagnetic traps is well understood and
widely used. In 1981 P. Channel suggested to apply laser cooling also to ions
circulating in a storage ring [23].
Laser cooling exploits the Doppler shift in frequency such that the laser

beam interacts selectively with ions of a certain energy. The Doppler shifted
frequency in the ion rest frame is

ω′ = γω(1− β cos θ) , (11.47)

where θ is the angle between the ion velocity and the incident laser. We denote
by A and B a lower and upper level in the ion electronic state, respectively.
Ions with a velocity β so that ω = ωAB, corresponding to the transition
A→ B, absorb photons, which are subsequently re-emitted. The emission is
isotropic, while the momentum received during absorption is in the direction
of the laser. In a single absorption, the ion acquires the recoil velocity:

vr =
h̄ωAB
mionc

, (11.48)

where mion is the ion mass and h̄ the reduced Planck constant. To avoid
isotropic stimulated emission, while yet maintaining a short cooling time,
the upper level B of the ion should have a short decay time. The ultimate
beam temperature that can be reached is determined either by the energy of
a single absorbed photon, or by a balance of cooling and heating due to the
randomness in the spontaneous emission recoils,

Tmin =
7

20

h̄Γ

kB
, (11.49)

where Γ is the spontaneous decay rate (inverse lifetime) of the excited ion
state. Laser cooling is illustrated schematically in Figs. 11.7 and 11.8.
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Fig. 11.7. Photon absorption and emission
during laser cooling [5]. After each photon
absorption the recoil component vr is added
to the initial ion velocity v0. On the other
hand, the emission is isotropic and, thus, on
average it does not alter the final ion velocity
〈v〉

Fig. 11.8. Evolution of ion momentum distribution during laser cooling of a
bunched ion beam



11.4 Laser Cooling 279

As an example [5], consider a 100-keV 7Li+ beam. The ion transition
at 548.5 nm is attainable using CW dye lasers. The lifetime of the upper
state is 43 ns. The change in energy due to a single absorption is 12 meV.
A few mW laser power on a 5-mm spot result in a spontaneous emission of
1.2× 107 s−1, or about 15 absorptions in an interaction region of 2 m length.
This corresponds to a change in energy of 0.2 eV. To cool an ion beam with an
energy spread of 1 eV would only require a few revolutions, or a few tenths of
microseconds. The ultimate temperature is limited by the recoil momentum
acquired in the absorption of a single photon.
Laser cooling requires adequate energy levels and transitions that can be

reached by tunable lasers. So far, only 4 ion species fulfill this condition (7Li+,
9Be+, 24Mg+, and 166Er+). Laser cooling was demonstrated experimentally
in TSR and ASTRID, where energy spreads of less than 10−6 were obtained
for Li beams [24, 25, 26].
So far laser cooling affects mainly the longitudinal temperature of a beam.

However, it is believed that by resonantly coupling the synchrotron and be-
tatron motion, the very fast laser cooling can be extended to the transverse
phase space [27]. The coupling between synchrotron motion and horizontal
betatron motion may be provided either by a special coupling cavity [28], or,
more simply, by momentum dispersion in a regular rf cavity [29]. With such
coupling present, the transverse cooling is considerably improved if the tunes
are close to a linear resonance:

Qx −Qs ≈ k , (11.50)

Qx −Qy ≈ l . (11.51)

where k and l are integers.

11.4.2 Electron Beams

A different type of laser cooling was proposed by Telnov [30] for e+e− linear
colliders, as a scheme to reduce the transverse emittances and to reach ul-
timately high luminosities. Collision of an electron beam with a high-power
laser beam does not change the beam spot size, nor much the angular diver-
gence. Only the beam energy is decreased, for example, from an inital value
E0 to E. This means that in a laser-cooling stage the two transverse normal-
ized emittances decrease by a factor E/E0. Telnov estimated that ultimate
emittances of γεx,y = 2 × 10−7 m could be achieved, far better than what
can be delivered by conventional damping rings.
More recently, Huang and Ruth studied a laser-electron storage ring

(LESR) where radiative laser cooling overcomes the intrabeam scattering ef-
fect [31]. The LESR is sketched in Fig. 11.9. It consists of bending magnets,
an rf cavity, an injector, and a laser-beam interaction region. A circulating
bunch in the ring counterpropagates on each turn through the intense laser
pulse. The laser pulse is stored in a high-Q optical resonator, whose path
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Fig. 11.9. Schematic of a laser-electron storage ring [31]

length is adjusted such that the laser-pulse repetition frequency equals the
beam revolution frequency. Thus, a single laser pulse can interact several 104

times with the same electron bunch. The LESR can be configured either as
a damping ring producing beams with very small transverse emittances, or
as a high-intensity X-ray source.
The effect of the laser field is the same as that of a static wiggler with

peak field strength [32]

Bw =
2

c

√
2Z0I , (11.52)

where I is the laser intensity and ZR the vacuum impedance (377 Ω). Then
the power radiated in the laser field is

Pγ =
32π

3
r2eγ

2I (11.53)

and the energy loss of an electron per turn

(ΔE)γ =

∫
Pγ
dz

2c
=
32π

3
r2Eγ

2 EL
ZRλL

, (11.54)

where ZR denotes the laser Rayleigh length. The latter characterizes the
depth of focus of the laser beam and it is the exact equivalent of a laser-
beam ‘beta function’. In (11.54), we have assumed that the laser beam is
diffraction limited, so that the effective laser emittances are εL;x,y ≈ λL/(4π),
in which case its transverse spot area ΣL at the focal point is given by
ΣL ≡ 2πσL,xσL,y = ZRλL/2.
From the energy loss per turn we can compute the longitudinal damping

time. It corresponds to a number of turns equal to

nd =
E

(ΔE)γ
=
1.6× 105λL[μm]]ZR[mm]

EL[J] E[MeV]
, (11.55)

with E the beam energy.
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The transverse emittances are damped at the same rate as the energy
spread,

ΓRLCx,y ≡ −
1

εx,y

〈
dεx,y
dt

〉
=

1

ndTrev
=
ΔEγ/E

Trev
, (11.56)

where Trev is the revolution time, and RLC stands for ‘radiative laser cooling’.
The laser field does not only provide damping, but in the same way as

regular synchrotron radiation, it also introduces a quantum excitation. The
quantum excitation consists of two parts: a dispersive component, which is
dominant in conventional storage rings, and a component due to the finite
opening angle of photon emission (θ ∼ 1/γ). The LESR is designed with
zero optical dispersion in the laser-beam interaction region. A small amount
of dispersion generated by the wiggler field is negligible compared with the
effect of the opening angle, since the wiggle angle is much smaller than 1/γ.
This is quite different from the situation in a conventional ring, where the
dispersive part is always much larger than the opening-angle contribution.
Thus, in a conventional ring the emittance is determined by the dispersion
(via the ‘curly H’; compare (4.67)), while in the LESR it is defined only by
the opening angle.
The number of photons scattered into a frequency interval dω is [33]

dNγ
dω
=
1

h̄ω

dEγ
dω
=
3(ΔE)γ
h̄ω2m

[
1− 2

(
ω

ωm

)
+ 2

(
ω

ωm

)2]
, (11.57)

where the energy loss per turn (ΔE)γ was given above, and ωm = 4γ
2ωL =

8πγ2c/λL is the maximum photon frequency. The photon frequency ω and
the scattering angle θ are related by

ω =
ωm

1 + γ2θ2
. (11.58)

The transverse recoil of the electron is δψ = h̄ωθ/E, causing an average
change in the normalized transverse emittances of Δεx,y,N ≈ β∗x,y δψ

2/4.
Here, one factor of 2 is due to the projection onto a transverse plane, the
other is due to averaging over the betatron phase.
Integrating over the photon spectrum yields the average emittance exci-

tation per turn

Δ(εx,y,N ) =
γβ∗

2

∫ ωm
0

dω
δψ2

2

dNγ
dω
=
3

10

λc
λL

(ΔE)γ
E
β∗x,y , (11.59)

where β∗x,y is the beta function at the laser-electron interaction point, and
λc = h/(mc) ≈ 2.43×10−12 m the electron Compton wavelength. The average
emittance excitation per unit time reads〈

dεx,y,N
dt

〉
=
(ΔE)γ
Trev

. (11.60)
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As usual, the balance of damping, (11.56), and excitation, (11.60), deter-
mines the equilibrium emittance:

εx,y,N =
3

10

λc
λL
β∗x,y . (11.61)

According to (11.61), small emittances require a small beta function β∗x,y.
Reducing the value of β∗ also facilitates the matching of the electron beam
to the laser spot size, thus limiting the required laser-pulse energy.
Longitudinally, the energy spread increases due to the energy fluctuation

of the emitted photons:〈
d(σE)

2

dt

〉
=
1

Trev

∫ ωm
0

dω (h̄ω)2
dNγ
dω
=
7

10

h̄ωm (ΔE)γ
Trev

. (11.62)

As in a normal storage ring, the longitudinal damping occurs at a rate

1

σ2E

〈
d(σE)

2

dt

〉
= −2

ΔEγ/E

Trev
≡ −ΓRLCs . (11.63)

Equating the excitation and damping terms yields the equilibrium energy
spread [31]

σδ ≡
σE
E
=

√
7

5

λc
λL
γ , (11.64)

which tends to be much larger than in a conventional storage ring.
The increased energy spread widens the beam size in the arcs of the laser-

electron storage ring, where the dispersion function is large. Thereby it both
reduces the emittance growth rate due to intrabeam scattering and it keeps
the incoherent space-charge tune shift at an acceptable value (for the above
parameters, a bunch population of 1010, an average beta function of 0.1 m,
and 6 mm rms bunch length, the tune shift is about 0.01) [31]. However,
the large energy spread demands a good chromatic correction, and a high-
frequency rf system in order to maintain a short bunch length.
The depletion of the laser pulse due to its interaction with the electron

beam is negligible. Neither does the laser-pulse energy significantly decrease
over several damping times, provided the mirror reflectivity in the optical
resonator is sufficiently high (i.e., 99.99% or better).
This scheme has not yet been demonstrated in practice, but several

projects have been proposed and proof-of-principle experiments are under
way [34, 35].

11.5 Thermal Noise and Crystalline Beams

Laser or electron cooling produce extremely cold beams. These beams have
unusual noise spectra [36]. Suppose the azimuthal density of a stored un-
bunched proton beam is described by a Fourier expansion as
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ρ(θ, t) =
∞∑

n=−∞

An(t)

2π
exp(inθ) (11.65)

and

An(t) =
N∑
i=1

e−inθi(t) , (11.66)

where i counts the particles and N is the total number of particles in the
beam. In an ordinary beam, where the fluctuations arise from so-called
Schottky or ‘shot’ noise, we have 〈|An|2〉 = N .
Interaction of the particles via the external environment (characterized

by the longitudinal impedance) suppresses the density fluctuation at the nth
revolution harmonic as [36]

〈
|An|

2
〉
=

N

1 +N/Nth
, (11.67)

where the threshold number Nth follows from equating the longitudinal co-
herent frequency shift for the nth revolution harmonic ΔΩn,

(ΔΩ)2n = n
2Nrpmc4πωr(dωrev/dp)

Z0C

(
Zn
n

)
, (11.68)

where p is the momentum, ωr the angular revolution frequency, Z0 the vac-
uum impedance, C the circumference and rp the classical particle radius, to
the spread in the revolution frequency (n δωr) near nωr. This yields [36]:

Nth =
CZ0 (δωr)

2

4πrpmcωr(dωr/dp)

(
n

Zn

)
. (11.69)

When the beam is cooled, Nth becomes smaller than N . Under these con-
ditions the noise power of the beam no longer depends on the number of
particles. Instead it is a direct measure of the beam temperature:

〈
|An|

2
〉
≈ Nth ∝ (δωr)

2

(
n

Zn

)
. (11.70)

The impedance Zn/n can be determined from the observed shift in coherent
frequency as a function of beam current. The remarkable suppression of the
noise spectrum for a cold beam was first observed with an electron-cooled
proton beam at the NAP-M storage ring in Novosibirsk [36].
The fast cooling techniques open up the exciting possibility to generate a

new state of matter: a crystalline beam. Crystalline beams were proposed by
Dikanski and Pestrikov [37], motivated by the observation at NAP-M [36].
Theoretical studies of crystal beams were first performed by Schiffer and Rah-
man [38, 39], and later by Wei, Li, Sessler, Okamoto, and others [40, 41, 42].
A crystalline beam is an ordered state, where the particles forming the beam
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‘lock’ into fixed positions so that the repelling intra-particle Coulomb forces
just balance the external focusing force. Crystalline beams might provide a
route to obtaining ultra-high luminosity in colliders.
The generation and possible maintenance of the ordered state was in-

vestigated with molecular dynamics (MD) methods [38, 39] starting from a
Hamiltonian describing the external focusing and the inter-particle forces in
the beam frame. For example, and without derivation, in a combined-function
cyclotron magnet, this Hamiltonian is [40]

H =
1

2
(P 2x + P

2
y + P

2
z )− γxPz +

1

2
(1− n)x2 +

1

2
ny2 + Vc(x, y, z) , (11.71)

with n ≡ −∂By/∂x ρ/B0 measuring the strength of the quadrupole field,
ρ the bending radius associated with the dipole fieldB0, and the inter-particle
potential

Vc =
∑
j

[(xj − x)
2 + (yj − y)

2 + (zj − z)
2]−1/2 , (11.72)

where the summation is over all other particles. In the above Hamiltonian all
dimensions were scaled by the characteristic distance ξ = rpρ

2/β2γ2, time is
measured in units of ρ/(βγc), and energy in units of β2γ2Z2e2/ξ.
The beam-frame is an accelerated frame of reference, and the above

Hamiltonian includes, so to speak, the relativistic generalization of centrifu-
gal and Coriolis forces [40]. The effect of shear, given by the term γxPz, can
render the Hamiltonian unbounded. This and the time dependent focusing
in an alternating gradient focusing lattice may heat and melt the crystal.
Studying the circumstances under which the crystal is stable, one finds

that two conditions have to be fulfilled in order to maintain the crystalline
state [41]:

1. the storage-ring must be alternating focusing and the beam energy must
be below the transition energy, and

2. the ring lattice periodicity should be larger than 2 times the maximum
betatron tune.

The first condition arises from the requirement of stable kinematic motion.
The second condition ensures that these is no linear resonance between crystal
phonon modes and the machine lattice periodicity [42].
Although the crystalline ground state will show a periodic variation of its

shape as the beam travels around the storage ring, at low temperatures very
little heat is absorbed by the crystal and the crystal can remain stable for a
very long time.
When the ion density is very low, the crystalline ground state is a

1-dimensional chain stretching around the ring. As the ion density increases,
the 1-dimensional crystal changes into a 2-dimensional crystalline structure.
This transition from the 1-dimensional to a 2-dimensional configuration oc-
curs when the nearest-neigbor distance Δz (in the scaled units) obeys the
equality [40]
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min(Q2y, Q
2
x − γ

2) =
4.2

Δ3z
. (11.73)

The 2-dimensional structure extends into the transverse plane of weaker fo-
cusing. At still larger densities, a 3-dimensional crystal should be formed.
One-dimensional crystal beams have been observed in the ESR and SIS

rings at the GSI Darmstadt, where they are generated by electron cooling
[43].

11.6 Beam Echoes

An echo is a coherent oscillation which grows out of a quiet beam with some
delay after the application of two independent pulse excitations. Echoes can
occur in unbunched and in bunched beams, both transversely and longitudi-
nally. The shape and magnitude of the echo signal contains information on
diffusion processes in the beam and on the beam temperature (e.g., on the
energy spread). Echoes may thus become a useful diagnostics tool for beam
cooling.
We first give a simple illustration how an echo signal can arise. We next

calculate the echo signal in the transverse plane induced by the successive
application of a dipole kick and a quadrupole kick, closely following the pi-
oneering work by Stupakov [44]. Then, we discuss experimental results, ad-
dressing both longitudinal echoes in unbunched beams and a different type
of transverse echo, which is induced by two dipole kicks.

11.6.1 Illustration

The successive application of a dipole kick (at time t = 0) and a quadrupole
kick (at a later time t = τ) can generate an echo signal (at time t ≈ 2τ), as
illustrated schematically in Fig. 11.10.
The first picture shows the dipole kick, which deflects two beam particles

to different radial positions in phase space. After the kick, the two particles
execute betatron oscillations, which are represented as circular movements
about the phase-space origin. If the betatron tune depends on the radial
position in phase space (i.e., on the amplitude of the oscillation), the two
particles rotate at different angular velocities. This difference in angular ve-
locity is indicated by the different lengths of the dashed arrows. As we shall
see, the nonzero tune shift with amplitude is essential for producing the echo
signal.
Next, after a certain time interval, a quadrupole kick is applied (the right

picture). In this example, at the moment of the kick the particle with the
larger betatron amplitude has no transverse offset (x = 0), and hence its mo-
tion is not affected by the quadrupole kick. On the other hand, the amplitude
of the second particle is changed by the kick in such a way that its betatron
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Fig. 11.10. Two-particle model of signal recoherence after applying first a dipole
kick and then a quadrupole kick [45]. For the echo generation it is essential that
the betatron tune depends on the oscillation amplitude

amplitude increases and now exceeds that of the first particle. Therefore, the
quadrupole kick inverts the difference in betatron frequency between the two
particles, i.e., the previously more slowly oscillating particle becomes faster
and vice versa. After a further time interval, comparable to the time be-
tween the two kicks, the particles are again in phase (the last picture). This
represents the ‘echo’.
By considering the motion of additional particles in phase space, one could

also illustrate that, at the moment of the echo, the betatron motion does not
‘recohere’ for all the particles in the beam, but only for a certain subset.

11.6.2 Calculation of Transverse Echo

We now calculate the response of the beam centroid to the dipole and
quadrupole kick and derive an analytical expression for the echo response. To
describe the transverse motion of particles in a storage ring, we here employ
the normalized coordinates

ŷ =
y
√
β

and p̂ =
1

Qωr

dy

dt
, (11.74)

where β is the beta function, Ωr the angular revolution frequency, and Q
the tune. The beam dynamics can be studied using the distribution func-
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tion ρ(p̂, ŷ, t) which is normalized so that
∫
ρ(p̂, ŷ, t) dp̂dŷ = 1. The initial

distribution is assumed to be Gaussian,

ρ(p̂, ŷ, 0) =
1

2πI0
exp

(
−
p̂2 + ŷ2

2I0

)
, (11.75)

where I0 is a constant equal to the rms beam emittance. It is customary to
introduce action-angle coordinates (I, φ) via

ŷ =
√
2I cosφ , (11.76)

p̂ = −
√
2I sinφ . (11.77)

The initial distribution function then assumes the form

ρ0(I, φ) = ρ(I, φ, 0) =
1

2πI0
exp

(
−
I

I0

)
(11.78)

and the transformation corresponding to free betatron oscillations conserves
the action J :

I(t) = I(0) , (11.79)

φ(t) = φ(0) +Qωrt . (11.80)

In the original coordinates this oscillation reads

p̂(t) = ŷ(0) cos(Qωrt) + p̂(0) sin(Qωrt) , (11.81)

ŷ(t) = −ŷ(0) sin(Qωrt) + p̂(0) cos(Qωrt) . (11.82)

We assume that the tune Q depends on the amplitude of the oscillation as

Q(I) = Q0 +ΔQ
I

I0
, (11.83)

where ΔQ has the meaning of a tune shift with amplitude, which is crucial
for the echo effect.
From the distribution function ρ(I, φ, t) we can calculate the evolution of

the averaged (centroid) displacement, by means of a simple integration:

〈ŷ〉 =

∫ ∞
−∞
dp̂

∫ ∞
−∞
ŷρ(p̂, ŷ, t)dŷ =

√
2

∫ ∞
0

√
I dI

∫ 2π
0

cosφ ρ(I, φ, t) dφ .

(11.84)
Our strategy is to compute ρ(I, φ, t) after applying the two transverse excita-
tions, and then to obtain the echo signal in the motion of the beam centroid
from (11.84). The evolution of the distribution function is governed by the
Vlasov equation:

∂ρ

∂t
+
∂ρ

∂ŷ

dŷ

dt
+
∂ρ

∂p̂

dp̂

dt
= 0 . (11.85)
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Alternatively and equivalently, the distribution function at time t can be ob-
tained from that at time 0 by simply expressing the coordinates p̂(t) and ŷ(t),
or the corresponding action-angle variables, in terms of those at time 0. In
other words, the Hamiltonian mapping induces the following transformation
of the distribution function:

ρ(p̂(0), ŷ(0), 0)→ ρ(p̂(t), ŷ(t), t) = ρ(p̂(p̂(t), ŷ(t), 0), ŷ(p̂(t), ŷ(t), 0), 0) ,

which links the distributions at times 0 and t. We will use this second method
for computing ρ(p̂, ŷ, t).
Suppose that at time t = 0, the beam is displaced from the closed orbit

by a transverse dipole kick of size Δp̂ = ε. This dipole kick gives rise to the
new distribution function:

ρ1(p̂, ŷ) = ρ0(p̂− ε, ŷ) , (11.86)

where ρ0 is the initial distribution function at time t = 0, which we assume
to be Gaussian. Assuming that the kick ε is small, we can expand the above
equation to first order in ε:

ρ1(p̂, ŷ) ≈ ρ0(p̂, ŷ)− ε
∂ρ0
∂p̂
= ρ0(I) + ε

√
2I sinφ

dρ(I)

dI
. (11.87)

The first kick is followed by a free betatron oscillation over a time τ . This
changes the distribution function as

ρ2(I, φ, τ) = ρ1(I, φ−Qωrτ) . (11.88)

Inserting the previous expression for ρ1 we find

ρ2 = ρ0(I) + ε
√
2I sin(φ−Q(I)ωrτ)

dρ0(I)

dI
. (11.89)

Using (11.83), (11.84), and (11.89), and performing the integration, we cal-
culate the centroid motion after the dipole kick:

〈ŷ〉 = ε

[
1−ΔQ2ω2rτ

2

(1 +ΔQ2ω2rτ
2)2
sin(Q0ωrτ) +

2ΔQ ωrτ

(1 +ΔQ2ω2rτ
2)2
(cosQ0ωrτ)

]
.

It is illustrated in Fig. 11.11 and clearly shows the decoherence of the signal.
For large τ , the average displacement 〈ŷ〉 decreases as τ−2.
At a later time, t = τ we apply a quadrupole kick of strength q:

p̂new = p̂old +Δp̂quad = p̂old − qŷ . (11.90)

The new distribution function is

ρ3(p̂, ŷ) = ρ2(p̂−Δp̂quad, ŷ) . (11.91)
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Fig. 11.11. Average displacement of the beam as a function of time following a
dipole kick, for a tune spread ΔQ ≈ 10% [44]

We again perform a Taylor expansion, also assuming that the quadrupole
kick is small, or, more precisely, that

qQωrτ 
 1 . (11.92)

Inserting all the terms from above we have

ρ3(p̂, ŷ) ≈ ρ0(I) + ε
√
2I sin(φ−Q(I)ωrτ)

dρ0(I)

dI

+qŷ
∂

∂p̂

[
ρ0(I) + ε

√
2I sin(φ−Q(I)ωrτ)

dρ0(I)

dI

]
. (11.93)

The echo effect is contained in the last term on the right-hand side of this
equation [44]. Using the relation

∂

∂p̂
= −
√
2I sinφ

∂

∂I
−
1
√
2I
cosφ

∂

∂φ
, (11.94)

the largest term that contributes to the echo comes from the derivative of
sin(φ−Q(I)ωrτ) with respect to I. Denoting this term by ρecho3 one has

ρecho3 ≈ 2εqΔQ ωrτ sin(φ) cos(φ−Q(I)ωrτ)
I

I0

dρ0(I)

dI
. (11.95)

Following the quadrupole kick, there is another free betatron oscillation of
duration s (here the variable s is in units of time), with

ρ4(I, φ) = ρ
echo
3 (I, φ−Qωrs) . (11.96)
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Putting this into (11.84) and integrating, we finally obtain the equation for
the echo response:

〈ŷecho〉 ≈ qεΔQωrτ

[
A(A2 − 3)

(1 +A2)3
cos(Q0ωr(τ − s))

+
3A2 − 1

(1 +A2)3
sin(Q0ωr(τ − s))

]
, (11.97)

where A ≡ ΔQ ωr(τ − s). The echo is illustrated in Fig. 11.12 as a function
of the time difference (τ − s), for a tune spread of 10% (ΔQ/Q0 = 0.1). The
peak of the echo signal is proportional to the strengths of the two kicks. It
does not depend on the time interval between them. However, the time of
the echo occurrence around s = τ (or t = 2τ) of course does.

Fig. 11.12. Echo signal of the beam after a second (quadrupole) kick was applied
[44]

11.6.3 Measurements of Longitudinal Echoes

Experimental results were first obtained for longitudinal echoes in unbunched
beams. Such experiments were performed at the Fermilab Accumulator [46]
and at the CERN SPS [47]. In these studies, two rf kicks were applied at
frequencies fkick1 and fkick2. The response was observed at the difference
frequency [46]

fecho = fkick2 − fkick1 . (11.98)

For example if hkick1 = 10 and hkick2 = 9 (h is the harmonic number), the
response occurred near the fundamental frequency hecho = 1. Generalizing



11.6 Beam Echoes 291

the previous discussion, now the time of the echo, counted from the first kick,
is

techo =
fkick2

fkick2 − fkick1
τ , (11.99)

where τ as before denotes the time separation between the two kicks.
The presence of diffusion destroys the reversibility of the decoherence.

Diffusion thus reduces the response of the echo signal, especially for echoes
at large times techo. The amplitude of the echo is of the form [46]

Iecho ∝ J1(δk1τ) exp(−Dk2t
3
echo) , (11.100)

where δ is proportional to the kick strength, k2 is a constant which depends
on the two kick harmonics (and on the echo harmonic), D is the diffusion
rate (or collision rate), and techo the time interval from the first kick to the
center of the echo. The decorrelation due to diffusion results in an exponential
decay of the echo signal as t3. By comparing the echo responses for different
sets of harmonics, the contributions from the Bessel function and from the
diffusion can be distinguished. In the Tevatron Accumulator, a diffusion rate
of d ≈ 3× 10−4 Hz was measured [46].
A few further points should be mentioned. Exactly at the center of the

echo the measured signal is zero. We have seen the same behavior in our
above analysis for the transverse echo (compare Fig. 11.12). It is related to
the fact that the echo signal is proportional to the slope of the distribution
function, which is zero at the center of Gaussian a bunch. The separation
of the two peaks, on either side of this zero, is inversely proportional to the
energy spread within the bunch as [46]

Δtpeak =
β2

hechoπfrev|η|
σE
E

, (11.101)

where η is the slippage factor, frev the revolution frequency, and β the ve-
locity divided by the speed of light (β = v/c). This equation was confirmed
experimentally.
If the distribution function is not Gaussian, the shape of the echo response

changes. The echo signal thus permits a reconstruction of the actual beam
distribution. Care has to be taken, as the echo shape may also be modified
by longitudinal wake fields.
Another interesting observation is that for sufficiently large energy spread

the notch at the center of the echo signal disappears. A possible explanation
is the contribution from higher-order momentum compaction (or slippage) to
the spread in revolution frequencies:

Δfrev
frev

= −
η

β2
ΔE

E0
= −

1

β2
ΔE

E0

(
η0 + η1

1

β2
ΔE

E0
+ . . .

)
. (11.102)

For a larger energy spread, the nonlinear contributions destroy the linear
correlation between particle energy and phase.
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In 2000, the first longitudinal echoes for a bunched beam were observed
at HERA [48]. In the HERA experiments, first an rf phase kick was ap-
plied, which was then followed by an rf amplitude kick. This excitation pat-
tern is the exact longitudinal analogue to the combination of a dipole kick
and a quadrupole kick in the transverse plane, which we have analysed in
Sect. 11.6.2.

11.6.4 Measurements of Transverse Echoes

Recently, it was discovered by F. Ruggiero that a sequence of two dipole kicks
of largely different amplitude can result in a transverse echo [49]. Since all
rings are equipped with (injection) kicker magnets, this scheme overcomes
the difficulties that had been associated with transverse echo measurements,
e.g., the assumed necessity of a quadrupole exciter.
As in Sect. 2.7.4, we assume that the betatron tune changes quadratically

with amplitude
Q = Q0 − μa

2 , (11.103)

where a denotes the oscillation amplitude in units of σ and μ characterizes
the strength of the nonlinear detuning. We denote the turn number by N and
the magnitude of a dipole kick in units of σx′ by Z = βΔx

′/σx (for simplicity,
we here assume that αx = 0 at the kicker).
During filamentation following a large kick Z1, the beam distribution in

betatron phase space will evolve into a spiral-like shape with an increasing
number of closely spaced filaments. After Nt turns the distance between two
adjacent filaments (i.e., occupied circular regions of phase space) is Δa ≈
1/(2πμZ1Nt).
Numerical simulations suggest that for a maximum echo signal the am-

plitude of the second kick, Z2, also normalized to σx′ , should be chosen as
half this distance, or

Z2,opt ≈
Nt,1/2

NtZ1
. (11.104)

where we have introduced the number of turns, Nt,1/2, after which the initial
signal amplitude has decreased by a factor of two (compare the discussion of
filamentation in Chap. 2)

Nt,1/2 ≈
1

4πμ
. (11.105)

Figure 11.13 presents a simulation result of the beam centroid response to
two subsequent kicks of strength 5σ and 0.25σ, respectively. In the simulation
a clear echo is observed if, as here, the first kick is several times the rms
divergence and the second kick is so small that the displacement in phase
space caused by the latter corresponds to roughly half the distance between
filaments. Note also that the normalised rms beam size after applying a kick
of strength Z and subsequent filamentation is given by
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Fig. 11.13. Simulated centroid position in units of σ as a function of turn number
for a normalized detuning μ = −2×10−4 [49]. A first kick of 5σ applied at turn 0 is
followed by second kick of strength 0.25σ at turn 1000. A clear echo signal is seen
around turn 2000, and a second echo at turn 3000

Fig. 11.14. Measured echo signal over 4096 turns [49]. The vertical centroid po-
sition is shown as a function of turn number. A first kick at 12884 ms (turn 0) of
strength 5 kV, about 0.9σ, is followed at 12910 ms (turn 1128) by a second kick
of strength 1 kV, approximately 0.2σ. An echo signal is visible around turn 2000.
Octupole magnets were used to adjust the detuning with amplitude, μ, while the
chromaticity was corrected by sextupoles. The bunch population was about 8×109

protons
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〈
a2(Z)

〉
φ
=

1

(2π)2

∫ 2π
0

dφ

∫ 2π
0

dφ0

∫ ∞
0

da a3 sin(φ+ φ0)
2

× exp
[
−(a2 + Z2 − 2aZ cosφ0)/2

]
=

(
1 +
Z2

2

)
,

where φ0 is the inital betatron phase of a particle prior to the kick, and φ is
the phase advance over many turns, which becomes a random variable due
to filamentation.
Figure 11.14 shows an echo signal measured during an exploratory ex-

periment at the SPS [49]. In the vertical plane we first see the strong kick.
Then the centroid motion is damped due to the decoherence induced by the
nonlinearities. Next a second kick is applied after roughly 26ms. And finally
the echo signal appears about 52ms (2256 turns) after the first kick.
A simulation was performed for parameters approximating those of the

experiment, i.e., for a first kick of 0.9σ followed by a second kick of 0.2σ,
separated by about 1000 turns. The result shown in Fig. 11.15 resembles the
measurement in Fig. 11.14.

Fig. 11.15. Simulated centroid position in units of σ as a function of turn num-
ber for conditions similar to those in the previous figure [49]. A first kick of
0.9σ applied at turn 0 is followed by second kick of strength 0.2σ at turn 1000.
Fig. 11.14 The simulation assumed a vertical tune of 0.5785, and a detuning with
amplitude equal to dQ/dI = 4000 m−1 corresponding to a normalized detuning
μ = (−1)/(4πNt,1/2) ≈ −8× 10

−4, with Nt,1/2 ≈ 100
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11.7 Ionization Cooling

The successful operation of a future muon collider requires a reduction of the
6-dimensional beam phase space by about a factor of 10−6 [50]. The approach
proposed to achieving this reduction is ionization cooling. Ionization cooling
is similar to electron cooling, but the electron beam is replaced by a solid or
liquid.
In ionization cooling the muon beam is passed through some material,

in which the muons lose energy, experiencing an average force opposite to
their momentum, as in (11.9). The average energy loss is described by the
Bethe–Bloch formula

−
dEμ
ds
= 4πNAr

2
emec

2ρ
Z

A

1

β2

[
ln

(
2mec

2β2γ2

Iion

)
− β2 −

δ(γ)

2

]
, (11.106)

where NA is Avogadro’s number, the product 4πNAr
2
emec

2 equals 0.3071
MeV cm2 g−1, ρ is the material density, A and Z are mass number and
atomic number, respectively, Iion the average ionization energy, and δ(γ) in
this expression represents a density effect (shielding by the atomic electrons),
which at high energies approaches the value 2 ln γ. The energy loss per length
for Beryllium is shown in Fig. 11.16 as a function of the momentum of the in-
cident muon. The muons lose kinetic energy in the direction of their motion.
Only the longitudinal momentum is restored by subsequent rf sections, result-
ing in a transverse emittance reduction. This cooling effect is similar to the
radiation damping arising from the energy loss due to synchrotron radiation
in an electron storage ring. The ionization-cooling process must be repeated
many times to achieve a significant emittance reduction. Figure 11.17 illus-
trates the concept of transverse ionization cooling.

Fig. 11.16. Average muon energy loss per length in beryllium [51]
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Fig. 11.17. Schematic of ionization cooling in the transverse phase space using a
series of low-Z energy absorbers and reacceleration [52]

The equation describing the transverse cooling is [53]

dεN
ds
= −

1

β2
dEμ
ds
εN +

1

β3
β⊥
2

(14MeV)2

Eμmμc2LR
, (11.107)

where εN is the normalized transverse emittance, Eμ the total muon energy,
β⊥ the beta function at the absorbing material, dEμ/ds the energy loss
per unit length, and LR the radiation length. The first term in this equa-
tion describes the cooling, and the second the heating term due to multiple
scattering. The heating is minimized if β⊥ is small, and LR large (low Z
material).
If no further action is taken, the energy spread σE evolves according to

dσ2E
ds
= −2

d
(
dEμ
ds

)
dEμ

〈σ2E〉+
d
〈
(ΔEμ)

2
straggling

〉
ds

, (11.108)

where the first term is the cooling (or heating) due to the average energy loss
and the second is the “energy-straggling” term given by [54]

d
〈
(ΔEμ)

2
straggling

〉
ds

≈ 2π(remec
2)2NA

Z

A
ργ2 , (11.109)

where NA is Avogadro’s number and ρ the density.

Fig. 11.18. Schematic of ionization cooling in the longitudinal phase space using
a wedge [52]
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The energy spread can be reduced by a transverse variation in the ab-
sorber thickness at a location with dispersion, as shown in Fig. 11.18. The
use of such wedges reduces the longitudinal emittance, and it increases the
transverse emittance. In other words, the longitudinal cooling is based on
emittance exchange with the transverse plane.
Experiments to demonstrate the feasibility of ionization cooling are under

study [52].

11.8 Comparison of Cooling Techniques

Table 11.1 compares the different cooling methods. Synchrotron radiation
is most suitable for electrons and positrons, ionization cooling can be used
for muons, laser cooling for ions, and, possibly, laser cooling of a different
kind for electrons and positrons. Stochastic cooling and electron cooling are
rather universal, and complementary. Stochastic cooling functions best for a
hot beam and the beam halo. Electron cooling times decrease with decreas-
ing beam temperature and electron cooling tends to damp the beam core.
Both electron and stochastic cooling are by now well established and used at
various storage and accumulation rings. Because of their strong complemen-
tarity often these two cooling schemes are employed together in the same ring.

Table 11.1. Comparison of cooling techniques, modified from [5]; N is the number
of particles in the beam.

Technique Stoch. Electron Synchr. Laser Laser Ioniz.

rad. (ions) (e±)

Species All Ions e+, e− Some e+, e− Muons

ions

favored high medium very any very medium

beam 0.01 < β high high

velocity < 0.1 γ > 100 γ < 5 γ > 100

beam low any any any any any

intensity

cooling N · 1–10−2 s ∼ 10−3 s ∼ 10−4– ∼ 10−2– < 10−7 s

time 10−8 s 10−5 s 10−5 s

favored high low any low any any

temp.
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It is predicted that stochastic cooling could be improved by orders of mag-
nitude and possibly extended to bunched beams, if it is applied at optical
frequencies. Like optical stochastic cooling, also the laser cooling of electron
or positron beams is still waiting for experimental verification. Laser cooling
of ion beams in a synchrotron has already been demonstrated, however. This
scheme is presently applicable to 4 types of ions, Mg+, Li+, Be+ and Er+,
for which impressively small momentum spreads of less than 10−6 have been
achieved. Laser cooling has opened the path to a new regime of low tempera-
tures and to the generation of crystalline beams. The cooling times for laser
cooling are of the order of 10s or 100s of microseconds. They are surpassed
only by the even shorter time scale projected for ionization cooling.

Exercises

11.1 Longitudinal Damping Rate with Beam Cooling

Consider two particles which interact simultaneously with the cooling
system [2]. Let the cooling act on the momentum variable only. The equations
of motion then read

dp1
dt
= −λ(p1 + p2) (11.110)

and
dp2
dt
= −λ(p1 + p2) . (11.111)

Calculate the damping rate of the centroid motion and the momentum spread.

11.2 Temperature of a Cooled Beam

For each plane of motion a beam temperature can be defined by analogy
with kinetic gas theory:

〈p2x〉

2m
=
1

2
kBTx ,

〈p2y〉

2m
=
1

2
kBTy ,

〈Δp2‖〉

2m
=
1

2
kBT‖ , (11.112)

where all quantities refer to the beam rest frame.

a) Show that [55] Tx =
mc2

kB
β γ

εx,N
βx
and T‖ =

mc2

kB
β2σ2p where εx,N ≡

(γβ)εx,y is the normalized emittance (assumed to be equal in horizontal and
vertical plane), σp = (Δp/p)rms the rms momentum spread in the laboratory
frame, and βx the horizontal beta function (so the temperature is position
dependent).
b) Calculate the horizontal and longitudinal temperature for the beam

from a proton linac at injection into a cyclotron, with εx,N = 0.5 mm mrad,
βγ ≈ 0.7, βx = 10 m, and Δp/p ≈ 10−3. Compare this with the transverse
and longitudinal temperatures of an electron, which is generated at the cath-
ode with kBT

c = 0.1 eV in all directions and then accelerated by a voltage
U0 = 100 kV.
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c) What is the transverse Debye shielding length of the electron beam at
this temperature? Assume a typical electron-beam density of 3 × 108 cm−3

in the laboratory frame.
d) For a longitudinal solenoidal guide field of strength 500 Gauss, calculate

the electron cyclotron period and compare it with a typical impact time of
∼ rD/u⊥, where u⊥ is the relative transverse velocity (since the electron
beam temperature is much smaller, this is determined by the temperature of
the proton beam).

11.3 Recombination of Ion Beams during Electron Cooling

Assume an electron cooler for protons provides a cooling time of 10 ms,
with a recombination time of 105 s. Suppose the same cooling system is used
for a beam of fully stripped lead ions (A = 207, Z = 82). What is the fraction
of lead ions that would be lost by recombination during one cooling time?

11.4 Electron-Beam Energy for Electron Cooling

What would be the electron-beam energy required to cool the 7-TeV LHC
proton beam?

11.5 Derivation of the Debye Length

Derive the formula for the Debye length, (11.22), by calculating the elec-
tron density distribution in the potential of the ion charge and assuming the
electrons are in thermal equilibrium. Make appropriate approximations.

11.6 Interaction Probabilities with Electron Cooling

Compare the minimum ion-electron interaction time Δt = ρmin/u (in
the beam frame), with the time of traversal through a 10 m cooling section.
Estimate the ion velocity u assuming a normalized emittance 10 μm and a
5 m beta function. Can the two times become equal?

11.7 Beam Temperature with Ion-Beam Laser Cooling

Consider laser cooling for 100 keV Mg+ ions (A = 24). Suppose the
laser operates at a wavelength of 280 nm, equal to a short-lived transition
with a natural linewidth of 46 MHz. (a) Which relative ion velocity Δβ/β
corresponds to the laser tuning range of 20 GHz? (b) What is the ultimate
temperature one might hope to achieve?

11.8 Damping Times with Electron-Beam Laser Cooling

Calculate nd for the parameters EL ≈ 1 J, λL ≈ 1 μm, ZR ≈ 1 mm,
and E ≈ 100 MeV. What is the equivalent damping time for an average ring
radius of 1 m, assuming that electron and laser beams collide on each turn?

11.9 Equilibrium Emittances with Electron-Beam Laser Cooling

As an example, consider a ring with E = 100 MeV and β∗x,y = 1 cm, and
a laser with wavelength λL = 1 μm. Calculate the equilibrium emittance and
relative energy spread.
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11.10 Damping Rates and Equilibrium Emittances
with Ionization Cooling

The emittance evolution in an ionization cooling system is described by
the equation

dεN
ds
= −

1

β2
dEμ
ds

εN
Eμ
+
1

β3
β⊥
2

(14MeV)2

Eμmμc2LR
, (11.113)

where εN is the normalized transverse emittance, β⊥ the beta function at
the absorbing material, dEμ/ds the energy loss per unit length, and LR the
radiation length. Consider a muon beam with an initial normalized emittance
of 0.01 m-rad and a kinetic energy Ek of 150 MeV. The muon mass is about
105.7 MeV. Assume that the beta function at the absorber is 10 cm, and that
the minimum energy loss per length, dEμ/ds is 0.29 MeV/cm.
(a) Calculate the average cooling rate λ (in units of m−1) and the emit-

tance reduction in a 10-m long cooling section containing 320 cm of liquid H2
(radiation length LR equal to 890 cm).
(b) Ignoring the second (heating) term, how many such stages and which

total length would be required to damp the transverse emittance by a fac-
tor 10? In reality the complete cooling system might have a length of 500 m.
Which fraction of muons is left after traversing this distance at 150 MeV?
Note that the muon lifetime at rest is 2.2 μs.
(c) What is the minimum normalized emittance that can be achieved in

such a cooling system of arbitrary length?
(d) Can you derive (11.113)? Note that the projected angular distribution

due to multiple scattering is approximately Gaussian with an rms width after
distance s equal to

θ ≈
14 MeV

βcp

√
s

LR
. (11.114)
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1.1 Beam Emittance in terms of Action Angle Variables

From (1.12) at a fixed location s we can write x =
√
2Ixβx cosφx, where

φx includes the initial phase φ0. We then have

εx =
〈x2(s)〉

βx(s)

=

∫
dφxdIx2Ix cos

2 φxρ(Ix, φx)

=

∫
dφxdIx2Ix cos

2 φxρ(Ix)
1

2π

=

∫
dIxIxρ(Ix) = 〈Ix〉 . (12.1)

1.2 Projected Beam Emittances

a) The beam matrix after the skew quadrupole is

Σxybeam =

⎛
⎜⎜⎝
βxεx0 0 0 Ksβxεx0
0 εx0/βx +K

2
s εy0βy Ksβyεy0 0

0 Ksβyεy0 βyεy0 0
Ksβxεx0 0 0 εy0/βy +K

2
s εx0βx

⎞
⎟⎟⎠ .
(12.2)

b) The projected emittances are

εx = εx0

√
1 + βxβyK2s

εy0
εx0
, (12.3)

εy = εy0

√
1 + βxβyK2s

εx0
εy0
. (12.4)

2.1 Schottky Signals

a) The spectrum corresponds to lines of equal amplitude spaced either by
2π/ωrev, in time domain, or by ωrev/(2π) in frequency domain.

b) Since 〈cosnωrev,kt〉t = 0, the average current is given by e
∑N
k=1 frev,k

≈ eNfrev, where frev is the average revolution frequency of the particles.
c) The time average of the mixed terms cos(nωrev,kt+φk) cos(nωrev,lt+φl)

with k �= l is zero. The only terms with nonzero average in (
∑
k ik)

2 are
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k=1〈cos

2(nωrev,kt + φk)〉t = N/2. After taking the square root, we obtain
the desired result.

2.2 Betatron Tunes

a) The synchrotron tune is about Qs = 0.125. (This is much higher than
typical for lower-energy storage rings.)
b) The horizontal betatron tune is about Qx = 0.266. The fact that the

tune moves to the right by increasing the horizontally focusing quadrupoles
shows that the tune lies between 0 and 0.5.
c) A particles would return to the same place in longitudinal phase space

after 1/Qs ≈ 8 turns, and to the same place in horizontal phase space after
about 4/Qx ≈ 15 turns.

2.3 Application of Multipole Field Expansion

a) For b2 �= 0 and an = 0 we have By = B0b2(x2−y2) and Bx = 2B0b2xy.
Assuming that the particle is relativistic and moves longitudinally at the
speed of light, the Lorentz force is Fx = −cqBy and Fy = cqBx, where q is
the particle charge.
b) Inserting a horizontal and vertical orbit offset, we find the aditional field

components ΔBy = 2B0b2(xcoxβ−ycoyβ) and ΔBx = 2B0b2(ycoxβ+xcoyβ).
It is easily verified that the field components proportional to xco have the
same dependence on xβ and yβ as one obtains for a normal quadrupole b1,
while those proportional to yco �= 0 equal those for a skew quadrupole a1.
c) If the dispersive contributions to the horizontal and vertical orbit (xδ =

Dxδ and yδ = Dyδ) are also included, the sextupole b2 produces additional
coupling terms Fy ∝ (xβDyδ + yβDxδ), and Fx ∝ (xβDxδ + yβDyδ).

2.4 Beta-Beat

a) The trace of the matrix product R = RQRRq is TrR = 2 cosφ0 −
β
f
sinφ0. This must also be equal to 2 cosφ, from which follows that

cosφ = cosφ0 −
β0
2f
sinφ0 . (12.5)

b) In Fig. 2.9, the maximum phase advance error ±Δφ is about ±5◦ or
±0.087 rad. The beta beat oscillates at twice the betatron frequency. The
design phase advance per arc cell is π/2. Thus, the length of an arc cell
corresponds to the distance between a location at which the phase equals
the (local) average value and the next maximum in Δφ. If the optics error is
not introduced in this region of the ring, the perturbed R12 optical transport

matrix element

√
β̂β0 sin(π/2 +Δφ) between these two locations is equal to

the design matrix element R12,0 = β0 sinπ/2 = β0. From this equality, we
can infer that

β̂

β0
=

sin2 π/2

sin2(π/2 +Δφ)
, (12.6)

or (β̂ − β0)/β0 ≈ 0.8%.
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2.5 Quadrupole with a Shorted Coil

a) The upper inboard coil is suspected of a short.
b) The faulted coil gives rise to an additional dipole-like deflection of

angle Δθ ≈ ΔBlq/(Bρ) = (ΔB/B)aK, where ΔB is proportional to the
field change ΔI through this coil. The deflection is measured a distance l
downstream at a BPM with resolution Δx. The relative change in the coil
current I can then be determined with a resolution of ΔI/I ∝ ΔB/B =
Δx/(Kla) ≈ 10−3.

2.6 Quadrupole Gradient Errors

a) The π bump is made from two correctors separated by a total betatron
phase advance of π. The first corrector applies a deflection of angle θ1. This
results in an offset Δx =

√
β1βq sinφ1q at the quadrupole, where β1 is the

beta function at the corrector, βq that at the quadrupole and φ1q the phase
advance from the corrector to the quadrupole. The second corrector at a lo-
cation with beta function β2 and a phase advance φq2 behind the quadrupole
gives rise to a deflection angle θ2:

θ2 = −θ1

√
β1
β2
(cosφ12 − α2 sinφ12) = θ1

√
β1
β2
. (12.7)

Since the two correctors are located exactly π apart there is no residual
oscillation.
b) The gradient error ΔK gives rise to an additional deflection Δθ =

ΔKΔx = ΔK
√
β1βq sinφ1qθ1, at the quadrupole, which translates into an

offset

Δx2 = Δθ
√
β2βq sinφq2 = ΔKβq

√
β2β1 sinφq2 sinφ1qθ1 (12.8)

at the location of the second corrector. Denoting the normalized residual
amplitude by A = Δx2/(

√
β2 sinφq2) and find

A = ΔK(βq
√
β1 sinφ1q)θ1 , (12.9)

which relates the measured leakage A to the gradient error ΔK.

2.7 Multiknobs

We compute or measure the 2 × 2 sensitivity matrix S relating the
strengths of the two quadrupole families (ΔK1 and ΔK2) and the changes
in the two tunes: (

ΔQx
ΔQy

)
=

(
S11 S12
S21 S22

)(
ΔK1
ΔK2

)
. (12.10)

Next, we invert the matrix S,(
ΔK1
ΔK2

)
=
1

detS

(
S22 −S12
−S21 S11

)(
ΔQx
ΔQy

)
. (12.11)

From this equation, we obtain the linear combinations of ΔK1 and ΔK2 for
which ΔQx �= 0 and ΔQy = 0, or vice versa.
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3.1 Design of an Orbit Feedback Loop

a) The two correctors are placed at two different locations upstream of
the BPMs. We design a feedback loop which adjusts the strength of the two
correctors so that the beam position is zero. Denoting the beam positions
measured at the two BPMs without feedback correction by x1 and x2, the
equations for the feedback loop are

x1 + Ck1,1θ1 + Ck2,1θ2 = 0 , (12.12)

x2 + Ck1,2θ1 + Ck2,2θ2 = 0 , (12.13)

where θ1 and θ2 are the deflection angles applied by the two correctors, and
the coefficients

Cki,j =
√
βkiβj sinφki,j for i, j = 1, 2 , (12.14)

are the (1,2) transfer matrix elements between the ith corrector and the jth
BPM, and φki,j the associated betatron phase advance. Combining (12.12)
and (12.13) and solving for either θ1 or θ2, we obtain

θ2 =
Ck1,2x1 − Ck1,1x2

Ck2,1,Ck1,2 − Ck2,2Ck1,1
(12.15)

=
1
√
βk2

x1 sinφk1,2/
√
β1 − x2 sinφk1,1/

√
β2

sinφk2,1 sinφk1,2 − sinφk2,2 sinφk1,1
, (12.16)

θ1 =
Ck2,2x1 − Ck2,1x2

Ck1,1,Ck2,2 − Ck1,2Ck2,1
(12.17)

=
1
√
βk1

x1 sinφk2,2/
√
β1 − x2 sinφk2,1/

√
β2

sinφk1,1 sinφk2,2 − sinφk1,2 sinφk2,1
. (12.18)

The phase advances between the correctors and the BPMs should not be all
equal to 0 or π. In particular, sinφki,1 and sinφki,2 should not be both equal
to 0, for i = 1 or 2, and sinφk1,j and sinφk2,j shoud not be both equal to
zero, as otherwise neither corrector would affect the orbit reading at BPM j.
Moreover, the ratios of coefficients Ck1,2/Ck1,1 and Ck2,2/Ck2,1 should not be
equal, to avoid a degeneracy and an identical effect of the two correctors. Note
that in the extreme case of Ck1,2 = 0 and Ck2,1 = 0, corrector 1 only interacts
with BPM 1 and corrector 2 only with BPM 2. The beta functions should be
large at the correctors, which minimizes the corrector strength required, and
they should also large at the BPMs, which maximizes the sensitivity to orbit
changes.
b) In the case of a storage ring, (12.15) and (12.17) still apply, but the

coefficients Cki,j now follow from the formula for the closed-orbit distortion
(2.34):

Cki,j =

√
βkiβj cos(|φki,j | − πQx)

2 sinπQx
for i, j = 1, 2 , (12.19)
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where Q is the betatron tune, and φki,j as before denotes the betatron phase
advance from corrector i to BPM j. The dependence on the beta functions is
the same as for a transport line, but the optimum phase advance between the
correctors and BPMs now depends on the betatron tune. Again, the ratios
of the coefficients Ck1,2/Ck1,1 and Ck2,2/Ck2,1 should be different, to avoid
degeneracy.

3.2 Linac Dispersion and Orbit Correction

a) Equation (3.48) describes a harmonic oscillator. The solution is [1]

x1(s) =
θ

kβ
√
1 + δ1

sin
kβs√
1 + δ1

≈
θ

kβ
√
1 + δ1

[
sin kβs−

1

2
kβsδ1 cos kβs

]
(12.20)

or

x1(s) ≈
θ

kβ
sin kβs−

1

2

[
θs cos kβs+

θ

kβ
sin kβs

]
δ1 +O(δ

2
1) . (12.21)

From the term linear in δ1 we infer the dispersion at the bunch head,

D1(s) = −
1

2

[
θs cos kβs+

θ

kβ
sin kβs

]
. (12.22)

The solution is illustrated in Fig. 12.1. The linear increase with s reflects that
the dispersion is resonantly driven [1].

Fig. 12.1. Trajectory oscillation, x1kβ/θ for δ1 = 0, and resonantly growing dis-
persion at the bunch head, D1kβ/θ, induced by a deflection at s = 0, according to
(12.21) and (12.22)

b) The dispersion generated by a single kick at s = 0, D1(s), was com-
puted in (12.22). The dispersion generated by the second kick is obtained by
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simply shifting the argument by s2, i.e., it is given by D1(s − π/kβ). The
dispersion arising from the π bump is then the sum of the terms generated
by the two kicks [1]:

Dπ = D1(s) +D1(s− π/kβ) = −
θπ

2kβ
cos kβs . (12.23)

The solution is illustrated in Fig. 12.2. While the orbit after the π bump is
zero, the dispersion propagates at a constant amplitude. A perfectly centered
orbit in the downstream linac section does not imply that the dispersion is
zero as well.

Fig. 12.2. Trajectory perturbation, xπkβ/θ, and subsequent constant dispersion,
Dπkβ/θ, induced by a π bump, according to (12.23)

4.1 Beta Mismatch

From (1.15), the action variable of a particle with respect to the matched
design optics (subindex ‘D’) is

I =
x2 + (βDx

′ + αDx)
2

2βD
. (12.24)

After filamentation and phase randomization the average action is equal to
the rms emittance (see (1.14)), i.e., ε = 〈I〉f = 〈x2〉f/βD where the subindex f
refers to averaging after filamentation. In a linear system I is conserved, and,
hence, its initial average value 〈I〉 does not change, or 〈I〉 = 〈I〉f . Averaging
I over the initial distribution and using the relations 〈x2〉 = βε0, 〈x′

2〉 = γε0,
and 〈xx′〉 = −αε0, we then obtain the final emittance

ε = 〈I〉 =
γDβ − 2αDα+ βDγ

2
ε0 = Bmagε0 . (12.25)
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4.2 Propagation of Twiss Parameters

Let the initial phase-space ellipse be

γ0x(0)
2 + 2α0x(0)x

′(0) + β0x
′(0)

2
= ε . (12.26)

In this case ε is not the rms beam emittance, but it describes the phase-space
area enclosed by the ellipse. Except for a factor 2 this area is equal to the
action variable of a particle located on the ellipse, and, in particular, it is a
conserved quantity under linear beam transport.
We can evaluate the phase space ellipse at a later location s, namely

γsx(s)
2 + 2αsx(s)x

′(s) + βsx
′(s)

2
= ε . (12.27)

Now the trick is to express the initial parameters x(0)2, x(0)x′(0), and x′(0)2

in terms of the final quantities x(s)2, x(s)x′(s), and x′(s)2 using the inverse
transport matrix between the two locations:

x(0)2 = S′
2
x(s)2 − 2S′Sx(s)x′(s) + S2x′(s)2

x(0)x′(0) = −S′C′x(s)2 − SCx′(s)2 − (SC + S′C′)x(s)x′(s)

x′(0)2 = C′
2
x(s)2 − 2C′Cx′(s)x′(s) + S2x′(s)2 .

Inserting the last expressions into (12.26), expanding the products, and com-
paring coefficients of x20, x0x

′(0), and x′(0)2 with those in (12.27), we arrive
at the desired result:⎛

⎝ γsαs
βs

⎞
⎠ =

⎛
⎝ S2 −2S′C′ C′

2

−SS′ SC′ + S′C −CC′

S2 −2SC C2

⎞
⎠
⎛
⎝ γ0α0
β0

⎞
⎠ . (12.28)

4.3 Static and Dynamic change of Partition Numbers

a) We apply (4.82)

ΔD ≈ −

(∑
q

k2qDx,qLq

)
2ρ2

C
Δxmag , (12.29)

which gives ΔD = −0.16 (16% change) for Δxmag = 1.5 mm.
b) From (4.83) we estimate the equivalent change in the rf frequency as

Δfrf ≈ frf
2πΔxmag

C
, (12.30)

and obtain Δfrf ≈ 192 kHz.
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4.4 Effect of Wiggler on Equilibrium Emittance

Rewriting (4.103) und using θw = λp/(ρw2π), we have

γεx,w ≈
16

30π

Cqβx
ρw
γ3θ2w (12.31)

=
16

30π

Cqβx
ρ3w
γ3
λ2p
(2π)2

≈ 3.3× 10−16 m4
γ3B3w
(Bρ)3

≈ 4.2 μm ,

where (Bρ) is the magnetic rigidity. The normalized emittance is independent
of the beam energy. Applying (4.105),

τx,w ≈
2ρ2w
CdJxE3

, (12.32)

with Cd ≈ 2.1 × 103 m2GeV−3s−1 and Jx = 1, yields a damping time of
670 μs at 1 GeV and about 130 μs at 5 GeV.
The normalized emittance is about the same as in a typical damping ring

design for a future linear collider, but the damping time is 5–20 times shorter.

4.5 BNS Damping at the SLC

From (4.112), we have ξ ≈ −1.27. Combining the generalization of (4.110)
to accelerated beams and (4.111) yields

δBNS =
Nbreβ

2W1(z)

4Lξ

ln(γf/γi)

γf
, (12.33)

where γf and γi refer to the final and initial beam energy, respectively. In-
serting numbers, we find δBNS ≈ −0.1, or a 10% energy spread across the
bunch.

5.1 Solenoidal Focusing

The phase-space coordinates after the distance zf are

r′(zf ) = Λzf (12.34)

r(zf ) =
1

2
Λz2f + r0 , (12.35)

where, for simplicitiy, we have dropped the arguments ρ and ξ of r, r′ and Λ.
After passing through the lens of focal length f and traversing a further
distance zd, we have

r′(zf + zd) = Λzf −
1

f

(
1

2
Λz2f + r0

)
+ Λzd (12.36)

r(zf ) =
1

2
Λz2f + r0 + zdzfΛ

−
1

f
zd

(
1

2
Λz2f + r0

)
+
1

2
Λz2d . (12.37)
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Inserting f = z2d/(2(zf + zd)) and rearranging terms gives

r′(zf + zd) =
2(zf + zd)

z2d

[
−
1

2
Λzf

(
zf −

z2d
zf

)
− r0

]
(12.38)

r(zf + zd) =

(
1 + 2

zf
zd

)[
−
1

2
Λzf

(
zf −

z2d
zf

)
− r0

]
. (12.39)

Dividing (12.38) by (12.39) yields the desired result.

5.2 Flat-Beam Transformer

a) For μ = 2π, Δ = −π/2, and α = 0, the matrices A and B are

A = I cos 2π + J sin 2π = I (12.40)

B = I cos(3π/2) + J sin(3π/2) = −J (12.41)

The matrix M in (5.18) becomes

M =
1

2

⎛
⎜⎜⎝
1 −β 1 β
1/β 1 −1/β 1
1 β 1 −β
−1/β 1 1/β 1

⎞
⎟⎟⎠ =M = 12

⎛
⎜⎜⎝
1 −1/k 1 1/k
k 1 −k 1
1 1/k 1 −1/k
−k 1 k 1

⎞
⎟⎟⎠ ,
(12.42)

where we have used β = 1/k.
b) Multiplying the matrix M and the vector (5.24), we obtain the final

coordinates⎛
⎜⎜⎝
x
x′

y
y′

⎞
⎟⎟⎠
1

=
1

2

⎛
⎜⎜⎝
1 −1/k 1 1/k
k 1 −k 1
1 1/k 1 −1/k
−k 1 k 1

⎞
⎟⎟⎠
⎛
⎜⎜⎝

x0
−ky0 + x′0
y0

kx0 + y
′
0

⎞
⎟⎟⎠ . (12.43)

The equations for y1 and y
′
1 are

y1 =
1

2k
(x′0 − y

′
0) (12.44)

y′1 =
1

2
(x′0 + y

′
0) , (12.45)

from which we obtain the second moments

〈y21〉 =
1

4k2

(
σ′
2
x0 + σ

′2
y0

)
(12.46)

〈y1y
′
1〉 =

1

4

(
σ′
2
x0 − σ

′2
y0

)
= 0 (12.47)

〈y′
2
1〉 =

1

4

(
σ′
2
x0 + σ

′2
y0

)
. (12.48)
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The final vertical rms emittance is

εy,1 =

√
〈y21〉〈y

′2
1〉 − 〈y1y

′
1〉
2 =
σ′
2
y0

2k
, (12.49)

which demonstrates (5.25). The equations for x1 and x
′
1 are

x1 = x0 + y0 −
x′0
2k
+
y′0
2k

(12.50)

x′1 = k(x0 − y0) +
1

2
(x′0 + y

′
0) . (12.51)

In this case, the second moments are

〈x21〉 = 2σ2x0 +
σ′
2
x0

2k2
(12.52)

〈x1x
′
1〉 = 0 (12.53)

〈x′
2
1〉 = 2k

2σ2x0 +
1

2
σ′
2
x0 . (12.54)

The final horizontal rms emittance is

εx,1 =

√
〈x21〉〈x

′2
1〉 − 〈x1x

′
1〉2

=

√
4k2σ2x0 + 2σ

2
x0σ

′2
x0 +

1

4
σ′4x0

1

k2

=
√
4k2σx04 + 4kεy,1σ2x + ε

2
y,1

= 2kσ2x0 + εy,1 . (12.55)

The last equation can also be written as

εx,1
εy,1
= 1 +

4k2σ2x0
σ′2x0

, (12.56)

which confirms (5.26).

6.1 Scattering off Thermal Photons

a) The beam lifetime due to scattering off thermal photons is

τ ≈
1

ργcσT
, (12.57)

where ργ ≈ 5× 1014 m−3 denotes the photon density at 300 K, c the speed
of light, and σT ≈ 0.67 barn the Thomson cross section. This yields a beam
lifetime of 28 hr.
b) The photon density varies with the third power of the temperature. If

the vacuum chamber is cooled to 4 K, the beam lifetime increases to about
1400 years.
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c) The number of particles lost per train is

ΔN = LσTργN , (12.58)

where L is the length of the linac, ργ the photon density, and N the total
number of particles. Inserting numbers, for a chamber temperature of 300 K
we find ΔN ≈ 335 lost particles.

7.1 Review of Fourier Transformations and an Application

a) For simplicity we initially set Δt = 0. The Fourier spectrum of the
current signal is

I(ω) =
1

2π

∫ ∞
−∞
i(t)e−iωtdt (12.59)

=
Q

2π

∫ ∞
−∞

∞∑
n=−∞

[
δ [t− nT − τa cos(ωsnT )] e

−iωt

+ δ

[
t− nT −

T

2
− τa cos(ωsnT + φ)

]
e−iωtdt.

Application of the given property of Delta-functions yields

I(ω) =
Q

2π

∞∑
n=−∞

e−iω[nT+τa cos(ωsnT )]

+
Q

2π

∞∑
n=−∞

e−iω[nT+
T
2 +τa cos(ωsnT+φ)] . (12.60)

Using the Bessel function sum rule,

I(ω) =
Q

2π

∞∑
n,k=−∞

e−iωnT (−i)kJk(τaω)e
ikωsnT

+
Q

2π

∞∑
n,k=−∞

e−iω(nT+
T
2 )(−i)kJk(τaω)e

ik(ωsnT+φ) . (12.61)

With ωrT = 2π, this becomes

I(ω) =
Q

2π

∞∑
n,k=−∞

e−i2πn(
ω−kωs
ωr
)(−i)kJk(τaω)

[
1 + e−i(

πω
ωr
−kφ)

]
, (12.62)

and using the Poisson sum rule, it further simplifies to

I(ω) = Qωr

∞∑
n,k=−∞

(−i)kJk(τaω)
[
1 + e−i(π

ω
ωr
−kφ)

]
δ(ω − nωr − kωs) .

(12.63)
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This expression shows that the spectrum contains the usual rotation har-
monics (k = 0), and synchrotron sidebands (k �= 0) where the height of the
sidebands is given by the Bessel function of appropriate order k.
b) Dipole-mode oscillations correspond to k = ±1. Consider the phase

factor, given in square brackets in (12.63), and the spectrum of sidebands
with k = 1, [

1 + e−i(π
ω
ωr
−φ)

]
, (12.64)

which is to be evaluated at ω = nωr ± ωs. Assuming that Tωs 
 1, we can
neglect the imaginary part of this expression, and for the in-phase oscillations
(φ = 0) the real part of the phase factor approximately becomes

1 + cosnπ ≈

{
2 for even n
0 for odd n

, (12.65)

while for the out-of-phase oscillations (φ = π),

1 + cosnπ ≈

{
0 for even n
2 for odd n

. (12.66)

Therefore, one can determine experimentally which of the two normal modes
dominates by determining whether the sidebands are located around the even
or odd revolution harmonics. The same results apply for k = −1.
c) Considering now unequal bunch spacings (Δt �= 0), the phase factors

become

1 + cosnπ cosnωrΔt for φ = 0 (12.67)

1 − cosnπ cosnωrΔt for φ = π . (12.68)

The location of a π-mode sideband for unequally spaced bunches may coincide
with the location of a 0-mode sideband for equally spaced bunches, namely
if

1− cosnπ cosnωrΔt = 1 + cosnπ . (12.69)

This condition is satisfied for

Δt =
T

2n
. (12.70)

The SLC had two damping rings one with equally spaced bunches and the
other with unequally spaced bunches (the bunches in this case were sepa-
rated by 40 buckets and 44 buckets with harmonic number 84). To achieve
a common design of “π-mode” cavity for both rings a compromise was made
in selecting the cavity resonance frequency such that each ring had partial
(though not fully efficient) damping of the π-modes.

7.2 Adjusting the Incoming Beam Energy

If the energy of the injected beam is not correct, it will undergo syn-
chrotron oscillations. Let us assume that the initial relative momentum de-
viation is δ. The maximum change in the beam energy with respect to the
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incoming energy occurs after half a synchrotron period, when the relative
momentum error is −δ. The orbit difference at a location with dispersion Dx
is Δx = −2Dxδ. Minimizing the difference orbit measured at this time with
respect to the first turn corrects the energy of the injected beam.
If the ‘matched’ energy around which the injected beam oscillates does

not coincide with a centered closed orbit, one may first have to adjust the
ring rf frequency and, for protons or ions, the bending field, such that the
equilibrium orbit in the ring is centered and corresponds to the correct energy.
Afterwards one can then apply the procedure described above in order to
adjust the injected beam energy.
If a longitudinal ‘phase’ monitor is available, another solution, for any type

of beam, is to minimize the phase error measured after a quarter synchrotron
period.

7.3 Resonant Depolarization

We can express the relative energy error as

ΔE

E
= β2

Δp

p
= β2

1

αc

ΔC

C
, (12.71)

where β is the beam velocity in units of the speed of light (and not the beta
function), αc the momentum compaction factor, and C the ring circumfer-
ence.

7.4 Approximate Expression for the Momentum Compaction
Factor

a) We insert the approximate formula for the average dispersion into the
definition of the momentum compaction factor, (7.22), and get

αc =
1

C

∮
Dx(s)

ρ(s)
ds ≈

1

C

∮
〈βx〉

Qxρ(s)
ds

≈
1

C

〈βx〉

Qx

C

ρ
=
〈βx〉

ρ

1

Qx
≈
1

Q2x
, (12.72)

where in the last step we have used Qx =
∮
ds/β/(2π) ≈ ρ/〈βx〉. As an

example, assuming Qx = 50, we estimate that αc ≈ 1/Q2x ≈ 4× 10
−4.

b) A corresponding expression for the transition energy γt is easily ob-
tained:

γt =
1
√
αc
= Qx . (12.73)

7.5 Achieving Design Parameters in the Presence of Unknowns

A possible set up is the following. The rf frequency ωrf is known, and
first set so as to horizontally center the beam at the beam position monitors
in the steady state after a few radiation damping times. The rf frequency
determines the revolution time. Since the electron beam moves at the speed
of light, also the ring circumference is now determined.
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The energy of the injected beam is set to the design value, and the mag-
netic field of the ring is adjusted until one observes no horizontal orbit vari-
ation at dispersive locations, or no longitudinal phase motion, due to syn-
chrotron oscillations after injection. This might also require an adjustment
of the rf phase, in order to avoid synchrotron oscillations due to injection
phase errors, in addition to those from magnetic field errors. (The two types
of errors can also be distinguished from the phase of the oscillation.)
Note that one possibility of measuring the energy of the injected beam is

to monitor the orbit in a dispersive region of the injection transfer line, and
its dependence on known step changes in the beam energy, e.g., generated by
phasing a klystron.
The problem could be simplified, if additional information on the beam

energy in the ring is available, e.g., by resonant depolarization or by a reaction
with a target for which the cross section is sensitive to the energy.

7.6 Chromatic Phase Advance1

a) Keeping only terms up to order δ, with x = xβ+Dxη and y = yβ+Dyη
with Dy = 0, (7.45) gives

xβ
′′ + kxβ = kxβδ −mDxxβδ −

m

2
(xβ

2 − yβ
2) ,

yβ
′′ − kyβ = −kyβδ +mDxyβδ +mxβyβ . (12.74)

Keeping only the energy-dependent terms,

xβ
′′ + kxβ = (k −mDx)xβδ

yβ
′′ − kyβ = −(k −mDx)yβδ . (12.75)

b) In the present case, the horizontal focusing error for an off-energy
particle is

Δkx(s) = −(k −mDx)δ . (12.76)

In the vertical plane, the focusing error is of opposite sign, Δky(s) =
−Δkx(s). Inserting this into

ΔQ =
1

4π

∫ s+C
s

β(s)Δk(s)ds , (12.77)

and noting that Δφ = ΔQ2π, we immediately have

Δφx = −
δ

2

s+C∫
s

βx(k −mDx)ds ,

Δφy =
δ

2

s+C∫
s

βy(k −mDx)ds . (12.78)

1 adapted from [31]
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c) Using the definition of the chromaticity

Q′x,y =
ΔQ

δ
=
Δφx,y
2πδ

, (12.79)

and the expressions for Δφx,y derived in b), we obtain

Q′x = −
1

4π

∫
βx(k −mDx)ds ,

Q′y =
1

4π

∫
βy(k −mDx)ds . (12.80)

8.1 Phase Tolerances in a Bunch Compressor

From (8.8) we have

∂φ3
∂φ1

= 1 +R56
ωrf
c

eV

E
. (12.81)

The error in the final phase ∂φ3 as a function of error in the injection phase
∂φ1 therefore depends linearly on the compressor voltage. Minimum sensi-
tivity is achieved for ∂φ3

∂φ1
= 0 or V = 33.4 MV.

8.2 Bunch Precompression

a) We assume that the bunch length is small compared to the wavelength
of the accelerating rf. The bunch centroid is initially (t < t0) at the center
of phase space (δ = 0, φ = 0) and the phase space trajectories are elliptical
centered about the bunch centroid with amplitude given by the voltage V0.
During the time t0 < t < t1 =

τs,l
8 the cavity voltage is lowered to 0.75 V0.

This introduces a shift in synchronous phase and the bunch centroid executes
1/8 of a synchrotron oscillation centered about the new synchronous phase.
After the voltage is restored to V0, during the time (t1 < t < t2 =

τs,h
4 ), the

bunch executes oscillations about the original synchronous phase angle. If no
other changes were made, then both the first and second moments (mean
phase and bunch length) of the particle distribution would subsequently vary
in time. Application of a second step change in voltage to 0.75 V0 for a time
t2 < t < t3 =

τs,l
8 shifts again the rf bucket and the bunch oscillates again

around the new synchronous phase for 1/8 of a synchrotron period. With a
perfectly linear rf system as assumed, the bunch centroid would return to
δ = 0 and φ = 0 as initially, and would remain there indefinitely.
b) With a finite bunch length, the distribution of particles at t3 is mis-

matched in the original phase space. The different particles have therefore
different trajectories in longitudinal phase space. Since the synchrotron tune
is approximately the same for all particles, by waiting an appropriate time,
eventually (within a fraction of a synchrotron period) the particles will be
aligned vertically in phase space with a significantly smaller bunch length,
but with an increase in energy variation between particles. In this example
with a two step changes in the applied voltage, the first moment is restored
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while the second moment varies in time; the bunch rotates in phase space
with the centroid position at δ = 0 and φ = 0.
Bunch precompression was used in the SLC damping rings to decrease

the particle losses in the extraction line prior to injection into the main linac.
By decreasing the bunch length at extraction, the energy variation along the
bunch introduced by a downstream compressor was reduced. This in turn
translated to a smaller dispersive beam size in the transport line which had
a restricted horizontal aperture. A slightly different type of bunch precom-
pression is also used at DESY in the PETRA accelerator, in order to reduce
the bunch length at extraction for injection into the HERA accelerator for
better capture efficiency. Here, two step changes are applied to the rf phase.
The first shifts the rf phase by π, which places the beam distribution next
to the unstable fixed point. The ensuing slow motion of particles along the
separatrices translates into a mismatch, when the second step change moves
the phase back to the original position.

8.3 Harmonic Cavities

a) From eV (0) = U , dV (t)/dt|t=0 = 0, and d2V (t)/dt2|t=0 = 0, we
obtain

sinφ1 + k cosnφn =
U

eV̂
(12.82)

cosφ1 + kn cosnφn = 0 (12.83)

sinφ1 + kn
2 cosnφn = 0 . (12.84)

Combining the last two equations yields

tannφn =
tanφ1
n
, (12.85)

or

sinnφn =
tanφ1√
n2 + tan2 φ1

, (12.86)

and

k = −
cosφ1
n cosnφn

. (12.87)

Inserting these relations into (12.82), we get

sinφ1 =
n2

n2 − 1

U

eV̂
, (12.88)
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so that (12.86) becomes

tannφn =
nU/(eV̂ )√

(n2 − 1)2 − (n2U/(eV̂ ))2
. (12.89)

Finally, using this result in (12.87) we obtain for the square of the relative
voltage amplitude

k2 =
1

n2
−

n2

(n2 − 1)2

(
U

eV̂

)2
. (12.90)

b) As the ratio of radiative losses to primary rf voltage varies from zero
(proton beam limit) to slightly less than one, the phase φ1 changes from 0
to almost π/2, whereas the optimum phase φn much more slowly increases
from −π towards −π/2.

8.4 Minimum Voltage Required for Beam Storage

a) The total radiated power for 1011 particles is 16.9 kW.
b) The energy lost per turn is 44.3 keV. Thus, at 44.3 kV voltage the

beam could no longer be captured. The synchronous phase at this voltage is
π/2 measured with respect to the zero crossing.
c) Lowering the cavity voltage limits the maximum beam energy and may

also reduce the number of particles that can be captured. Note that a large
change in voltage is required in order to significantly vary the bunch length.
On the other hand, the use of harmonic cavities does not affect the available
capture voltage.

8.5 Phase Shift along a Bunch Train

During the passage of the bunch train, the additional voltage Vbeam = ZIb
is applied to the cavity, where Z is the impedance, and Ib = 2Idc is the beam
current at the rf frequency. The cavity response is

ΔV = Vbeam

(
1− e

−
ttrain
τf

)
≈ Vbeamttrain/τf , (12.91)

where the cavity fill time is 2 μs. The beam induced voltage is Vbeam = 5 MV.
The change in the cavity voltage along the bunch train amounts to ΔV =
775 kV. The synchronous phase shift along the train can be estimated as

Δφ ≈
ΔV

V
≈ 0.0775 rad = 4.4 deg . (12.92)

9.1 Septum Fields for Injection and Extraction

The beam separation at the septum can be written as

xsep =
√
βkicβsep sinμ θkic , (12.93)
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where the kick angle is

θkic =
BkicLkic
(Bρ)

, (12.94)

with (Bρ) the magnetic rigidity, Lkic the length of the kicker, and Bkic the
kicker field. We should fulfill

xsep > nsσx = nsep

√
βsep
εx,N
γ

(12.95)

Inserting (12.93) and solving for Bkic we find

Bkic =
ns(Bρ)

√
εx,N/γ

√
βkicLkic sinμ

. (12.96)

Finally using (Bρ) ≈ 3.356Tm E/GeV and γ ≈ E/GeV we estimate

Bkic ≈ 3.356Tm
ns
√
εx,N

√
βkicLkic sinμ

√
E

GeV
. (12.97)

Assuming ns = 10, βkic = 100 m, μ = π/2, Lkic = 5 m, and εx,N = 4 μm,
the magnetic field Bkic required at a beam energy of 10 GeV and at 10 TeV
is 4.3 mT and 0.134 T, respectively.

9.2 Emittance Dilutions due to Injection Errors

a) We estimate the emittance resulting from an injection error x0 after
filamentation as

εx ≈
x20
2βx
. (12.98)

For x0 = 1 mm and βx = 100 m, this gives εx ≈ 5 nm. The corresponding
normalized emittances for various particles and energies are listed in the
following table, along with the typical design emittances.

10 GeV 1 TeV Design norm. emittance
p 55 nm 5.5 μm 3.75 μm
μ 473 nm 47 μm 50 μm
e 98 μm 9.8 mm 3 nm

Obviously, the emittance dilution becomes more severe at higher energies.
b) The rms beam size at βx = 100 m is 224 μm for a 7-TeV proton beam

(LHC), 554 nm for a 500-GeV electron beam (NLC), and 514 μm for a 2-TeV
muon beam (MC).

9.3 Filamentation

The filamented ‘point bunch’ occupies a circle in phase space. Using x =
r cosφ and φ = arccos(x/r) the projected density is

dN

dx
=
dN

dφ

dφ

dx
. (12.99)
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Now dN/dφ = 2/(2π) = 1/π, and dφ/dx = 1/
√
r2 − x2, so that the pro-

jected density becomes
dN

dx
=

1

π
√
r2 − x2

. (12.100)

9.4 Particle Impact for Slow Extraction

The change in the action variable over three turns is

ΔI =
∂H

∂ψ
6π =

3

8
(2I)3/2|K̃s| cos(3ψ + θ0)2π . (12.101)

On the resonance near the unstable fixed point, but with an asymptotic
angle for large amplitudes of ψ ≈ ±π/6 instead of 0, the cosine factor is
approximately constant, equal to 1.
Considering only every 3rd turn, the amplitude at the septum is

xsep =
√
2βsepI cosψ ≈

√
2βsepI , (12.102)

where we have roughly approximated cosπ/6 ≈ 1. The change in amplitude
at the septum over three turns becomes

Δxsep ≈

√
βsep
2I
ΔIsep , (12.103)

which, after inserting (12.101) and (12.102), becomes

Δxsep =
3π

4
(2I)|K̃s|

√
βsep =

3π

4

x2sep

β
1/2
sep

|K̃s| . (12.104)

9.5 Crystal Channeling

From (9.23), the critical radius is

Rc ≈ 0.4m p[TeV/c] . (12.105)

This translates into a maximum bending angle over the length l of

θ ≤
l

Rc
, (12.106)

which for l = 3 cm at 7 TeV/c amounts to θ ≤ 11 mrad.

10.1 Electrostatic Lenses and Muon Storage Rings

If γ =
√
1 + 1

aμ
, we have (γ2− 1) = 1/aμ, and the coefficient multiplying

the electric field in the equation for the spin precession is zero:(
aμγ −

γ

γ2 − 1

)
= (aμγ − aμγ) = 0 . (12.107)
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10.2 Spinors

a) Letting

Ψ =

(
a
b

)
Ψ† = (a∗, b∗) , (12.108)

where a and b are to be determined,

Ψ†σxΨ = a
∗b+ b∗a

Ψ†σsΨ = −ia
∗b+ ib∗a

Ψ†σyΨ = |a|
2 − |b|2 . (12.109)

Setting these equal to the spin basis vector of interest and using the normal-
ization |Ψ |2 = 1,

Ψx =
1
√
2

(
1
1

)

Ψs =
1
√
2

(
1
i

)

Ψy =

(
1
0

)
. (12.110)

b) For example,

σsσ
†
s =

(
0 −i
i 0

)(
0 i
−i 0

)t
=

(
1 0
0 1

)
= I , (12.111)

where σ†s = σs is obvious.
c) For example, with equal indices,

σsσs = δssI + iΣmεssmσm = I , (12.112)

since δss = 1 and εssm = 0 for all m. Squaring σs gives the same result.
With unequal indices, for example,

σyσs = δysI + iΣmεysmσm
= i(εysxσx + εyssσs + εysyσy)
= iεysxσx = −iσx , (12.113)

and εysx = −1. Direct multiplication of σyσs gives the same result.

10.3 Spin Precession in Solenoidal Fields

a) From (10.2) and (10.7),

Ω = −
e

γm
(1 +G)Bz , (12.114)
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With B = Bz ŝ, β = βŝ, and E = 0, and a solenoidal field of length l,

φ = Ωt = −
e

γmc

l

β
(1 +G)Bz . (12.115)

b) The Lorentz force acting on the particle is FL = eβcB and the cen-
trifugal force Fc = mγc

2β2/ρ. The combination gives

Bρ =
βE

ec
=
βγmc

e
. (12.116)

Direct substitution in (12.115) yields

φ = −
Bzl

Bρ
(1 +G) . (12.117)

c) With T = 100 MeV, we obtain p = 444 MeV/c and Bρ = 444/299.8 =
1.48 T-m. So the required integrated field strength is Bzl = 1.66 T-m.

10.4 Periodic Spin Motion

From (10.24) and the definition of the directional cosines,

M = e−iπνs(σ·n̂0) = I2 cosπνs − i(σ · n̂0) sinπνs
= I2 cosπνs − i(σx cosαx+σs cosαs+σy cosαy) sinπνs. (12.118)

Substituting the Pauli matrices gives the result directly.

10.5 SLC ‘3-state experiment’

Since the spin transport through the arcs is a pure precession, the po-
larization vector is simply rotated. In particular, using the inverse transfor-
mation we can back-propagate the direction of longitudinal polarization at
the collision point to the coordinate system of the incoming beam. Using
spherical coordinates, we may express the orientation of the back-propagated
polarization vector at the injection point as

P = PIP(sinφ sin θ, cosφ sin θ, cos θ) . (12.119)

Now, measuring the longitudinal polarization at the IP for the three initial
states

P 1 = (1, 0, 0)

P 2 = (0, 1, 0)

P 3 = (0, 0, 1) (12.120)

determines the three components of S in (12.119). Now the magnitude of the
polarization vector at the IP is simply the sum in quadrature of the three
values measured:

||PIP|| =
√
(P 1 · P IP)2 + (P 2 · P IP)2 + (P 3 · P IP)2 . (12.121)
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At the SLC, this 3-state experiment was applied regularly, e.g., every few
months, in order to monitor the IP polarization and to optimize the orien-
tation of the spin vector at the collision point. The initial direction of the
polarization was varied by means of solenoidal spin rotators located in the
transfer line between the electron damping ring and the SLC linac.

10.6 Type-3 Snakes

a) With regard to the orbit, the sum of the horizontal and vertical de-
flections is zero. With the beam momentum purely longitudinal, there is no
deflection due to the longitudinal fields. The type-3 snake is therefore opti-
cally transparent with respect to the angle (though in this example, a net
offset is introduced). The spin matrices, however, do not commute. The ma-
trix product is(

ei
φ
4 σxe−i

χ
4 σse−i

φ
4 σx

)
ei
χ
4 σs

(
ei
φ
4 σxe−i

χ
4 σse−i

φ
4 σx

)
, (12.122)

where σx and σy are the Pauli matrices. This product can be evaluated using
the expansion (12.118) and matrix multiplication. For the given case, the
product of the spin matrices is different from unity, if neither χ nor φ equal
0 or 2π.
b) The horizontal orbit and the spin orientations for the case φ = χ = π

are shown in Fig. 12.3.

Fig. 12.3. Horizontal orbit and spin
orientation along the beam line of
Ex. 10.6 with φ = χ = π

This example is derived from experience at the IUCF cooler ring. There,
the longitudinal fields were provided by the main cooling solenoid together
with the compensating solenoids (1 on each side of the cooling region). The
orbital displacements and dipolar deflections arose from the bending fields
used to align the proton beam with the cooling electrons.

11.1 Longitudinal Damping Rate with Beam Cooling

The centroid motion is characterized by the centroid momentum P =
(p1 + p2)/2, which fulfills the equation

dP

dt
=
1

2

d(p1 + p2)

dt
= −λ(p1 + p2) = −2λP . (12.123)

From this we obtain the damping rate

1

τP
=
1

P

dP

dt
= −2λ . (12.124)
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Since there are only two particles, we can define the momentum spread as
the difference between the two particle momenta: pspr = p1 − p2. The time
derivative of pspr is

dpspr
dt
=
d(p1 − p2)

dt
= −λ(p1 − p2) = 0 . (12.125)

Hence, the momentum spread is unchanged by the cooling.

11.2 Temperature of a Cooled Beam

a) We have

Tx =
〈p2x〉

kBm
=
(mcβγx′)2

kBm

=
c2mεx,Nβγ

kBβx
(12.126)

T|| =
〈Δp2||〉

kBm
=

mc2
〈
Δp2||
(mc)2

〉
kB

=
mc2β2

〈
Δp2lab
(γβmc)2

〉
kB

=
mc2β2

〈
Δp2lab
p2
lab

〉
kB

=
mc2β2σ2p
kB

, (12.127)

where we have related the momentum deviation in the beam frame and in
the laboratory frame via Δplab = γΔp||.
b) The velocity and energy of the proton beam follow from βγ = 0.7 or

β = 0.57. The horizontal temperature is kBTx = 32.8 eV (Tx = 404 kK); the
longitudinal temperature kBT|| = 309 eV (T|| = 3.8 MK).
The transverse temperature of the electron beam is Tx = 1230 K (kBTx =

0.1 eV). For the longitudinal plane, we use the relationΔp/p = (1/β2)ΔE/E;
The energy difference ΔE between particles is unchanged by the acceleration,
so that 〈ΔE〉 = kBT c/2. Further assuming a Gaussian distributions for the
momenta, one can show that 〈(ΔE)2〉 = 4〈ΔE〉2 = (kBT c)2. Combining
these relations and the definition of T||, we find

T‖ =
(kBT

c)2

β2γ2mc2
. (12.128)

For 100 kV accelerating voltage, we have γ ≈ 1.2, β ≈ 0.55, and T‖ ≈
4 × 10−8 eV. Thus, after acceleration the longitudinal temperature of the
electron beam is much smaller than its transverse temperature.
c) For Tx = 1230 K, the transverse Debye shielding length (11.22) is

rD ≈ 136 μm.
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d) For a field B of 500 Gauss the electron cyclotron period is Tcycl =
2πme/(eB) ≈ 0.7 ns. The transverse velocity of the proton beam is

v2x ≈
kBTx
m
, (12.129)

which yields vx ≈ 2.4 × 106 m/s. Then the typical impact time is timpact ∼
rD/u⊥ ∼ rD/vx ≈ 6 × 10−11 s. For these parameters, the impact time is
about 10 shorter than the cyclotron period. For a field of 5 kG the two times
would be equal.

11.3 Recombination of Ion Beams during Electron Cooling

According to (11.27)
1

τ
∝
Z2

A
. (12.130)

Thus the cooling time for fully stripped lead ions is 822/207 times that for
protons, or τPb ≈ 308 μm. The electron capture rate scales as (11.28)

1

τr
∝ Z2 . (12.131)

Hence, for the Pb ions it is 15 s.
The fraction of lead ions that would be lost by recombination during one

cooling time is
ΔN

N
≈
308 μs

15 s
≈ 2× 10−5 . (12.132)

11.4 Electron-Beam Energy for Electron Cooling

The relativistic Lorentz factor γ should be the same for both beams.
Hence, the electron-beam energy required to cool the 7-TeV LHC proton
beam is about 3.8 GeV.

11.5 Derivation of the Debye Length

We denote the change in potential experienced by electrons near a single
ion charge by φ(r), where r is the distance from the ion. In thermal equilib-
rium the electron density is described by

n(r) = n0e
− eφ(r)kBT ≈ n0

(
1−
eφ(r)

kBT

)
, (12.133)

so that the deviation from the unperturbed density n0 is

Δn(r) ≈ −n0
eφ(r)

kBT
. (12.134)

Noting that the electron charge is −e, the Laplace equation for the perturbed
potential, φ, in the vicinity of the ion is

∂2φ(r)

∂r2
=
Δne

ε0
= −

(
n0

e2

kBTε0

)
φ , (12.135)
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with the solution

φ = φ0e
−

√
n0e

2

kBTε0
r
= φ0e

− r
rD , (12.136)

where the Debye shielding length rD equals

rD =

(
kBT

4πn0mc2re

)1/2
. (12.137)

11.6 Interaction Probability with Electron Cooling

The ion velocity u follows from

u2 =
kBT

m
= c2βγ

εN
βx
≈
(
4× 105 m/s

√
βγ

)2
, (12.138)

where β and γ = 1/(1− β2) are the relativistic factors. Using the minimum
impact parameter ρmin from (11.23), we obtain an interaction time of

tint ≈
ρmin
u
=
rec
2

u3
= (βγ)

−3/2 × 4× 10−15 s . (12.139)

Denoting the length of the cooling section by l, the travel time is

ttrav ≈
l

βc
= 3× 10−8/β s . (12.140)

For the parameters chosen, the two times will only be equal for an extremely
small value of β (about 2×10−14), which will not occur in practice. However,
the interaction time increases with decreasing ion-beam emittance.

11.7 Beam Temperature with Ion-Beam Laser Cooling

(a) From (11.47) we have

Δβ ≈
Δω′

ω′
, (12.141)

which, for a laser tuning range of Δf = 20 GHz and a laser wavelength
of λ = 280 nm, gives Δβ ≈ 1.9 × 10−5. The velocity of the ion beam is
β ≈ (100 kV/(12mpAc

2))1/2 ≈ 3× 10−3, so that Δβ/β ≈ 6× 10−3.
(b) The minimum temperature according to (11.49) is 120 μK which

corresponds to 10−8 eV. The temperature is also limited by the recoil en-
ergy acquired in the beam frame when absorbing a single photon, which is
(1/2)mionv

2
r . Inserting vr from (11.48), this amounts to only 5 μK or 4

10 eV.
The larger of these two limits applies, namely 120 μK.

11.8 Damping Times with Electron-Beam Laser Cooling

From (11.55) we get nd ≈ 1600 turns. The equivalent damping time for
an average ring radius ρ of 1 m is

τd = nd

(
c

2πρ

)
≈ 34 μs . (12.142)

This is two orders of magnitude smaller than in conventional storage rings.
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11.9 Equilibrium Emittances with Electron-Beam Laser Cooling

The equilibrium emittance is given by (11.61)

εx,y,N =
3

10

λc
λL
β∗x,y ≈ 7× 10

−9 m , (12.143)

and the relative energy spread by

σδ =

√
7

5

λc
λL
γ ≈ 2.6% . (12.144)

11.10 Damping Rates and Equilibrium Emittances
with Ionization Cooling

(a) From (γ − 1)mμc2 = 150 MeV we deduce γ ≈ 2.42. The first term on
the right hand side of (11.113) describes the damping. Its average rate is

λ =
1

εN

dεN
ds
= −

lH2
lcool

1

β2
dEμ
ds

1

Eμ
≈ −0.074 m−1 , (12.145)

where lH2 and lcool denote the length of the hydrogen cell and the length of
the entire cooling stage, respectively. The emittance reduction in a section of
length lcool = 10 m is a factor exp(λlcool) ≈ 0.48.
(b) The total length required for a factor 10 emittance reduction is

ltot = −
1

λ
ln(10) ≈ 31 m , (12.146)

or about three 10-m long stages. The muon lifetime in the laboratory sys-
tem is τlab = γτμ,0 ≈ 5.2 μs, where τμ,0 denotes the muon lifetime at
rest. The fraction of muons left after traversing l = 500 m at 150 MeV is
exp(−l/(βcτlab)) ≈ 0.7, or 70%.
(c) The minimum normalized emittance is reached when the time deriva-

tive on the left-hand side of (11.113) approaches zero. We can solve the right-
hand side for the final emittance and obtain

εN =
1

β

β⊥
2

(14 MeV)2

(dEμ/ds)mμc2LR
≈ 4× 10−4 m . (12.147)

(d) We first discuss the damping term. The trajectory slope x′ is related
to the horizontal and longitudinal momenta px and p0 via

x′ =
px
p0
, (12.148)

and due to the ionization energy loss in the direction of the trajectory and
re-acceleration in the longitudinal direction over a distance Δs it changes as

Δx′ = −
px
p20

Δp0
Δs
Δs . (12.149)
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Now, Δp0/Δs = (dEμ/ds)/(βc), so that

Δx′

Δs
= −x′

1

β2γmμc2
dEμ
ds
. (12.150)

The analogous equation applies in the vertical plane. From (1.15), the change
in transverse (horizontal or vertical) action is

ΔI⊥
Δs

= −β⊥x
′2 1

β2γmμc2
dEμ
ds
. (12.151)

Since ΔεN = βγ〈ΔI⊥〉, and εN = βγ〈β⊥x′
2〉 the damping term in (11.113)

follows.
To derive the heating term we start from (1.15) and compute the change

in action due to multiple scattering at an angle θ:

ΔI⊥ =
2β⊥θ(α⊥x+ β⊥x

′) + β2⊥θ
2

2β⊥
. (12.152)

After averaging over the distribution (assuming random betatron phases)
only the term quadratic in θ remains, or

〈ΔI⊥〉 =
β⊥〈θ2〉

2
, (12.153)

where 〈θ2〉 is the squared rms scattering angle after a distance s. Inserting
(11.114) for this angle, differentiating with respect to s, and noticing again
that εN = βγ〈ΔI⊥〉, the previous equation is rewritten as

dεN
ds
=
β⊥
2

βγ (14 MeV)
2

(βcp)2
1

LR

=
β⊥
2β3
(14 MeV)2

Eμmμc2LR
, (12.154)

which equals the expression for the heating in (11.113).
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Geneva, 1980 (Birkhäuser, Basel, 1980) p. 491

81. Y. Derbenev: University of Michigan Report No. UM-HE-98-04 (1998)
82. R. Brinkmann, Y. Derbenev, K. Flöttmann: PRST-AB 4, 053501 (2001)
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4. M. Hüning: Analysis of Surface Roughness Wake Fields and Longitudinal Phase
Space in a Linear Electron Accelerator. Ph.D. thesis, Hamburg University.
DESY-THESIS-2002-029 (2002)

5. P. Tenenbaum, T. Shintake: Measurement of Small Electron Beam Spots, Ann.
Rev. Nucl. Part. Sci. 49, 125–162 (1999)

6. M.C. Ross, N. Phinney, G. Quickfall et al.: ‘Automated Emittance Measure-
ments in the SLC’. In: Proc. 1987 IEEE PAC, Washington, D.C. 1987 (IEEE,
Washington 1987)

7. F.-J. Decker: private communication (1994)
8. M. Woodley, P. Emma: Measurement and Correction of Cross Plane Coupling
in Transport Lines. In: Proc. 20th Intnl. Linac Conf., Monterey, CA 2000

9. M. Sands: A Beta Mismatch Parameter. SLAC internal report SLAC-AP-85
(1991)

10. W. Spence: private communication (1996)
11. R. Iverson, M. Minty, M. Woodley: ATF Internal Report ATF 12-29 (1997)
12. H. Wiedemann: Particle Accelerator Physics (Springer-Verlag, Berlin, 1993)
13. M. Sands: The Physics of Electron Storage Rings, SLAC Internal Report SLAC-
121 (1970)

14. K. Robinson: Phys. Rev. 111, 373 (1958)
15. J.T. Seeman: Observations of the Beam-Beam Interaction, Joint US/CERN
School on Particle Accelerators, Sardinia, Italy (1985)

16. M.G. Minty, R. Brown, F.-J. Decker et al.: ‘Using a Fast-Gated Camera for
Measurements of Transverse Beam Distributions and Damping Times’. In: Ac-
celerator Instrumentation Workshop, Berkeley, 1992 ed. by J.A. Hinkson, G.
Stover (AIP Conf. Proc. 281, 1992) p. 158

17. M. Minty, R. Akre, F.J. Decker et al.: ‘Emittance Reduction via Dynamic RF
Frequency Shift at the SLC Damping Rings’. In: 17th Int. Conf. on High Energy
Accelerators, Dubna, Russia, 1998

18. R. Akre, F.-J. Decker, M.G. Minty: RF Frequency Shift during Beam Storage
in the SLC Damping Rings. In: Proc. 1999 IEEE PAC New York, 1999 (IEEE,
Piscataway 1999)



340 References for Chapter 4

19. R.D. Kohaupt, G.A. Voss: Progress and Problems in Performance of e+/e-
Storage Rings, Ann. Rev. Nucl. and Part. Sci. 33, 67 (1983)

20. G. Arduini, R. Assmann, R. Bailey et al.: ‘LEP Operation and Performance
with 100 GeV Colliding Beams’ In: Proc. EPAC Vienna, Austria, 2000 (Euro-
pean Phys. Soc., Geneva 2000) p. 265

21. T. Sen: Beam Dynamics with the New Interaction Regions. In: Proc. DESY
Beschleuniger-Betriebsseminar Bad Lauterberg, 1998; DESY HERA 98-04

22. T.O. Raubenheimer, L.Z. Rivkin, R.D. Ruth: Damping Ring Designs for a TeV
Linear Collider. In: DPF Summer Study Snowmass 1988, and Internal Report
SLAC-PUB-4808 (1988)

23. A.M. Kondratenko, B.W. Montague: Polarized Beams in LEP. CERN Internal
Report CERN ISR-TH/80-38 (1980)

24. K. Steffen: An Alternative Interaction Geometry for HERA. Internal Report
DESY HERA 81/17 (1981)

25. J.T. Seeman: Observation of High Current Effects in High Energy Linear Col-
liders. In: 1990 Joint US-CERN School on Particle Accelerators: Frontiers of
Particle Beams, Intensity Limitations, Hilton Head Island, SC (1990); pub-
lished in CERN US PAS 255–292 (1990)

26. J.T. Seeman, K.L.F. Bane, T. Himel et al.: ‘Observation and Control of Emit-
tance Growth in the SLC Linac’. In: Part. Accel., 30, 97–104 (1989)

27. F.-J. Decker, R. Brown, J.T. Seeman: Beam Size Measurements with Nonin-
terceptive Off-axis Screens. In: Proc. 1993 IEEE PAC Washington, DC, 1993
(IEEE, Piscataway 1993)

28. V. Balakin, A. Novokhatsky, V. Smirnov. In Proc. 12th International Confer-
ence High Energy Accelerators, Fermilab, 1983 (IEEE, New York, 1983)

29. J.T. Seeman, F-J. Decker, I. Hsu: The Introduction of Trajectory Oscillations
to Reduce Emittance Growth in the SLC Linac. In: Proc. XV International
Conference on High Energy Accelerators, Hamburg, Germany, 1992 (World Sci-
entific, 1992)

30. A. Chao: Physics of Collective Beam Instabilities in High Energy Accelerators
(Wiley, New York 1993)

31. T.O. Raubenheimer, R.D. Ruth: Nucl. Instr. Meth. A 302, 191 (1991)
32. T.O. Raubenheimer: Nucl. Instr. Meth. A 306, 61 (1991)
33. R. Assmann, P. Raimondi, G. Roy, J. Wenninger: Phys. Rev. ST Accel. Beams
3, 121001 (2000)



References for Chapter 5

1. K.-J. Kim: Nucl. Instr. Meth. A 275, 201 (1989)
2. J.B. Rosenzweig, E. Colby, G. Jackson, T. Nicol: Design of a High Duty Cycle,
Asymmetric Emittance RF Photoinjector for Linear Collider Applications. In:
Proc. IEEE PAC 1993, Washington, DC, 1993 (IEEE, Piscataway 1993)

3. B.E. Carlsten: Part. Acc. 49, 27 (1995)
4. M.E. Jones, B.E. Carlsten: Space-Charge Induced Emittance Growth in the
Transport of High-Brightness Electron Beams. In: Proc. IEEE Part. Acc. Conf.,
Washington, D.C., 1987, p. 1391

5. Y. Derbenev: University of Michigan Report No. UM-HE-98-04 (1998)
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